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## Résumé en français

Une question cruciale dans de nombreux contextes, allant de la météorologie (ouragans, canicule, inondations) à la géologie (tremblements de terre), en passant par la finance (crash boursier) et la physique est celle de prévoir la fréquence des événements extrêmes. Ces événements, bien qu'atypiques, ont généralement un impact désastreux. Pour mieux se préparer à des effets aussi catastrophiques, il est essentiel d'avoir une compréhension plus approfondie de ces phénomènes. Les statistiques d'extrêmes ont été étudiées en détail depuis de nombreuses années, soit depuis les travaux fondateurs de Gumbel [64] qui a identifié les trois classes d'universalité dans le cas des variables aléatoires indépendantes et à distribution identique (i.i.d.) : (I) Gumbel, (II) Fréchet et (III) Weibull. De nombreuses études ont été menées depuis lors pour obtenir des résultats concernant les valeurs extrêmes dans le cas de variables aléatoires non réparties de façon identique ou corrélées (voir par exemple $[23,25,35,101,111,123,214]$ ) mais on ne dispose pas de théorie générale et chaque cas doit être examiné séparément.

Dans le contexte de la physique, les applications de la théorie des valeurs extrêmes sont nombreuses. Ainsi, on peut citer l'étude des systèmes désordonnés [31, 95, 111, 116, 158] comme les verres (de spin) où la physique à basse température est dominée par les propriétés de l'état fondamental, c.-à-d. l'état de plus basse énergie (voir aussi [131] pour une revue sur le sujet). Les statistiques des valeurs extrêmes ont également fait l'objet d'études approfondies dans le contexte des processus de croissance stochastique dans la classe d'universalité $(1+1) d$ Kardar-Parisi-Zhang [71, 72, 132, 139, 159, 179, 180, 229] et le problème associé de polymères dirigés (voir $[103,186]$ pour des présentations pédagogiques). Un point décisif a été de relier cette classe de problèmes à la théorie des matrices aléatoires (RMT), où Tracy et Widom ont obtenu des résultats exacts [214]. La distribution de Tracy-Widom est devenue dès lors une pierre angulaire des statistiques de valeurs extrêmes pour les systèmes corrélés [169]. Elle a été observée expérimentalement dans la croissance de cristaux liquides nématiques [143, 178] en relation directe avec les modèles de croissance stochastique mais aussi dans un contexte très différent dans des expériences de fibres optiques couplées [30]. Toutefois, dans la plupart des problèmes physiquement pertinents, l'obtention des statistiques d'extrêmes reste un problème ouvert. L'un des principaux objectifs de cette thèse est d'élargir la connaissance des statistiques d'extrêmes pour les systèmes corrélés en explorant des modèles pour lesquels ces statistiques peuvent être obtenues exactement.

Dans cette thèse, nous considérons trois grandes classes de modèles, avec des appli-
cations physiques directes, où les statistiques d'extrêmes peuvent être obtenues exactement : (i) les fermions sans interaction, (ii) les matrices aléatoires et (iii) les marches aléatoires.

## Fermions sans interaction

Considérons d'abord certaines propriétés physiques des gaz de fermions piégés sans spin (ou polarisés) et sans interaction. Même en l'absence d'interaction, le principe d'exclusion de Pauli introduit de fortes corrélations quantiques dans le système car deux fermions ne peuvent occuper le même état quantique. Les fluctuations thermiques éliminent ces corrélations à haute température et les corrélations quantiques sont donc plus importantes à basse température. Les statistiques quantiques engendrent des propriétés spatiales non triviales pour le système de fermions. Les expériences sur les atomes froids constituent la plateforme idéale pour étudier ces corrélations car les récents progrès expérimentaux permettent un contrôle sans précédent des paramètres (voir [183,231] pour des revues). Dans ces systèmes, les interactions entre atomes peuvent être ajustées via la résonance de Feshbach [70] et en particulier, le régime sans interaction est accessible. Cela permet de sonder et d'isoler les effets purement quantiques émergents du principe de Pauli. Ces expériences sont maintenant utilisées comme simulateurs quantiques pour les systèmes de matière condensée, où l'on peut régler les paramètres du Hamiltonien de manière contrôlée [120]. Pour les gaz de Fermi, le développement récent de microscopes à gaz de Fermi $[80,113,233]$ permet de sonder les positions des particules individuelles comme observé sur la Fig. 0.1 (voir [81,122] pour des revues récentes). Ce type d'imagerie pourrait également permettre de tester les propriétés dynamiques et hors équilibre des gaz quantiques qui ont généré beaucoup d'intérêt théorique ces dernières années $[16,17,56,106,107,115,133]$.

Pour mener ce type d'expériences, le gaz quantique doit être confiné par un potentiel de piégeage. Ce potentiel crée toujours un bord fini au-delà duquel la densité de particules dans le gaz est essentiellement nulle. Bien que des techniques standard telles que l'approximation de la densité locale [19] aient été mises au point pour décrire l'essentiel du gaz, elles ne permettent pas de décrire les statistiques spatiales près du bord [109, 193].

Compte tenu des installations expérimentales décrites ci-dessus, il est crucial de bien comprendre la physique du gaz de Fermi froid à proximité du bord. Cette question a été abordée pour les fermions sans interaction dans une récente série d'articles [150152] utilisant le cadre des processus déterminantaux [73, 202]. En particulier, beaucoup de progrès ont résulté d'une connexion directe entre l'état fondamental d'un système unidimensionnel de fermions à température nulle et confiné par un potentiel harmonique et l'ensemble Gaussien unitaire (GUE). La probabilité jointe des positions dans l'état fondamental de ce gaz de Fermi peut être calculée exactement

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{Z_{N}(\alpha)} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2} \prod_{i=1}^{N} e^{-\alpha^{2} x_{i}^{2}}, \quad \alpha=\sqrt{\frac{m \omega}{\hbar}} . \tag{1}
\end{equation*}
$$

On reconnaît d'après la correspondance exacte $x_{i}=\sqrt{N} \lambda_{i} / \alpha$ la célèbre distribution jointe des valeurs propres du GUE. Cet ensemble matriciel est un ensemble invariant de la théorie des matrices aléatoires, où les matrices hermitiennes sont construites avec
des entrées complexes gaussiennes indépendantes. Le résultat dans Eq. (1) n'est valable que pour un potentiel harmonique, mais il est expérimentalement pertinent de réaliser différentes formes pour le potentiel de confinement $[118,232]$. En réalité, il a été démontré que les résultats obtenus pour les corrélations au bord de la densité s'étendent à tout potentiel qui varie lentement, par exemple $V(x) \sim|x|^{p}$ avec $p>0$. Ces potentiels produisent une variation continue et régulière de la densité près du bord. Dans la théorie des matrices aléatoires, cette classe d'universalité pour le comportement au bord est généralement qualifiée de "soft edge". Cependant, il existe des ensembles de matrice aléatoires, par exemple les ensembles Wishart ou Jacobi, où la densité présente des bords avec des divergences ou des discontinuités que l'on qualifie de "hard edges". Une question naturelle est donc de se demander si ces modèles de matrices aléatoires ont des analogues dans les modèles de fermions qui présentent un comportement de "hard edge" similaire et s'il existe une classe d'universalité associée. Répondre à cette question constitue l'un des principaux objectifs de cette thèse.

## Matrices aléatoires

Nous considérons un problème connexe, celui des propriétés statistiques des matrices aléatoires [52, 110, 205, 212, 228]. Depuis leur première apparition dans la littérature statistique [222], les matrices aléatoires ont été largement utilisé en mathématiques, télécommunications, écologie ou finance. En physique, elles ont d'abord été introduites par Wigner [218] pour décrire l'espacement entre les niveaux d'énergie dans les noyaux mais a été utilisé depuis en physique statistique afin de décrire des marcheurs aléatoires malveillants (sans intersection) [50,65,94,134, 164, 215], des modèles de plasmas [51,127,203,204], en physique mésoscopique [ $6,7,10,11,24,82,187$ ] ou en chromodynamique quantique $[208,223]$ (voir $[131,169]$ pour une revue concernant les applications physiques de la RMT). Les modèles de matrices aléatoires offrent un cadre très utile pour analyser les statistiques de valeurs extrêmes : alors que leurs valeurs propres sont fortement corrélées, leurs statistiques d'extrêmes peuvent être obtenues exactement et ont été étudiées en détail [ $76,136,172,213,214,214,216]$. Dans cette thèse, nous explorons la connexion entre les fermions et les matrices aléatoires [45,100,133,150,151,154,165,189,207] et considérons principalement l'ensemble unitaire de Jacobi (JUE) et l'ensemble complexe de Ginibre. A partir de ces connexions, nous résolvons plusieurs questions ouvertes pour les grandes déviations des statistiques de comptage (FCS) et des statistiques d'extrêmes dans ces ensembles.

## Marches aléatoires

Le dernier système que nous examinerons est celui des marches aléatoires et de leur équivalent continu, les mouvements Browniens. Ce modèle fondamental de la mécanique statistique a été introduit pour la première fois il y a plus d'un siècle par Louis Bachelier dans le contexte de la finance [4] (voir aussi [125] pour la première apparition du nom random walk et [20] pour une revue). Dans ce modèle, les positions prises par le marcheur aléatoire forment un ensemble de variables aléatoires fortement corrélées et constituent donc un laboratoire précieux pour tester les effets des fortes corrélations. En particulier, de nombreux résultats ont été obtenus pour les statistiques du maximum global [48, 93, $104,168]$. Les statistiques d'ordre, c'est-à-dire les statistiques des maxima ordonnés
(deuxième, troisième, etc.) ont également été examinées en détail pour une marche aléatoire régulière [29,48,98,99,130,185,210] et pour les mouvements browniens ramifiées [32, 33, 161, 162]. Les statistiques d'ordre font partie plus généralement de la théorie de la fluctuation qui a été largement étudiée par la communauté mathématique [48, 130, $210,225,226]$. Une vaste littérature a également émergé sur le sujet connexe des records pour ces marches aléatoires $[8,78,99,141,148,149,157,211,230]$. Dans ces deux cas, le problème devient plus simple dans la limite de grand $n$ pour laquelle le processus converge (pour une distribution de sauts à variance finie) vers le mouvement brownien, pour lequel un grand nombre de résultats ont été obtenus [28,147, 161, 227]. Il existe cependant moins de résultats pour les statistiques d'écarts entre positions maximales consécutives (gaps) pour les marches aléatoires [32,33,98, 161, 163], qui nécessitent de prendre en compte le caractère intrinsèquement discret du processus. Ces problèmes ne peuvent être résolus en utilisant la convergence vers le mouvement brownien. L'un des objectifs de cette thèse est donc d'obtenir de nouveaux résultats pour ce problème intéressant.

## Panorama de la thèse et résultats principaux

Nous présentons ici un panorama rapide de la thèse et résumons les résultats principaux. Ces résultats sont encadrés dans le texte $(\boxed{x})$ et les résultats non publiés sont encadrés deux fois ( $\boxed{x}$ ).

Bien que nous considérons des modèles spécifiques, ces résultats sont souvents valides de manière plus générale, comme c'est souvent le cas en physique statistique.

## Première partie: Description spatiale de gaz de Fermi sans interaction

La partie I de cette thèse est dédiée à l'étude des fermions sans interaction et de leur connexion avec les valeurs propres de matrices aléatoires.

Dans le chapitre 1, nous introduisons le cadre théorique permettant de décrire les propriétés spatiales des fermions et passons en revue les résultats concernant des potentiels à variations lentes.

Dans le chapitre 2, nous étendons la description des statistiques spatiales de fermions proches du bord au cas de potentiels de type hard edge. Nous démontrons une correspondance exacte entre l'état fondamentale d'un modèle de fermions dans un potentiel de boîte et l'ensemble unitaire de Jacobi. Nous obtenons de manière exacte le noyau de correlation de ce processus determinantal et démontrons que ce résultat s'étend à toute une nouvelle classe d'universalité dite de potentiels de hard edge. Nous étendons ce résultat dans deux directions: pour des modèles en plus grande dimension et à temperature non-nulle. Nous appliquons ces résultats en calculant la distribution de la position du fermion le plus éloigné du centre du piège. Nous obtenons en particulier l'émergence d'un régime de déviation intermédiaire, connectant les fluctuations typiques aux grandes déviations. Ce régime n'apparaît pas dans les ensembles invariants standard comme le GUE.

L'étude de ces systèmes de fermions sans interaction dans des potentiels type hard edge a conduit à la publication de deux articles:

1 Statistics of fermions in a d-dimensional box near a hard wall
B. Lacroix-A-Chez-Toine, P. Le Doussal, S. N. Majumdar, G. Schehr,

Europhys. Lett. 120 (1), 10006 (2018).

2 Non-interacting fermions in hard-edge potentials,
B. Lacroix-A-Chez-Toine, P. Le Doussal, S. N. Majumdar, G. Schehr,
J. Stat. Mech 12, 123103 (2018).

Dans le chapitre 3, nous développons une correspondance exacte entre l'état fondamental d'un système de fermions en rotation et l'ensemble complexe de Ginibre. Nous calculons de manière exacte les statistiques de comptage et l'entropie d'intrication pour ce systéme et ce pour toute valeure finie du nombre $N$ de fermions. Il existe des modèles de plasmas confinés par un potentiel harmonique en dimension deux, dans lequel les particules interagissent via la répulsion coulombienne, correspondant exactement à ce problème. Nous montrons que nos résultats sont universels et ne dépendent pas des détails du potentiel de confinement dans ce modèle de plasma. Ce faisant, nous résolvons deux problèmes de matching entre fluctuations typiques et grandes déviations en révelant la présence d'un régime de déviation intermédiaire pour (i) les fluctuations de la particule la plus éloignée du centre du piège et (ii) les statistiques de comptage.

L'étude de ces fermions sans interaction dans des pièges tournants, leur connexion avec l'ensemble de complexe de Ginibre et l'extension à des plasmas plus généraux a conduit à la publication de deux articles:

3 Rotating trapped fermions in two dimensions and the complex Ginibre ensemble: Exact results for the entanglement entropy and number variance, B. Lacroix-A-Chez-Toine, S. N. Majumdar, G. Schehr, Phys. Rev. A 99 (2), 021602 (2019).

4 Extremes of $2 d$ Coulomb gas: universal intermediate deviation regime B. Lacroix-A-Chez-Toine, A. Grabsch, S. N. Majumdar, G. Schehr, J. Stat. Mech 1, 013203 (2018).

Nous avons également soumis un autre article sur le sujet:

[^0]
## Deuxième partie: statistiques des gaps de marches aléatoires

La partie II de cette thèse est consacrée à l'étude des statistiques d'extrême, d'ordre et de gaps des marches aléatoires.

Dans le chapitre 4, nous passons en revue quelques résultats pour les statistiques d'ordre et de gaps de variables aléatoires i.i.d.

Dans le chapitre 5, nous passons en revue les statistiques d'extrêmes du mouvement brownien et des marches aléatoires.

Dans le chapitre 6, nous considérons les statistiques d'ordre des marches aléatoires. Nous obtenons une formule exacte pour le temps d'atteinte du $k^{\text {ieme }}$ maximum de la marche. Nous passons en revue quelques propriétés de la distribution de la valeur prise par le $k^{\text {ieme }}$ maximum d'une marche aléatoire avec une distribution de saut à variance finie. Nous introduisons et calculons la densité des maxima trempés et recuits à la fois pour une variance finie et pour des vols de Lévy. Ces résultats ne sont pas encore publiés.

Dans le chapitre 7, nous considérons les statistiques des gaps de marches aléatoires. Nous montrons comment obtenir exactement la distribution de probabilité des gaps pour la marche aléatoire avec une distribution de sauts donnée par la loi de Laplace. Nous soutenons à partir de simulations numériques que ce résultat est universel dans la limite de grands $n$ pour toute distribution de saut avec variance finie.

Nous avons récemment soumis un article sur les statistiques de gaps pour les marches aléatoires:

6 Gap statistics close to the quantile of a random walk,
B. Lacroix-A-Chez-Toine, S. N. Majumdar, G. Schehr, arXiv preprint, arXiv: 1812.08543, (2018).

Mentionnons enfin un article récemment soumis et largement déconnecté des statistiques d'extrême pour évaluation par les pairs:

## 7 Distribution of Brownian coincidences

A. Krajenbrink, B. Lacroix-A-Chez-Toine, P. Le Doussal, arXiv preprint, arXiv: 1903.06511, (2019).

Dans cet article, nous calculons la distribution du temps de coïncidence $\mathcal{T}_{N}(t)$, c'est-àdire le temps local total de toutes les coïncidences par paires de $N$ marcheurs Browniens indépendants. Nous montrons que ce problème est lié (i) au problème de Lieb-Liniger de $N$ bosons en interaction de cours durs [89] et (ii) les moments de la fonction de partition canonique de polymères dirigés (en relation directe avec l'équation de Kardar-Parisi-Zhang [229]). Nous obtenons la distribution exacte de $\mathcal{T}_{N}(t)$ pour $N=2,3$ pour plusieurs conditions initiales et finales et les comportements asymptotiques de la distribution pour toute valeur de $N$.

## Introduction

Predicting the occurrence of extreme events is a crucial issue in many contexts, ranging from meteorology (hurricanes, heatwave, floods), geology (earthquakes), finance (stock market crash), all the way to physics. These events, although atypical, usually have a disastrous impact. To better prepare for such dramatic effects, it is vital to have a deeper understanding of these phenomena. Extreme value statistics have been studied in detail for a number of years since the seminal work of Gumbel [64] who identified the three universality classes in the case of independent and identically distributed (i.i.d) random variables: (I) Gumbel, (II) Fréchet and (III) Weibull. Many studies have been conducted ever since to obtain extreme value results in the case of either non-identically distributed or correlated random variables (see e.g. [23, 25, $35,101,111,123,214]$ ) but there is no general theory and each case needs to be studied separately.

In the context of physics, the applications of extreme value theory are numerous. A seminal example is the study of disordered systems [31, $95,111,116,158]$ such as (spin) glasses where the physics at low temperature is dominated by the ground state properties, i.e. the state with lowest energy (see also [131] for a review). Extreme value statistics have also been extensively studied in the context of growth processes in the $(1+1) d$ Kardar-Parisi-Zhang universality class [71, $72,132,139,159,179,180,229]$ and the related problem of directed polymer (see [103,186] for pedagogical introductions). The turning point has been to connect this class of problems to random matrix theory (RMT), where Tracy and Widom have obtained exact results [214]. The Tracy-Widom distribution has become ever-since a cornerstone of extreme value statistics for correlated systems [169]. It has been observed experimentally in the growth of nematic liquid crystals $[143,178]$ in direct relation to this class of models but also in a very different context in coupled optical fibres experiments [30]. However, in most physically relevant problems, obtaining the extreme value statistics remains an open problem. One of the main goal of this thesis is to enlarge the knowledge of extreme value statistics for correlated systems by exploring models for which these statistics can be obtained exactly.

In this thesis, we consider three large classes of models, with direct physical applications, where the extreme value statistics can be obtained exactly: (i) non-interacting fermions, (ii) random matrices and (iii) random walks.


Figure 0.1: Fluorescence image of ${ }^{6} \mathrm{Li}$ atoms in a single layer of a cubic lattice, figure from Parsons et al. [113].

## Non-interacting fermions

We first discuss some physical properties of trapped gas of spin-less (or spin-polarised) non-interacting fermions. Even in the absence of interaction, the Pauli exclusion principle introduces strong quantum correlations in the system as two fermions cannot occupy the same quantum state. Of course, thermal fluctuations wash out these correlations at higher temperature and the quantum correlations are therefore more prominent at low temperature. The quantum statistics yields non-trivial spatial properties for the system of fermions. Cold atom experiments are the ideal platform to study these correlations as the recent experimental progress allows an unprecedented control over the parameters (see [183, 231] for reviews). In these systems, the interactions between atoms can be tuned via the Feshbach resonance [70] and in particular, the non-interacting regime is reachable, allowing to probe and single-out the purely quantum effects emerging form the Pauli exclusion principle. These experiments are now used as quantum simulators for condensed-matter systems, where one can tune the parameters of the Hamiltonian in a controlled manner [120]. For Fermi gases the recent development of Fermi gas microscope $[80,113,233]$ allows to probe the positions of single particles as observed in Fig. 0.1 (see $[81,122]$ for recent reviews). This type of imaging could also allow to test dynamical and non-equilibrium properties of quantum gases which has generated a lot of theoretical interest over the years $[16,17,56,106,107,115,133]$.

To conduct these types of experiments, the quantum gas needs to be confined by a trapping potential. This confining potential always creates a finite edge beyond which the density of particles in the gas is essentially zero. Although standard techniques such as local density approximation [19] were developed to describe the gas in the bulk of the density, they are not able to capture the spatial statistics close to the edge [109, 193]. In view of the aforementioned experimental set-ups, it becomes crucial to understand properly the physics of the cold Fermi gas close to the edge. This issue was tackled in a recent series of paper [150-152] for non-interacting fermions, using the framework of
determinantal point processes [73,202]. In particular, a lot of progress ensued from a direct connection between the ground state of a one-dimensional system of fermions at zero temperature confined by a harmonic potentials and the Gaussian Unitary Ensemble (GUE). The ground state joint probability of the positions of this Fermi gas can be computed exactly

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{Z_{N}(\alpha)} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2} \prod_{i=1}^{N} e^{-\alpha^{2} x_{i}^{2}}, \quad \alpha=\sqrt{\frac{m \omega}{\hbar}} . \tag{2}
\end{equation*}
$$

One recognises under the exact mapping $x_{i}=\sqrt{N} \lambda_{i} / \alpha$ the famous joint distribution of the eigenvalues of the GUE. This matrix ensemble is an invariant ensemble of random matrix theory, where Hermitian matrices are built with complex Gaussian independent entries. The result in Eq. (2) only holds for a harmonic potential, but it is experimentally relevant to design different shapes for the confining potential [118, 232]. In fact, it was shown that the results obtained for the correlations at the edge of the density extend for any smoothly varying potential, e.g. $V(x) \sim|x|^{p}$ with $p>0$. These potentials yield a smooth variation of the density close to the edge. In random matrix theory, this universality class for the edge behaviour is usually referred to as soft edge. However, there are many examples in RMT, e.g. the Wishart or Jacobi ensembles, where the density has hard edges where it vanishes abruptly due to the presence of effective hard walls. It is therefore natural to ask if these RMT models have any counterparts in models of fermions, which present a similar hard edge behaviour and if there is a universality class associated to this different behaviour. This is one of the main purposes of this thesis.

## Random matrices

A related problem that we consider is the statistical properties of random matrices [52, 110, 205, 212, 228]. Since its first appearance in the statistical literature [222], RMT has been used extensively in mathematics, telecommunication, ecology or finance. In physics, it was first introduced by Wigner [218] to describe the level spacing between energies of nuclei but has been used since in statistical physics in the context of vicious (non-intersecting) random walkers [50,65,94, 134, 164, 215], one component plasma [51, $127,203,204]$, mesoscopic physics $[6,7,10,11,24,82,187]$ or quantum chromodynamics [208,223] (see $[131,169]$ for reviews on the physical applications of RMT). The models of random matrices offer a very useful setting to analyse extreme value statistics: while their eigenvalues are strongly correlated, their extreme value statistics can be obtained exactly and have been studied in detail $[76,136,172,213,214,216]$. In this thesis, we explore the connection between fermions and random matrices [45, 100, 133, 150, 151, 154,165,189,207] and mainly consider the Jacobi Unitary Ensemble (JUE) and complex Ginibre Ensemble. From these connections, we solve several open questions for the large deviations of the full counting statistics (FCS) and extreme value statistics in these ensembles.

## Random walks

The last system that we will consider is random walks and its associated continuous counterpart Brownian motions. This seminal model of statistical mechanics was intro-
duced for the first time more than a century ago by Louis Bachelier in the context of finance [4] (see also [125] for the first appearance of the name random walk and [20] for a review). In this model, the positions taken by the random walker form a strongly correlated set of random variables and is therefore a useful laboratory to test the effects of strong correlations. In particular, many results were obtained for the statistics of the global maximum [48, 93, 104, 168]. The order statistics i.e. the statistics of the ordered maxima (second, third, etc) were also considered in detail both for a regular random walk [29,48,98,99,130,185,210] and for branching Brownian motions [32,33,161,162]. Order statistics is part of the general fluctuation theory which has been extensively studied in the mathematics community [48,130,210,225,226]. A large literature has also emerged on the related topic of records for these random walks [8,78,99,141,148, 149, 157,211,230]. In both cases, the problem is simplified in the large $n$ limit and for finite variance jump distribution by using the convergence of this process towards Brownian motion, for which a number of results have been obtained $[28,147,161,227]$. There exists however fewer results for the gap statistics of random walks [32,33,98,161,163], which is inherently linked to the discrete nature of the process. These problems cannot be solved using the convergence to Brownian motion. A goal of this thesis is therefore to obtain new results for this interesting and versatile problem.

## Overview of the thesis and main results

We present a quick overview of the thesis and summary of the main results. These main results are framed $(\boxed{x})$ in the text and the unpublished results are doubly framed $(\boxed{\boxed{x}})$.

While some of the considered models are quite specific, many of their properties exhibit universality, as in many instances in statistical mechanics, and hold in a more general context.

## First part: Spatial description of non-interacting fermions

Part I of this thesis is devoted to the study of non-interacting fermions and their connections to eigenvalues of random matrices.

In chapter 1, we introduce the framework to describe the spatial properties of fermions and review the results for smooth confining potentials.

In chapter 2, we extend the description of the edge statistics of non-interacting fermions to hard edge potentials. We show an exact mapping between the ground state of fermions trapped in a one-dimensional hard box potential and the Jacobi Unitary Ensemble of random matrices. We obtain exact results for the correlation kernel associated to this determinantal point process and show that these results extend to a new class of hard edge potentials. We extend these results in two directions: in higher dimension and at finite temperature. We apply these results to compute the fluctuations of the position of the fermion the farthest away from the centre of the trapping potential. In particular, we obtain the emergence of an intermediate deviation regime connecting the typical fluctuations to the large deviations, which does not appear for standard invariant ensembles as the GUE.

The study of these non-interacting fermions in hard edges led to the publication of two articles:

1 Statistics of fermions in a d-dimensional box near a hard wall
B. Lacroix-A-Chez-Toine, P. Le Doussal, S. N. Majumdar, G. Schehr, Europhys. Lett. 120 (1), 10006 (2018).

2 Non-interacting fermions in hard-edge potentials,
B. Lacroix-A-Chez-Toine, P. Le Doussal, S. N. Majumdar, G. Schehr,
J. Stat. Mech 12, 123103 (2018).

In chapter 3, we unveil an exact mapping between the ground state of a model of noninteracting fermions in rotation and the complex Ginibre ensemble. We compute exactly for this system the full counting statistics and entanglement entropy for any finite number $N$ of fermions. This problem is mapped to a specific case of the two-dimensional one component plasma, where charged particles (interacting via the long-ranged $2 d$ Coulomb logarithmic repulsion) are confined by a harmonic potential. Extending to more generic potentials, we show the universality of the results for the full counting statistics in the plasma model. Revealing the emergence of intermediate deviation regimes for (i) the fluctuations of the particle the farthest away from the centre of the trap and (ii) the full counting statistics, we solve two puzzles of matching between the typical fluctuations and the large deviations.

The study of these non-interacting fermions in rotating traps, their connection to the complex Ginibre ensemble and their extension to general one component plasma led to the publication of two articles:

3 Rotating trapped fermions in two dimensions and the complex Ginibre ensemble: Exact results for the entanglement entropy and number variance, B. Lacroix-A-Chez-Toine, S. N. Majumdar, G. Schehr, Phys. Rev. A 99 (2), 021602 (2019).

4 Extremes of $2 d$ Coulomb gas: universal intermediate deviation regime B. Lacroix-A-Chez-Toine, A. Grabsch, S. N. Majumdar, G. Schehr, J. Stat. Mech 1, 013203 (2018).

We also recently submitted for peer-review another article on this subject:

[^1]
## Second part: Statistics of the gaps of random walks

Part II of this thesis is devoted to the study of extreme value, order and gap statistics of random walks.

In chapter 4, we review a few results for the order and gap statistics of i.i.d. random variables.

In chapter 5 , we review the extreme value statistics of Brownian motion and random walks.

In chapter 6, we consider the order statistics of random walks. We obtain an exact formula for the time to reach the $k^{\text {th }}$ maximum of the walk. We review some properties of the distribution of the value taken by the $k^{\text {th }}$ maximum of a random walk with finite variance jump distribution. We introduce and compute the quenched and annealed density of maxima both for finite variance and Lévy flights. These results are still unpublished.

In chapter 7 , we consider the gap statistics of random walks. We show how to obtain exactly the probability distribution function of the gaps for the random walk with Laplace distribution of jumps. We argue from numerical simulations that this result is universal in the large $n$ limit for any jump distribution with finite variance.

We recently submitted for peer-review an article on the gap statistics of random walks:

6 Gap statistics close to the quantile of a random walk,
B. Lacroix-A-Chez-Toine, S. N. Majumdar, G. Schehr, arXiv preprint, arXiv: 1812.08543, (2018).

Note finally that we recently submitted another article for peer-review, which is largely disconnected to the extreme value statistics:

## 7 Distribution of Brownian coincidences

A. Krajenbrink, B. Lacroix-A-Chez-Toine, P. Le Doussal, arXiv preprint, arXiv: 1903.06511, (2019).

In this article, we compute the distribution of coincidence time $\mathcal{T}_{N}(t)$, i.e. the total local time of all pairwise coincidences, of $N$ independent Brownian walkers. We show that this problem is related to (i) the Lieb-Liniger problem of $N$ hard-core interacting bosons [89] and (ii) the moments of the canonical partition function of directed polymers (in direct relation to the Kardar-Parisi-Zhang equation [229]). We obtain the exact distribution of $\mathcal{T}_{N}(t)$ for $N=2,3$ for several initial and final conditions and the asymptotic behaviours of the distribution for any values of $N$.

## Part I

## Spatial description of non-interacting fermions

## Chapter 1

## Introduction to non-interacting fermions

In this chapter, we consider the system formed by $N$ non-interacting, spin-less (or spinpolarised), identical fermions of mass $m$. As discussed in the introduction, the current experiments for cold Fermi gases allow to probe the positions of individual particles in the Fermi gas [80,113,233]. A prior requirement in order to conduct sophisticated measurements is to have a precise spatial description of the gas. We will now develop the main mathematical framework that will be useful in the following. As in experiments, the number of fermions is usually $N \sim 10^{2-3}$, we will mainly focus on the limit of large $N$. The fermions are embedded in a $d$-dimensional space and we denote by $\left(\mathbf{x}_{i}, \mathbf{p}_{i}\right)$ the positions and impulsions of the fermions. The Hamiltonian of the system reads

$$
\begin{equation*}
\hat{\mathcal{H}}_{N}=\sum_{i=1}^{N} \hat{H}_{i}=\sum_{i=1}^{N} H\left(\hat{\mathbf{x}}_{i}, \hat{\mathbf{p}}_{i}\right) \text { with } H(\hat{\mathbf{x}}, \hat{\mathbf{p}})=\frac{\hat{\mathbf{p}}^{2}}{2 m}+V(\hat{\mathbf{x}}) . \tag{1.1}
\end{equation*}
$$

Note that we will pay particular attention in this chapter to the harmonic trapping potential $V(\mathbf{x})=\frac{1}{2} m \omega^{2} \mathbf{x}^{2}$. The single particle eigenstates $|\mathbf{k}\rangle$ satisfy

$$
\begin{equation*}
\hat{H}|\mathbf{k}\rangle=\epsilon_{\mathbf{k}}|\mathbf{k}\rangle, \quad \text { and } \quad \phi_{\mathbf{k}}(\mathbf{x})=\langle\mathbf{x} \mid \mathbf{k}\rangle, \tag{1.2}
\end{equation*}
$$

where $\epsilon_{\mathbf{k}}$ are their associated energy and $\phi_{\mathbf{k}}(\mathbf{x})$ their associated wave-function in position space. These wave-functions form an orthonormal basis of the Hilbert space

$$
\begin{equation*}
\int d^{d} \mathbf{x} \phi_{\mathbf{k}}(\mathbf{x}) \bar{\phi}_{\mathbf{k}^{\prime}}(\mathbf{x})=\delta_{\mathbf{k}, \mathbf{k}^{\prime}}, \tag{1.3}
\end{equation*}
$$

where we use the notation ${ }^{-}$for complex conjugation. For a single fermion in a given state $|\mathbf{k}\rangle$, the position $\mathbf{x}$ is a random variable and its quantum fluctuations are governed by the probability distribution function (PDF) $\left|\phi_{\mathbf{k}}(\mathbf{x})\right|^{2}$. The many-body state has energy $E_{N}=\sum_{i=1}^{N} \epsilon_{\mathbf{k}_{i}}$. The Pauli exclusion principle imposes that all occupied states must be different. At zero temperature the energy is minimum, which imposes to occupy only the $N$ lowest energy states $\epsilon_{0} \leqslant \epsilon_{1} \leqslant \cdots \leqslant \epsilon_{N-1}$ while the higher energy states remain empty. The energy $\epsilon_{N-1}=\epsilon_{F}=\mu$ of the highest energy occupied state, also called the Fermi energy, coincides at zero temperature with the chemical potential, i.e. the energy
added to the system by adding a fermion. At finite temperature $T=1 /\left(k_{B} \beta\right)$, the excited states are occupied with a non-zero probability, inducing thermal fluctuations on top of the quantum fluctuations. The relevant temperature scale is given for this many-body problem by the Fermi temperature $T_{F}=\epsilon_{F} / k_{B}$. For these systems of noninteracting fermions, the temperature acts as a control parameter for the correlations, which emerge only from the Pauli exclusion principle.

In the regime of high temperature $\beta \epsilon_{F} \ll 1$ many excited states are occupied, such that the occupation number $n_{\mathbf{k}}$ of each state $|\mathbf{k}\rangle$ is small. The Pauli exclusion principle becomes irrelevant in this limit, and the classical and quantum description of the system do coincide. The positions of the fermions are then described in the classical framework of statistical mechanics as i.i.d. random variables with individual PDF given by the Gibbs weight

$$
\begin{equation*}
p_{\beta}(\mathbf{x})=\frac{e^{-\beta V(\mathbf{x})}}{z(\beta)} . \tag{1.4}
\end{equation*}
$$

The extreme value statistics associated to the positions of the fermions can be obtained using the standard theory of i.i.d. random variables and in particular, in the large $N$ limit, they fall into one of the three universality classes (Gumbel, Fréchet or Weibull).

Furthermore, in the low temperature regime $\beta \epsilon_{F} \gg 1$, which we will mainly focus on, only a few states are excited. The quantum fluctuations dominate in this regime and the Pauli exclusion principle must be taken into account. The positions of the fermions are strongly correlated and one expects that the associated extreme value statistics will therefore be non-trivial. The systems of fermions therefore offer an interesting laboratory to test the effects of correlations on extreme value statistics.

This chapter is organised as follows: in Section 1.1, we explain the framework of determinantal point process that is associated to models of fermions on the case of a one-dimensional system at zero temperature. We show how it allows to retrieve the results of local density approximation in the bulk of the density and to describe precisely the statistics close to the edge. In Section 1.2 we extend this description to higher dimension still at zero temperature. Finally in Section 1.3, we review the extension of this framework to models of fermions at finite temperature.

We will now explain the framework of determinantal point process that is associated to non-interacting fermions starting by the case of dimension one and zero temperature, which is already non-trivial.

### 1.1 One-dimensional system at zero temperature

Let us first consider a one-dimensional system where the effects of quantum correlations are the strongest. In this case, the quantum numbers are indexed by a single quantum number $n$. At zero temperature, only the $N$ lowest energy states are occupied with $\epsilon_{0}<\epsilon_{1}<\cdots<\epsilon_{N-1}=\epsilon_{F}$ (see Fig. 1.1 for an example of filling). There are no degeneracies in this one-dimensional case. The many body wave function is given by the Slater determinant

$$
\begin{equation*}
\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{j-1}\left(x_{i}\right) . \tag{1.5}
\end{equation*}
$$



Figure 1.1: Single-particle energies and wave-functions associated to a system of $N=5$ fermions at zero temperature in a harmonic trapping potential $V(x)=\frac{1}{2} m \omega^{2} x^{2}$.

The joint quantum probability of the positions $x_{1}, \cdots, x_{N}$ is obtained by computing the modulus squared of this many body wave function

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{j-1}\left(x_{i}\right) \operatorname{det}_{1 \leqslant n, m \leqslant N} \bar{\phi}_{n-1}\left(x_{m}\right) . \tag{1.6}
\end{equation*}
$$

This joint probability can be re-written using the identity $\operatorname{det}(A) \operatorname{det}(B)=\operatorname{det}(A B)$ as

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} K_{N}\left(x_{i}, x_{j}\right), \tag{1.7}
\end{equation*}
$$

where the function $K_{N}(x, y)$ is called the correlation kernel and reads

$$
\begin{equation*}
K_{N}(x, y)=\sum_{k=0}^{N-1} \bar{\phi}_{k}(x) \phi_{k}(y) . \tag{1.8}
\end{equation*}
$$

It is straightforward to prove the reproducibility of this kernel, i.e.

$$
\begin{equation*}
\int_{-\infty}^{\infty} d y K_{N}(x, y) K_{N}(y, z)=\sum_{k, l=0}^{N-1} \bar{\phi}_{k}(x) \phi_{l}(z) \int_{-\infty}^{\infty} d y \bar{\phi}_{k}(y) \phi_{l}(y)=K_{N}(x, z), \tag{1.9}
\end{equation*}
$$

where the orthonormality of the wave functions in Eq. (1.3) was used in the last step. This property implies that the positions of the fermions form a determinantal point process with kernel $K_{N}(x, y)[73,202]$ and are therefore strongly correlated (the probability that any two positions are identical is zero). In particular, the $p$ points correlation function can be obtained using the determinantal framework for any $1 \leqslant p \leqslant N[54,73]$

$$
\begin{align*}
R_{p}\left(x_{1}, \cdots, x_{p}\right) & =\frac{N!}{(N-p)!} \sum_{i_{1} \neq i_{2} \neq \cdots \neq i_{p}}^{N}\left\langle\prod_{l=1}^{p} \delta\left(x_{k}-x_{i_{k}}\right)\right\rangle \\
& =\frac{N!}{(N-p)!} \int d x_{p+1} \cdots \int d x_{N}\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2} \\
& =\operatorname{det}_{1 \leqslant i, j \leqslant p}\left(K_{N}\left(x_{i}, x_{j}\right)\right) . \tag{1.10}
\end{align*}
$$

This formula can also be obtained by writing the Hamiltonian in the second quantification as a quadratic operator of creation and annihilation operators and applying Wick's theorem [92]. In particular, this formula in Eq. (1.10) allows to recover the average density (normalised to $N$ ) of the Fermi gas

$$
\begin{equation*}
R_{1}(\mathbf{x})=N \rho_{N}(\mathbf{x})=K_{N}(\mathbf{x}, \mathbf{x})=\sum_{n=0}^{N-1}\left|\phi_{\mathbf{k}_{n}}(\mathbf{x})\right|^{2} \tag{1.11}
\end{equation*}
$$

As for the two point correlation function it is obtained explicitly as

$$
\begin{align*}
R_{2}(\mathbf{x}, \mathbf{y}) & =\left|\begin{array}{ll}
K_{N}(\mathbf{x}, \mathbf{x}) & K_{N}(\mathbf{x}, \mathbf{y}) \\
K_{N}(\mathbf{y}, \mathbf{x}) & K_{N}(\mathbf{y}, \mathbf{y})
\end{array}\right| \\
& =\sum_{n_{1}, n_{2}=0}^{N-1}\left(\left|\phi_{\mathbf{k}_{n_{1}}}(\mathbf{x})\right|^{2}\left|\phi_{\mathbf{k}_{n_{2}}}(\mathbf{y})\right|^{2}-\overline{\phi_{\mathbf{k}_{n_{1}}}}(\mathbf{x}) \phi_{\mathbf{k}_{n_{1}}}(\mathbf{y}) \overline{\phi_{\mathbf{k}_{n_{2}}}}(\mathbf{y}) \phi_{\mathbf{k}_{n_{2}}}(\mathbf{x})\right) \tag{1.12}
\end{align*}
$$

The connection with fermions was actually part of the original motivations to consider determinantal point processes [91]. However, only recently did the physics community really use this connection [45, 100, 150-152, 206]. Note that this framework is not restricted to the position representation of the Hilbert space and one could work instead in the momentum representation. The $p$ point momenta correlation functions would be similar to Eq. (1.10) upon changing $x \rightarrow p$ and

$$
\begin{equation*}
\phi_{k}(x) \rightarrow \psi_{k}(p)=\int \frac{d x}{\hbar} e^{-\frac{i p x}{\hbar}} \phi_{k}(x) . \tag{1.13}
\end{equation*}
$$

We finally mention that for the harmonic oscillator, i.e. $V(x)=\frac{1}{2} m \omega^{2} x^{2}, x$ and $p$ play symmetric roles. This is not the case in general and some studies have recently considered in details the determinantal point process associated to the momenta [167].

We will now see how this determinantal framework allows us to compute the extreme value statistics of the process.

## Statistics of the maximum

Although the positions $x_{i}$ 's of fermions form a determinantal point process - and are therefore strongly correlated - this system constitutes one of the rare examples where the extreme value statistics can be obtained explicitly. We consider the Cumulative Distribution Function (CDF) Prob $\left[x_{\max } \leqslant x\right]$ of the position of the rightmost fermion $x_{\max }=\max _{1 \leqslant i \leqslant N} x_{i}$, which corresponds to the probability that there are no fermions in the interval $[x, \infty)$. Using the determinantal structure, this probability can be expressed as a Fredholm determinant $[54,73]$ of the kernel $K_{N}$, (see also [79] for precisions on Fredholm determinants)

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant x\right]=\operatorname{Det}\left[\mathbb{I}-P_{[x, \infty)} K_{N} P_{[x, \infty)}\right] \tag{1.14}
\end{equation*}
$$

An alternative representation of this CDF can be obtained by integrating the joint PDF of the positions in Eq. (1.6) for all the variables $x_{i}$ 's over the interval $(-\infty, x]$. This yields

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant x\right]=\frac{1}{N!} \int_{-\infty}^{x} d x_{1} \cdots \int_{-\infty}^{x} d x_{N} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{j-1}\left(x_{i}\right) \operatorname{det}_{1 \leqslant n, m \leqslant N} \bar{\phi}_{n-1}\left(x_{m}\right) . \tag{1.15}
\end{equation*}
$$

The $N$-fold integral of product of two $N \times N$ determinants can be simplified using the Cauchy-Binet-Andréief formula [2]

$$
\begin{align*}
& \frac{1}{N!} \int d^{d} \mathbf{x}_{1} \cdots \int d^{d} \mathbf{x}_{N} \prod_{k=1}^{N} h\left(\mathbf{x}_{k}\right) \operatorname{det}_{1 \leqslant i, j \leqslant N} \chi_{j}\left(\mathbf{x}_{i}\right) \operatorname{det}_{1 \leqslant n, m \leqslant N} \psi_{n}\left(\mathbf{x}_{m}\right) \\
& =\operatorname{det}_{1 \leqslant i, j \leqslant x}\left(\int d^{d} \mathbf{x} h(\mathbf{x}) \chi_{i}(\mathbf{x}) \psi_{j}(\mathbf{x})\right) \tag{1.16}
\end{align*}
$$

valid for general dimension $d$. Using this formula for $d=1$, we obtain an alternative representation of the CDF
$\operatorname{Prob}\left[x_{\max } \leqslant x\right]=\operatorname{det}_{0 \leqslant i, j \leqslant N-1}\left(\int_{-\infty}^{x} d y \phi_{i}(y) \bar{\phi}_{j}(y)\right)=\operatorname{det}_{0 \leqslant i, j \leqslant N-1}\left(\delta_{i, j}-\int_{x}^{\infty} d y \phi_{i}(y) \bar{\phi}_{j}(y)\right)$.
Note that the two representations in Eq. (1.14) and (1.17) are very similar, though different. In particular, they are expressed as a product over the eigenvalues of (i) a finite $N \times N$ matrix for (1.17) or (ii) an integral operator for (1.14). One can actually show that the non-zero eigenvalues of the projected kernel $P_{I} K_{N} P_{I}$ do coincide with the eigenvalues of the overlap matrix $\mathbb{A}_{i j}=\int_{I} d^{d} \mathbf{x} \phi_{\mathbf{k}_{i}}(\mathbf{x}) \bar{\phi}_{\mathbf{k}_{j}}(\mathbf{x})$ (see [199, 200] for the case $d=1$ ).

The behaviour of the $\operatorname{CDF} \operatorname{Prob}\left[x_{\max } \leqslant x\right]$ is obtained in the large $N$ limit solely from the asymptotic behaviour of the correlation kernel using Eq. (1.14). In fact, the correlation kernel controls all the quantum fluctuations of the Fermi gas and we now analyse in details its large $N$ behaviour.

### 1.1.1 Local density approximation

In the bulk of the system, and in the large $N$ limit, there is a semi-classical approximation allowing us to obtain the correlation kernel: the local density (or Thomas-Fermi) approximation (LDA). There are several ways to derive this approximation [19]. We present here an elegant and useful manner by introducing the Wigner function $W_{N}(x, p)$ of the $N$ fermions system, which defines a pseudo-probability (this function can become negative) in the phase space ( $x, p$ ) [18,221]. It is defined as

$$
\begin{equation*}
W_{N}(x, p)=\frac{N}{2 \pi \hbar} \int d y d x_{2} \cdots d x_{N} e^{\frac{\mathrm{ip} y}{\hbar}} \overline{\Psi_{0}}\left(x+\frac{y}{2}, x_{2}, \cdots, x_{N}\right) \Psi_{0}\left(x-\frac{y}{2}, x_{2}, \cdots, x_{N}\right) . \tag{1.18}
\end{equation*}
$$

In particular, the marginals of $W_{N}(x, p)$ are the mean densities $\rho_{N}(x)$ and $\hat{\rho}_{N}(p)$ respectively in position and momentum space

$$
\begin{align*}
& \rho_{N}(x)=\frac{1}{N} \sum_{i=1}^{N}\left\langle\delta\left(x-x_{i}\right)\right\rangle=\frac{1}{N} \int d p W_{N}(x, p),  \tag{1.19}\\
& \hat{\rho}_{N}(p)=\frac{1}{N} \sum_{i=1}^{N}\left\langle\delta\left(p-p_{i}\right)\right\rangle=\frac{1}{N} \int d x W_{N}(x, p) . \tag{1.20}
\end{align*}
$$

Note that we defined the densities such that $\int d x \rho_{N}(x)=1$. Interestingly, this Wigner function can be expressed as the Weyl transform of the correlation kernel [154]

$$
\begin{equation*}
W_{N}(x, p)=\int \frac{d y}{2 \pi \hbar} e^{-\frac{\mathrm{i} p y}{\hbar}} K_{N}\left(x+\frac{y}{2}, x-\frac{y}{2}\right) . \tag{1.21}
\end{equation*}
$$

In the limit $N \rightarrow \infty$, one expects to recover the classical limit $\hbar \rightarrow 0$, where the Wigner function becomes uniform over a finite region of space [19, 38, 154]

$$
\begin{equation*}
W_{N}(x, p) \approx \frac{\Theta[\mu-H(x, p)]}{2 \pi \hbar}=\frac{1}{2 \pi \hbar} \Theta\left[\mu-\frac{p^{2}}{2 m}-V(x)\right], \tag{1.22}
\end{equation*}
$$

where $\mu \approx \epsilon_{N}$ is the Fermi energy of the system and $\Theta(x)$ is the Heaviside step-function. The average density in position space $\rho_{N}(x)$ is obtained by integrating over the momentum $p$ as

$$
\begin{equation*}
\rho_{N}(x)=\int \frac{d p}{2 \pi \hbar} \Theta\left[\mu-\frac{p^{2}}{2 m}-V(x)\right]=\frac{1}{N \pi \hbar} \sqrt{2 m[\mu-V(x)]} . \tag{1.23}
\end{equation*}
$$

For a smooth potential (e.g. of the type $V(x) \sim|x|^{p}$ ), one therefore expects this density to have finite edges $r_{\mathrm{e}}$ such that $V\left(r_{\mathrm{e}}\right)=\mu$ where it vanishes as a square-root $\rho_{N}(x) \sim \sqrt{x-r_{\mathrm{e}}}$. Furthermore, taking the inverse Weyl transform of Eq. (1.22) we obtain the correlation kernel in the local density approximation

$$
\begin{equation*}
K_{N}(x, y) \approx \int \frac{d p}{2 \pi \hbar} e^{-\frac{i p(x-y)}{\hbar}} \Theta\left[\mu-\frac{p^{2}}{2 m}-V(u)\right]=\frac{1}{\ell_{N}(u)} K_{\mathrm{b}}^{1}\left(\frac{x-y}{\ell_{N}(u)}\right) \tag{1.24}
\end{equation*}
$$

where $u=(x+y) / 2$ is the centre of mass of $x$ and $y$, the scaling function $K_{\mathrm{b}}^{1}(r)$ reads

$$
\begin{equation*}
K_{\mathrm{b}}^{1}(r)=K_{\mathrm{sin}}(r)=\frac{\sin (r)}{\pi r}, \text { and } \ell_{N}(u)=\left[\pi N \rho_{N}(u)\right]^{-1} \tag{1.25}
\end{equation*}
$$

Note that this approximation is called the "local density approximation" (LDA) because one assumes that on the small scale $\ell_{N}(u)=\left[N \pi \rho_{N}(u)\right]^{-1}$, defined from the pointwise density, the Fermi gas can be considered as a free, translation invariant gas (the correlation kernel rescaled by $\ell_{N}(u)$ in Eq. (1.24) is explicitly translationally invariant). This approximation is quite accurate to describe the bulk properties of the Fermi gas in the large $N$ limit $[19,138]$ (see also Fig. 1.2). We already mentioned that the density in Eq. (1.23) has finite edges at positions $r_{\mathrm{e}}$ such that $V\left(r_{\mathrm{e}}\right)=\mu$ where the scale $\ell_{N}(u)$ diverges and the LDA description thus breaks down near these points $r_{\mathrm{e}}$. One therefore needs new tools to describe the statistics close to these edges [109, 193].

We will now review the case of the harmonically confined Fermi gas, where this problem can be solved exactly using a mapping to random matrix theory.

### 1.1.2 One-dimensional harmonic potential and the Gaussian Unitary Ensemble

Let us consider a specific example to understand how the tools of random matrix theory (RMT) allow us to describe the edge statistics. The single particle Hamiltonian associated to the harmonic potential reads

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \hat{x}^{2}, \tag{1.26}
\end{equation*}
$$

with single particle energies and wave functions labelled by an integer $n \in \mathbb{N}$,

$$
\begin{equation*}
\epsilon_{n}=\hbar \omega\left(n+\frac{1}{2}\right), \quad \text { and } \phi_{n}(x)=\frac{\alpha}{\pi^{1 / 4} 2^{n / 2} \sqrt{n!}} e^{-\frac{\alpha^{2} x^{2}}{2}} H_{n}(\alpha x), \quad \alpha=\sqrt{\frac{m \omega}{\hbar}} . \tag{1.27}
\end{equation*}
$$



Figure 1.2: Comparison between the bulk density obtained from LDA (orange) and the exact density profile for $N=100$ fermions in a one-dimensional harmonic potential $V(x)=\frac{1}{2} m \omega^{2} x^{2}$ at zero temperature plotted as a function of the rescaled position $u=\alpha x / \sqrt{N}$ where $\alpha=\sqrt{m \omega / \hbar}$.

In this expression $H_{n}(x)=e^{x^{2}}\left(-\partial_{x}\right)^{n} e^{-x^{2}}$ is the Hermite polynomial of degree $n$. The Fermi energy is in this case $\mu=\hbar \omega(N-1 / 2)$. The joint quantum probability of the $N$ positions of the fermions is given by the modulus squared of the Slater determinant

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{j-1}\left(x_{i}\right) \operatorname{det}_{1 \leqslant n, m \leqslant N} \bar{\phi}_{n-1}\left(x_{m}\right), \tag{1.28}
\end{equation*}
$$

and can be computed exactly for this system. Indeed, we first remove column by column the Gaussian term from the determinants, yielding a product of Gaussian term over all the positions. Next, we use the Vandermonde identity allowing to obtain the determinant of any set of polynomials $\left\{p_{0}, \cdots p_{N-1}\right\}$ of ascending order as

$$
\begin{equation*}
\Delta(\Lambda)=\prod_{i<j}\left(\lambda_{i}-\lambda_{j}\right)=A_{N}(p) \operatorname{det}_{1 \leqslant i, j \leqslant N} p_{j-1}\left(\lambda_{i}\right), \tag{1.29}
\end{equation*}
$$

where the weight $A_{N}(p)$ depends on the set of polynomials. This finally yields

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{Z_{N}(\alpha)} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2} \prod_{i=1}^{N} e^{-\alpha^{2} x_{i}^{2}}, \tag{1.30}
\end{equation*}
$$

where $Z_{N}(\alpha)$ is a constant ensuring the normalisation of the joint probability. Remarkably, this joint PDF appears in a very different context as the joint distribution of the eigenvalues of the Gaussian Unitary Ensemble (GUE), which we briefly review now.

## Gaussian Unitary Ensemble

In this ensemble, the matrices have Hermitian symmetry and are filled with independent complex Gaussian entries

$$
\begin{align*}
& m_{i i} \sim \mathcal{N}\left(0, \frac{1}{\sqrt{2 N}}\right) \\
& m_{i j} \sim \mathcal{N}\left(0, \frac{1}{2 \sqrt{N}}\right)+\mathrm{i} \mathcal{N}\left(0, \frac{1}{2 \sqrt{N}}\right), \quad m_{j i}=\overline{m_{i j}}, i<j . \tag{1.31}
\end{align*}
$$

The probability weight $P(M)$ associated to a matrix $M$ in this ensemble therefore reads

$$
\begin{equation*}
P(M)=\frac{1}{z_{N}} \prod_{i<j} e^{-2 N m_{i j} m_{j i}} \prod_{i=1}^{N} e^{-N m_{i i}^{2}}=\frac{1}{z_{N}} e^{-N\left[2 \sum_{i<j} m_{i j} m_{j i}+\sum_{i=1}^{N} m_{i i}\right]}=\frac{e^{-\frac{N}{2} \operatorname{Tr}\left[M^{2}\right]}}{z_{N}} . \tag{1.32}
\end{equation*}
$$

Note that the name of this ensemble comes from the invariance of this measure by unitary transformation, which appears clearly in this expression. The joint probability of the eigenvalues is obtained after integration over the eigenvectors degrees of freedom (see Appendix B for details) and reads

$$
\begin{equation*}
P_{\text {joint }}^{\mathrm{GUE}}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\frac{1}{Z_{N}^{\mathrm{GUE}}} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{2} \prod_{i=1}^{N} e^{-N \lambda_{i}^{2}} . \tag{1.33}
\end{equation*}
$$

Comparing Eq. (1.30) and Eq. (1.33), one realises that there is a one to one mapping between the joint PDF of the rescaled positions $\alpha x_{i}$ 's of the fermions in this harmonic potential and the rescaled eigenvalues $\sqrt{N} \lambda_{i}$ 's of a matrix belonging to the Gaussian Unitary Ensemble (GUE). Note that an alternative way to obtain this exact mapping is to compute the correlation kernel $K_{N}(x, y)$, which is identical for both of these determinantal point processes. The average density of eigenvalues in this ensemble converges in the large $N$ limit to the Wigner semi-circle $[219,220]$ (see Fig. 1.2)

$$
\begin{equation*}
\rho_{\mathrm{sc}}(\lambda)=\frac{1}{\pi} \sqrt{2-\lambda^{2}}, \quad-\sqrt{2} \leqslant \lambda \leqslant \sqrt{2} . \tag{1.34}
\end{equation*}
$$

Using the exact mapping, one can easily check that the density for the fermions coincides with the prediction from LDA in Eq. (1.23)

$$
\begin{equation*}
\rho_{N}(x) \approx \frac{\alpha}{\sqrt{N}} \rho_{\mathrm{sc}}\left(\frac{\alpha x}{\sqrt{N}}\right) \tag{1.35}
\end{equation*}
$$

where we used $\alpha=\sqrt{m \omega / \hbar}$. This density vanishes at the symmetric edges $\pm r_{\mathrm{e}}=$ $\pm \alpha^{-1} \sqrt{2 N}$. We now analyse the large $N$ limit for the correlation kernel associated to this determinantal point process.

## Bulk limit: Sine kernel

In the large $N$ limit, the typical inter-particle distance $\ell_{N}(x)$ can be evaluated close to a point $x$ in the bulk of the density as (see also Fig. 1.3)

$$
\begin{equation*}
\int_{x}^{x+\ell_{N}(x)} \rho_{N}\left(x^{\prime}\right) d x^{\prime} \sim \frac{1}{N} \Rightarrow \ell_{N}(x) \sim\left[N \rho_{N}(x)\right]^{-1} . \tag{1.36}
\end{equation*}
$$

Note that this scale corresponds exactly to the typical scale of LDA and diverges at the edge of the density. In the limit $N \rightarrow \infty$, it is well-known in the RMT literature $[52,54,110]$ that the correlation kernel takes the scaling form

$$
\begin{equation*}
K_{N}(x, y) \approx \rho_{N}(u) K_{\sin }\left(\rho_{N}(u)(x-y)\right), u=\frac{x+y}{2} \tag{1.37}
\end{equation*}
$$



Figure 1.3: Typical repartition of fermions in a trapping potential $V(x)$ (represented in dashed black). The density (in orange) has finite edges. As the density is smaller, the typical inter-particle distance at the edge $w_{N}$ is large $w_{N} \gg \ell_{N}(u)$ in comparison to the typical scale $\ell_{N}(u)$ in the bulk.
valid in the bulk, where the function $K_{\sin }(r)$ is the sine kernel and reads

$$
\begin{equation*}
K_{\sin }(r)=\int_{-1}^{1} \frac{e^{i k r}}{2 \pi} d k=\frac{\sin (r)}{\pi r} \tag{1.38}
\end{equation*}
$$

This result coincides exactly with the prediction from LDA in Eq. (1.25), which provides a more rigorous proof of this bulk description. Before considering the edge properties of this system, let us mention a first application of this exact mapping that may prove to be experimentally relevant.

## Full counting statistics and entanglement entropy

Using the exact mapping to GUE, it is possible to obtain the statistics of the number $N_{L}$ of fermions inside the interval $[-L, L]$. We refer to this observable as the full counting statistics (FCS). At zero temperature, and using the connection to random matrix, one can show a central limit theorem for the number of fermions inside this interval in the large $N$ limit $[84,206,207]$ and obtain the asymptotic behaviour of the number variance for $0<\zeta=\alpha L / \sqrt{N}<\sqrt{2}$,

$$
\begin{equation*}
\operatorname{Var}\left(N_{L}\right) \approx \frac{1}{\pi^{2}} \ln \left[N \zeta\left(2-\zeta^{2}\right)^{3 / 2}\right] \tag{1.39}
\end{equation*}
$$

Note that these results were recently extended to the case of finite temperature [189]. For non-interacting Fermi gases, one can show that the FCS is directly related to another quantity: the bipartite entanglement entropy [88]. The Rényi bipartite entanglement entropy $S_{q}(N, L)$ of the domain $\mathcal{D}_{L}=[-L, L]$ is defined as

$$
\begin{equation*}
S_{q}(N, L)=\frac{1}{1-q} \ln \operatorname{Tr}\left[\rho_{L}^{q}\right] \tag{1.40}
\end{equation*}
$$

where $\rho_{L}=\operatorname{Tr}_{\overline{\mathcal{D}}_{L}}[\rho]$ is the reduced density matrix, obtained from the full density matrix $\rho=\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right|$ by tracing out the degrees of freedom of the complement $\overline{\mathcal{D}}_{L}=(-\infty,-L) \cup$
$(L, \infty)$ of $\mathcal{D}_{L}$. This entanglement entropy allows to characterise in particular the critical and topological phases of matter $[15,196]$. One can show that for a general system of noninteracting fermions, there exists an exact expression for the Rényi entanglement entropy as a series of the cumulants $\left\langle N_{\mathcal{D}}^{p}\right\rangle_{c}$ of order $p>2$ of the particles number [68,69, 88]

$$
\begin{equation*}
S_{q}(\mathcal{D})=\sum_{p=2}^{\infty} \eta_{q, p}\left\langle N_{\mathcal{D}}\right\rangle_{c}^{p} \tag{1.41}
\end{equation*}
$$

with in particular $\eta_{q, 2}=\frac{\pi^{2}}{6 q}(q+1)$. We discuss in further details this connection in Section 3.2. This relation was exploited in [100] to obtain the entanglement entropy in the bulk of this one-dimensional Fermi gas at zero temperature. This remark closes this aparté and we consider now the edge properties of this system by first obtaining the correlation kernel.

## Edge limit: Airy kernel

The exact mapping with the GUE is especially convenient for the description of the statistics at the edge of the density. As seen in section 1.1.1, the description introduced by the LDA is no longer valid close to the edge. In particular, as the density becomes small close to the edge, the typical inter-particle distance $w_{N}$ is larger than in the bulk (c.f. Fig. 1.3). It can be evaluated by ensuring that there is $O(1)$ particles in the interval $\left[r_{\mathrm{e}}-w_{N}, r_{\mathrm{e}}\right]$ close to the edge, i.e.

$$
\begin{equation*}
\int_{r_{\mathrm{e}}-w_{N}}^{r_{e}} \rho_{N}\left(x^{\prime}\right) d x^{\prime} \approx \int_{0}^{w_{N}} \frac{\alpha}{\sqrt{N}} \sqrt{\frac{\alpha x^{\prime}}{\sqrt{N}}} d x^{\prime} \sim \frac{1}{N} \Rightarrow w_{N} \sim N^{-1 / 6} . \tag{1.42}
\end{equation*}
$$

The edge properties of the spectrum have been extensively studied in RMT [52,54, 110]. Using the exact mapping, one can then show that the kernel converges on a typical scale $w_{N}=\left(\alpha \sqrt{2} N^{1 / 6}\right)^{-1}$ close to the edge $r_{\mathrm{e}}$ towards the Airy scaling form [52]

$$
\begin{equation*}
K_{N}(x, y) \approx \frac{1}{w_{N}} K_{\mathrm{Ai}}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}, \frac{y-r_{\mathrm{e}}}{w_{N}}\right) \tag{1.43}
\end{equation*}
$$

where the function $K_{\mathrm{Ai}}(u, v)$ is called the Airy kernel and reads

$$
\begin{equation*}
K_{\mathrm{Ai}}(u, v)=\int_{0}^{\infty} d s \operatorname{Ai}(s+u) \operatorname{Ai}(s+v)=\frac{\operatorname{Ai}(u) \operatorname{Ai}^{\prime}(v)-\operatorname{Ai}(v) \operatorname{Ai}^{\prime}(u)}{u-v} . \tag{1.44}
\end{equation*}
$$

The Airy function $\operatorname{Ai}(u)=\lim _{x \rightarrow \infty} \frac{1}{\pi} \int_{0}^{x} d t \cos \left(\frac{t^{3}}{3}+u t\right)$ is the real solution of $f^{\prime \prime}(u)=$ $u f(u)$ that vanishes as $u \rightarrow+\infty$. This scaling form allows a more precise description of the edge properties. In particular, the Airy kernel controls the density profile close to the soft edge
$\rho_{N}(x)=\frac{1}{N} K_{N}(x, x) \approx \frac{1}{N w_{N}} F_{1}^{\mathrm{s}}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}\right)$, with $F_{1}^{\mathrm{s}}(z)=K_{\mathrm{Ai}}(z, z)=\mathrm{Ai}^{2}(z)-z \mathrm{Ai}^{2}(z)$.
The asymptotic behaviours of this scaling function read

$$
F_{1}^{\mathrm{s}}(z) \approx \begin{cases}\frac{\sqrt{|z|}}{\pi} & , z \rightarrow-\infty  \tag{1.45}\\ \frac{e^{-\frac{4}{3} z^{3 / 2}}}{8 \pi z} & , z \rightarrow+\infty\end{cases}
$$



Figure 1.4: Plot of the density profile $F_{1}^{\mathrm{s}}(z)$ close to the soft edge given in Eq. (1.45) (in orange) and comparison with the prediction from local density approximation (in dashed blue).

Note that the behaviour for $z \rightarrow-\infty$ matches smoothly with the square-root behaviour of the density obtained from LDA in Eq. (1.23). This density profile is plotted in Fig. 1.4 together with a comparison with the LDA description.

Even though the framework developed only extends to non-interacting Fermi gases, it was recently argued $[152,181]$ that as the gas is very dilute close to the edge, the physics should not depend crucially on the interactions between particles, provided they are not too strong. These edge results describing a non-interacting Fermi gas should therefore extend to finite interaction. It is indeed well-known that the many-body ground state probability in Eq. (1.30) is recovered in the Lieb-Liniger model of bosons with contact repulsion, [194, 195]

$$
\begin{equation*}
\mathcal{H}_{N}=\sum_{i=1}^{N}\left(-\partial_{x_{i}}^{2}+x_{i}^{2}\right)+c \sum_{i<j} \delta\left(x_{i}-x_{j}\right), \tag{1.47}
\end{equation*}
$$

in the Tonks-Girardeau limit where $c \rightarrow \infty$ [59,60]. The results at the edge should also extend to bosons with finite repulsive short range interactions.

One interesting counter-example where the strong interactions modify the behaviour at the edge is the Calogero-Moser-Sutherland model [184] described by the one-dimensional Hamiltonian for $N$ particles

$$
\begin{equation*}
\mathcal{H}_{N}=\sum_{i=1}^{N}\left(-\partial_{x_{i}}^{2}+x_{i}^{2}\right)+\sum_{i<j} \frac{\beta(\beta-2)}{\left(x_{i}-x_{j}\right)^{2}} . \tag{1.48}
\end{equation*}
$$

In this model the ground state joint probability of the positions can be obtained exactly [181]

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{Z_{N}^{\mathrm{CMS}}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{\beta} \prod_{i=1}^{N} e^{-x_{i}^{2}} \tag{1.49}
\end{equation*}
$$

After the rescaling $x_{i}=\sqrt{N \beta / 2} \lambda_{i}$, this joint PDF matches exactly the PDF of eigen-
values in the Gaussian $\beta$ Ensemble, which is a natural extension of the GUE,

$$
\begin{equation*}
P_{\text {joint }}^{\mathrm{G} \beta \mathrm{E}}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\frac{1}{Z_{N}^{\mathrm{G} \beta \mathrm{E}}} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{\beta} \prod_{i=1}^{N} e^{-\frac{N \beta}{2} \lambda_{i}^{2}} . \tag{1.50}
\end{equation*}
$$

The values $\beta=1,2,4$ correspond to Dyson's famous three-fold way [42] (see also Appendix B ). Note that the eigenvalues only form a determinantal point process for $\beta=2$, which prevents to generalise the framework developed in this chapter to this more general situation.

The Airy scaling form of the correlation kernel in Eq. (1.43) controls the spatial statistics at the edge, and therefore the extreme value statistics of the Fermi gas. We now exploit this result and turn to the statistics of the rightmost fermion $x_{\max }=\max _{1 \leqslant i \leqslant N} x_{i}$.

## Extreme value statistics: Tracy-Widom distribution

The problem considered is completely symmetric, and in particular Prob $\left[x_{\min } \geqslant-\lambda\right]=$ $\operatorname{Prob}\left[x_{\max } \leqslant \lambda\right]$. We therefore only focus on the case of $x_{\max }$. As seen in Eq. (1.14), the CDF of the position $x_{\max }$ of the rightmost fermion (or the largest eigenvalue $\lambda_{\max }$ of the GUE) can be expressed as a Fredholm determinant. From the scaling form of the kernel at the edge in Eq. (1.43), one naturally obtains the scaling form for the CDF [53,110]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[x_{\max } \leqslant \sqrt{2}+\frac{s}{\sqrt{2} N^{1 / 6}}\right]=\lim _{N \rightarrow \infty} \operatorname{Prob}\left[\lambda_{\max } \leqslant \sqrt{2 N}+\frac{s}{\sqrt{2} N^{2 / 3}}\right]=\mathcal{F}_{2}(s) \tag{1.51}
\end{equation*}
$$

where the scaling function $\mathcal{F}_{2}(s)$ reads

$$
\begin{equation*}
\mathcal{F}_{2}(s)=\operatorname{Det}\left[\mathbb{I}-P_{[s, \infty)} K_{\mathrm{Ai}} P_{[s, \infty)}\right]=\exp \left[-\sum_{p=1}^{\infty} \frac{1}{p} \operatorname{Tr}\left(P_{[s, \infty)} K_{\mathrm{Ai}} P_{[s, \infty)}\right)^{p}\right] \tag{1.52}
\end{equation*}
$$

and where we recall that $K_{\mathrm{Ai}}(x, y)$ is given in Eq. (1.44), $P_{I}$ is the projector on the interval $I$ and $\mathbb{I}$ is the identity operator. A few basic definitions for Fredholm determinant are given in Appendix C. We refer the interested reader to [79] for more precisions on Fredholm determinants. In 1994, Tracy and Widom realised a tour de force by obtaining another expression for the scaling function $\mathcal{F}_{2}(s)$ - which now holds the name of Tracy-Widom $\beta=2$ distribution - of the rescaled variable $\chi_{2}=\sqrt{2} N^{2 / 3}\left(\lambda_{\max }-\sqrt{2}\right)$, as [214]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[\chi_{2}=\sqrt{2} N^{2 / 3}\left(\lambda_{\max }-\sqrt{2}\right) \leqslant s\right]=\mathcal{F}_{2}(s)=\exp \left(-\int_{s}^{\infty}(r-s) q^{2}(r) d r\right) \tag{1.53}
\end{equation*}
$$

where $q(r)$ is solution of the Painlevé II equation

$$
\begin{equation*}
q^{\prime \prime}(r)=2 q^{3}(r)+r q(r), \text { with } q(r) \sim \operatorname{Ai}(r), \quad r \rightarrow+\infty . \tag{1.54}
\end{equation*}
$$

There exists an expression for general values of $\beta$ for the Tracy-Widom $\beta$ distribution $\mathcal{F}_{\beta}(s)$ corresponding to the typical fluctuations of $\lambda_{\max }$ in the Gaussian $\beta$ Ensemble (1.50) in terms of the ground state of a stochastic Airy operator [201], but it is rather complex. Simple expressions only exists for $\beta=1,2,4$, corresponding to Dyson's three


Figure 1.5: Plot of the Tracy-Widom distribution $\mathcal{F}_{\beta}^{\prime}(s)$ for $\beta=1,2,4$ respectively in blue, orange and green.
fold way (see [42] and Appendix B for precisions on Dyson's classification). Note however that an expression has recently been obtained for $\beta=6$ [112]. We emphasise that it is one of the rare occurrence where the distribution of the maximum of strongly correlated random variables can be obtained explicitly. The tails of this distribution are given by

$$
\mathcal{F}_{\beta}^{\prime}(s) \approx \begin{cases}\exp \left(-\frac{\beta}{24}|s|^{3}\right) & , s \rightarrow-\infty  \tag{1.55}\\ \exp \left(-\frac{2 \beta}{3} s^{\frac{3}{2}}\right) & , s \rightarrow+\infty\end{cases}
$$

showing the strong asymmetry of the distribution as seen in Fig. 1.5. Note that the tail for $s \rightarrow \infty$ matches the tail of the density profile in Eq. (1.46). The Tracy-Widom PDFs $\mathcal{F}_{\beta}^{\prime}(s)$ are plotted in Fig. 1.5 for $\beta=1,2,4$. This distribution turns out to be ubiquitous [169]. It has for instance been observed experimentally in the growth of nematic liquid crystals $[143,178]$ in link with the well-known Kardar-Parisi-Zhang $(1+1) d$ universality class or in coupled optical fibres experiments [30]. Using this explicit link with the position of the rightmost fermion, one could hope to measure this distribution in a cold atom experiment.

## Extreme value statistics: large deviations

The atypical fluctuations of $\lambda_{\max }$ (and therefore of $x_{\max }$ ) were found to follow large deviation principles, yielding the three different regimes of fluctuations [63, 96, 97, 198]

$$
\partial_{\lambda} \operatorname{Prob}\left[\lambda_{\max } \leqslant \lambda\right] \approx \begin{cases}\exp \left(-\beta N^{2} \Phi_{-}^{\mathrm{G} \beta \mathrm{E}}(\lambda)\right) & , \sqrt{2}-\lambda=O(1)  \tag{1.56}\\ \sqrt{2} N^{2 / 3} \mathcal{F}_{\beta}^{\prime}\left(\sqrt{2} N^{2 / 3}(\lambda-\sqrt{2})\right) & , \quad|\lambda-\sqrt{2}|=O\left(N^{-2 / 3}\right) \\ \exp \left(-\beta N \Phi_{+}^{\mathrm{G} \beta \mathrm{E}}(\lambda)\right) & , \lambda-\sqrt{2}=O(1),\end{cases}
$$

where the left large deviation function $\Phi_{-}^{\mathrm{G} \beta \mathrm{E}}(\lambda)$ was obtained for general values of $\beta$ [96, 97] while the right large deviation function $\Phi_{+}^{\mathrm{G} \beta \mathrm{E}}(\lambda)$ was obtained first $\beta=1$ [63] and then for general $\beta$ [198]. These large deviation functions were obtained using a Coulomb gas method (or rather log gas). To introduce this method, we rewrite the probability weight in Eq. (1.50) as

$$
\begin{align*}
P_{\mathrm{joint}}\left(\lambda_{1}, \cdots, \lambda_{N}\right) & =\frac{e^{-\frac{\beta N^{2}}{2} E_{N}\left(\lambda_{1}, \cdots, \lambda_{N}\right)}}{Z_{N}}, \\
E_{N}\left(\lambda_{1}, \cdots, \lambda_{N}\right) & =\frac{1}{N} \sum_{i=1}^{N} \lambda_{i}^{2}-\frac{2}{N^{2}} \sum_{i<j} \ln \left|\lambda_{i}-\lambda_{j}\right| . \tag{1.57}
\end{align*}
$$

The joint probability is then reinterpreted as the Gibbs weight of a gas of "charges" (with logarithmic $2 d$ Coulomb repulsion) confined by a one-dimensional potential $v(r)=r^{2}$ [39-41]. Introducing the empirical density of eigenvalues

$$
\begin{equation*}
\hat{\rho}_{N}(\lambda)=\frac{1}{N} \sum_{i=1}^{N} \delta\left(\lambda-\lambda_{i}\right), \tag{1.58}
\end{equation*}
$$

which is normalised to unity, allows us to rewrite the energy in Eq. (1.57) as a functional of this distribution [39-41]

$$
\begin{align*}
E_{N}\left(\lambda_{1}, \cdots, \lambda_{N}\right) & =S\left[\hat{\rho}_{N}\right]+o(1), \\
S\left[\hat{\rho}_{N}\right] & =\int d \lambda \lambda^{2} \hat{\rho}_{N}(\lambda)-\int d \lambda \int d \lambda^{\prime} \hat{\rho}_{N}(\lambda) \rho_{N}\left(\lambda^{\prime}\right) \ln \left|\lambda-\lambda^{\prime}\right| . \tag{1.59}
\end{align*}
$$

In the large $N$ limit, we replace $\hat{\rho}_{N}(\lambda) \rightarrow \rho(\lambda)$ where $\rho(\lambda)$ is a continuous function. The $\operatorname{PDF} \partial_{\lambda} \operatorname{Prob}\left[\lambda_{\max } \leqslant \lambda\right]$ is recast as a functional integral over the density $\rho\left(\lambda^{\prime}\right)$ provided that the density is normalised and that it is zero beyond the position of the rightmost charge $\lambda$. In the large $N$ limit, this functional is dominated by the distribution of charge $\rho^{*}\left(\lambda^{\prime}\right)$ that minimises the energy functional. The large deviation function to the left of the typical regime $\lambda<2$ can be obtained by evaluating the difference of energy between the free Coulomb (or $\log$ ) gas, i.e. for which the positions of charges can take value in $(-\infty, \infty)$, and the compressed Coulomb gas, i.e. for which the positions of charges can take value in $(-\infty, \lambda]$. In the latter, there is a macroscopic rearrangement of charges whose energy cost is $O\left(N^{2}\right)$ (c.f. Fig. 1.6). On the contrary, the large deviation function to the right of the typical regime $\lambda>2$ can be obtained by evaluating the


Figure 1.6: Scheme of the equilibrium repartition of eigenvalues for the pulled (left) or pushed (right) log gas.
energy for a single charge to be pulled out of the density and placed at position $\lambda$. In this case, there is no macroscopic rearrangement of charges and the energy cost is $O(N)$ (c.f. Fig. 1.6). The left large deviation function behaves for $\lambda \rightarrow \sqrt{2}_{-}$as $\Phi_{-}^{\mathrm{G} \beta \mathrm{E}}(\lambda) \approx(\sqrt{2}-\lambda)^{3} /(6 \sqrt{2})[96,97]$, which yields

$$
\begin{equation*}
\beta N^{2} \Phi_{-}^{\mathrm{G} \beta \mathrm{E}}(\lambda)=\beta N^{2} \frac{(\sqrt{2}-\lambda)^{3}}{6 \sqrt{2}}=\frac{\beta}{24}\left(\sqrt{2} N^{2 / 3}(\sqrt{2}-\lambda)\right)^{3}, \lambda \rightarrow \sqrt{2}_{-}, \tag{1.60}
\end{equation*}
$$

allowing a smooth matching with the left tail of the Tracy-Widom distribution in the first line of Eq. (1.55). This matching between large deviations and the regime of typical fluctuations will be of major importance in the following and we therefore emphasise this point here. Similarly, the right tail behaves for $\lambda \rightarrow \sqrt{2}_{+}$as $\Phi_{+}^{\mathrm{G} \beta \mathrm{E}}(\lambda) \approx 2^{7 / 4}(\lambda-\sqrt{2})^{3 / 2} / 3$ [198], which yields

$$
\begin{equation*}
\beta N \Phi_{+}^{\mathrm{G} \beta \mathrm{E}}(\lambda)=\beta N \frac{2^{7 / 4}}{3}(\lambda-\sqrt{2})^{\frac{3}{2}}=\frac{2 \beta}{3}\left(\sqrt{2} N^{2 / 3}(\lambda-\sqrt{2})\right)^{\frac{3}{2}}, \lambda \rightarrow \sqrt{2}_{+}, \tag{1.61}
\end{equation*}
$$

allowing a smooth matching with the right tail of the Tracy-Widom distribution in the second line of Eq. (1.55). We conclude this section by mentioning that one can associate to the behaviour of the right large deviation function a third order phase transition [169] (in the sense of the Ehrenfest classification of phase transitions). Indeed, defining the free-energy of the gas as

$$
F(\lambda)=-\lim _{N \rightarrow \infty} \frac{1}{\beta N^{2}} \ln \operatorname{Prob}\left[\lambda_{\max } \leqslant \lambda\right]= \begin{cases}\Phi_{-}^{\mathrm{G} \beta \mathrm{E}}(\lambda) & , \lambda \leqslant \sqrt{2}  \tag{1.62}\\ 0 & , \lambda>\sqrt{2}\end{cases}
$$

we see that $F(\sqrt{2})=F^{\prime}(\sqrt{2})=F^{\prime \prime}(\sqrt{2})=0$ while $F^{\prime \prime \prime}\left(\sqrt{2}_{-}\right)=2^{-1 / 2}$. This mechanism of third order phase transition, together with the profile of the density $\rho(\lambda) \sim \sqrt{\lambda_{\mathrm{e}}-\lambda}$ was advanced to explain the ubiquity of the Tracy-Widom distribution [169].

We have seen that the exact mapping between GUE and the problem of fermions in a harmonic potential allows to extract the spatial statistics close to the soft edge. We conclude this section by mentioning that for a different potential $V(x)$, the mapping to GUE no longer holds. However, we will now see that the sine scaling form (1.38) for the kernel in the bulk and the Airy scaling form (1.44) at the edge are universal and hold for a large class of smooth potential $V(x)$ (for instance $V(x) \sim|x|^{p}$ with $p>0$ ).

### 1.1.3 Universality at the soft edge

## Universality of the correlation kernel

The universality of the bulk and edge scaling form were first shown for smooth potentials, i.e. $V(x) \in \mathcal{C}_{1}(\mathbb{R})$, in [45] using a refined WKB approach to describe the wave-functions. Dean et al. introduced a different method [151], allowing to obtain the correlation kernel in more general settings. This method will be useful in the following and we therefore introduce it briefly. It relies on the connection between the correlation kernel and the single particle Euclidean (imaginary time) propagator $G(y, t \mid x, 0)$. To obtain this relation, we first rewrite the correlation kernel as

$$
\begin{equation*}
K_{N}(x, y)=K_{\mu}(x, y)=\sum_{k=0}^{\infty} \bar{\phi}_{k}(x) \phi_{k}(y) \Theta\left(\mu-\epsilon_{k}\right), \tag{1.63}
\end{equation*}
$$

where $\mu=\epsilon_{F}=\epsilon_{N-1}$ is the Fermi energy and $\Theta(x)$ is the Heaviside step function. The Euclidean propagator can then be expressed as $[151,152]$

$$
\begin{equation*}
G(y, t \mid x, 0)=\langle y| e^{-\frac{\hat{H} t}{\hbar}}|x\rangle=\sum_{k=0}^{\infty} \bar{\phi}_{k}(x) \phi_{k}(y) e^{-\frac{\varepsilon_{k} t}{\hbar}}=\frac{t}{\hbar} \int_{0}^{\infty} e^{-\frac{\mu t}{\hbar}} K_{\mu}(x, y) d \mu . \tag{1.64}
\end{equation*}
$$

Note that from this formula the large $\mu$ (or $N$ ) limit of the correlation kernel corresponds to the short time $t$ behaviour of the propagator. The Euclidean propagator is solution of the partial differential equation

$$
\begin{equation*}
\hbar \partial_{t} G(y, t \mid x, 0)=\frac{\hbar^{2}}{2 m} \partial_{y}^{2} G(y, t \mid x, 0)-V(y) G(y, t \mid x, 0), \quad \text { with } G(y, 0 \mid x, 0)=\delta(x-y) . \tag{1.65}
\end{equation*}
$$

The solution of this equation can be obtained as a path integral. Using a short time expansion of this path integral (corresponding to a diagrammatic expansion) $[114,152]$ Dean et al. were able to recover the sine scaling form in the bulk [151]

$$
\begin{equation*}
K_{N}(x, y)=\frac{1}{\ell_{N}(u)} K_{\sin }\left(\frac{x-y}{\ell_{N}(u)}\right), \quad u=\frac{x+y}{2}, \quad \ell_{N}(u)=\left[N \pi \rho_{N}(u)\right]^{-1} . \tag{1.66}
\end{equation*}
$$

In terms of the propagator, this result amounts roughly to rescale the propagator close to the point $u$ in the bulk and neglect the spatial variations of the potential on the scale $\ell_{N}(u)$. This result allowed to put the LDA description on firmer ground. Furthermore, close to the edge in $r_{\mathrm{e}}$ such that $V\left(r_{\mathrm{e}}\right)=\mu$, Dean et al. found that the Airy kernel was also universal [151]

$$
\begin{equation*}
K_{N}(x, y)=\frac{1}{w_{N}} K_{\mathrm{Ai}}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}, \frac{y-r_{\mathrm{e}}}{w_{N}}\right), w_{N}=\left(\frac{\hbar^{2}}{2 m V^{\prime}\left(r_{\mathrm{e}}\right)}\right)^{\frac{1}{3}} . \tag{1.67}
\end{equation*}
$$

The detailed conditions of validity can be found in $[151,152]$ and a rigorous proof is given in [13]. In terms of the propagator, this result amounts roughly to rescale the diffusion close to the edge $r_{\mathrm{e}}$ and linearise the potential on the scale $w_{N}$. We emphasise that the propagator method exposed here will allow to obtain the correlation kernel in situations were there is no explicit connection to random matrices - for instance in $d>1$ - and will be useful to derive many results in the following.

We now detail the implication of these results for the extreme value statistics of the Fermi gas.

## Universality of the statistics of $x_{\text {max }}$

This result on the universality of the Airy scaling form of the kernel at the edge implies from Eq. (1.14) the universality of the Tracy-Widom distribution for the typical distribution of $x_{\max }$ for any smooth confining potential $V(x)$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[x_{\max } \leqslant r_{\mathrm{e}}+w_{N} s\right]=\mathcal{F}_{2}(s)=\operatorname{Det}\left[\mathbb{I}-P_{[s, \infty)} K_{\mathrm{Ai}} P_{[s, \infty)}\right] . \tag{1.68}
\end{equation*}
$$

As noted in [169] and explained in section 1.1.2, the Tracy-Widom distribution describes the universal properties emerging in a third order phase transition and with an order parameter vanishing as a square-root at the transition. We already obtained from LDA that the density of fermions presents for any smooth confining potential a profile that vanishes at the edge as $\rho_{N}(x) \sim \sqrt{r_{\mathrm{e}}-x}$. It is then natural to ask if this universality is associated with a third order phase transition. We expect, as it is always the case in RMT, that the atypical fluctuations to the left of the regime of typical fluctuations follow a large deviation principle with rapidity $N^{2}$,

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant x\right]=e^{-N^{2} \Phi_{-}(x)}, \quad\left|x-r_{\mathrm{e}}\right|=O\left(r_{\mathrm{e}}\right) . \tag{1.69}
\end{equation*}
$$

This large deviation rate function $\Phi_{-}(x)$ should match the left tail asymptotic behaviour of the Tracy-Widom distribution in Eq. (1.55), and we therefore expect that $\Phi_{-}(x) \sim$ $\left(r_{\mathrm{e}}-x\right)^{3}$ as $x \rightarrow r_{\mathrm{e}-}$. From this behaviour, it is clear that there is indeed a third order phase transition associated to this distribution of $x_{\max }$ for any smooth potential $V(x)$.

We have seen in this section that the fluctuations close to "soft edges" created by smooth confining potentials are universal in dimension one. We will now see how this framework and the results obtained in the one-dimensional case extend to higher dimension $d>1$.

### 1.2 Higher dimension $d>1$ system at zero temperature

In higher dimension and for a system with non-degenerate ground state, one can define a unique set of quantum numbers $\mathbf{k}_{0}, \mathbf{k}_{1}, \cdots, \mathbf{k}_{N-1}$ (where $\mathbf{k}$ is a $d$-dimensional vector) with energy $\epsilon_{\mathbf{k}_{0}} \leqslant \epsilon_{\mathbf{k}_{1}} \leqslant \cdots \leqslant \epsilon_{\mathbf{k}_{N-1}}=\mu$. The joint quantum probability of the positions $\mathbf{x}_{i}$ 's of the fermions reads

$$
\begin{align*}
\left|\Psi_{0}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right)\right|^{2} & =\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{\mathbf{k}_{j-1}}\left(\mathbf{x}_{i}\right) \operatorname{det}_{1 \leqslant n, m \leqslant N} \bar{\phi}_{\mathbf{k}_{n-1}}\left(\mathbf{x}_{m}\right)  \tag{1.70}\\
& =\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} K_{N}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) . \tag{1.71}
\end{align*}
$$

Using the orthonormality of wave functions in Eq. (1.3), one can then prove that the positions of fermions also form at zero temperature a $d$-dimensional determinantal point process of correlation kernel [151]

$$
\begin{equation*}
K_{N}(\mathbf{x}, \mathbf{y})=\sum_{l=0}^{N-1} \bar{\phi}_{\mathbf{k}_{l}}(\mathbf{x}) \phi_{\mathbf{k}_{l}}(\mathbf{y})=K_{\mu}(\mathbf{x}, \mathbf{y})=\sum_{\mathbf{k}} \bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y}) \Theta\left(\mu-\epsilon_{\mathbf{k}}\right) . \tag{1.72}
\end{equation*}
$$

The effects of ground state degeneracies are sub-leading in the large $N$ limit [152], and the results presented in the following still hold in this limit.

As in the case of dimension $d=1$, one could have considered the problem in momentum space and obtained that the process is also determinantal with a kernel given by the Fourier transform of $K_{N}(\mathbf{x}, \mathbf{y})$ in $\mathbf{x}$ and $\mathbf{y}$. We will only restrict our study to the case of rotationally symmetric potentials $V(\mathbf{x})=v(|\mathbf{x}|)$. In this case, using the decomposition of the Laplace operator as

$$
\begin{equation*}
\Delta_{\mathbf{x}}=\left[r^{\frac{1-d}{2}} \partial_{r}^{2}\left(r^{\frac{d-1}{2}}\right)+\frac{(d-1)(d-3)}{4 r^{2}}-\frac{\hat{\mathbf{L}}^{2}}{\hbar^{2} r^{2}}\right]_{r=|\mathbf{x}|} \tag{1.73}
\end{equation*}
$$

we obtain that the squared angular momentum operator $\hat{\mathbf{L}}^{2}$ will be the only operator appearing in the Hamiltonian that depends on the angular coordinate $\mathbf{u}=\mathbf{x} /|\mathbf{x}|$. We can introduce an analogous decomposition of the wave functions and their associated quantum number $\mathbf{k}=(n, l, \mathbf{m})$, which are decoupled into a radial and an angular part

$$
\begin{equation*}
\phi_{\mathbf{k}}(\mathbf{x})=|\mathbf{x}|^{\frac{1-d}{2}} \chi_{n, l}(|\mathbf{x}|) Y_{l, \mathbf{m}}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) . \tag{1.74}
\end{equation*}
$$

Next, we analyse separately the radial and angular part of the Hamiltonian.

## Radial dependence

The wave functions $\chi_{n, l}(r)$ are eigenfunctions of the effective one-dimensional Hamiltonian

$$
\begin{align*}
& \hat{H}_{l} \chi_{n, l}(r)=-\frac{\hbar^{2}}{2 m} \partial_{r}^{2} \chi_{n, l}(r)-v_{l, d}(r) \chi_{n, l}(r)=\epsilon_{n, l} \chi_{n, l}(r),  \tag{1.75}\\
& \text { with } v_{l, d}(r)=v(r)+\frac{\hbar^{2}}{8 m r^{2}}(2 l+d-1)(2 l+d-3),  \tag{1.76}\\
& \text { and } \int_{0}^{\infty} d r \bar{\chi}_{n, l}(r) \chi_{n^{\prime}, l^{\prime}}(r)=\delta_{n, n^{\prime}} \delta_{l, l^{\prime}} \tag{1.77}
\end{align*}
$$

and where the energy $\epsilon_{n, l}$ depends only on the principal $n$ and angular $l$ quantum numbers. It has an associated degeneracy that depends explicitly on the orbital quantum number $l$ [90]

$$
\begin{equation*}
g_{d}(l)=\frac{(2 l+d-2)(l+d-3)!}{l!(d-2)!} . \tag{1.78}
\end{equation*}
$$

Note that in this zero temperature setting, there is for each value of $l$ a maximal value $m_{l}$ of $n$ such that $\epsilon_{l, m_{l}} \leqslant \mu$ and $\epsilon_{l, m_{l}+1}>\mu$. Furthermore, there exists a maximal value $l^{*}$ of $l$ such that $\epsilon_{l^{*}, 0} \leqslant \mu$ and $\epsilon_{l^{*}, 1}>\mu$. Using these two results, we may decompose the number of particles into subset with same orbital quantum number $l$ as

$$
\begin{equation*}
N=\sum_{l=0}^{l^{*}} g_{d}(l) m_{l} . \tag{1.79}
\end{equation*}
$$

In each of these subsets of size $m_{l}$, one can prove using the orthonormality of the effective wave functions $\chi_{n, l}(r)$ that the radii $r_{i}$ of the fermions form a determinantal
point process with kernel [153]

$$
\begin{equation*}
K_{l}\left(r, r^{\prime}\right)=\sum_{n=0}^{m_{l}} \chi_{n, l}(r) \chi_{n, l}\left(r^{\prime}\right) . \tag{1.80}
\end{equation*}
$$

We now turn to the angular part of the Hamiltonian.

## Angular dependence

The functions $Y_{l, \mathbf{m}}(\mathbf{u})$ are the $d$-dimensional spherical harmonics and form a basis of $\hat{\mathbf{L}}^{2}$

$$
\begin{equation*}
\hat{\mathbf{L}}^{2} Y_{l, \mathbf{m}}(\mathbf{u})=\hbar^{2} l(l-d+2) Y_{l, \mathbf{m}}(\mathbf{u}), \text { with } \int_{|\mathbf{u}|=1} d^{d} \mathbf{u} \bar{Y}_{l, \mathbf{m}}(\mathbf{u}) Y_{l^{\prime}, \mathbf{m}^{\prime}}(\mathbf{u})=\delta_{l, l^{\prime}} \delta_{\mathbf{m}, \mathbf{m}^{\prime}} \tag{1.81}
\end{equation*}
$$

where the orbital quantum number $l=0,1$ in $d=1$ (corresponding to even and odd states) while $l \in \mathbb{N}$ for $d \geqslant 2$. The $d-2$ quantum numbers that do not intervene in the energy are regrouped in the vector $\mathbf{m}$. Note that there exists a summation formula for these spherical harmonics, valid for $d \geqslant 3$,

$$
\begin{equation*}
\sum_{\mathbf{m}} \overline{Y_{l, \mathbf{m}}}(\mathbf{u}) Y_{l, \mathbf{m}}(\mathbf{v})=\frac{2 l+d-2}{(d-2) S_{d}} C_{l}^{\frac{d-2}{2}}(\mathbf{u} \cdot \mathbf{v}) \tag{1.82}
\end{equation*}
$$

where $S_{d}=2 \pi^{d / 2} / \Gamma(d / 2)$ is the surface of the sphere in $d$-dimension and $C_{l}^{m}(\eta)$ is a Gengenbauer polynomial, solution of the differential equation

$$
\begin{equation*}
\left(1-\eta^{2}\right) \partial_{\eta}^{2} C_{l}^{m}(\eta)-(2 m+1) \eta \partial_{\eta} C_{l}^{m}(\eta)+l(l+2 m) C_{l}^{m}(\eta)=0 \tag{1.83}
\end{equation*}
$$

with the conditions $C_{l}^{m}(\eta)=(-1)^{l} C_{l}^{m}(\eta)$ and $C_{l}^{m}(1)=\binom{l+d-3}{l}$. In dimension $d=2$, the equivalent summation formula reads

$$
\begin{equation*}
\sum_{m= \pm 1} \overline{Y_{l, m}}(\mathbf{u}) Y_{l, m}(\mathbf{v})=\frac{T_{l}(\mathbf{u} \cdot \mathbf{v})}{\pi}=\frac{1}{\pi} \cos (l \theta), \text { with } \mathbf{u} \cdot \mathbf{v}=\cos (\theta) \tag{1.84}
\end{equation*}
$$

and where $T_{l}(x)$ is the Tchebychev polynomial of first kind of order $l$.
We will now see how to use the radial and angular decomposition of the Hamiltonian to simplify the extreme value statistics of this problem.

## Extreme value statistics

In this $d$-dimensional setting, we define the position $r_{\max }=\max _{1 \leqslant i \leqslant N}\left|\mathbf{x}_{i}\right|$ of the particle the farthest away from the centre of the trap. As in the one-dimensional case, we may obtain alternative formulations for this probability. Using the $d$-dimensional determinantal framework, it can be expressed as a Fredholm determinant of the $d$-dimensional kernel $K_{N}(\mathbf{x}, \mathbf{y})$,

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right]=\operatorname{Det}\left[\mathbb{I}-P_{|\mathbf{x}| \geqslant r} K_{N} P_{|\mathbf{x}| \geqslant r}\right]=\exp \left(-\sum_{p=1}^{\infty} \frac{1}{p} \operatorname{Tr}\left[\left(P_{|\mathbf{x}| \geqslant r} K_{N} P_{|\mathbf{x}| \geqslant r}\right)^{p}\right]\right) \tag{1.85}
\end{equation*}
$$

Furthermore, using the Cauchy-Binet-Andréief formula in Eq. (1.16), this probability can be expressed as

$$
\begin{align*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] & =\frac{1}{N!} \int_{\left|\mathbf{x}_{1}\right| \leqslant r} d^{d} \mathbf{x}_{1} \cdots \int_{\left|\mathbf{x}_{N}\right| \leqslant r} d^{d} \mathbf{x}_{N} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{\mathbf{k}_{j-1}}\left(\mathbf{x}_{i}\right) \operatorname{det}_{1 \leqslant n, m \leqslant N} \bar{\phi}_{\mathbf{k}_{n-1}}\left(\mathbf{x}_{m}\right) \\
& =\operatorname{det}_{0 \leqslant i, j \leqslant N-1}\left[\delta_{\mathbf{k}_{i}, \mathbf{k}_{j}}-\int_{|\mathbf{x}| \geqslant r} d^{d} \mathbf{x} \bar{\phi}_{\mathbf{k}_{i}}(\mathbf{x}) \phi_{\mathbf{k}_{j}}(\mathbf{x})\right] . \tag{1.86}
\end{align*}
$$

By integrating over the angular degrees of freedom and using Eq. (1.81), the term of overlap between wave-functions for different values of $l$ or $\mathbf{m}$ vanishes, and the determinant becomes block diagonal. The block for the value $l$ will appear $g_{d}(l)$ times and has a size $m_{l} \times m_{l}$, such that the CDF reads [153]

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right]=\prod_{l=0}^{l^{*}}\left[Q_{l}(r)\right]^{g_{d}(l)}, \text { with } Q_{l}(r)=\operatorname{det}_{0 \leqslant i, j \leqslant m_{l}}\left(\delta_{i, j}-\int_{r}^{\infty} d s \bar{\chi}_{i, l}(s) \chi_{j, l}(s)\right) \text {. } \tag{1.87}
\end{equation*}
$$

The function $Q_{l}(r)$ can itself be expressed as a Fredholm determinant of the onedimensional kernel $K_{l}\left(r, r^{\prime}\right)$ in Eq. (1.80)

$$
\begin{equation*}
Q_{l}(r)=\operatorname{Det}\left[\mathbb{I}-P_{[r, \infty)} K_{l} P_{[r, \infty)}\right] . \tag{1.88}
\end{equation*}
$$

From Eq. (1.87) we obtain that in dimension $d>1$, the maximal radius is the maximum of a set of independent but not identically distributed random variables. This decomposition reflects the fact that the radii of fermions with different orbital quantum numbers $l$ are independent. Note that a similar expression can be obtained for the CDF of the fermion with minimal distance to the centre of the trap $r_{\min }=\min _{1 \leqslant i \leqslant N}\left|\mathbf{x}_{i}\right|$

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\min } \geqslant r\right]=\prod_{l=0}^{l^{*}}\left[\bar{Q}_{l}(r)\right]^{g_{d}(l)}, \text { with } \bar{Q}_{l}(r)=\operatorname{Det}\left[\mathbb{I}-P_{[0, r]} K_{l} P_{[0, r]}\right] . \tag{1.89}
\end{equation*}
$$

The results considered up to now are exact for any finite value of $N$. We will now consider the large $N$ limit.

### 1.2.1 Local density approximation and bulk results

The local density approximation (LDA) explained above in section 1.1.1 holds in the higher-dimensional setting. The $d$-dimensional Wigner function associated to this system takes in this approximation and in the large $N$ limit the scaling form

$$
\begin{equation*}
W_{N}(\mathbf{x}, \mathbf{p}) \approx \frac{\Theta(\mu-H(\mathbf{x}, \mathbf{p}))}{(2 \pi \hbar)^{d}}=\frac{1}{(2 \pi \hbar)^{d}} \Theta\left(\mu-\frac{\mathbf{p}^{2}}{2 m}-v(|\mathbf{x}|)\right) . \tag{1.90}
\end{equation*}
$$

The average density in position space is then obtained by integration over $\mathbf{p}$

$$
\begin{equation*}
\rho_{N}(\mathbf{x})=\int \frac{d^{d} \mathbf{p}}{N(2 \pi \hbar)^{d}} \Theta\left[\mu-\frac{\mathbf{p}^{2}}{2 m}-v(|\mathbf{x}|)\right]=\frac{\Omega_{d}}{N(2 \pi)^{d}}\left(\frac{2 m[\mu-v(|\mathbf{x}|)]}{\hbar^{2}}\right)^{\frac{d}{2}} \tag{1.91}
\end{equation*}
$$

where $\Omega_{d}=\pi^{d / 2} / \Gamma(d / 2+1)$ is the volume of the unit ball in dimension $d$.


Figure 1.7: Comparison between the bulk density obtained from LDA (blue) and the exact density profile for $N=120$ fermions (orange) in a two-dimensional harmonic potential $V(x)=\frac{1}{2} m \omega^{2}\left(x^{2}+y^{2}\right)$ at zero temperature plotted as a function of $\alpha x$ for $y=0$ where $\alpha=\sqrt{m \omega / \hbar}$.

The correlation kernel $K_{N}(\mathbf{x}, \mathbf{y})$ in the bulk can also be obtained from this expression,

$$
\begin{equation*}
K_{N}(\mathbf{x}, \mathbf{y}) \approx \int \frac{d^{d} \mathbf{p}}{2 \pi \hbar} e^{-\frac{\mathrm{ip} \cdot(\mathbf{x}-\mathbf{y})}{\hbar}} \Theta\left[\mu-\frac{\mathbf{p}^{2}}{2 m}-v(u)\right]=k_{F}(u)^{d} K_{\mathrm{b}}^{d}\left(k_{F}(u)|\mathbf{x}-\mathbf{y}|\right), \tag{1.92}
\end{equation*}
$$

where $u=|\mathbf{x}+\mathbf{y}| / 2$ is the radius of the centre of mass of $\mathbf{x}$ and $\mathbf{y}$. The scaling function $K_{\mathrm{b}}^{d}(r)$ reads $[19,182]$

$$
\begin{equation*}
K_{\mathrm{b}}^{d}(r)=\frac{\mathrm{J}_{d / 2}(r)}{(2 \pi r)^{d / 2}}, \text { and } k_{F}(u)=\sqrt{\frac{2 m[\mu-v(u)]}{\hbar^{2}}} . \tag{1.93}
\end{equation*}
$$

As for the one-dimensional case, this scaling function for the kernel in the bulk can be obtained more rigorously from the short time expansion of the $d$-dimensional Euclidean propagator [151]. The density $\rho_{N}(\mathbf{x})$ still has finite edges for $|\mathbf{x}|=r_{\mathrm{e}}$ such that $v\left(r_{\mathrm{e}}\right)=\mu$ (c.f. Fig. 1.7). At these edges, the LDA description breaks down and we will now consider the behaviour of the kernel in the large $N$ limit close to this edge.

### 1.2.2 Large $N$ limit of the correlation kernel at the edge

The scaling function for the large $N$ limit deep in the bulk was obtained in [151] using the Euclidean propagator method and confirmed the results obtained by the LDA. The single particle Euclidean quantum propagator $G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)$ associated to the $d$-dimensional single particle Hamiltonian $\hat{H}$ is related to the $d$-dimensional $N$ particles correlation kernel in the same manner as in the case dimension one in Eq. $(1.64)[151,152]$

$$
\begin{equation*}
G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)=\langle\mathbf{y}| e^{-\frac{\hat{H} t}{\hbar}}|\mathbf{x}\rangle=\sum_{\mathbf{k}} \bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y}) e^{-\frac{\epsilon_{\mathbf{k} t}}{\hbar}}=\frac{t}{\hbar} \int_{0}^{\infty} e^{-\frac{\mu t}{\hbar}} K_{\mu}(\mathbf{x}, \mathbf{y}) d \mu, \tag{1.94}
\end{equation*}
$$

where this propagator is now solution of the $d$-dimensional partial differential equation $\hbar \partial_{t} G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)=\frac{\hbar^{2}}{2 m} \Delta_{\mathbf{y}} G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)-v(|\mathbf{y}|) G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)$, with $G(\mathbf{y}, 0 \mid \mathbf{x}, 0)=\delta^{d}(\mathbf{x}-\mathbf{y})$.

Note that it reduces to a scattering problem in the rotationally symmetric potential $v(|\mathbf{y}|)$.

At the edge, using again a general short time expansion $[114,152]$ of the path integral representation of the propagator Dean et al. were able to find the $d$ dimensional scaling form of the correlation kernel close to a point $\mathbf{u}_{\mathrm{e}}$ such that $\left|\mathbf{u}_{\mathrm{e}}\right|=r_{\mathrm{e}}[151]$

$$
\begin{equation*}
K_{\mu}(\mathbf{x}, \mathbf{y}) \approx \frac{1}{w_{N}^{d}} K_{d}^{\mathrm{s}}\left(\frac{\mathbf{x}-\mathbf{u}_{\mathrm{e}}}{w_{N}}, \frac{\mathbf{y}-\mathbf{u}_{\mathrm{e}}}{w_{N}}\right), \tag{1.96}
\end{equation*}
$$

where the superscript ${ }^{5}$ refers to the soft edge. Defining the set of coordinates

$$
\begin{equation*}
u_{n}=\mathbf{u} \cdot \frac{\mathbf{u}_{\mathrm{e}}}{r_{\mathrm{e}}}-r_{\mathrm{e}}, \quad \mathbf{u}_{t}=\mathbf{u}-\left(r_{\mathrm{e}}+u_{n}\right) \frac{\mathbf{u}_{\mathrm{e}}}{r_{\mathrm{e}}} \tag{1.97}
\end{equation*}
$$

and with similar notations for $\mathbf{v}$, we can then express the scaling function $K_{d}^{\mathrm{s}}(\mathbf{u}, \mathbf{v})$ as

$$
\begin{equation*}
K_{d}^{\mathrm{s}}(\mathbf{u}, \mathbf{v})=\int \frac{d^{d-1} \mathbf{l}}{(2 \pi)^{d-1}} e^{\mathrm{i}\left(\mathbf{u}_{t}-\mathbf{v}_{t}\right) \cdot \mathbf{l}} K_{\mathrm{Ai}}\left(u_{n}+\mathbf{l}^{2}, v_{n}+\mathbf{l}^{2}\right) . \tag{1.98}
\end{equation*}
$$

This scaling form generalises the Airy kernel in Eq. (1.44) to higher dimension. It controls all the fluctuations of the Fermi gas close to the edge. In particular, we will now consider the fluctuations of the largest radius $r_{\text {max }}$.

## Statistics of the maximal radius

The CDF Prob $\left[r_{\max } \leqslant r\right]$ of the largest radius $r_{\text {max }}$ can be expressed in the large $N$ limit as the Fredholm determinant of the $d$-dimensional scaling form in Eq. (1.98). This expression is however not the most convenient to extract the large $N$ asymptotic result. Instead, the decomposition in orbital quantum numbers in Eq. (1.87) allows a deeper understanding. For each quantum number $l$, the radii of fermions form a determinantal point process whose average density can be obtained via the LDA in Eq. (1.23) as

$$
\begin{equation*}
\rho_{m_{l}}(r) \approx \frac{1}{\pi \hbar m_{l}} \sqrt{2 m\left[\mu-v_{l, d}(r)\right]} . \tag{1.99}
\end{equation*}
$$

In particular, it vanishes as $\rho_{m_{l}}(r) \sim \sqrt{r_{\mathrm{e}, l}-r}$ at an $l$-dependent edge $r_{\mathrm{e}, l}$ such that $v_{l, d}\left(r_{\mathrm{e}, l}\right)=\mu$. Close to this edge, the fluctuations are controlled by the one-dimensional Airy kernel in Eq. (1.44). In particular, the statistics of the largest radius $r_{\text {max }, l}$ for a given value of $l$ is given by the Tracy-Widom distribution [153]

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max , l} \leqslant r\right] \approx \mathcal{F}_{2}\left(\frac{r-r_{\mathrm{e}, l}}{w_{N, l}}\right) \tag{1.100}
\end{equation*}
$$

where both the positions of the edge $r_{\mathrm{e}, l}$ and the typical scale $w_{N, l}$ depend explicitly on $l$. In the case of the $d$-dimensional harmonic potential, Dean et al. analysed in [153] the
explicit scaling of these two parameters with $\mu$ and $l$. Using the product form of the PDF

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] \approx \prod_{l=0}^{l^{*}}\left[\mathcal{F}_{2}\left(\frac{r-r_{\mathrm{e}, l}}{w_{N, l}}\right)\right]^{g_{d}(l)} \tag{1.101}
\end{equation*}
$$

they were then able to show that in the limit of large $\mu$ with $l \sim \mu$, the typical regime of fluctuation of $r_{\max }$ is given by a Gumbel distribution

$$
\begin{equation*}
\lim _{\mu \rightarrow \infty} \operatorname{Prob}\left[r_{\max } \leqslant a_{\mu}+b_{\mu} r\right]=G_{\mathrm{I}}(r)=\exp \left(-e^{-r}\right) \tag{1.102}
\end{equation*}
$$

where the coefficients $a_{\mu}, b_{\mu}$ can be obtained exactly [153]. In particular the typical fluctuations are centred rather far from the edge of the density $\left|a_{\mu}-r_{\mathrm{e}}\right| \gg w_{N}$. In dimension $d>1$, the typical fluctuations of $r_{\max }$ become trivial and fall into one of the three universality classes for the extreme value statistics of i.i.d. random variables.

One can safely assume that this Gumbel scaling form will hold universally for other smooth rotationally invariant potentials $v(|\mathbf{x}|)$ as this Gumbel CDF reflects the independence of the radii $r_{\text {max }, l}$ for different values of $l$. In particular, only a fraction of these radii $r_{\text {max }, l}$ for $l$ close to the largest value $l^{*}$ contribute to this regime of typical fluctuations in the large $\mu$ (or equivalently $N$ ) limit [153].

In this higher-dimensional setting, it becomes quite difficult to analyse the regimes of atypical fluctuations as there exists no analogous method to the Coulomb gas, explained in the context of RMT in Eq. (1.59). This result closes the discussion of smooth potentials in dimension $d>1$ at zero temperature and we will now consider the effects of thermal fluctuations on the Fermi gas.

### 1.3 Finite temperature systems in dimension $d \geqslant 1$

Reaching ultra-low temperatures has been a goal for many decades to probe the effects of strong quantum correlations. It is currently possible in Fermi gases to reach temperatures of the order of a few $\sim n K$ [234]. However, these temperatures are not sufficiently small with respect to the Fermi energy to neglect completely the effects of thermal fluctuations and we will now see how they can be introduced. One naturally expects the effects of thermal fluctuations to become relevant in the spatial statistics when the de Broglie thermal length scale defined as $\Lambda_{\beta}=\sqrt{\frac{2 \pi \hbar^{2} \beta}{m}}$ becomes of the order of the typical inter-particle distance. In the bulk of the system, this distance is given by $k_{F}^{-1} \sim \ell_{N}$ where $k_{F}=\sqrt{2 m \mu} / \hbar$ (with e.g. $k_{F}^{-1} \sim N^{-1 / 2}$ for the harmonic oscillator) is the Fermi wave-vector, while at the edge it is set by $w_{N}=\hbar^{2 / 3} /\left(2 m V^{\prime}\left(r_{\mathrm{e}}\right)\right)^{1 / 3}(1.67)$ (with e.g. $w_{N} \sim N^{-1 / 6}$ for the harmonic oscillator) [150] (c.f. Fig. 1.8). The effects of the thermal fluctuations will appear at the edge at lower temperature $T \sim T_{\mathrm{e}}$ than in the bulk and at temperatures of order $T \sim T_{F}$, the edge is effectively washed out by thermal fluctuations.

At finite temperature, one needs to consider all the single particle excited states $\mathbf{k}$. A many body state with $N$ fermions can be uniquely defined by the set $\left\{\mathbf{k}_{i_{1}}, \cdots, \mathbf{k}_{i_{N}}\right\}$ of its occupied states or by the set of occupation numbers $\left\{n_{\mathbf{k}}\right\}=\left\{n_{\mathbf{k}_{1}}, n_{\mathbf{k}_{2}}, \cdots\right\}$ for all states $\mathbf{k}$. For each given of these many-body state, the associated many body wave


Figure 1.8: Schemes of the typical temperature and corresponding length scales in the bulk (red) and at the edge (blue).
function is built as the Slater determinant

$$
\begin{equation*}
\Psi_{\left\{n_{\mathbf{k}}\right\}}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leqslant l, m \leqslant N} \phi_{\mathbf{k}_{i_{l}}}\left(\mathbf{x}_{m}\right) . \tag{1.103}
\end{equation*}
$$

The quantum probability associated to this state then reads

$$
\begin{equation*}
\left|\Psi_{\left\{n_{\mathbf{k}}\right\}}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} K_{N}\left(\mathbf{x}_{i}, \mathbf{x}_{j},\left\{n_{\mathbf{k}}\right\}\right), \tag{1.104}
\end{equation*}
$$

with the correlation kernel

$$
\begin{equation*}
K_{N}\left(\mathbf{x}, \mathbf{y},\left\{n_{\mathbf{k}}\right\}\right)=\sum_{l=1}^{N} \bar{\phi}_{\mathbf{k}_{i_{l}}}(\mathbf{x}) \phi_{\mathbf{k}_{i_{l}}}(\mathbf{y})=\sum_{\mathbf{k}} n_{\mathbf{k}} \bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y}) . \tag{1.105}
\end{equation*}
$$

Note that as $n_{\mathbf{k}}^{2}=n_{\mathbf{k}}$, one can show that this kernel is reproducible, i.e. fulfils the property

$$
\begin{align*}
\int d^{d} \mathbf{y} K_{N}\left(\mathbf{x}, \mathbf{y},\left\{n_{\mathbf{k}}\right\}\right) K_{N}\left(\mathbf{y}, \mathbf{z},\left\{n_{\mathbf{k}}\right\}\right) & =\sum_{\mathbf{k}_{1}, \mathbf{k}_{\mathbf{2}}} n_{\mathbf{k}_{1}} n_{\mathbf{k}_{\mathbf{2}}} \bar{\phi}_{\mathbf{k}_{1}}(\mathbf{x}) \int d^{d} \mathbf{y} \phi_{\mathbf{k}_{1}}(\mathbf{y}) \bar{\phi}_{\mathbf{k}_{\mathbf{2}}}(\mathbf{y}) \phi_{\mathbf{k}_{\mathbf{2}}}(\mathbf{z}) \\
& =\sum_{\mathbf{k}} n_{\mathbf{k}}^{2} \bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{z})=K_{N}\left(\mathbf{x}, \mathbf{z},\left\{n_{\mathbf{k}}\right\}\right), \tag{1.106}
\end{align*}
$$

and fermions form a determinantal point process for any fixed many body state $\left\{n_{\mathbf{k}}\right\}$. To obtain the joint PDF of the positions at equilibrium, one then needs to compute the thermal average over the occupation numbers $n_{\mathbf{k}}$ 's.

If the number of fermions $N=\sum_{\mathbf{k}} n_{\mathbf{k}}$ is fixed, one needs to take the average in the canonical ensemble in which these occupation numbers are correlated [192]. The quantum and thermal joint probability of the positions reads in the canonical ensemble

$$
\begin{equation*}
P_{\text {joint }}^{\mathrm{C}}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right)=\frac{1}{Z_{N}^{\mathrm{C}}(\beta)} \sum_{\left\{n_{\mathbf{k}}\right\}=0,1} e^{-\beta \sum_{\mathbf{k}} n_{\mathbf{k}} \epsilon_{\mathbf{k}}}\left|\Psi_{\left\{n_{\mathbf{k}}\right\}}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right)\right|^{2} \delta_{N, \sum_{\mathbf{k}} n_{\mathbf{k}}} \tag{1.107}
\end{equation*}
$$

where the superscript ${ }^{\mathrm{C}}$ refers to the canonical ensemble, $Z_{N}^{\mathrm{C}}(\beta)$ is the canonical partition function and we recall that $\left\{n_{\mathbf{k}}\right\}=\left\{n_{\mathbf{k}_{1}}, n_{\mathbf{k}_{2}}, \cdots\right\}$. One can then show that because of the correlations between occupation numbers, the positions of fermions do not form a determinantal point process at finite value of $N$ [152].

To circumvent this difficulty, one can describe the system in the grand canonical ensemble where the temperature and the chemical potential $\mu$ (which is different from $\epsilon_{F}$
at finite temperature) is fixed while the number of particles fluctuates. In this ensemble, the occupation numbers become completely uncorrelated, and are Poisson distributed with a mean value given by the Fermi-Dirac statistics

$$
\begin{equation*}
\overline{n_{\mathbf{k}}}=n_{\mathrm{FD}}\left(\epsilon_{\mathbf{k}}\right)=\frac{1}{1+e^{\beta\left(\epsilon_{\mathbf{k}}-\mu\right)}}=\frac{\zeta}{\zeta+e^{\beta \epsilon_{\mathbf{k}}}}, \tag{1.108}
\end{equation*}
$$

where $\zeta=e^{\beta \mu}$ is the fugacity. One can then show that the positions of fermions in the grand-canonical ensemble form a determinantal point process [152]

$$
\begin{equation*}
P_{\mathrm{joint}}^{\mathrm{GC}}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right)=\frac{1}{N} \operatorname{det}_{1 \leqslant i, j \leqslant N} K_{\mu}^{\beta}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right), \tag{1.109}
\end{equation*}
$$

where the superscript ${ }^{\mathrm{GC}}$ refers to the grand-canonical ensemble. The correlation kernel $K_{\mu}^{\beta}(\mathbf{x}, \mathbf{y})$ is reproducible and reads

$$
\begin{equation*}
K_{\mu}^{\beta}(\mathbf{x}, \mathbf{y})=\sum_{\mathbf{k}} n_{\mathrm{FD}}\left(\epsilon_{\mathbf{k}}\right) \bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y})=\sum_{\mathbf{k}} \frac{\bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y})}{1+e^{\beta\left(\epsilon_{\mathbf{k}}-\mu\right)}} \tag{1.110}
\end{equation*}
$$

A basic principle of statistical mechanics is that the mean value of observables coincide in all the statistical ensemble in the thermodynamic limit, which corresponds for the canonical ensemble to $N, V \rightarrow \infty$ with $N / V$ fixed. For instance,

$$
\begin{equation*}
N=\sum_{\mathbf{k}} n_{\mathrm{FD}}\left(\epsilon_{\mathbf{k}}\right)=\sum_{\mathbf{k}} \frac{1}{1+e^{\beta\left(\epsilon_{\mathbf{k}}-\mu\right)}} . \tag{1.111}
\end{equation*}
$$

However, in general the fluctuations in different ensembles are different [5, 140, 192]. It was shown by Dean et al. that by taking the large $N$ limit in the canonical ensemble, one recovers the local correlations of the grand-canonical ensemble [152]. It is however not the case for global observables over the whole system [160,189]. One can then use the determinantal structure with the correlation kernel of the grand-canonical ensemble given in Eq. (1.110).

We close this section by mentioning a useful relation between the finite temperature correlation kernel $K_{\mu}^{\beta}$ and its zero-temperature counterpart $K_{\mu}(\mathbf{x}, \mathbf{y})$. This relation is obtained by observing that [152]

$$
\begin{equation*}
\partial_{\mu} K_{\mu}(\mathbf{x}, \mathbf{y})=\sum_{\mathbf{k}} \bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y}) \delta\left(\mu-\epsilon_{\mathbf{k}}\right) \tag{1.112}
\end{equation*}
$$

such that the finite temperature kernel is expressed as

$$
\begin{equation*}
K_{\mu}^{\beta}(\mathbf{x}, \mathbf{y})=\int_{0}^{\infty} \frac{d \epsilon}{1+e^{\beta(\epsilon-\mu)}} \partial_{\epsilon} K_{\epsilon}(\mathbf{x}, \mathbf{y})=\sum_{\mathbf{k}} \frac{\bar{\phi}_{\mathbf{k}}(\mathbf{x}) \phi_{\mathbf{k}}(\mathbf{y})}{1+e^{\beta\left(\epsilon_{\mathbf{k}}-\mu\right)}}=\int_{0}^{\infty} \frac{K_{\epsilon}(\mathbf{x}, \mathbf{y}) d \epsilon}{4 \cosh ^{2}\left(\frac{\beta}{2}(\epsilon-\mu)\right)} . \tag{1.113}
\end{equation*}
$$

Note that the chemical potential appears explicitly in this equation and it will be essential in our analysis to consider its variation with the temperature.

## Thermodynamics of the gas: Chemical potential in the large $N$ limit

To study the large $N$ limit, we first consider the variations of the finite temperature chemical potential $\mu$ with $N$ and $\beta$. The sum in Eq. (1.111) can be replaced by an integral over $\epsilon$ by introducing the density of states $\hat{\rho}_{\text {st }}(\epsilon)$

$$
\begin{equation*}
N=\int_{0}^{\infty} \frac{\hat{\rho}_{\mathrm{st}}(\epsilon)}{1+e^{\beta(\epsilon-\mu)}} d \epsilon, \text { with } \hat{\rho}_{\mathrm{st}}(\epsilon)=\sum_{\mathbf{k}} \delta\left(\epsilon-\epsilon_{\mathbf{k}}\right) \tag{1.114}
\end{equation*}
$$

where the density of states $\hat{\rho}_{\mathrm{st}}(\epsilon)$ is a distribution that depends explicitly on the spectrum, and therefore the confining potential. In the large $N$ limit, the density of states can be replaced by a continuous function $\hat{\rho}_{\mathrm{st}}(\epsilon) \rightarrow \rho_{\mathrm{st}}(\epsilon)$. One can then obtain an explicit expression for the variation of $N$ as a function of $\mu$ and $\beta$. For instance, in the case of the harmonic potential, one has

$$
\begin{equation*}
\rho_{\mathrm{st}}(\epsilon)=\frac{1}{(d-1)!\hbar \omega}\left(\frac{\epsilon}{\hbar \omega}\right)^{d-1}, \quad N=-\frac{1}{(\beta \hbar \omega)^{d}} \operatorname{Li}_{d}(-\zeta), \tag{1.115}
\end{equation*}
$$

where $\operatorname{Li}_{d}(s)=\sum_{k=1}^{\infty} k^{-d} s^{k}$ is the polylogarithm function and we recall that $\zeta=e^{\beta \mu}$ is the fugacity. This result will be useful to obtain the behaviour of the kernel in the large $N$ limit as we now analyse.

## Kernel in the bulk: finite temperature LDA

In the bulk, the exact results in the large $N$ limit still coincide with the predictions from the finite temperature local density approximation [152]. In this approximation, we replace the Wigner function in the large $N$ limit by the Fermi-Dirac distribution evaluated at the value of the classical Hamiltonian at the local point ( $\mathbf{x}, \mathbf{p}$ ) in the phase space $[19,38]$

$$
\begin{equation*}
W_{N}(\mathbf{x}, \mathbf{p})=\frac{1}{(2 \pi \hbar)^{d}} \frac{1}{1+e^{\beta(H(\mathbf{p}, \mathbf{x})-\mu)}}=\frac{1}{(2 \pi \hbar)^{d}} \frac{\zeta}{\zeta+e^{\beta\left(\frac{\mathbf{p}^{2}}{2 m}+V(\mathbf{x})\right)}} . \tag{1.116}
\end{equation*}
$$

The average density is then obtained by integrating over the momentum $\mathbf{p}$ as

$$
\begin{equation*}
\rho_{N}(\mathbf{x}) \approx \int \frac{d^{d} \mathbf{p}}{N(2 \pi \hbar)^{d}}\left(1+e^{\beta\left(\frac{\mathrm{p}^{2}}{2 m}+V(\mathbf{x})-\mu\right)}\right)^{-1}=-\frac{1}{N \Lambda_{\beta}^{d}} \operatorname{Li}_{\frac{d}{2}}\left(-\zeta e^{-\beta V(\mathbf{x})}\right), \tag{1.117}
\end{equation*}
$$

where we recall that $\Lambda_{\beta}=\sqrt{\frac{2 \pi \hbar^{2} \beta}{m}}$ is the de Broglie thermal wave-length.
The correlation kernel is obtained in the bulk by inverting a Weyl transform as

$$
\begin{align*}
K_{\mu}^{\beta}(\mathbf{x}, \mathbf{y}) & \approx \int \frac{d^{d} \mathbf{p}}{N(2 \pi \hbar)^{d}} e^{-\frac{i \mathbf{p} \cdot(\mathbf{x}-\mathbf{y})}{\hbar}}\left(1+e^{\beta\left(\frac{\mathbf{p}^{2}}{2 m}+V(\mathbf{u})-\mu\right)}\right)^{-1} \\
& =\Lambda_{\beta}^{-d} K_{d, \beta}^{\mathbf{b}}\left(\frac{|\mathbf{x}-\mathbf{y}|}{\Lambda_{\beta}}\right), \tag{1.118}
\end{align*}
$$

where $\mathbf{u}=(\mathbf{x}+\mathbf{y}) / 2$ and the scaling function $K_{d, b}^{\mathrm{b}}(r)$ reads [152]

$$
\begin{equation*}
K_{d, \beta}^{\mathrm{b}}(r)=\int_{0}^{\infty} \frac{\zeta d k}{\zeta+e^{\frac{k^{2}}{4 \pi}+\beta V(\mathbf{u})}}\left(\frac{k}{2 \pi}\right)^{\frac{d}{2}} \frac{\mathrm{~J}_{d / 2-1}(k r)}{r^{\frac{d}{2}-1}} . \tag{1.119}
\end{equation*}
$$

Next, we consider the behaviour of the kernel at the edge, considering only the case $d=1$ for simplicity.

## Kernel at the edge in one dimension and connection with KPZ equation

The kernel can be obtained from the propagator method at the soft edge in general dimension $d \geqslant 1$ [152]. We only discuss here the result at the edge in dimension $d=1$. At high temperature $T \sim T_{F}$ (with e.g. $T_{F} \sim N$ for the harmonic potential), the density is non-zero up to infinity and strictly speaking there is no edge. However, in the regime of low temperature $T \sim T_{\mathrm{e}} \ll T_{F}$ (with e.g. $T_{\mathrm{e}} \sim N^{1 / 3}$ for the harmonic potential), the density close to the zero-temperature edge $r_{\mathrm{e}}$ is small and the correlations are still quite different from the bulk results. The scale of temperature to have non-trivial statistics at the edge is set such that the typical scale at zero temperature $w_{N}$ and the de Broglie wave-length $\Lambda_{\beta}$ are of same order $w_{N} \sim \Lambda_{\beta}$ (c.f. Fig. 1.8). Rescaling the kernel close to the zero-temperature edge, one obtains [150]

$$
\begin{equation*}
K_{\mu}^{\beta}(x, y) \approx \frac{1}{w_{N}} K_{1, b}^{\mathrm{s}}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}, \frac{x-r_{\mathrm{e}}}{w_{N}}\right) \tag{1.120}
\end{equation*}
$$

where $b=T_{\mathrm{e}} / T=\left(\hbar V^{\prime}\left(r_{\mathrm{e}}\right)\right)^{2 / 3} /(2 m)^{1 / 3} / T$ is the rescaled inverse temperature [152]. The scaling function $K_{1, b}^{\mathrm{s}}(u, v)$ is a finite temperature extension of the Airy kernel (see the similar structure in Eq. (1.44))

$$
\begin{equation*}
K_{1, b}^{\mathrm{s}}(u, v)=\int_{-\infty}^{\infty} \frac{d s}{1+e^{-b s}} \operatorname{Ai}(s+u) \operatorname{Ai}(s+v) . \tag{1.121}
\end{equation*}
$$

Note that in the limit $b \rightarrow+\infty,\left(1+e^{-b s}\right)^{-1} \rightarrow \Theta(s)$ and one recovers the Airy kernel (1.44). We consider finally the fluctuations of the position $x_{\max }$ of the rightmost fermion at finite temperature which has interesting connections with the Kardar-ParisiZhang (KPZ) equation [229]. The statistics of $x_{\max }$ at finite temperature has a smooth transition from the Tracy-Widom distribution $\mathcal{F}_{2}(s)$ at zero temperature to a Gumbel distribution at large temperature $T \gg T_{\mathrm{e}}[74,150]$, with a scaling function universal with respect to the confining potential $V(x)$. The crossover function is given by the Fredholm determinant [150]

$$
\begin{align*}
\operatorname{Prob}\left[x_{\max } \leqslant r_{\mathrm{e}}+w_{N} s\right] & =\operatorname{Det}\left[\mathbb{I}-P_{[s, \infty)} K_{1, b}^{\mathrm{s}} P_{[s, \infty)}\right] \\
& =\exp \left(-\sum_{p=1}^{\infty} \frac{1}{p} \operatorname{Tr}\left[\left(P_{[s, \infty)} K_{1, b}^{\mathrm{s}} P_{[s, \infty)}\right)^{p}\right]\right) \tag{1.122}
\end{align*}
$$

In the limit of large $T$, i.e. $b \ll 1$, a thorough analysis allows to obtain that this Fredholm determinant is dominated by the first trace, i.e. $p=1$, in the expansion of $\mathrm{Eq}(1.122)$ and to recover the Gumbel distribution [165]. The Fredholm determinant of this kernel appears in a seemingly unrelated problem: the height fluctuations of an interface described by the Kardar-Parisi-Zhang equation [150, 165]. In this model, one considers a height field $h(x, t)$ in $1+1$ space and time dimension which satisfies the non linear stochastic differential equation [229]

$$
\begin{align*}
& \partial_{t} h=\partial_{x}^{2} h+\left(\partial_{x} h\right)^{2}+\sqrt{2} \eta(x, t)  \tag{1.123}\\
& \text { with }\langle\eta(x, t)\rangle=0\left\langle\eta(x, t) \eta\left(x^{\prime}, t^{\prime}\right)\right\rangle=\delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right)
\end{align*}
$$

and $\eta(x, t)$ is a Gaussian white noise. For the droplet initial condition $h(x, 0)=x / \delta$ with $\delta \ll 1$, the exponential generating function of the moments of the rescaled height
$\tilde{h}(0, t)=(h(0, t)+t / 12) t^{-1 / 3}$ is expressed as the Fredholm determinant of the kernel in Eq. (1.121) [139, 180]

$$
\begin{equation*}
\left\langle\exp \left(-e^{t^{1 / 3}(\tilde{h}(0, t)-\xi)}\right)\right\rangle=\operatorname{Det}\left[\mathbb{I}-P_{[\xi, \infty)} K_{1, t^{1 / 3}}^{\mathrm{s}} P_{[\xi, \infty)}\right] . \tag{1.124}
\end{equation*}
$$

The role of the inverse temperature $b$ in the case of the free fermions is played by the time $t^{1 / 3}$ in the case of the fluctuating interface.

We close this section by mentioning that the regime of typical fluctuation of $r_{\max }$ in dimension $d>1$ is somewhat of less interest as it is given by a Gumbel distribution both at zero and high temperature.

In this section, we have reviewed the description of the spatial fluctuations of fermions confined by a smoothly varying potential. In particular, we have seen that the fluctuations become universal in the large $N$ limit both in the bulk of the density and close to the edge, where the density vanishes smoothly. In the next section, we consider the fluctuations for a "hard edge", where the potential imposes an abrupt drop of the density and where the analysis of the edge behaviour presented here does not hold.

## Chapter 2

## Non-interacting fermions in hard-edge potentials

In this chapter, we consider the $d$-dimensional system formed by $N$ non-interacting, spin-less, identical fermions of mass $m$ in a hard edge potential. In particular, we will analyse in detail the edge properties of the Fermi gas trapped by the rotationally symmetric potentials of the form

$$
V(\mathbf{x})= \begin{cases}v(|\mathbf{x}|) & , \quad|\mathbf{x}|<R  \tag{2.1}\\ +\infty \quad, & |\mathbf{x}| \geqslant R\end{cases}
$$

where $v(r)$ is a smooth potential $\left(v(r) \in \mathcal{C}_{1}(\mathbb{R})\right)$. For $v(r)=0$ this problem reduces to the $d$-dimensional spherical hard-box potential. The general potential in Eq. (2.1) imposes that all the particles stay within the boundary of the wall $|\mathbf{x}| \leqslant R$. All the single particle wave-functions $\phi_{\mathbf{k}}(\mathbf{x})$ associated to this problem are identically zero for $|\mathbf{x}|>R$. By continuity of these wave-functions, it imposes Dirichlet boundary conditions for $|\mathbf{x}|=R$. Applying the finite temperature local density approximation to this system, one obtains from Eq. (1.117)

$$
\rho_{N}(\mathbf{x})= \begin{cases}-\frac{1}{N \Lambda_{\beta}^{d}} \operatorname{Li}_{\frac{d}{2}}\left(-\zeta e^{-\beta v(|\mathbf{x}|)}\right) & ,|\mathbf{x}|<R  \tag{2.2}\\ 0 & ,|\mathbf{x}| \geqslant R\end{cases}
$$

The density vanishes abruptly for $|\mathbf{x}|=R$ and for any value of the temperature, creating a hard edge. This situation is quite different to the case of smoothly varying potentials where a soft edge emerged only at zero temperature. The system forms a determinantal point process and the correlations (1.10) are therefore entirely determined by the knowledge of the associated correlation kernel defined in (1.8). The results obtained in the previous section for the large $N$ behaviour of the correlation kernel fail to describe the fluctuations at the hard edge. One needs to develop alternative methods to analyse this situation. The introduction of a hard edge in the system will also drastically change the behaviour of the extreme value statistics. It may already be seen in the limit of


Figure 2.1: Single-particle energies and wave-functions associated to a system of $N=5$ fermions at zero temperature in the potential described in Eq. (2.3).
high temperature, where one recovers the classical limit (as seen in chapter 1), and the extreme value statistics is described by i.i.d. random variables. For a system without hard wall $(R=\infty)$ and confined in the spherically symmetric potential $v(r) \gg \ln r$, as $r \rightarrow \infty$ this problem will fall in the Gumbel universality class. However, if a finite hard edge is imposed, the problem now falls into the Weibull universality class (c.f. chapter 4). At lower temperature, the positions of fermions become strongly correlated and one might then wonder what will be the equivalent of the Tracy-Widom $\beta=2$ distribution in this new setting.

We first consider a specific choice of potential for which there is an exact mapping to the Laguerre Unitary Ensemble (LUE) of RMT and where a hard edge naturally occurs.

### 2.1 Hard edge in models of fermions

In this section, we consider $N$ non-interacting fermions confined by the trapping potential

$$
v(r)= \begin{cases}+\infty & , r \leqslant 0  \tag{2.3}\\ \frac{1}{2} m \omega^{2} r^{2}+\frac{\hbar^{2} a(a-1)}{2 m r^{2}} & , r>0\end{cases}
$$

Note that for $a=l+(d-1) / 2$, this potential corresponds exactly to the effective potential applied to fermions in a $d$-dimensional spherically symmetric harmonic potential and with orbital quantum number $l$ (c.f. Eq. (1.76)). For this potential, the Hamiltonian is exactly solvable and the wave-functions and energies read

$$
\begin{equation*}
\phi_{n}(r)=\Theta(r) c_{a, k} L_{n}^{a-\frac{1}{2}}\left(\alpha^{2} r^{2}\right)(\alpha r)^{a} e^{-\frac{\alpha^{2} r^{2}}{2}}, \quad \epsilon_{n}=\hbar \omega\left(2 n+a+\frac{1}{2}\right), \quad \alpha=\sqrt{\frac{m \omega}{\hbar}} . \tag{2.4}
\end{equation*}
$$

where $L_{k}^{\nu}(x)=x^{-\nu} e^{x} \partial_{x}^{k}\left(e^{-x} x^{k+\nu}\right) / k$ ! is the Laguerre polynomial of degree $k$ and $c_{a, n}^{2}=$ $2 n!/ \Gamma(n+a+1 / 2)$ is a constant ensuring the normalisation. The single particle wave functions associated to the ground state of a system with $N=5$ fermions are represented
in Fig. 2.1. As in the case of the harmonic potential, the many body joint ground state probability of the positions $r_{i}$ 's of the fermions can be computed exactly by using the Vandermonde identity in Eq. (1.29) [94]

$$
\begin{equation*}
\left|\Psi_{0}\left(r_{1}, \cdots, r_{N}\right)\right|^{2}=\frac{1}{Z_{N}(a)} \prod_{i<j}\left|r_{i}^{2}-r_{j}^{2}\right|^{2} \prod_{k=1}^{N} r_{k}^{2 a} e^{-\alpha^{2} r_{k}^{2}} \tag{2.5}
\end{equation*}
$$

where $Z_{N}(a)$ is a normalisation constant. The fermions form a determinantal point process with correlation kernel

$$
\begin{equation*}
K_{N}\left(r, r^{\prime}\right)=\sum_{n=0}^{N-1} \bar{\phi}_{n}(r) \phi_{n}\left(r^{\prime}\right), \tag{2.6}
\end{equation*}
$$

where $\phi_{n}(r)$ is given in Eq. (2.4). The joint distribution in Eq. (2.5) also appears in RMT for the eigenvalues of the Wishart Unitary Ensemble, also called Laguerre Unitary Ensemble (LUE), which we now briefly defined. Matrices belonging to this ensemble are obtained by first filling a matrix $X$ of size $M \times N$ with $M \geqslant N$ with i.i.d. complex Gaussian variables

$$
\begin{equation*}
x_{i j} \sim \mathcal{N}\left(0, \frac{1}{2 \sqrt{N}}\right)+\mathrm{i} \mathcal{N}\left(0, \frac{1}{2 \sqrt{N}}\right), \quad i=1, \cdots, M, j=1, \cdots, N . \tag{2.7}
\end{equation*}
$$

The covariance matrix of its random entries $W=X^{\dagger} X$ will be a $N \times N$ Hermitian matrix with real and positive eigenvalues. The joint PDF of its eigenvalues reads [52,54, 110]

$$
\begin{equation*}
P_{\text {joint }}^{\mathrm{LUE}}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\frac{1}{Z_{N}^{\mathrm{LUE}}(\alpha)} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{2} \prod_{i=1}^{N} \lambda_{i}^{\nu} e^{-N \lambda_{i}}, \tag{2.8}
\end{equation*}
$$

where $\nu=M-N$. Introducing the change of variables $\lambda_{i}=\alpha^{2} r_{i}^{2} / N$, the two distributions in Eq. (2.5) and (2.8) coincide exactly with $\nu=a-1 / 2$.

In the large $N$ limit, the density in the system is obtained from the local density approximation in Eq. (1.23) and reads

$$
\begin{equation*}
\rho_{N}(x) \approx \Theta(r) \frac{\sqrt{k_{F}^{2} r^{2}-\alpha^{2} r^{4}-a(a-1)}}{\pi N r}, \text { with } k_{F}=\frac{\sqrt{2 m \mu}}{\hbar} \approx \alpha \sqrt{4 N+2 a} \tag{2.9}
\end{equation*}
$$

In the limit $N \rightarrow \infty$ with $\chi=a / N$ fixed, the Fermi wave-vector $k_{F}=\alpha \sqrt{N(4+2 \chi)}$ and the potential $v(r) \sim N^{2} \chi^{2} / r^{2}$ becomes very strong close to the origin, preventing the fermions to reach $r=0$. A finite gap opens between the origin and the left edge of the density, which reads in this limit

$$
\begin{equation*}
\rho_{N}(r) \approx \frac{2 \alpha^{2} r}{N} \rho_{\mathrm{MP}}^{\chi}\left(\frac{\alpha^{2} r^{2}}{N}\right)=\Theta(r) \frac{\sqrt{\left(N c-\alpha^{2} r^{2}\right)\left(\alpha^{2} r^{2}-N b\right)}}{N \pi r} \tag{2.10}
\end{equation*}
$$

where $b=2+\chi-2 \sqrt{1+\chi}$ and $c=2+\chi+2 \sqrt{1+\chi}$. The density vanishes close to its edges in $r_{\mathrm{e}_{-}}=\alpha^{-1} N b$ and $r_{\mathrm{e}_{+}}=\alpha^{-1} N c$ as a square-root as seen in Fig. 2.2. This behaviour is characteristic of soft edges and one can indeed show that in the large $N$ limit, the fluctuations at this edge are described by the Airy kernel [52, 54, 110].


Figure 2.2: Exact rescaled average density $\frac{\sqrt{N}}{\alpha} \rho_{N}\left(\frac{\alpha r}{\sqrt{N}}\right)$ for $N=100$ fermions in the potential $v(r)$ given in Eq. (2.3) as a function of the rescaled position $s=\frac{\alpha r}{\sqrt{N}}$ for $a=2$ (in blue) and $\chi=a / N=1$ (in orange). These density are compared with the large $N$ bulk density given for $a=2$ in Eq. (2.11) (plotted in dashed red) and for $\chi=1$ in Eq. (2.10) (plotted in dashed green), showing a good agreement.

Furthermore, taking the large $N$ limit with $a=O(1), k_{F} \approx \alpha \sqrt{4 N}$ and one can neglect the contribution from the potential close to the origin. One obtains the simple expression for the density

$$
\begin{equation*}
\rho_{N}(r) \approx \frac{2 \alpha^{2} r}{N} \rho_{\mathrm{MP}}\left(\frac{\alpha^{2} r^{2}}{N}\right)=\Theta(r) \frac{\alpha}{N \pi} \sqrt{4 N-\alpha^{2} r^{2}}, \tag{2.11}
\end{equation*}
$$

where the function $\rho_{\mathrm{MP}}(\lambda)=\rho_{\mathrm{MP}}^{\chi=0}(\lambda)$ is the Marčenko-Pastur distribution, associated to the eigenvalues of the LUE [124]. In this case, while the average density vanishes as a square-root for $r=2 \sqrt{N} / \alpha$, the boundary condition imposes an abrupt drop of this density for $r=0$ as seen in Fig. 2.2. This behaviour is neither captured by the LDA description nor by the soft edge description of the edge behaviour developed in the last chapter and is characteristic of a hard edge. We will now see how to obtain the associated correlation kernel.

## Hard edge limit: Bessel kernel

In the large $N$ limit, the typical inter-particle distance $\ell_{N}$ close to the hard edge can be evaluated by using that there are $O(1)$ particles in the interval [ $0, \ell_{N}$ ], i.e.

$$
\begin{equation*}
\int_{0}^{\ell_{N}} \rho_{N}(x) d x \sim \frac{1}{N} \Rightarrow \ell_{N} \sim \frac{1}{\sqrt{N}} \sim k_{F}^{-1} . \tag{2.12}
\end{equation*}
$$

Using the results from RMT, one can indeed show that on this typical scale the correlation kernel takes the scaling form [52,54,110]

$$
\begin{align*}
& K_{N}\left(r, r^{\prime}\right)=2 k_{F} \sqrt{r r^{\prime}} K_{\mathrm{Be}}^{a-1 / 2}\left(k_{F}^{2} r^{2}, k_{F}^{2} r^{\prime 2}\right), \text { with } \\
& 2 \sqrt{u v} K_{\mathrm{Be}}^{a-1 / 2}\left(u^{2}, v^{2}\right)=\int_{0}^{1} k \sqrt{u v} \mathrm{~J}_{a-1 / 2}(k u) \mathrm{J}_{a-1 / 2}(k v) d k, \tag{2.13}
\end{align*}
$$



Figure 2.3: Plot of the scaling function $F^{a}(z)$ in Eq. (2.15) representing the density profile close to the hard edge for $a=1,3,5,7$ respectively in blue, orange, green and red. As $a$ increases, a "pseudo-gap" opens between the edge of the density and the origin.
where the scaling function $K_{\mathrm{Be}}^{\nu}(u, v)$ is called the Bessel kernel and reads

$$
\begin{equation*}
K_{\mathrm{Be}}^{\nu}(u, v)=\frac{1}{2} \int_{0}^{1} k \mathrm{~J}_{\nu}(k \sqrt{x}) \mathrm{J}_{\nu}(k \sqrt{y})=\frac{\sqrt{v} \mathrm{~J}_{\nu}(\sqrt{u}) \mathrm{J}_{\nu-1}(\sqrt{v})-\sqrt{u} \mathrm{~J}_{\nu-1}(\sqrt{v}) \mathrm{J}_{\nu}(\sqrt{u})}{2(u-v)} \tag{2.14}
\end{equation*}
$$

and where $\mathrm{J}_{\nu}(u)$ is the Bessel function of first kind of index $\nu$.
From this result, we can extract the behaviour of the exact density profile close to the hard edge

$$
\begin{align*}
\rho_{N}(x) & =\frac{1}{N} K_{N}(x, x) \approx \frac{1}{\pi} F^{a}\left(k_{F} x\right), \text { with }, \\
F^{a}(z) & =\frac{1}{2}\left[z\left(\mathrm{~J}_{a-\frac{1}{2}}(z)^{2}+\mathrm{J}_{a+\frac{1}{2}}(z)^{2}\right)+(2 a-1) \mathrm{J}_{a-\frac{1}{2}}(z) \mathrm{J}_{a+\frac{1}{2}}(z)\right] . \tag{2.15}
\end{align*}
$$

The scaling function $F^{a}(z)$ vanishes at the origin with a power law depending explicitly on $a$

$$
\begin{equation*}
F^{a}(z) \approx \frac{\pi}{\Gamma(a+1 / 2) \Gamma(a+3 / 2)}\left(\frac{z}{2}\right)^{2 a}, \quad z \rightarrow 0 \tag{2.16}
\end{equation*}
$$

while it goes to $F^{a}(z)=1$ for $z \rightarrow \infty$, matching smoothly with the bulk density in Eq. (2.11). This density profile is plotted in Fig. 2.3 for several values of $a$.

The Bessel kernel controls the fluctuations close to the hard edge and in particular the fluctuations of the leftmost fermion $r_{\min }=\min _{1 \leqslant i \leqslant N} r_{i}$ that we now analyse.

## Extreme value statistics

Before considering the case of $r_{\text {min }}$, we mention that using the exact mapping onto the largest eigenvalue $\lambda_{\max }$ in the LUE, the regime of typical fluctuations of $r_{\max }$ is given by the Tracy-Widom distribution as it was the case in the harmonic potential in connection to the GUE. But the large deviations associated to the LUE $\Phi_{ \pm}^{\mathrm{L} \beta \mathrm{E}}(\lambda, \nu)$ (these functions are the same for all $\beta$ Laguerre ensembles), controlling the atypical fluctuations, depend explicitly on $\nu$ and are different from the case of the GUE in Eq. (1.56). The left rate


Figure 2.4: Plot of the $\mathrm{PDF}-\partial_{s} Q_{\min }^{\nu}(s)$ in Eq. (2.18) for $\nu=0,1,2$ respectively in blue, orange and green.
function $\Phi_{-}^{\mathrm{L} \beta \mathrm{E}}(\lambda, \nu)$ was computed in Ref. [9] while the right large deviation function $\Phi_{+}^{\mathrm{L} \beta \mathrm{E}}(\lambda, \nu)$ was obtained in Ref. [198].

Considering now the case of $r_{\text {min }}$, we will again use the exact mapping $\lambda_{\min }=$ $N \alpha^{2} r_{\min }^{2}$. In the LUE, the symmetry between $\lambda_{\min }$ and $\lambda_{\max }$ is broken. There exists in the literature a number of expressions for the distribution of the typical fluctuations of $\lambda_{\min }[37,44,52,67,213]$, (see also [126]). Here, we only reproduce the Fredholm determinant

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[\lambda_{\min } \leqslant \frac{s}{N^{2}}\right]=Q_{\min }^{\nu}(s)=\operatorname{Det}\left[\mathbb{I}-P_{[0, s]} K_{\mathrm{Be}}^{\nu} P_{[0, s]}\right], \tag{2.17}
\end{equation*}
$$

where $K_{\mathrm{Be}}^{\nu}(x, y)$ is given in Eq. (2.14) and the determinantal expression valid for $\nu=$ $a-1 / 2 \in \mathbb{N}$

$$
\begin{equation*}
-\partial_{s} Q_{\min }^{\nu}(s)=\frac{e^{-s / 2}}{2} \operatorname{det}_{1 \leqslant i, j \leqslant \nu} \mathrm{I}_{i-j+2}(\sqrt{2 s}), \tag{2.18}
\end{equation*}
$$

where $\mathrm{I}_{\nu}(x)$ is the modified Bessel function of first kind. This PDF is plotted in Fig. 2.4. Using the exact mapping with LUE the CDF of the typical fluctuations of the position of the fermion the closest to the origin $r_{\text {min }}$ are given by

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[r_{\min } \geqslant k_{F}^{-1} u\right]=Q_{\min }^{a-1 / 2}\left(u^{2}\right)=\operatorname{Det}\left[\mathbb{I}-P_{\left[0, u^{2}\right]} K_{\mathrm{Be}}^{a-1 / 2} P_{\left[0, u^{2}\right]}\right] \tag{2.19}
\end{equation*}
$$

Note that the fluctuations of $r_{\text {min }}$ are quite different from the Tracy-Widom distribution and enter in a different universality class. The $\operatorname{CDF} Q_{\text {min }}^{\nu}(s)$ also has notable applications in the context of QCD [54] (see chapter 32 there).

This result concludes this introduction to hard edge potentials, for which we have seen that the fluctuations at the edge do not enter the same universality class as for soft edges. We refer to Article 2 for more information on the finite temperature extension of this model of fermions. In the next section, we study in detail another type of hard edge potential where exact results can be obtained: the hard box potential.


Figure 2.5: Single-particle energies and wave-functions associated to a system of $N=4$ fermions at zero temperature in the hard box potential given in Eq. (2.20).

### 2.2 Hard box potential in dimension $d=1$

We first consider the one-dimensional hard box. As we have seen in section 1.2, the effects of the quantum correlations are weaker in dimension $d>1$, where fermions with different orbital quantum numbers are independent. In dimension one, on the contrary, all fermions are strongly correlated and the effects of the Pauli exclusion principle are the strongest. We will analyse in detail the spatial statistics for the Fermi gas in the one-dimensional hard box potential

$$
V(x)= \begin{cases}0 & ,|x|<R  \tag{2.20}\\ +\infty & ,|x| \geqslant R\end{cases}
$$

From now on, we set $R=1$ (which amounts to rescale all the lengths by $R$ ). In one dimension, the Hamiltonian of the system is simply given by

$$
\begin{equation*}
\hat{\mathcal{H}}_{N}=\sum_{i=1}^{N} \hat{H}_{i}, \text { with } \hat{H}=-\frac{\hbar^{2}}{2 m} \partial_{x}^{2} \tag{2.21}
\end{equation*}
$$

and we impose Dirichlet boundary conditions in $x= \pm 1$. The single particle wavefunctions and energies are thus labelled by a non-zero integer $n \in \mathbb{N}_{+}$and given by

$$
\begin{equation*}
\phi_{n}(x)=\sin \left(\frac{\pi n}{2}(x+1)\right), \quad \epsilon_{n}=\frac{\hbar^{2} \pi^{2} n^{2}}{8 m} . \tag{2.22}
\end{equation*}
$$

These wave-functions are represented in Fig. 2.5

### 2.2.1 Zero-temperature quantum PDF and Jacobi Unitary Ensemble

At temperature $T=0$, only the $N$ lowest energy states $n=1, \cdots, N$ are occupied. The many body wave function is given by the Slater determinant built from these $N$ levels

$$
\begin{equation*}
\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leqslant k, l \leqslant N} \sin \left(\frac{\pi k}{2}\left(x_{l}+1\right)\right) \tag{2.23}
\end{equation*}
$$

The ground state joint probability of the positions of these fermions can be computed exactly in this case using $\sin (k u)=\sin (u) U_{k-1}(\cos (u))$ - where $U_{n}(x)$ is the Tchebychev polynomial of second kind of order $n$ - and the Vandermonde identity in Eq. (1.29)

$$
\begin{equation*}
\left|\Psi_{0}\left(x_{1}, \cdots, x_{N}\right)\right|^{2}=\frac{1}{Z_{N}} \prod_{i<j}\left|\sin \left(\frac{\pi x_{i}}{2}\right)-\sin \left(\frac{\pi x_{j}}{2}\right)\right|^{2} \prod_{k=1}^{N} \cos ^{2}\left(\frac{\pi x_{k}}{2}\right) \tag{2.24}
\end{equation*}
$$

This joint probability appears also in in the so-called Jacobi Unitary ensemble (JUE).
This ensemble can be built by first considering two independent Wishart (Laguerre) matrices [76] $W_{1}=M_{1}^{-1} X_{1}^{\dagger} X_{1}$ and $W_{2}=M_{2}^{-1} X_{2}^{\dagger} X_{2}$ where $X_{1}$ is a matrix of size $M_{1} \times N$ and $X_{2}$ is of size $M_{2} \times N$, with $M_{1}, M_{2} \geqslant N$. The matrix defined as

$$
\begin{equation*}
J=W_{1}\left(W_{1}+W_{2}\right)^{-1} \tag{2.25}
\end{equation*}
$$

is then a Jacobi matrix, where ${ }^{-1}$ refers here to the matrix inversion. Its eigenvalues all belong to the interval $\lambda \in[0,1]$ and their joint PDF reads

$$
\begin{equation*}
P_{\mathrm{joint}}^{\mathrm{JUE}}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\frac{1}{Z_{N}^{\mathrm{JUE}}(a, b)} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{2} \prod_{i=1}^{N}\left(1-\lambda_{i}\right)^{a} \lambda_{i}^{b}, \tag{2.26}
\end{equation*}
$$

where $a=M_{1}-N$ and $b=M_{2}-N$. Taking now $\lambda_{i}=\left(1+\sin \left(\pi x_{i} / 2\right)\right) / 2$ and for the specific values $a=b=1 / 2$, the joint PDF in Eq. (2.26) is mapped exactly onto Eq. (2.24). Note that one can associate statistics of confined fermions for generic values of $a, b$ (see Article 2 for details). From this exact mapping, it is clear that the positions of the fermions form a determinantal point process and the correlation kernel can be obtained exactly for finite $N$ as

$$
\begin{align*}
K_{N}(x, y) & =\sum_{k=1}^{N} \sin \left(\frac{\pi k}{2}(x+1)\right) \sin \left(\frac{\pi k}{2}(y+1)\right) \\
& =\frac{\sin \left(\frac{(2 N+1) \pi}{4}(x-y)\right)}{4 \sin \left(\frac{\pi}{4}(x-y)\right)}-\frac{\sin \left(\frac{(2 N+1) \pi}{4}(2+x+y)\right)}{4 \sin \left(\frac{\pi}{4}(2+x+y)\right)} . \tag{2.27}
\end{align*}
$$

For this system of $N$ particles, the density is uniform over the box $[-1,1]$ in the large $N$ limit and the typical inter-particle distance is given both in the bulk and at the edge by $k_{F}^{-1}$ where $k_{F}$ is the Fermi wave-vector

$$
\begin{equation*}
k_{F}=\sqrt{\frac{2 m \mu}{\hbar^{2}}}=\frac{N \pi}{2} . \tag{2.28}
\end{equation*}
$$

Using the exact formula in Eq. (2.27) and far from the edges of the density $k_{F}|x \pm 1| \gg 1$ the sine scaling form, already obtained in Eq. (1.66), is recovered in the large $N$ limit

$$
\begin{equation*}
K_{N}(x, y) \approx k_{F} K_{1}^{\mathrm{b}}\left(k_{F}(x-y)\right), \text { with } K_{1}^{\mathrm{b}}(r)=K_{\sin }(r)=\frac{\sin (r)}{\pi r} \tag{2.29}
\end{equation*}
$$

Note that this result coincides with the local density approximation prediction in Eq. (1.23). This scaling function is universal for the bulk statistics of one-dimensional Fermi gas in their ground state, irrespectively of the edge behaviour.


Figure 2.6: Comparison between the exact rescaled density $2 \rho_{N}(x)$ close to the hard edge as a function of $z=k_{F}(1-x)$ for $N=100$ fermions (blue dots) and the scaling function $F_{1}(z)$ given in Eq. (2.31) (in orange).

Taking now the edge scaling limit $k_{F}|1-x| \sim k_{F}|1-y| \sim 1$ of the correlation kernel in Eq. (2.27), one obtains instead

$$
\begin{align*}
& K_{N}(x, y) \approx k_{F} K_{1}^{\mathrm{e}}\left(k_{F}(1-x), k_{F}(1-y)\right), \\
& K_{1}^{\mathrm{e}}(u, v)=\frac{\sin (u-v)}{\pi(u-v)}-\frac{\sin (u+v)}{\pi(u+v)} . \tag{2.30}
\end{align*}
$$

Note that this correlation kernel corresponds exactly to the case $a=1$ of Eq. (2.13), where the potential term $\sim r^{-2}$ in Eq. (2.3) disappears. From this result, the average density $\rho_{N}(x)$ takes the scaling form at the edge

$$
\begin{equation*}
\rho_{N}(x)=\frac{1}{N} K_{N}(x, x) \approx \frac{1}{2} F_{1}\left(k_{F}(1-x)\right), \text { with } F_{1}(z)=1-\frac{\sin (2 z)}{2 z}, \tag{2.31}
\end{equation*}
$$

where we used here that $k_{F} /(\pi N)=1 / 2$. Note that this density vanishes quadratically close to the edge $F_{1}(z) \approx \frac{2}{3} z^{2}$ as $z \rightarrow 0$, while it matches the uniform density in the bulk $F_{1}(z) \approx 1$ for $z \rightarrow \infty$. The scaling function $F_{1}(z)$ is plotted in Fig. 2.6.

## Method of images

The structure of the edge kernel in Eq. (2.30) is reminiscent of a method of images. Indeed, the walls at $x= \pm 1$ impose that all wave functions $\phi_{k}(x)$ be identically zero outside the box. By continuity of these wave functions, it imposes Dirichlet boundary conditions $\phi_{k}(x= \pm 1)=0$. The same Dirichlet boundary conditions apply to the Euclidean propagator $G(y, t \mid x, 0)$ defined as

$$
\begin{equation*}
G(y, t \mid x, 0)=\langle y| e^{-\frac{\hat{\hat{H} t}}{\hbar}}|x\rangle=\sum_{k=1}^{\infty} e^{-\frac{\epsilon_{k} t}{\hbar}} \bar{\phi}_{k}(x) \phi_{k}(y), \tag{2.32}
\end{equation*}
$$

solution of the free diffusion equation in the box

$$
\begin{equation*}
\partial_{t} G(y, t \mid x, 0)=\frac{\hbar}{2 m} \partial_{y}^{2} G(y, t \mid x, 0), \text { with } G(y, 0 \mid x, 0)=\delta(x-y) \tag{2.33}
\end{equation*}
$$

This propagator can be obtained exactly from the free propagator using the method of images

$$
\begin{equation*}
G(y, t \mid x, 0)=\sqrt{\frac{m}{2 \pi \hbar t}} \sum_{n=-\infty}^{\infty} e^{-\frac{m}{2 h t}(4 n+x-y)^{2}}-\sqrt{\frac{m}{2 \pi \hbar t}} \sum_{n=-\infty}^{\infty} e^{-\frac{m}{2 h t}(4 n+2+x+y)^{2}} . \tag{2.34}
\end{equation*}
$$

Taking the inverse Laplace transform by using Eq. (A.9) in the table of Appendix A, one obtains another exact representation for the correlation kernel ${ }^{1}$

$$
\begin{align*}
K_{\mu}(x, y) & =\int_{\mathcal{C}} \frac{d t}{2 i \pi t} e^{\frac{\mu t}{\hbar}} G(y, t \mid x, 0) \\
& =\sum_{n=-\infty}^{\infty} \frac{\sin \left(k_{F}(4 n+x-y)\right)}{\pi(4 n+x-y)}-\sum_{l=-\infty}^{\infty} \frac{\sin \left(k_{F}(4 l+2+x+y)\right)}{\pi(4 l+2+x+y)} . \tag{2.35}
\end{align*}
$$

In the bulk limit, for $k_{F}|x \pm 1| \gg 1$ (or $k_{F}|y \pm 1| \gg 1$ ), all the terms of the sums in Eq. (2.35) (for all $l, n$ ) except $n=0$ give a vanishing contribution and one recovers the sine scaling form. At the edge, for $k_{F}|x \pm 1| \sim k_{F}|y \pm 1|=O(1)$, all the terms of the sum in Eq. (2.35) except $n=0$ and $l=-1$ give a vanishing contribution. This method gives an alternative derivation, via the so-called method of images, of the result for the hard edge scaling form in Eq. (2.30).

## Statistics of the rightmost fermion $x_{\max }$ at $T=0$

From our result on the scaling form of the correlation kernel at the edge in Eq. (2.30), it is natural to expect that $k_{F}\left|1-x_{\max }\right|=O(1)$ is the typical scale of fluctuations for the position of the rightmost fermion $x_{\max }=\max _{1 \leqslant i \leqslant N} x_{i}$. One can indeed express the CDF in this regime of typical fluctuation as

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[x_{\max } \leqslant 1-\frac{s}{k_{F}}\right]=q_{1}(s), \tag{2.36}
\end{equation*}
$$

where the scaling function $q_{1}(s)$ is a Fredholm determinant (see Appendix C for a definition)

$$
\begin{equation*}
q_{1}(s)=\operatorname{Det}\left[\mathbb{I}-P_{[0, s]} K_{1}^{\mathrm{e}} P_{[0, s]}\right]=\exp \left(-\sum_{p=1}^{\infty} \frac{1}{p} \operatorname{Tr}\left[\left(P_{[0, s]} K_{1}^{\mathrm{e}} P_{[0, s]}\right)^{p}\right]\right) \tag{2.37}
\end{equation*}
$$

This scaling function $q_{1}(s)$ coincides exactly with the scaling function $Q_{\min }^{1 / 2}\left(s^{2}\right)$ for the typical fluctuations of the smallest eigenvalue $\lambda_{\text {min }}$ in the Laguerre Unitary Ensemble for $\nu=1 / 2$ in Eq. (2.17). The scaling function $q_{1}(s)$ can be expressed in terms of the solution $\sigma(x)$ of a Painlevé equation, as for the Tracy-Widom distribution $\mathcal{F}_{2}(s)$ (c.f. Eq. (1.53)),

$$
\begin{equation*}
q_{1}(s)=\exp \left(\int_{0}^{2 s}\left(\sigma(x)-\sqrt{\sigma(x)-x \sigma^{\prime}(x)}\right) \frac{d x}{2 x}\right) . \tag{2.38}
\end{equation*}
$$
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Figure 2.7: Plot of the $\mathrm{PDF}-\partial_{s} q_{1}(s)$ in Eq. (2.37) representing the typical fluctuations of $x_{\max }$ (or $x_{\min }$ ) in a hard box potential at $T=0$. The Tracy-Widom distribution $-\partial_{s} \mathcal{F}_{2}(-s)$ is plotted (in dashed orange) for comparison. The function $-\partial_{s} q_{1}(s)$ was plotted using the algorithm developed in Ref. [12].

In this case the function $\sigma(x)$ is the solution of a Painlevé VI equation [144, 172, 213]

$$
\begin{equation*}
\left(x \sigma^{\prime \prime}\right)^{2}+4\left(x \sigma^{\prime}-\sigma\right)\left(x \sigma^{\prime}-\sigma+\sigma^{\prime 2}\right)=0, \text { with } \sigma(x) \sim-\frac{x}{\pi}, \text { for } x \rightarrow 0 \tag{2.39}
\end{equation*}
$$

Therefore, the distribution $q_{1}(s)$ is very different from the Tracy-Widom distribution (c.f. Fig. 2.7). The scaling function $q_{1}(s)$ can alternatively be expressed as

$$
\begin{equation*}
q_{1}(s)=\exp \left(-\frac{1}{4} \int_{0}^{s^{2}} \ln \left(\frac{s^{2}}{z}\right) h(z)^{2} d z\right) \tag{2.40}
\end{equation*}
$$

in terms of the solution $h(z)$ to the Painlevé III equation [216]

$$
\begin{equation*}
z\left(h^{2}-1\right)\left(z h^{\prime \prime}+h^{\prime}\right)=h\left(z h^{\prime}\right)^{2}+\frac{1}{4}\left(z-\frac{1}{2}\right) h+\frac{z}{4} h^{3}\left(h^{2}-2\right), \tag{2.41}
\end{equation*}
$$

for which $h(z) \sim \sqrt{\frac{2}{\pi}} z^{1 / 4}$ as $z \rightarrow 0$.
In particular, these two representations allow to obtain the asymptotic behaviours of the $\mathrm{CDF} q_{1}(s)$

$$
q_{1}(s)= \begin{cases}1-\frac{2}{9 \pi} s^{3}-\frac{2}{75 \pi} s^{5}+O\left(s^{7}\right) & , s \rightarrow 0  \tag{2.42}\\ s^{-\frac{1}{8}} e^{-\frac{s^{2}}{4}+\frac{s}{2}+O(1)} & , s \rightarrow \infty\end{cases}
$$

These asymptotic results were first derived by Dyson in [43]. The $\mathrm{PDF}-\partial_{s} q_{1}(s)$ in the regime of typical fluctuations is plotted in blue in Fig. 2.7. Note that this PDF decays much slower than the Tracy-Widom distribution in the first line of Eq. (1.55) as the effects of the confining potential are weaker in the case of JUE.


Figure 2.8: Plot of the large deviation function $\varphi_{1}(x)$ in Eq. (2.44) as a function of $x$.

The atypical fluctuations can also be obtained exactly using the mapping with the Jacobi Unitary Ensemble. In this ensemble and for $a \sim b=O(1)$, the atypical fluctuations of the largest eigenvalue $\lambda_{\max }$ are characterised by the simple large deviation rate function

$$
\begin{equation*}
\operatorname{Prob}\left[\lambda_{\max } \leqslant \lambda\right] \approx e^{-N^{2} \Phi^{\mathrm{JUE}}(\lambda)}, \quad \text { where } \Phi^{\mathrm{JUE}}(\lambda)=-\ln \lambda, \quad \lambda=O(1) \tag{2.43}
\end{equation*}
$$

Using the mapping between our problem and the JUE, we obtain that $\lambda_{\max }=(1+$ $\left.\sin \left(\pi x_{\max } / 2\right)\right) / 2$. Using additionally $k_{F}=N \pi / 2$, we obtain the large deviation rate function for $x_{\max }$,

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant x\right] \approx e^{-k_{F}^{2} \varphi_{1}(x)}, \text { where } \varphi_{1}(x)=-\frac{4}{\pi^{2}} \ln \left[\frac{1}{2}+\frac{1}{2} \sin \left(\frac{\pi x}{2}\right)\right] \tag{2.44}
\end{equation*}
$$

Note that taking the limit $x \rightarrow 1$, one obtains $\varphi_{1}(x) \approx \frac{1}{4}(x-1)^{2}$, which matches smoothly the large $s=k_{F}(1-x)$ asymptotic behaviour of the CDF in the typical regime $q_{1}(s) \approx e^{-s^{2} / 4}$, displayed in the second line of Eq. (2.42). The large deviation function $\varphi_{1}(x)$ is plotted in Fig. 2.8. It has a logarithmic singularity for $x \rightarrow-1$.

The different regimes of fluctuation of $x_{\text {max }}$ at zero temperature can be summarised as (see also Fig. 2.9)

$$
\operatorname{Prob}\left[x_{\max } \leqslant x\right]= \begin{cases}q_{1}\left(k_{F}(1-x)\right) & , k_{F}(1-x)=O(1),  \tag{2.45}\\ e^{-k_{F}^{2} \varphi_{1}(x)} & ,(1-x)=O(1)\end{cases}
$$

We will now consider how the thermal fluctuations affect the system and in particular the behaviour close to the hard edge.

### 2.2.2 One-dimensional hard box at finite temperature

At finite temperature $T=1 /\left(k_{B} \beta\right)$, we expect the correlations between the positions of fermions to be weaker. The typical scale of temperature for this system is given by


Figure 2.9: Sketch of the typical (blue) and large (red) fluctuation regimes of the probability Prob $\left[x_{\max } \leqslant 1-x\right]$ of the position $x_{\max }$ of the rightmost fermion (c.f. Eq. (2.45)).
the Fermi temperature $T_{F}=\epsilon_{F} / k_{B}$. Indeed, in the limit $\beta \epsilon_{F} \gg 1$, the temperature will only allow fermions to occupy a few energy levels above the Fermi energy and one expects to recover the zero temperature results. Inversely, in the limit $\beta \epsilon_{F} \ll 1$, the temperature will be large, fermions will be able to occupy many energy levels, such that the mean occupation number of each level will be small $\bar{n}_{k}=n_{\mathrm{FD}}\left(\epsilon_{k}\right) \sim e^{-\beta \epsilon_{k}}$. As a result, the effect of the quantum statistics will be weak in this high temperature regime and one expects to recover the description of classical statistical mechanics. One can associate to the typical quantum energy scale $\epsilon_{F}$ a length scale of quantum origin $k_{F}^{-1}$ while associated to the temperature scale $k_{B} T$ is the de Broglie thermal length scale $\Lambda_{\beta}=\sqrt{\frac{2 \pi \hbar^{2} \beta}{m}}$. We expect that for $\Lambda_{\beta} \gg k_{F}^{-1}$, the quantum fluctuations will be dominating while for $\Lambda_{\beta} \ll k_{F}^{-1}$ the thermal fluctuations will be dominating in the spatial structure. Note that for this system, the typical temperature scale is the same in the bulk and at the edge.

We will consider in this section the regime where both of these scales are of the same order, defining the rescaled inverse temperature

$$
\begin{equation*}
b=\beta \epsilon_{F}=\frac{\left(k_{F} \Lambda_{\beta}\right)^{2}}{4 \pi}=O(1) \tag{2.46}
\end{equation*}
$$

The local density approximation applies also at finite temperature [19,38]. In particular, it allows to obtain the finite temperature bulk correlation kernel

$$
\begin{equation*}
K_{\mu}^{\beta}(x, y) \approx \Lambda_{\beta}^{-1} K_{1, b}^{\mathrm{b}}\left(\frac{x-y}{\Lambda_{\beta}}\right) \tag{2.47}
\end{equation*}
$$

with the scaling function $[73,150,197]$

$$
\begin{equation*}
K_{1, b}^{\mathrm{b}}(r)=\frac{1}{\pi} \int_{0}^{\infty} \frac{\zeta d k}{\zeta+e^{\frac{k^{2}}{4 \pi}}} \cos (k r) \tag{2.48}
\end{equation*}
$$

In this expression $\zeta=e^{\beta \mu}$ is the fugacity. Using the equivalence of ensembles one can obtain a closed form formula for $\zeta$ in the regime $b=\beta \epsilon_{F}=O(1)$,

$$
\begin{equation*}
N=\sum_{k=1}^{\infty} \frac{\zeta}{\zeta+e^{\beta \frac{\hbar^{2} \pi^{2} k^{2}}{8 m}}} \Rightarrow \int_{0}^{\infty} \frac{\zeta d u}{\zeta+e^{b u^{2}}}=-\sqrt{\frac{\pi}{4 b}} \operatorname{Li}_{\frac{1}{2}}(-\zeta)=1 \tag{2.49}
\end{equation*}
$$

where we recall that $\mathrm{Li}_{p}(x)=\sum_{k=1}^{\infty} k^{-p} x^{k}$ is the polylogarithm function. From its asymptotic behaviours,

$$
-\operatorname{Li}_{p}(-z) \approx \begin{cases}z & , z \rightarrow 0  \tag{2.50}\\ \frac{(\ln z)^{p}}{\Gamma(p+1)} & , z \rightarrow \infty\end{cases}
$$

one recovers $\mu \approx \epsilon_{F}=\frac{\hbar^{2} k_{F}^{2}}{2 m}>0$ in the low temperature limit $b=\beta \epsilon_{F} \gg 1$, and $\mu=\frac{1}{\beta} \ln \left(\frac{k_{F} \Lambda_{\beta}}{\pi}\right)<0$ in the high temperature limit $b \ll 1$.

At the edge, the finite temperature correlation kernel $K_{\mu}^{\beta}(x, y)$ is again obtained from the bulk correlation kernel using the method of images

$$
\begin{equation*}
K_{\mu}^{\beta}(x, y) \approx \Lambda_{\beta}^{-1} K_{1, b}^{\mathrm{e}}\left(\frac{1-x}{\Lambda_{\beta}}, \frac{1-y}{\Lambda_{\beta}}\right), \text { with } K_{1, b}^{\mathrm{e}}(u, v)=K_{1, b}^{\mathrm{b}}(u-v)-K_{1, b}^{\mathrm{b}}(u+v) . \tag{2.51}
\end{equation*}
$$

Using this behaviour, one can obtain the average density close to the hard wall at finite temperature

$$
\begin{equation*}
\rho_{N}(x)=\frac{1}{2} F_{1, b}\left(\frac{1-x}{\Lambda_{\beta}}\right), \text { with } F_{1, b}(z)=1+\frac{1}{\pi \operatorname{Li}_{1 / 2}(-\zeta)} \int_{0}^{\infty} \frac{\zeta d k}{\zeta+e^{\frac{k^{2}}{4 \pi}}} \cos (2 k z) . \tag{2.52}
\end{equation*}
$$

Taking the limit $z \rightarrow \infty$, the scaling function $F_{1, b}(z) \rightarrow 1$ matching smoothly the uniform density in the bulk, while for $z \rightarrow 0$, one obtains

$$
\begin{equation*}
F_{1, b}(z) \approx \frac{4 \pi \mathrm{Li}_{3 / 2}(-\zeta)}{\mathrm{Li}_{1 / 2}(-\zeta)} z^{2}, \quad z \rightarrow 0 \tag{2.53}
\end{equation*}
$$

The density vanishes quadratically close to the wall for any temperature. However, the typical scale $\Lambda_{\beta}$ associated to this behaviour decreases with the temperature. In the low temperature limit, using $\zeta=e^{\beta \epsilon_{F}} \gg 1$ and the asymptotic behaviour in the second line of Eq. (2.50), the average density close to the wall matches smoothly the zero temperature result given in Eq. (2.31),

$$
\begin{equation*}
F_{1, b}(z) \approx \frac{8 \pi b}{3} z^{2}=\frac{2}{3}\left(k_{F} \Lambda_{\beta} z\right)^{2} \approx F_{1}\left(k_{F} \Lambda_{\beta} z\right) . \tag{2.54}
\end{equation*}
$$

This scaling function $F_{1, b}(z)$ is plotted in Fig. 2.10 for several values of the temperature.
We will now use the result in Eq. (2.51) for the hard edge correlation kernel to analyse the statistics of the rightmost fermion $x_{\max }$ at finite temperature.


Figure 2.10: Plot of the scaling function $F_{1, b}(z)$ given in Eq. (2.52) describing the average density close to the hard edge for $T / T_{F}=0.1,1,10$ respectively in green, orange and blue. The oscillations that are of quantum origin are smoothened at finite temperature.

## Statistics of the rightmost fermion $x_{\max }$ at finite temperature $T$

The CDF of the position of the rightmost fermion $x_{\max }$ takes at finite temperature the scaling form

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant 1-\Lambda_{\beta} s\right] \approx q_{1, b}(s), \tag{2.55}
\end{equation*}
$$

where $q_{1, b}(s)$ is given in terms of the Fredholm determinant

$$
\begin{equation*}
q_{1, b}(s)=\operatorname{Det}\left[\mathbb{I}-P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right]=\exp \left(-\sum_{p=1}^{\infty} \frac{1}{p} \operatorname{Tr}\left[\left(P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right)^{p}\right]\right), \tag{2.56}
\end{equation*}
$$

where $K_{1, b}^{\mathrm{e}}(u, v)$ is the finite temperature one-dimensional kernel given in Eq. (2.51) (with $K_{1, b}^{\mathrm{b}}(r)$ in Eq. (2.48)). The asymptotic behaviours of this exact result for $s \rightarrow 0$ and $s \rightarrow \infty$ can be obtained more explicitly:

- The small $s$ asymptotic behaviour of $q_{1, b}(s)$ can be evaluated using the development in terms of traces in Eq. (2.56), keeping only the lowest order $(p=1)$ term

$$
\begin{equation*}
q_{1, b}(s) \approx \exp \left(-\operatorname{Tr}\left[P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right]\right) \approx 1-\operatorname{Tr}\left[P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right], s \rightarrow 0 \tag{2.57}
\end{equation*}
$$

This first trace is expressed as the integral over the density scaling function in Eq. (2.52)

$$
\begin{equation*}
\operatorname{Tr}\left[P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right]=-\operatorname{Li}_{1 / 2}(-\zeta) \int_{0}^{s} F_{1, b}(r) d r \approx-\frac{4 \pi \mathrm{Li}_{3 / 2}(-\zeta)}{3} s^{3} . \tag{2.58}
\end{equation*}
$$

Inserting this expression in Eq. (2.59), this yields

$$
\begin{equation*}
q_{1, b}(s) \approx 1+\frac{4 \pi \mathrm{Li}_{3 / 2}(-\zeta)}{3} s^{3}, s \rightarrow 0 . \tag{2.59}
\end{equation*}
$$

Using again $\zeta=e^{\beta \epsilon_{F}} \gg 1$ together with the second line of Eq. (2.50), the zero temperature result given in the first line of Eq. (2.42) is recovered

$$
\begin{equation*}
q_{1, b}(s) \approx 1-\frac{2}{9 \pi}\left(k_{F} \Lambda_{\beta} s\right)^{3} \approx q_{1}\left(k_{F} \Lambda_{\beta} s\right), s \rightarrow 0 \tag{2.60}
\end{equation*}
$$

- In order to obtain the large $s \gg 1$ asymptotic behaviour, we first consider a general term of order $p$ in the development in traces in Eq. (2.56) [165]

$$
\begin{equation*}
\operatorname{Tr}\left[\left(P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right)^{p}\right]=\int_{0}^{\infty} \frac{\zeta d k_{1}}{\zeta+e^{\frac{k_{1}^{2}}{4 \pi}}} \cdots \int_{0}^{\infty} \frac{\zeta d k_{p}}{\zeta+e^{\frac{k_{p}^{2}}{4 \pi}}} \prod_{j=1}^{p} \frac{1}{\pi} \int_{0}^{s} \cos \left(k_{j} u\right) \cos \left(k_{j+1} u\right) d u, \tag{2.61}
\end{equation*}
$$

with periodic boundary conditions $k_{p+1}=k_{1}$. The integral over $u$ yields

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{s} \cos \left(k_{j} u\right) \cos \left(k_{j+1} u\right) d u=\frac{\sin \left(s\left(k_{j}-k_{j+1}\right)\right)}{\pi\left(k_{j}-k_{j+1}\right)}-\frac{\sin \left(s\left(k_{j}+k_{j+1}\right)\right)}{\pi\left(k_{j}+k_{j+1}\right)} . \tag{2.62}
\end{equation*}
$$

In the limit of large $s$, the right hand side is dominated by the first term, which is of order $s$ for $k_{j} \sim k_{j+1}$ while the second term only gives an oscillatory contribution of order $O(1)$. Inserting the first term in the right hand side of Eq. (2.62) in Eq. (2.61), it yields

$$
\begin{equation*}
\operatorname{Tr}\left[\left(P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right)^{p}\right] \approx \int_{0}^{\infty} \frac{\zeta d k_{1}}{\zeta+e^{\frac{k_{1}^{2}}{4 \pi}}} \cdots \int_{0}^{\infty} \frac{\zeta d k_{p}}{\zeta+e^{\frac{k_{p}^{2}}{4 \pi}}} \prod_{j=1}^{p} \frac{\sin \left(s\left(k_{j}-k_{j+1}\right)\right)}{\pi\left(k_{j}-k_{j+1}\right)} . \tag{2.63}
\end{equation*}
$$

We introduce in this integral the change of variables $K=\frac{1}{p} \sum_{i=1}^{p} k_{i}$ and $\omega_{j}=$ $s\left(k_{j}-k_{j+1}\right)$ and take the large $s$ limit. In this limit, the expression reads

$$
\begin{equation*}
\operatorname{Tr}\left[\left(P_{[0, s]} K_{1, b}^{\mathrm{e}} P_{[0, s]}\right)^{p}\right] \approx s \int_{0}^{\infty} d K\left(\frac{\zeta}{\zeta+e^{\frac{K^{2}}{4 \pi}}}\right)^{p} I_{p} \tag{2.64}
\end{equation*}
$$

where $I_{p}$ is a $p$-fold integral that can be computed explicitly

$$
\begin{align*}
I_{p} & =\prod_{j=1}^{p} \int_{-\infty}^{\infty} d \omega_{i} \frac{\sin \left(\omega_{i}\right)}{\pi \omega_{i}} \delta\left(\sum_{l=1}^{p} \omega_{l}\right)=\int_{-\infty}^{\infty} \frac{d \lambda}{2 \pi} \prod_{j=1}^{p} \int_{-\infty}^{\infty} d \omega_{i} \frac{\sin \left(\omega_{i}\right)}{\pi \omega_{i}} e^{i \lambda \omega_{i}}  \tag{2.65}\\
& =\int_{-\infty}^{\infty} \frac{d \lambda}{2 \pi} \Theta(1-|\lambda|)=\frac{1}{\pi} . \tag{2.66}
\end{align*}
$$

In this regime, all terms of arbitrary order $p$ in Eq. (2.64) are proportional to $s$. Inserting Eq. (2.64) in Eq. (2.56) and resumming all the terms of arbitrary order $p$ in the expansion, one obtains

$$
\begin{equation*}
q_{1, b}(s) \approx \exp \left(-\frac{s}{\pi} \int_{0}^{\infty} d K \ln \left(1+\zeta e^{-\frac{K^{2}}{4 \pi}}\right)\right), s \rightarrow \infty \tag{2.67}
\end{equation*}
$$

The integral over $K$ can be computed explicitly, which yields

$$
\begin{equation*}
q_{1, b}(s) \approx \exp \left(\operatorname{Li}_{3 / 2}(-\zeta) s\right), s \rightarrow \infty . \tag{2.68}
\end{equation*}
$$

This exponential decay of the finite temperature CDF as $\left(1-x_{\max }\right) \gg \Lambda_{\beta}$ is quite different from the Gaussian decay of the zero-temperature CDF $q_{1}(s)$ in (2.42) as $\left(1-x_{\max }\right) \gg k_{F}^{-1}$. One naturally expects that there must be a crossover function for the intermediate scale $k_{F}^{-1} \ll\left(1-x_{\max }\right) \ll \Lambda_{\beta}$ matching both of these behaviours but this problem turns out to be quite hard to solve and is therefore left for future studies.

Another interesting problem would be to compute the large deviation function in the regime $T \sim T_{F}$. We obtained in Eq. (2.44) the rate function in the zero temperature regime. Furthermore, in the classical regime using i.i.d. variables for the positions of the fermions, it is trivial to obtain the large deviation rate function controlling the atypical fluctuations

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant x\right]=\left(\frac{1+x}{2}\right)^{N}=\exp \left(N \ln \left(\frac{1+x}{2}\right)\right), \quad x=O(1) \tag{2.69}
\end{equation*}
$$

It is therefore natural to expect that in the regime of the temperature $T \sim T_{F}$, i.e. $b=O(1)$, there is a large deviation form $\operatorname{Prob}\left[x_{\max } \leqslant w\right] \approx \exp \left(-N \varphi_{1, b}(x)\right)$, which reduces at high temperature where $b \rightarrow 0$ to this classical result. Inserting $x=1-\Lambda_{\beta} s$ in Eq. (2.69) and taking the limit $s \rightarrow 0$, with $N \Lambda_{\beta} s=O(1)$, one obtains

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant 1-\Lambda_{\beta} s\right] \approx \exp \left(-\frac{N \Lambda_{\beta} s}{2}\right) \tag{2.70}
\end{equation*}
$$

It is then easy to obtain by inserting in Eq. (2.68) the behaviour in the first line of Eq. (2.50), valid in the high temperature limit $\zeta=e^{\beta \mu} \approx N \Lambda_{\beta} / 2 \ll 1$, that it matches smoothly with the tail of the regime of typical fluctuations. One therefore expects at finite temperature, for $b=\beta \epsilon_{F}=O(1)$, two different regimes of fluctuation of $x_{\max }$ summarised as (see also Fig. 2.11)

$$
\operatorname{Prob}\left[x_{\max } \leqslant x\right]= \begin{cases}q_{1, b}\left(\frac{1-x}{\Lambda_{\beta}}\right) & ,(1-x)=O\left(\Lambda_{\beta}\right),  \tag{2.71}\\ e^{-N \varphi_{1, b}(1-x)} & ,(1-x)=O(1)\end{cases}
$$

We will now analyse to which extent the results obtained for the hard box potential close to the hard edge hold for a more general class of potentials.

### 2.3 Universality close to the hard edge

In this section, we study the universality class associated to the hard edge. We first consider "truncated potentials" whose behaviour at the edge crosses over smoothly between soft and hard edge.


Figure 2.11: Sketch of the typical (blue) and large (red) fluctuation regimes of the probability Prob $\left[x_{\max } \leqslant 1-x\right]$ of the position $x_{\max }$ of the rightmost fermion at finite temperature for $b=\beta \epsilon_{F}=O(1)$ (c.f. Eq. (2.71)).

### 2.3.1 Truncated potentials

We first consider the case where the potential $V(x)$ has two components, a hard box potential of size $R$ and a smooth non-uniform potential $v(x)$,

$$
V(x)= \begin{cases}v(x) & , \quad|x|<R  \tag{2.72}\\ +\infty & ,|x| \geqslant R\end{cases}
$$

We call this potential a "truncated potential". For simplicity, we will focus on the case of a truncated linear potential with $v(x)=\mu|x| / r_{\mathrm{e}}$. Applying the local density approximation at zero temperature, we obtain the average density

$$
\begin{equation*}
\rho_{N}(x)=\frac{1}{N \pi} \sqrt{\frac{2 m \mu\left(r_{\mathrm{e}}-|x|\right)}{\hbar^{2} r_{\mathrm{e}}}} \Theta(R-|x|)=\frac{k_{F}}{N \pi} \sqrt{\frac{r_{\mathrm{e}}-|x|}{r_{\mathrm{e}}}} \Theta(R-|x|) . \tag{2.73}
\end{equation*}
$$

The behaviour of this density will depend on the respective scales $R$ and $r_{\mathrm{e}}$.
If $r_{\mathrm{e}}<R$, one recovers the case of a soft edge where the density vanishes smoothly as $\rho_{N}(x) \sim \sqrt{r_{\mathrm{e}}-x}$ for $x \rightarrow r_{\mathrm{e}}$ (c.f. Figs. 2.13 and 2.12). In this case, the hard box potential does not play any role and one expects that the fluctuations at the soft edge are controlled by the Airy kernel in Eq. (1.44).

Furthermore, if $r_{\mathrm{e}}>R$, one recovers the case of a hard edge where the density vanishes abruptly $\rho_{N}(x) \sim \Theta(R-x)$ as $x \rightarrow R$ (c.f. Figs. 2.13 and 2.12). In this case the potential appears locally uniform at the edge and the fluctuations should be controlled by the hard edge correlation kernel in Eq. (2.30).

The transition from soft to hard edge will occur when the algebraic distance between the wall and the soft edge is of order of the typical scale at the soft edge (c.f. Fig. 2.12), i.e. for

$$
\begin{equation*}
\ell=\frac{R-r_{\mathrm{e}}}{w_{N}}=O(1), \text { with } w_{N}=\left(\frac{\hbar^{2}}{2 m v^{\prime}\left(r_{\mathrm{e}}\right)}\right)^{\frac{1}{3}} \tag{2.74}
\end{equation*}
$$

hard edge soft edge

| $\gg 1$ | $O(1)$ | $\gg 1$ |
| :---: | :---: | :--- |
| $<0$ | 0 | $>0 \quad \ell=\frac{R-r_{\mathrm{e}}}{W_{N}}$ |

Figure 2.12: Scheme of the length scales of the problem. In the regime $\ell=\left(R-r_{\mathrm{e}}\right) / w_{N}>$ 0 and $\ell \gg 1$ (in blue), a soft edge behaviour is recovered for $\left|x-r_{\mathrm{e}}\right| \sim w_{N}$. On the contrary, in the regime $\ell<0$ and $|\ell| \gg 1$ (in orange), a hard edge behaviour is recovered for $\left|R-r_{\mathrm{e}}\right| \sim k_{F}^{-1}$. The transition between these two regimes appear for $\ell=O(1)$.
with in particular $w_{N}=k_{F}^{-2 / 3} r_{\mathrm{e}}^{1 / 3}$ in the case of the linear potential.
In order to compute the correlation kernel for the intermediate case $|\ell|=O(1)$, we will use the method of the propagator introduced in section 1.1.3. We now consider in detail the behaviour of the Euclidean propagator associated to the truncated linear potential in Eq. (2.72). We introduce the single-body Euclidean propagator associated to this problem $G(y, t \mid x, 0)$

$$
\begin{equation*}
G(y, t \mid x, 0)=\langle y| e^{-\frac{\hat{H} t}{\hbar}}|x\rangle=\frac{t}{\hbar} \int_{0}^{\infty} d \mu e^{-\frac{\mu t}{\hbar}} K_{\mu}(x, y) . \tag{2.75}
\end{equation*}
$$

This propagator is solution of the partial differential equation

$$
\begin{equation*}
\hbar \partial_{t} G(y, t \mid x, 0)=\frac{\hbar^{2}}{2 m} \partial_{y}^{2} G(y, t \mid x, 0)-\mu \frac{|y|}{r_{\mathrm{e}}} G(y, t \mid x, 0), \quad \text { with } G(y, 0 \mid x, 0)=\delta(x-y), \tag{2.76}
\end{equation*}
$$

and with Dirichlet boundary conditions for $y= \pm R$. To obtain the solution of this equation, we may introduce the inverse Laplace transform of the Euclidean propagator

$$
\begin{equation*}
G(y, t \mid x, 0)=\int_{0}^{\infty} d \epsilon e^{-\frac{\epsilon t}{\hbar}} \tilde{G}(y \mid x ; \epsilon) \tag{2.77}
\end{equation*}
$$

where the function $\tilde{G}(y \mid x ; \epsilon)$ is solution of the ordinary differential equation

$$
\begin{align*}
& \frac{\hbar^{2}}{2 m} \partial_{y}^{2} \tilde{G}(y \mid x ; \epsilon)=\left(\mu \frac{|y|}{r_{\mathrm{e}}}-\epsilon\right) \tilde{G}(y \mid x ; \epsilon), \text { with } G(y= \pm R \mid x ; \epsilon)=0, \\
& \text { and } \int_{0}^{\infty} \tilde{G}(y \mid x ; \epsilon) d \epsilon=\delta(x-y) \tag{2.78}
\end{align*}
$$

Using Eq. (A.7) in the table of Laplace transform of Appendix A, one may realise that $\tilde{G}(y \mid x ; \epsilon)$ is closely related to the correlation kernel $K_{\mu}(x, y)$,

$$
\begin{equation*}
K_{\mu}(x, y)=\int_{0}^{\infty} d \epsilon \int_{\mathcal{C}} \frac{d t}{2 i \pi t} \exp \left(\frac{(\mu-\epsilon) t}{\hbar}\right) \tilde{G}(y \mid x ; \epsilon)=\int_{0}^{\mu} d \epsilon \tilde{G}(y \mid x ; \epsilon) . \tag{2.79}
\end{equation*}
$$

Let us first consider the case where $R \rightarrow \infty$, which will be useful to understand the general case. Introducing the rescaled function close to the edge

$$
\begin{equation*}
\tilde{G}(y \mid x ; \epsilon)=\frac{1}{w_{N}} \tilde{G}_{\infty}^{\mathrm{e}}\left(\left.\frac{r_{\mathrm{e}}-x}{w_{N}} \right\rvert\, \frac{r_{\mathrm{e}}-y}{w_{N}} ; \frac{r_{\mathrm{e}}}{w_{N}}(\mu-\epsilon)\right), \quad \text { with } w_{N}=\left(\frac{2 m \mu}{\hbar^{2} r_{\mathrm{e}}}\right)^{-1 / 3}, \tag{2.80}
\end{equation*}
$$



Figure 2.13: Sketch of two extreme situations for a linear potential of increasing slope in the bulk. In the first situation - in orange - the potential $V(x)$ inside the box is not strong enough to create an edge $r_{e}$ of the density $\rho_{N}(x) \propto \sqrt{r_{\mathrm{e}}-|x|}$ given in Eq. (2.73) that lies in the box, i.e. $r_{\mathrm{e}}>1$. On a scale $s=k_{F}(1+x)=O(1)$ close to the hard edge (with $x<0$ ), the density takes the hard edge scaling form, with the scaling function $F_{1}(z)$ given in Eq. (2.31). In the second situation - in blue - the potential creates an edge $r_{\mathrm{e}}<1$ that lies in the box, but far enough from the walls for the fermions to be impacted by their presence. On a scale $z=\left(r_{\mathrm{e}}-x\right) / w_{N}=O(1)-$ where $w_{N}=k_{F}^{-2 / 3} r_{\mathrm{e}}^{1 / 3}$ - the density takes the soft edge scaling form with the scaling function $F_{1}^{\mathrm{s}}(z)$ given in Eq. (1.45). Note that the solid orange and blue lines in the top figure are the plots of $V(x)$ as a function $x$ and that their dotted counterparts are the corresponding bulk densities $\rho_{N}(x)$ as a function of $x$.
in Eq. (2.78) and taking the large $\mu$ limit, one obtains

$$
\begin{align*}
& \partial_{v}^{2} \tilde{G}_{\infty}^{\mathrm{e}}(v \mid u ; \lambda)=(v+\lambda) \tilde{G}_{\infty}^{\mathrm{e}}(v \mid u ; \lambda), \quad \tilde{G}_{\infty}^{\mathrm{e}}(v \rightarrow+\infty \mid u ; \lambda)=0 \\
& \text { and } \int_{-\infty}^{\infty} \tilde{G}_{\infty}^{\mathrm{e}}(v \mid u ; \lambda) d \lambda=\delta(v-u) . \tag{2.81}
\end{align*}
$$

The solution $\tilde{G}_{\infty}^{e}(v \mid u, \lambda)$ of this equation is then simply expressed in terms of the Airy function $\operatorname{Ai}(x)$, solution of the equation $f^{\prime \prime}(x)=x f(x)$ which vanishes at $x \rightarrow \infty$,

$$
\begin{equation*}
\tilde{G}_{\infty}^{\mathrm{e}}(v \mid u, \lambda)=\operatorname{Ai}(v+\lambda) \operatorname{Ai}(u+\lambda) . \tag{2.82}
\end{equation*}
$$

Inserting this scaling form in Eq. (2.79), one recovers in the large $\mu \rightarrow \infty$ limit the standard Airy kernel at the soft edge

$$
\begin{equation*}
K_{\mu}(x, y)=\frac{1}{w_{N}} K_{\mathrm{Ai}}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}, \frac{y-r_{\mathrm{e}}}{w_{N}}\right), \text { with } K_{\mathrm{Ai}}(u, v)=\int_{0}^{\infty} \operatorname{Ai}(u+s) \operatorname{Ai}(v+s) d s \tag{2.83}
\end{equation*}
$$

Considering now the general case of a finite value of $R$, we rescale the function $G(y \mid x ; \epsilon)$ close to the wall in $R$ as

$$
\begin{equation*}
\tilde{G}(y \mid x ; \epsilon)=\frac{1}{w_{N}} \tilde{G}_{\ell}^{\mathrm{e}}\left(\left.\frac{r_{\mathrm{e}}-x}{w_{N}} \right\rvert\, \frac{r_{\mathrm{e}}-y}{w_{N}} ; \frac{r_{\mathrm{e}}}{w_{N}}(\mu-\epsilon)\right), \text { with } \ell=\frac{R-r_{\mathrm{e}}}{w_{N}} . \tag{2.84}
\end{equation*}
$$

Inserting this scaling form in Eq. (2.78), and taking the limit $\mu \rightarrow \infty$, the function $\tilde{G}_{\ell}^{\mathrm{e}}(v \mid u ; \lambda)$ is solution of the ordinary differential equation

$$
\begin{align*}
& \partial_{v}^{2} \tilde{G}_{\ell}^{\mathrm{e}}(v \mid u ; \lambda)=(\ell+v+\lambda) \tilde{G}_{\ell}^{\mathrm{e}}(v \mid u ; \lambda), \quad u, v \leqslant 0, \quad \tilde{G}_{\ell}^{\mathrm{e}}(v=0 \mid u ; \lambda)=0 \\
& \text { and } \int_{-\infty}^{\infty} \tilde{G}_{\ell}^{\mathrm{e}}(v \mid u ; \lambda) d \lambda=\delta(v-u) . \tag{2.85}
\end{align*}
$$

This problem can be solved exactly $[55,108]$ and the solution $\tilde{G}_{\ell}^{e}(v \mid u ; \lambda)$ for the Dirichlet boundary condition in $v=0$ is built from the two linearly independent solutions $\operatorname{Ai}(x)$ and $\operatorname{Bi}(x)$ of the equation $f^{\prime \prime}(x)=x f(x)$,

$$
\begin{align*}
& \tilde{G}_{\ell}^{\mathrm{e}}(v \mid u ; \lambda)=\Theta(-u) \Theta(-v) \sigma(\lambda+\ell, v+\lambda+\ell) \sigma(\lambda+\ell, u+\lambda+\ell) \\
& \text { with } \sigma(r, s)=\frac{\operatorname{Ai}(r) \operatorname{Bi}(s)-\operatorname{Ai}(r) \operatorname{Bi}(s)}{\left(\operatorname{Ai}(r)^{2}+\operatorname{Bi}(r)^{2}\right)^{1 / 2}} \tag{2.86}
\end{align*}
$$

Note that in the limit $\ell \rightarrow \infty$ one recovers $\tilde{G}_{\infty}^{\mathrm{e}}(v \mid u ; \lambda)=\lim _{\ell \rightarrow+\infty} \tilde{G}_{\ell}^{\mathrm{e}}(v-\ell \mid u-\ell ; \lambda)$. Inserting the scaling form for $\tilde{G}(y \mid x ; \epsilon)$ in Eq. (2.79), one obtains in the large $\mu \rightarrow \infty$ limit the scaling form for the correlation kernel

$$
\begin{equation*}
K_{\mu}(x, y)=\frac{1}{w_{N}} K_{1}^{\ell}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}, \frac{y-r_{\mathrm{e}}}{w_{N}}\right) . \tag{2.87}
\end{equation*}
$$

The scaling function $K_{1}^{\ell}(u, v)$ is only non zero for $u, v \leqslant 0$, and reads

$$
\begin{align*}
& K_{1}^{\ell}(u, v)=\Theta(-u) \Theta(-v) \int_{\ell}^{\infty} \sigma(s, s+u) \sigma(s, s+v) d s \\
& \sigma(r, s)=\frac{\operatorname{Ai}(r) \operatorname{Bi}(s)-\operatorname{Ai}(r) \operatorname{Bi}(s)}{\left(\operatorname{Ai}(r)^{2}+\operatorname{Bi}(r)^{2}\right)^{1 / 2}} \tag{2.88}
\end{align*}
$$

This new correlation kernel $K_{1}^{\ell}(u, v)$ depends continuously on the parameter $\ell$, which is the rescaled algebraic distance between the wall and the soft edge. In particular, one can show that in the limit $R \gg r_{\mathrm{e}}$ where the wall is much farther than the soft edge, i.e. $\ell \rightarrow+\infty$ (c.f. Fig. 2.12), one recovers after a simple rescaling the standard Airy kernel

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} K_{1}^{\ell}(u-\ell, v-\ell)=K_{\mathrm{Ai}}(u, v)=\int_{0}^{\infty} d s \operatorname{Ai}(s+u) \operatorname{Ai}(s+v) \tag{2.89}
\end{equation*}
$$

Furthermore, in the limit $R \ll r_{\mathrm{e}}$ where the soft edge is much farther than the wall, i.e. $\ell \rightarrow-\infty$ (c.f. Fig. 2.12), one obtains after a slight rescaling the hard box correlation kernel

$$
\begin{equation*}
\lim _{\ell \rightarrow-\infty} \frac{1}{\sqrt{-\ell}} K_{1}^{\ell}\left(\frac{u}{\sqrt{-\ell}}, \frac{v}{\sqrt{-\ell}}\right)=K_{1}^{\mathrm{e}}(u, v)=\frac{2}{\pi} \int_{0}^{1} d k \sin (k u) \sin (k v) \tag{2.90}
\end{equation*}
$$

In particular, the density scaling function associated to $K_{1}^{\ell}(u, v)$ reads

$$
\begin{equation*}
F_{1}^{\ell}(z)=K_{1}^{\ell}(z, z)=\Theta(-z) \int_{\ell}^{\infty} \frac{(\operatorname{Ai}(s+z) \operatorname{Bi}(s)-\operatorname{Bi}(s+z) \operatorname{Ai}(s))^{2}}{\mathrm{Ai}^{2}(s)+\mathrm{Bi}^{2}(s)} d s \tag{2.91}
\end{equation*}
$$



Figure 2.14: Plot of the scaling function $F_{1}^{\ell}(z)$ given in Eq. (2.91) for $\ell=-5,0,5$ respectively in blue, orange and green.

This function vanishes quadratically close to the wall, as in the case of the hard box

$$
\begin{equation*}
F_{1}^{\ell}(z)=\alpha(\ell) z^{2}, \quad z \rightarrow 0, \tag{2.92}
\end{equation*}
$$

where the coefficient $\alpha(\ell)$ depends smoothly on $\ell$ and has an exact expression [173]

$$
\begin{equation*}
\alpha(\ell)=\frac{1}{\pi^{2}} \int_{\ell}^{\infty} \frac{d s}{\operatorname{Ai}^{2}(s)+\operatorname{Bi}^{2}(s)}=\frac{1}{\pi} \arctan \left(\frac{\mathrm{Ai}(\ell)}{\mathrm{Bi}(\ell)}\right)+\sum_{k=1}^{\infty} \Theta\left(a_{k}-\ell\right) . \tag{2.93}
\end{equation*}
$$

The $a_{k}$ 's are the zeroes of the Airy function, which are all negative and behave as $a_{k} \sim-(3 \pi k / 2)^{2 / 3}$ for $k \gg 1$. For the particular case $\ell=0$, one obtains the simple expression $\alpha(0)=1 / 6$. The asymptotic behaviours of $\alpha(\ell)$ read

$$
\alpha(\ell) \approx \begin{cases}\frac{2}{3 \pi}|\ell|^{\frac{3}{2}} & , \ell \rightarrow-\infty  \tag{2.94}\\ \frac{e^{-\frac{4}{3^{3 / 2}}}}{2} & , \ell \rightarrow+\infty\end{cases}
$$

In the limit $|z| \sim|\ell| \gg 1$, one obtains instead the asymptotic behaviour

$$
\begin{equation*}
F_{1}^{\ell}(z) \approx \Theta(-z) \Theta(|z|-\ell) \frac{\sqrt{|z|-\ell}}{\pi}, \quad|z| \sim|\ell| \rightarrow \infty \tag{2.95}
\end{equation*}
$$

In particular, in the limit where $\ell$ is large and positive, one recovers close to $|z|=\ell$ the square root profile characteristic of the soft edge behaviour (c.f. Fig. 2.13). In the limit where $\ell$ is large and negative, the density profile goes to a constant value, which is characteristic of hard edge (c.f. Fig. 2.13). The scaling function $F_{1}^{\ell}(z)$ is plotted in Fig. 2.14 for $\ell=-5,0,5$.


Figure 2.15: Plot of the $\mathrm{PDF}-\partial_{s} Q_{\ell}(s)$ (in blue) where $Q_{\ell}(s)$ is given in Eq. (2.96) representing the typical fluctuations of $x_{\max }\left(\right.$ or $\left.x_{\min }\right)$ in a truncated linear potential at $T=0$. We have reproduced here the hard box scaling function $-\partial_{s} q_{1}(s)$ (in dashed orange) obtained from Eq. (2.37) and the Tracy-Widom distribution $-\partial_{s} \mathcal{F}_{2}(-s)$ (in dashed green) for the sake of comparison between these distributions. The PDFs $-\partial_{s} Q_{\ell}(s)$ and $-\partial_{s} q_{1}(s)$ were obtained using the algorithm developed in [12].

## Fluctuations of the position $x_{\text {max }}$ of the rightmost fermion

For the truncated linear potential, the typical scale of fluctuation of $x_{\max }$ close to the wall in $R$ is given by the soft edge typical scale $w_{N}$. In this typical regime of fluctuation, the CDF of the rightmost fermion $x_{\max }$ is given by the Fredholm determinant

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[x_{\max } \leqslant R-w_{N} s\right]=Q_{\ell}(s)=\operatorname{Det}\left[\mathbb{I}-P_{[-s, 0]} K_{1}^{\ell} P_{[-s, 0]}\right], \tag{2.96}
\end{equation*}
$$

where the scaling function for the kernel $K_{1}^{\ell}(u, v)$ given in Eq. (2.88) depends explicitly on the parameter $\ell$. Using the convergence properties of the kernel scaling function for $\ell \rightarrow+\infty$ in Eq. (2.89) and $\ell \rightarrow-\infty$ in (2.90), the function $Q_{\ell}(s)$ allows a smooth matching between the Tracy-Widom $\beta=2$ distribution $\mathcal{F}_{2}(s+\ell)$ and the hard-box CDF $q_{1}(s / \sqrt{-\ell})$. The $\mathrm{PDF}-\partial_{s} Q_{\ell}(s)$ is plotted in Fig. 2.15 for the special case $\ell=0$ together with a comparison with the Tracy-Widom distribution and the hard edge PDF $-\partial_{s} q_{1}(s)$. The question of whether the $\operatorname{CDF} Q_{\ell}(s)$ is associated to a Painlevé transcendent as it is the case for both the Tracy-Widom distribution $\mathcal{F}_{2}(s)$ (c.f. Eq. (1.53)) and $q_{1}(s)$ (c.f. Eq. (2.40)) remains open.

We close this section by mentioning that the framework used here is not restricted to a linear potential within the box and the results should be universal with respect to the potential $v(x)$. Heuristically, one may always linearise the smooth potential $v(x)$ close to the soft edge $r_{\mathrm{e}}$ and recover the results obtained here. We refer to Article 2 for more details on this matter (and for its generalisation to higher dimension $d$ ).

As seen in section 2.1, some inverse power-law potentials lead to a hard edge behaviour. We will now analyse the spatial statistics close to the origin for these potential and in particular whether the results for the hard-edge kernel in Eq. (2.30) are retrieved.

### 2.3.2 Inverse power law potentials

We now consider inverse power-law potentials of the type

$$
V(x)= \begin{cases}+\infty & , x \leqslant 0,  \tag{2.97}\\ \frac{\hbar^{2} a(a-1)}{2 m x^{\gamma}} & , x>0,\end{cases}
$$

where for $\gamma, a \geqslant 1$ one naturally expects a hard edge to occur close to the origin. For these inverse power law potentials, the quantum states form a continuum indexed by $k \in[0, \infty)$, with an associated set of orthonormal wave functions

$$
\begin{equation*}
\int_{0}^{\infty} \overline{\phi_{k}}(x) \phi_{l}(x) d x=\delta(k-l) . \tag{2.98}
\end{equation*}
$$

Ensuring the finiteness of the potential energy for all states

$$
\begin{equation*}
\int_{0}^{\infty}\left|\phi_{k}(x)\right|^{2} V(x) d x<\infty \tag{2.99}
\end{equation*}
$$

imposes Dirichlet boundary conditions for the wave functions $\phi_{k}(0)=0$ [3]. If one considers instead weaker inverse power law potentials $V(x) \sim x^{-\gamma}$ with $0<\gamma<1$, the finiteness of potential energy does not impose a Dirichlet boundary condition. Note that one could add another confining potential to this problem (for instance $v(x)=\frac{1}{2} m \omega^{2} x^{2}$ ), to ensure the discreteness of the quantum states without changing in the large $\mu$ limit the physics close to the hard edge in $x=0$. We introduce the single body Euclidean propagator $G(y, t \mid x, 0)$, solution of the equation
$\hbar \partial_{t} G(y, t \mid x, 0)=\frac{\hbar^{2}}{2 m} \partial_{y}^{2} G(y, t \mid x, 0)-\frac{\hbar^{2} a(a-1)}{2 m y^{\gamma}} G(y, t \mid x, 0)$, with $G(y, 0 \mid x, 0)=\delta(x-y)$,
and with Dirichlet boundary condition for $y=0$. We may solve this equation by introducing its inverse Laplace transform form $t$ to $\epsilon_{q}$, evaluated for $\epsilon_{q}=\frac{\hbar^{2} q^{2}}{2 m}$,

$$
\begin{equation*}
G(y, t \mid x, 0)=\int_{0}^{\infty} \tilde{G}\left(y \mid x ; \epsilon_{q}=\frac{\hbar^{2} q^{2}}{2 m}\right) \exp \left(-\frac{\hbar q^{2} t}{2 m}\right) \frac{\hbar^{2} q d q}{m}, \tag{2.101}
\end{equation*}
$$

which satisfies the ordinary differential equation
$\partial_{y}^{2} \tilde{G}\left(y \mid x ; \epsilon_{q}\right)+\left(q^{2}-\frac{a(a-1)}{y^{\gamma}}\right) \tilde{G}\left(y \mid x ; \epsilon_{q}\right)=0$, with $\int_{0}^{\infty} \tilde{G}\left(y \mid x ; \epsilon_{q}\right) \frac{\hbar^{2} q d q}{m}=\delta(x-y)$,
and Dirichlet boundary condition for $y=0$. This function $\tilde{G}\left(y \mid x ; \epsilon_{q}\right)$ allows us to obtain the correlation kernel as

$$
\begin{equation*}
K_{\mu}(x, y)=\int_{0}^{\infty} d q \int_{\mathcal{C}} \frac{d t}{2 i \pi t} \exp \left(\frac{\hbar\left(k_{F}^{2}-q^{2}\right) t}{2 m}\right) \frac{\hbar q}{m} \tilde{G}\left(y \mid x ; \epsilon_{q}\right)=\int_{0}^{k_{F}} d q \tilde{G}\left(y \mid x ; \epsilon_{q}\right) \tag{2.103}
\end{equation*}
$$

where we used $\mu=\frac{\hbar^{2} k_{F}^{2}}{2 m}$. Rescaling the function $\tilde{G}\left(y \mid x ; \epsilon_{q}\right)$ close to the origin,

$$
\begin{equation*}
\tilde{G}\left(y \mid x ; \epsilon_{q}\right)=k_{F} \tilde{G}^{\mathrm{e}}\left(k_{F} y \mid k_{F} x ; \frac{\epsilon_{q}}{\mu}\right), \tag{2.104}
\end{equation*}
$$

it satisfies the equation

$$
\begin{equation*}
\partial_{v}^{2} \tilde{G}^{\mathrm{e}}\left(v \mid u ; \kappa^{2}\right)+\left(\kappa^{2}-k_{F}^{\gamma-2} \frac{a(a-1)}{v^{\gamma}}\right) \tilde{G}^{\mathrm{e}}\left(v \mid u ; \kappa^{2}\right)=0, \quad \int_{0}^{\infty} \tilde{G}^{\mathrm{e}}\left(v \mid u ; \kappa^{2}\right) d \kappa=\delta(u-v) . \tag{2.105}
\end{equation*}
$$

Note that the correlation kernel at the hard edge is obtained from this rescaled propagator $\tilde{G}^{e}\left(v \mid u ; \kappa^{2}\right)$ in the regime $\kappa=\frac{\epsilon_{q}}{\mu}<1$.

It is then clear that if $1<\gamma<2$, the potential term in Eq. (2.105) becomes irrelevant in the limit $k_{F} \rightarrow \infty$. This yields

$$
\begin{equation*}
\tilde{G}^{\mathrm{e}}\left(v \mid u ; \kappa^{2}\right)=\frac{2}{\pi} \sin (\kappa x) \sin (\kappa y) . \tag{2.106}
\end{equation*}
$$

In this case one recovers, on the typical scale $k_{F}^{-1}$ close to the origin, the hard box correlation kernel (2.30)

$$
\begin{equation*}
K_{\mu}(x, y)=k_{F} K_{1}^{\mathrm{e}}\left(k_{F} x, k_{F} y\right), \text { with } K_{1}^{\mathrm{e}}(u, v)=\frac{2}{\pi} \int_{0}^{1} \sin (\kappa x) \sin (\kappa y) d \kappa \tag{2.107}
\end{equation*}
$$

For $\gamma>2$, the potential term in Eq. (2.105) dominates and the correlation kernel becomes exponentially small close to the origin in the limit $k_{F} \rightarrow \infty$. In this case, there is a finite edge $r_{\mathrm{e}} \sim k_{F}^{-2 / \gamma}$ away from the origin where the density vanishes. Close to this edge, one recovers the soft edge scaling form on a typical scale $w_{N} \sim k_{F}^{-2(1+\gamma) /(3 \gamma)}$

$$
\begin{equation*}
K_{\mu}(x, y)=\frac{1}{w_{N}} K_{\mathrm{Ai}}\left(\frac{x-r_{\mathrm{e}}}{w_{N}}, \frac{y-r_{\mathrm{e}}}{w_{N}}\right), \text { with } K_{\mathrm{Ai}}(u, v)=\int_{0}^{\infty} \operatorname{Ai}(u+s) \operatorname{Ai}(v+s) d s \tag{2.108}
\end{equation*}
$$

Finally in the case $\gamma=2$, the terms in $\kappa^{2}$ and of the potential in Eq. (2.105) are both of the same order. Close to the hard edge, we recover the correlation kernel in Eq. (2.13) that depends explicitly on $a$.

To conclude this section, we have seen that the hard edge correlation kernel $K_{1}^{e}(u, v)$ is relevant to describe both a hard box with a non-uniform potential within the box and inverse power law potentials $v(x) \sim x^{-\gamma}$ with $1<\gamma<2$. In addition, we have obtained a complete classification of the edge behaviour for power law potentials $v(x) \sim|x|^{p}$ for any positive or negative value of $p$. In the next section, we consider the hard box potential in dimension $d>1$.

### 2.4 Higher-dimensional hard box

We now consider the spherically symmetric hard box potential in dimension $d>1$ defined as (see also Fig. 2.16)

$$
V(\mathbf{x})= \begin{cases}0 & , \quad|\mathbf{x}|<R  \tag{2.109}\\ +\infty & ,|\mathbf{x}| \geqslant R\end{cases}
$$

Note that in dimension $d>1$, we also considered in Article 1 different shapes for the hard box potential. We set $R=1$ in the following. We first consider the zero temperature limit.


Figure 2.16: Sketch of a configuration of positions for fermions inside a two-dimensional spherical hard box.

### 2.4.1 Spherical hard box in dimension $d$ and at zero temperature

At zero temperature, we first compute the $d$-dimensional correlation kernel using the method of the propagator. We recall that the single particle Euclidean propagator can be expressed in terms of the correlation kernel as

$$
\begin{equation*}
G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)=\frac{t}{\hbar} \int_{0}^{\infty} d \mu e^{-\frac{\mu t}{\hbar}} K_{\mu}(\mathbf{x}, \mathbf{y}) . \tag{2.110}
\end{equation*}
$$

It is solution of the free diffusion equation in dimension $d$

$$
\begin{equation*}
\partial_{t} G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)=\frac{\hbar}{2 m} \Delta_{\mathbf{y}} G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0), \text { with } G_{d}(\mathbf{y}, 0 \mid \mathbf{x}, 0)=\delta^{d}(\mathbf{x}-\mathbf{y}) \tag{2.111}
\end{equation*}
$$

and with Dirichlet boundary conditions for $|\mathbf{y}|=1$. To obtain the edge scaling form, we rescale the propagator close to a point $\mathbf{x}_{w}$ situated on the hard wall $\left|\mathbf{x}_{w}\right|=1$. The typical scale of fluctuations close to the edge is again given by the inverse of the Fermi wave vector $k_{F}$. This scale can be expressed in terms of the number of particles $N$ using the local density approximation (1.91)

$$
\begin{equation*}
\rho_{N}(\mathbf{x}) \approx \frac{\Omega_{d}}{N}\left(\frac{k_{F}}{2 \pi}\right)^{d}=\frac{1}{\Omega_{d}} \Rightarrow N=\Omega_{d}^{2}\left(\frac{k_{F}}{2 \pi}\right)^{d} \Rightarrow k_{F}=\frac{\left(N \Omega_{d}^{2}\right)^{\frac{1}{d}}}{2 \pi} \tag{2.112}
\end{equation*}
$$

where we recall that $\Omega_{d}=\pi^{d / 2} / \Gamma(d / 2+1)$ is the volume of the $d$-dimensional ball. As the typical scale of fluctuations is $k_{F}^{-1}$, one expects the scaling form

$$
\begin{equation*}
G_{d}(\mathbf{y}, t \mid \mathbf{x}, 0)=k_{F}^{d} G_{d}^{\mathrm{e}}\left(k_{F}\left(\mathbf{x}_{w}-\mathbf{y}\right), \left.\frac{\mu t}{\hbar} \right\rvert\, k_{F}\left(\mathbf{x}_{w}-\mathbf{y}\right), 0\right) \tag{2.113}
\end{equation*}
$$

where the scaling function $G_{d}^{\mathrm{e}}(\mathbf{v}, \tau \mid \mathbf{u}, 0)$ also satisfies a free diffusion equation

$$
\begin{equation*}
\partial_{\tau} G_{d}^{\mathrm{e}}(\mathbf{v}, \tau \mid \mathbf{u}, 0)=\Delta_{\mathbf{v}} G_{d}^{\mathrm{e}}(\mathbf{v}, \tau \mid \mathbf{u}, 0), \text { with } G_{d}^{\mathrm{e}}(\mathbf{v}, \tau \mid \mathbf{u}, 0)=\delta^{d}(\mathbf{u}-\mathbf{v}), \tag{2.114}
\end{equation*}
$$



Figure 2.17: Sketch of the construction of the image $\mathbf{v}^{T}$ of $\mathbf{v}$ that is orthogonal to $\mathbf{x}_{w}$.
and with Dirichlet boundary conditions for

$$
\begin{equation*}
\left(\mathbf{x}_{w}+\frac{1}{k_{F}} \mathbf{v}\right)^{2}=1+\frac{2}{k_{F}} \mathbf{x}_{w} \cdot \mathbf{v}+\frac{\mathbf{v}^{2}}{k_{F}^{2}}=1 \text {, i.e. } \mathbf{x}_{w} \cdot \mathbf{v}=-\frac{\mathbf{v}^{2}}{2 k_{F}} . \tag{2.115}
\end{equation*}
$$

In the limit $k_{F} \rightarrow \infty$, this boundary condition only applies to the hyperplane orthogonal to the vector $\mathbf{x}_{w}$, i.e $\mathbf{x}_{w} \cdot \mathbf{v}=0$ (c.f. Fig. 2.17).

For a boundary condition on an hyperplane, the solution can again be built from the free solution using the standard method of images and reads

$$
\begin{equation*}
G_{d}^{\mathrm{e}}(\mathbf{u}, t \mid \mathbf{v}, 0)=\frac{e^{-\frac{(\mathbf{u}-\mathbf{v})^{2}}{4 \tau}}}{(4 \pi \tau)^{d / 2}}-\frac{e^{-\frac{\left(\mathbf{u}-\mathbf{v}^{T}\right)^{2}}{4 \tau}}}{(4 \pi \tau)^{d / 2}}, \tag{2.116}
\end{equation*}
$$

where $\mathbf{v}^{T}=\mathbf{v}-2\left(\mathbf{v} \cdot \mathbf{x}_{w}\right) \mathbf{x}_{w}$ is the image of $\mathbf{v}$ by reflection with respect to the hyperplane $\mathbf{v} \cdot \mathbf{x}_{w}=0$ as seen in Fig. 2.17. To obtain the scaling form of the correlation kernel close to the edge, one needs to compute the inverse Laplace transform

$$
\begin{equation*}
K_{d}^{\mathrm{e}}(\mathbf{u}, \mathbf{v})=\int_{\mathcal{C}} \frac{d \tau}{2 i \pi \tau} e^{\tau} G_{d}^{\mathrm{e}}(\mathbf{u}, \tau \mid \mathbf{v}, 0) \tag{2.117}
\end{equation*}
$$

where $\mathcal{C}$ is the Bromwich contour. Using Eq. (A.9) in the table of Appendix A, this Laplace transform can be inverted explicitly as

$$
\begin{equation*}
K_{d}^{\mathrm{e}}(\mathbf{u}, \mathbf{v})=K_{d}^{\mathrm{b}}(|\mathbf{u}-\mathbf{v}|)-K_{d}^{\mathrm{b}}\left(\left|\mathbf{u}-\mathbf{v}^{T}\right|\right)=\frac{\mathrm{J}_{\frac{d}{2}}(|\mathbf{u}-\mathbf{v}|)}{(2 \pi|\mathbf{u}-\mathbf{v}|)^{d / 2}}-\frac{\mathrm{J}_{\frac{d}{2}}\left(\left|\mathbf{u}-\mathbf{v}^{T}\right|\right)}{\left(2 \pi\left|\mathbf{u}-\mathbf{v}^{T}\right|\right)^{d / 2}} . \tag{2.118}
\end{equation*}
$$

Note that taking $d=1$ in this equation and using $\mathrm{J}_{1 / 2}(x)=\sqrt{2 /(\pi x)} \sin (x)$, the result for the one-dimensional correlation kernel in Eq. (2.30) is recovered. In Articles 1 and 2, we developed alternative methods to derive this result.

From this result, we obtain the behaviour of the density close to the hard wall as

$$
\begin{align*}
& \rho_{N}(\mathbf{x}) \approx \frac{k_{F}^{d}}{N} K_{d}^{\mathrm{e}}\left(k_{F}\left(\mathbf{x}_{w}-\mathbf{x}\right), k_{F}\left(\mathbf{x}_{w}-\mathbf{x}\right)\right)=\frac{1}{\Omega_{d}} F_{d}\left(k_{F}(1-|\mathbf{x}|)\right), \\
& \text { with } F_{d}(z)=1-\Gamma\left(\frac{d}{2}+1\right) z^{-\frac{d}{2}} \mathrm{~J}_{\frac{d}{2}}(2 z), \tag{2.119}
\end{align*}
$$



Figure 2.18: For any smoothly varying boundary domain, the fluctuations on a small scale of order $O\left(k_{F}^{-1}\right)$ are obtained, as for the spherical box using the method of images, with a similar construction as in Fig. 2.17.


Figure 2.19: Plot of the scaling function $F_{d}(z)$ given in Eq. (2.119) for $d=1,2,3$ respectively in blue, orange and green. The oscillations that are of quantum origin are smaller in higher dimension, where the effects of the Pauli principle are weaker.
where we used that $K_{d}^{\mathrm{b}}(0)=\Omega_{d} /(2 \pi)^{d}=N /\left(\Omega_{d} k_{F}^{d}\right)$. This average density vanishes quadratically close to the wall in all dimensions $d$,

$$
\begin{equation*}
F_{d}(z) \approx \frac{2 z^{2}}{d+2}, \quad z \rightarrow 0 \tag{2.120}
\end{equation*}
$$

and matches smoothly the uniform density in the box away from the boundaries $F_{d}(z) \rightarrow$ 1 as $r \rightarrow \infty$. The scaling function $F_{d}(z)$ is plotted for $d=1,2,3$ in Fig. 2.19.

Note that the method used in this section can be extended to any smoothly varying boundary (without wedge) and is not restricted to the spherical hard box as explained in Fig. 2.18. In the case of a wedge forming an angle $\theta$, the density vanishes at the apex with an exponent depending smoothly on the value of $\theta$ (see Article 1 for the case of a wedge in a $2 d$ plane).

## Effective one-dimensional kernel at zero temperature

As we have seen in section 1.2 , for a rotationally symmetric potential, the positions of fermions with different orbital quantum numbers $l$ are independent. This decomposition will be quite convenient in order to obtain the statistics of the largest radius $r_{\text {max }}$. We therefore first consider the process of the radii of fermions for a fixed value of $l$. To this purpose, we recall the effective one-dimensional correlation kernel given in Eq. (1.80)

$$
\begin{equation*}
K_{l}\left(r, r^{\prime}\right)=\sum_{n} \Theta\left(\mu-\epsilon_{n, l}\right) \bar{\chi}_{n, l}(r) \chi_{n, l}(r), \tag{2.121}
\end{equation*}
$$

that we will now compute for the specific case of the hard box potential. We associate to this correlation kernel a single body quantum propagator

$$
\begin{equation*}
G_{l}\left(r, t \mid r^{\prime}, 0\right)=\frac{t}{\hbar} \int_{0}^{\infty} d \mu e^{-\frac{\mu t}{\hbar}} K_{l}\left(r^{\prime}, r\right) \tag{2.122}
\end{equation*}
$$

This propagator is solution of the equation

$$
\begin{align*}
& \partial_{t} G_{l}\left(r, t \mid r^{\prime}, 0\right)=\frac{\hbar}{2 m} \partial_{r}^{2} G_{l}\left(r, t \mid r^{\prime}, 0\right)+\frac{\hbar}{8 m r^{2}}(2 l+d-1)(2 l+d-3) G_{l}\left(r, t \mid r^{\prime}, 0\right) \\
& \text { with } G_{l}\left(r, 0 \mid r^{\prime}, 0\right)=\delta\left(r-r^{\prime}\right) \tag{2.123}
\end{align*}
$$

and with Dirichlet boundary conditions for $r=1$. Introducing the rescaled propagator

$$
\begin{equation*}
G_{l}\left(r, t \mid r^{\prime}, 0\right)=k_{F} G_{\frac{l}{k_{F}}}^{e}\left(k_{F}(1-r), \left.\frac{\mu t}{\hbar} \right\rvert\, k_{F}\left(1-r^{\prime}\right), 0\right) \tag{2.124}
\end{equation*}
$$

it will be solution in the large $k_{F}$ limit and for $0<\ell=l / k_{F}<1$ of the equation

$$
\begin{align*}
& \partial_{\tau} G_{\ell}^{\mathrm{e}}\left(s, \tau \mid s^{\prime}, 0\right)=\partial_{s}^{2} G_{\ell}^{\mathrm{e}}\left(s, \tau \mid s^{\prime}, 0\right)+\ell^{2} G_{\ell}^{\mathrm{e}}\left(s, \tau \mid s^{\prime}, 0\right) \\
& \text { with } G_{\ell}^{\mathrm{e}}\left(s, 0 \mid s^{\prime}, 0\right)=\delta\left(s-s^{\prime}\right) \tag{2.125}
\end{align*}
$$

and Dirichlet boundary condition in $s=0$. This equation is a diffusion equation in a uniform and constant potential, whose solution reads

$$
\begin{equation*}
G_{\ell}^{\mathrm{e}}\left(s, \tau \mid s^{\prime}, 0\right)=\left[\frac{e^{-\frac{\left(s-s^{\prime}\right)^{2}}{4 \tau}}}{\sqrt{4 \tau}}-\frac{e^{-\frac{\left(s+s^{\prime}\right)^{2}}{4 \tau}}}{\sqrt{4 \tau}}\right] e^{\ell^{2} \tau} . \tag{2.126}
\end{equation*}
$$

Taking the inverse Laplace transform using Eq. (A.9) in the table of Appendix A, one obtains the scaling form at the edge

$$
\begin{equation*}
K_{l}\left(r^{\prime}, r\right) \approx k_{F} K_{1}^{\mathrm{e}}\left(k_{F} \sqrt{1-\ell^{2}}(1-r), k_{F} \sqrt{1-\ell^{2}}\left(1-r^{\prime}\right)\right) \tag{2.127}
\end{equation*}
$$

where $K_{1}^{\mathrm{e}}(u, v)$ is given in Eq. (2.30). We will now use Eq. (2.127) and (2.118) to obtain the statistics of the largest radius $r_{\text {max }}$.


Figure 2.20: Sketch of the typical (blue), intermediate (red) and large (green) fluctuation regimes of the probability $\operatorname{Prob}\left[r_{\max } \leqslant 1-w\right]$ of the radius $r_{\text {max }}$ of the farthest fermion from the centre of the hard box at zero temperature (c.f. Eq. (2.128)).

## Statistics of $r_{\text {max }}$ at zero temperature

We consider now the statistics of the largest radius $r_{\max }=\max _{1 \leqslant i \leqslant N}\left|\mathbf{x}_{i}\right|$ in dimension $d>1$ and at zero temperature. One can show that in this setting there exists three scales of fluctuations of $r_{\text {max }}$ that are summarised as (see also Fig. 2.20)

$$
\operatorname{Prob}\left[r_{\max } \leqslant w\right] \approx \begin{cases}\exp \left[-\frac{2}{3(d+2)} \frac{\Omega_{d} S_{d}}{(2 \pi)^{d}}\left(k_{F}^{\frac{(d+2)}{3}}(1-w)\right)^{3}\right] & ,|1-w| \sim k_{F}^{-\frac{(d+2)}{3}},  \tag{2.128}\\ \exp \left(-k_{F}^{d-1} G_{d}\left(k_{F}(1-w)\right)\right) & ,|1-w| \sim k_{F}^{-1}, \\ \exp \left(-k_{F}^{d+1} \Phi_{d}(1-w)\right) & ,|1-w|=O(1) .\end{cases}
$$

Interestingly, in the $d$-dimensional case we showed that the large deviation regime in the third line of Eq. (2.128) does not match with the tail of the typical regime in the first line of Eq. (2.128). The effects of correlations are weak in the typical regime of fluctuation and one obtains a Weibull distribution as in the case of i.i.d. random variables (c.f. the discussion above). An intermediate deviation regime emerges for scales of the order of the inter-particle distance $k_{F}^{-1}$ as indicated in Eq. (2.128) that is characteristic of the strong correlations between positions and one can obtain the associated rate function $G_{d}(s)$ exactly in Eq. (2.132) below. As in the one-dimensional case (c.f. Eq. (2.56)), the fluctuations of $r_{\max }$ are quite different from the case of a soft edge treated in (1.102).

We will now treat separately the different regimes of fluctuations.

- The regime of typical fluctuations for $r_{\max }$ in dimension $d>1$ given in the first line of $(2.128) k_{F}^{(d+2) / 3}(1-r)=O(1)$ corresponds to a length scale much smaller than the typical scale of fluctuation of the density given by $k_{F}(1-r)=O(1)$. Expressing
the probability as a Fredholm determinant of the $d$-dimensional kernel, one can show that as $k_{F}^{\frac{2+d}{3}} \ll k_{F}^{-1}$, the usual development of the Fredholm determinant in terms of the traces of the projected kernel can be restricted to its first term. This yields

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant 1-k_{F}^{-\frac{d+2}{3}} z\right] \approx \exp \left(-\frac{\Omega_{d} S_{d}}{(2 \pi)^{d}} k_{F}^{d} \int_{1-k_{F}^{-(d+2) / 3} z}^{1} r^{d-1} F_{d}\left(k_{F}(1-r)\right) d r\right) \tag{2.129}
\end{equation*}
$$

where we used that $K_{d}^{\mathrm{e}}(\mathbf{u}, \mathbf{u})=\Omega_{d} /(2 \pi)^{d} F_{d}(|\mathbf{u}|)$ together with the spherical symmetry of the problem. After a change of variable $r \rightarrow u=k_{F}^{(d+2) / 3}(1-r)$ and using the small $z$ asymptotic behaviour of $F_{d}(z)$ in Eq. (2.120), one obtains the Weibull distribution described by the first line of Eq. (2.128). This result is an occurrence of extension of the universality classes of i.i.d. random variables when the random variables $r_{\text {max }, l}$, corresponding to all possible values of the orbital quantum numbers $l$, are independent but not identically distributed (c.f. chapter 4).

- The intermediate deviation regime can be obtained using the product structure of the CDF,

$$
\begin{align*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] & =\prod_{l=0}^{l^{*}}\left(\operatorname{Det}\left[\mathbb{I}-P_{[r, 1]} K_{l} P_{[r, 1]}\right]^{g_{d}(l)}\right) \\
& =\exp \left(\sum_{l=0}^{l^{*}} g_{d}(l) \ln \operatorname{Det}\left[\mathbb{I}-P_{[r, 1]} K_{l} P_{[r, 1]}\right]\right) . \tag{2.130}
\end{align*}
$$

In the large $N$ limit and in the regime $k_{F}(1-r)=w=O(1)$, we may replace the finite $N$ and $l$ kernel by its scaling form at the edge in the limit $k_{F} \gg 1$ with $\ell=l / k_{F}=O(1)$ given in Eq. (2.127). In this regime, $l^{*} \rightarrow k_{F}$ and the finite sum over $l$ may be replaced by an integral over $\ell$. Finally, using the large $l$ scaling form of the degeneracy in Eq. (1.78)

$$
\begin{equation*}
g_{d}(l) \approx \frac{2 l^{d-2}}{\Gamma(d-1)}, \quad l \rightarrow \infty \tag{2.131}
\end{equation*}
$$

one obtains the scaling form given in the second line of Eq. (2.128) with the scaling function $G_{d}(s)$ given by

$$
\begin{equation*}
G_{d}(s)=-\int_{0}^{1} \frac{2 \ell^{d-2} d \ell}{\Gamma(d-1)} \ln q_{1}\left(s \sqrt{1-\ell^{2}}\right) \tag{2.132}
\end{equation*}
$$

One can obtain from Eq. (2.132) and using the asymptotic behaviours of $q_{1}(s)$ given in Eq. (2.42), the asymptotic behaviours

$$
G_{d}(s) \approx \begin{cases}\frac{2}{3(d+2)} \frac{\Omega_{d} S_{d}}{(2 \pi)^{d}} s^{3} & , s \rightarrow 0  \tag{2.133}\\ \frac{d}{(d+1)!} s^{2} & , s \rightarrow \infty\end{cases}
$$

In particular the small $s=z k_{F}^{(1-d) / 3}$ behaviour matches smoothly with the regime of typical fluctuations. Furthermore, the large $s$ behaviour indicates the presence of a large deviation form as expressed in the third line of Eq. (2.128).

- The large deviation function $\Phi_{d}(r)$ cannot be obtained for any value of $r=O(1)$ but one can obtain its asymptotic behaviour for $r \rightarrow 0$. It can be obtained by computing first the probability that there is no fermion in the interval $[r, 1]$ for $r \rightarrow 0$ independently for each values of $l$. In this limit, the problem for each value of $l$ can be mapped onto the JUE given in Eq. (2.26) with an index $b_{l} \sim l+(d-2) / 2$ that depends explicitly on $l$, while $a=0$. After a few steps of computations, (see Article 1 for details) one obtains

$$
\begin{align*}
& \Phi_{d}(r) \approx-\kappa_{d} \ln r, \quad r \rightarrow 0 \\
& \kappa_{d}=\int_{0}^{\pi / 2} \frac{4 \cos (t)^{d-2} d t}{\pi^{2} \Gamma(d-1)} \sin (t)(\sin (t)-t \cos (t))(\sin (t)+(\pi-t) \cos (t)) d t \tag{2.134}
\end{align*}
$$

This result confirms in particular the scaling of the rapidity $\sim k_{F}^{d+1}$ and therefore the presence of this large deviation regime.

These results on the three regimes of fluctuation of the largest radius $r_{\text {max }}$ concludes our study of the $d$-dimensional spherical hard box at zero temperature, and we will now consider the effects of the thermal fluctuations on the system.

### 2.4.2 Spherical hard box in dimension $d$ and at finite temperature

At finite temperature $T=1 /\left(k_{B} \beta\right)$, we expect the effects of quantum and thermal fluctuations to be of the same order for

$$
\begin{equation*}
b=\beta \epsilon_{F}=\frac{\left(k_{F} \Lambda_{\beta}\right)^{2}}{4 \pi}=O(1), \tag{2.135}
\end{equation*}
$$

with $\Lambda_{\beta}=\sqrt{\frac{2 \pi \hbar^{2} \beta}{m}}$ the de Broglie thermal wave-length (see discussion in section 2.2.2). In the large $N$ limit, the positions of the fermions in the canonical ensemble (for fixed $N$ ) will locally form a determinantal point process. The correlation kernel at the edge can be obtained from the zero temperature result using Eq. (1.113). Close to a point $\mathbf{x}_{w}$ on the boundary, one obtains the scaling form

$$
\begin{equation*}
K_{\mu}^{\beta}(\mathbf{x}, \mathbf{y})=\Lambda_{\beta}^{-d} K_{d, b}^{\mathrm{e}}\left(\frac{\mathbf{x}_{w}-\mathbf{x}}{\Lambda_{\beta}}, \frac{\mathbf{x}_{w}-\mathbf{y}}{\Lambda_{\beta}}\right) \tag{2.136}
\end{equation*}
$$

with the scaling function

$$
\begin{align*}
& K_{d, b}^{\mathrm{b}}(\mathbf{u}, \mathbf{v})=K_{d, b}^{\mathrm{b}}(|\mathbf{u}-\mathbf{v}|)-K_{d, b}^{\mathrm{b}}\left(\left|\mathbf{u}-\mathbf{v}^{T}\right|\right), \\
& K_{d, b}^{\mathrm{b}}(r)=\int_{0}^{\infty} \frac{\zeta d k}{\zeta+e^{\frac{k^{2}}{4 \pi}}}\left(\frac{k}{2 \pi}\right)^{\frac{d}{2}} \frac{\mathrm{~J}_{\frac{d}{2}-1}(k r)}{r^{\frac{d}{2}-1}} \tag{2.137}
\end{align*}
$$

where $\zeta=e^{\beta \mu}$ is the fugacity. One can obtain a closed form equation for $\zeta$ by first using the finite temperature local density approximation in Eq. (1.117),

$$
\begin{equation*}
\rho_{N}(\mathbf{x}) \approx \frac{1}{\Omega_{d}}=-\frac{1}{N \Lambda_{\beta}^{d}} \operatorname{Li}_{\frac{d}{2}}(-\zeta) \tag{2.138}
\end{equation*}
$$

Using then that the value of $N$ at finite temperature coincides with its value at zero temperature given in Eq. (2.112), one obtains the result

$$
\begin{equation*}
-\operatorname{Li}_{\frac{d}{2}}(-\zeta)=\Omega_{d}\left(\frac{b}{\pi}\right)^{\frac{d}{2}} \tag{2.139}
\end{equation*}
$$

From Eq. (2.137), we obtain the behaviour of the density close to the boundary

$$
\begin{align*}
& \rho_{N}(x) \approx \frac{1}{N \Lambda_{\beta}^{d}} K_{d}^{\mathrm{e}}\left(\frac{\mathbf{x}_{w}-\mathbf{x}}{\Lambda_{\beta}}, \frac{\mathbf{x}_{w}-\mathbf{x}}{\Lambda_{\beta}}\right)=\frac{1}{\Omega_{d}} F_{d, b}\left(\frac{1-|\mathbf{x}|}{\Lambda_{\beta}}\right) \\
& F_{d, b}(z)=1+\frac{1}{\operatorname{Li}_{\frac{d}{2}}(-\zeta)} \int_{0}^{\infty} \frac{\zeta d k}{\zeta+e^{\frac{k^{2}}{4 \pi}}}\left(\frac{k}{2 \pi}\right)^{\frac{d}{2}} \frac{\mathrm{~J}_{\frac{d}{2}-1}(2 k z)}{(2 z)^{\frac{d}{2}-1}} \tag{2.140}
\end{align*}
$$

where we used that $K_{d, b}^{\mathrm{b}}(0)=-\operatorname{Li}_{d / 2}(-\zeta)=\left(N \Lambda_{\beta}^{d}\right) / \Omega_{d}$. Note that the density matches smoothly for $z \rightarrow \infty$ with the uniform density in the bulk $F_{d, b}(z) \rightarrow 1$, while it vanishes quadratically at any temperature and for any dimension $d$ at the boundary

$$
\begin{equation*}
F_{d, b}(z) \approx 4 \pi \frac{\operatorname{Li}_{\frac{d}{2}+1}(-\zeta)}{\operatorname{Li}_{\frac{d}{2}}(-\zeta)} z^{2}, \quad z \rightarrow 0 \tag{2.141}
\end{equation*}
$$

In the low temperature limit $b=\beta \epsilon_{F} \gg 1$, using the asymptotic behaviour for $\zeta=e^{b}$ of the polylogarithm in Eq. (2.50), one obtains

$$
\begin{equation*}
F_{d, b}(z) \approx \frac{8 \pi b}{d+2} z^{2} \approx F_{d}\left(\Lambda_{\beta} k_{F} z\right), \quad z \rightarrow 0 \tag{2.142}
\end{equation*}
$$

matching smoothly with the zero-temperature result given in Eq. (2.119). Furthermore, at high temperature $F_{d, b}(z) \approx 4 \pi z^{2}$ for $z \rightarrow 0$. The scaling form $F_{2, b}(r)$ is plotted in Fig. 2.21.

The effective one-dimensional kernel $K_{l}^{\beta}\left(r, r^{\prime}\right)$ can be obtained in the regime $b=$ $\beta \epsilon_{F}=O(1)$ and for $l=\ell / \Lambda_{\beta}$ close to the wall on the scale $(1-r) \sim \Lambda_{\beta}$ by combining the description from the finite temperature local density approximation (1.119) setting in this regime $\beta v_{l, d}(r=1) \approx \beta \hbar^{2} l^{2} /(2 m) \approx \ell^{2} /(4 \pi)$ and the method of images as

$$
\begin{equation*}
K_{l}^{\beta}\left(r, r^{\prime}\right)=\Lambda_{\beta}^{-1} K_{1, b_{\ell}}^{\mathrm{e}}\left(\frac{1-r}{\Lambda_{\beta}}, \frac{1-r^{\prime}}{\Lambda_{\beta}}\right) \tag{2.143}
\end{equation*}
$$

where the scaling function $K_{1, b_{\ell}}^{e}(u, v)$ is the one-dimensional edge scaling function at finite temperature obtained by setting $d=1$ in Eq. (2.137) and replacing $\zeta$ by $\zeta_{\ell}=$ $\zeta e^{-\ell^{2} /(4 \pi)}$.


Figure 2.21: Plot of the scaling function $F_{2, b}(z)$ given in Eq. (2.52) describing the average density close to the hard edge for $T / T_{F}=0.1,1,10$ in dimension $d=2$ respectively in green, orange and blue. The oscillations that are of quantum origin are smoothened at finite temperature.

## Statistics of $r_{\text {max }}$ at finite temperature

At finite temperature, and in the regime $b=\beta \epsilon_{F}=O(1)$ one still expects to observe three regimes of fluctuations as in the zero temperature case in Eq. (2.128) (c.f. Fig. 2.22)

$$
\operatorname{Prob}\left[r_{\max } \leqslant w\right] \approx \begin{cases}\exp \left[\frac{4 \pi}{3} S_{d} \operatorname{Li}_{\frac{d}{2}+1}(-\zeta)\left(\frac{(1-w)}{\Lambda_{\beta}^{(d+2) / 3}}\right)^{3}\right] & ,|1-w| \sim \Lambda_{\beta}^{\frac{(d+2)}{3}},  \tag{2.144}\\ \exp \left(-\Lambda_{\beta}^{-(d-1)} G_{d, b}\left(\frac{(1-w)}{\Lambda_{\beta}}\right)\right) & ,|1-w| \sim \Lambda_{\beta}, \\ \exp \left(-\Lambda_{\beta}^{-d} \Phi_{d, b}(1-w)\right) & ,|1-w|=O(1) .\end{cases}
$$

We separate again the analysis for each of these regimes.

- In the typical regime of fluctuations, the Weibull scaling form in the first line of Eq. (2.144) can be obtained by expressing the CDF as a Fredholm determinant. Restricting the development in terms of trace of this determinant to the first order, one obtains

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant 1-\Lambda_{\beta}^{\frac{d+2}{3}} z\right] \approx \exp \left(\frac{S_{d} \operatorname{Li}_{\frac{d}{2}}(-\zeta)}{\Lambda_{\beta}^{d}} \int_{1-\Lambda_{\beta}^{(d+2) / 3} z}^{1} r^{d-1} F_{d, b}\left(\frac{(1-r)}{\Lambda_{\beta}}\right) d r\right) \tag{2.145}
\end{equation*}
$$

Changing the integration variable $r \rightarrow u=\Lambda_{\beta}^{(d+2) / 3}(1-r)$, and using the small $z$ behaviour of $F_{d, b}(z)$ in Eq. (2.141) one obtains the first line of Eq. (2.144). Note that in the regime of low temperature $b=\beta \epsilon_{F} \gg 1$ using $\zeta \approx e^{b}$ together with

Eq. (2.50), this result matches smoothly with the first line of (2.128)

$$
\begin{align*}
-\frac{4 \pi}{3} S_{d} \operatorname{Li}_{\frac{d}{2}+1}(-\zeta)\left(\frac{(1-w)}{\Lambda_{\beta}^{(d+2) / 3}}\right)^{3} & \approx \frac{4 \pi}{3} S_{d} \frac{2 b^{\frac{d}{2}+1}}{(d+2) \Gamma\left(\frac{d}{2}+1\right)}(4 \pi b)^{-\frac{d}{2}-1}\left(k_{F}(1-w)\right)^{3} \\
& =\frac{2}{3(d+2)} \frac{S_{d} \Omega_{d}}{(2 \pi)^{d}}\left(k_{F}(1-w)\right)^{3} \tag{2.146}
\end{align*}
$$

where we used $\Gamma(z+1)=z \Gamma(z)$ and $\Omega_{d}=\pi^{d / 2} / \Gamma(d / 2+1)$.


Figure 2.22: Sketch of the typical (blue), intermediate (red) and large (green) fluctuation regimes of the probability $\operatorname{Prob}\left[r_{\max } \leqslant 1-w\right]$ of the radius $r_{\text {max }}$ of the farthest fermion from the centre of the hard box at finite temperature, for $b=\beta \epsilon_{F}=O(1)$ (c.f. Eq. (2.144)).

- The intermediate deviation result in the second line of Eq. (2.144) can be obtained using the product structure of the CDF. At finite temperature, it reads

$$
\begin{align*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] & =\prod_{l=0}^{\infty}\left(\operatorname{Det}\left[\mathbb{I}-P_{[r, 1]} K_{l}^{\beta} P_{[r, 1]}\right]^{g_{d}(l)}\right) \\
& =\exp \left(\sum_{l=0}^{\infty} g_{d}(l) \ln \operatorname{Det}\left[\mathbb{I}-P_{[r, 1]} K_{l}^{\beta} P_{[r, 1]}\right]\right) . \tag{2.147}
\end{align*}
$$

In the regime $|1-r| \sim \Lambda_{\beta}$, one can replace the correlation kernel $K_{l}^{\beta}$ by its scaling function given in Eq. (2.143). Replacing in the regime $b=O(1)$ the discrete sum over $l$ by an integral over $\ell=l \Lambda_{\beta}$, one obtains the scaling form given in the second line of Eq. (2.144), with the scaling function

$$
\begin{equation*}
G_{d, b}(s)=-\int_{0}^{\infty} \frac{2 \ell^{d-2}}{\Gamma(d-1)} \ln q_{1, b_{\ell}}(s) d \ell \tag{2.148}
\end{equation*}
$$

where $q_{1, b_{\ell}}(s)$ is the one-dimensional scaling function given in Eq. (2.56) with the replacement $\zeta \rightarrow \zeta_{\ell}=\zeta e^{-\ell^{2} /(4 \pi)}$. From the asymptotic behaviours of $q_{1, b}(s)$,
given respectively in Eq. (2.59) for $s \rightarrow 0$ and (2.68) for $s \rightarrow \infty$, one obtains the asymptotic behaviours

$$
G_{d, b}(s) \approx \begin{cases}-\frac{4 \pi}{3} S_{d} \operatorname{Li}_{\frac{d}{2}+1}(-\zeta) s^{3} & , s \rightarrow 0  \tag{2.149}\\ -S_{d} \operatorname{Li}_{\frac{d}{2}+1}(-\zeta) s & , s \rightarrow \infty\end{cases}
$$

where we used that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{2 \ell^{d-2} d \ell}{\Gamma(d-1)} \operatorname{Li}_{\frac{3}{2}}\left(-\zeta e^{-\frac{\ell^{2}}{4 \pi}}\right)=\sum_{p=1}^{\infty} p^{-3 / 2}(-\zeta)^{p} \int_{0}^{\infty} \frac{2 \ell^{d-2} d \ell}{\Gamma(d-1)} e^{-p \frac{\ell^{2}}{4 \pi}}=S_{d} \operatorname{Li}_{\frac{d}{2}+1}(-\zeta) \tag{2.150}
\end{equation*}
$$

In particular, the first line of Eq. (2.149) matches smoothly with the typical fluctuations. Using the second line of Eq. (2.149) leads naturally to expect a large deviation regime as given in the third line of Eq. (2.144).

- The large deviation regime in Eq. (2.144) cannot be obtained for arbitrary values of $b=\beta \epsilon_{F}$. In the limit $b \ll 1$, it should match smoothly with the classical result

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right]=\left(\frac{S_{d}}{\Omega_{d}} \int_{0}^{r} u^{d-1} d u\right)^{N}=\exp (d N \ln r) \tag{2.151}
\end{equation*}
$$

On the one hand, using this classical regime in the limit $|1-r|=O\left(N^{-1}\right)$, one obtains

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] \approx \exp (-d N(1-r)) \tag{2.152}
\end{equation*}
$$

On the other hand, using now the second line of Eq. (2.149), one obtains in the regime $b \ll 1$

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] \approx \exp \left(\frac{S_{d}}{\Lambda_{\beta}^{d}} \operatorname{Li}_{\frac{d}{2}+1}(-\zeta)(1-r)\right) \approx \exp \left(-\frac{S_{d}}{\Omega_{d}}(1-r)\right) \tag{2.153}
\end{equation*}
$$

where we used that $\zeta \rightarrow 0$ in the limit $b \ll 1$, such that $-\operatorname{Li}_{d / 2+1}(-\zeta) \sim$ $-\operatorname{Li}_{d / 2}(-\zeta) \sim \zeta$ together with the value of $N$ as a function of $\Lambda_{\beta}$ in Eq. (2.138). Using finally $S_{d}=d \Omega_{d}$ we obtain a smooth matching between the large deviation function in the classical regime for $|1-r|=O\left(N^{-1}\right)$ in Eq. (2.152) and the intermediate deviation function in the second line of Eq. (2.149) and for $b=\beta \epsilon_{F} \ll 1$.

This last result concludes this chapter on the statistics of fermions in hard edge potentials.

### 2.5 Summary of the results for fermions in hard edges

In this section, we extended the spatial description of fermions obtained for smooth confining potentials in [152] to the case of hard edges where the density drops abruptly to zero at the edge. We obtained that there is a new universality class associated to
the local correlations close to a hard edge, with fluctuations that do not depend on the overall shape of the trapping potential but rather on its specific behaviour close to the hard edge. The edge statistics are quite different from the case of soft edges and are controlled by the correlation kernel in Eq. (2.118) for $T=0$ and Eq. (2.137) for $T>0$. In particular, the extreme value statistics fall into a different universality class. The fluctuations of $x_{\max }$ for $d=1$ are given at zero temperature in Eq. (2.37) and exhibit a regime of typical fluctuations and a large deviation regime. In higher dimension $d \geqslant 2$, the fluctuations of $r_{\text {max }}$ given in Eq. (2.128) exhibit three regimes of fluctuations: typical, intermediate and large. In dimension $d>1$, while the typical behaviour only depends on the behaviour of the density close to the wall, the new intermediate regime depends on all the correlations in the gas close to the edge. These results are extended to finite temperature in Eq. (2.144). We will show in the following that this type of intermediate regime emerges in various contexts.
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#### Abstract

We study $N$ noninteracting fermions in a domain bounded by a hard wall potential in $d \geqslant 1$ dimensions. We show that for large $N$, the correlations at the edge of the Fermi gas (near the wall) at zero temperature are described by a universal kernel, different from the universal edge kernel valid for smooth confining potentials. We compute this $d$ dimensional hard edge kernel exactly for a spherical domain and argue, using a generalized method of images, that it holds close to any sufficiently smooth boundary. As an application we compute the quantum statistics of the position of the fermion closest to the hard wall. Our results are then extended in several directions, including non-smooth boundaries such as a wedge, and also to finite temperature.
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#### Abstract

We consider the spatial quantum and thermal fluctuations of non-interacting Fermi gases of $N$ particles confined in $d$-dimensional non-smooth potentials. We first present a thorough study of the spherically symmetric pure hard-box potential, with vanishing potential inside the box, both at $T=0$ and $T>0$. We find that the correlations near the wall are described by a "hard edge" kernel, which depend both on $d$ and $T$, and which is different from the "soft edge" Airy kernel, and its higher $d$ generalizations, found for smooth potentials. We extend these results to the case where the potential is non-uniform inside the box, and find that there exists a family of kernels which interpolate between the above "hard edge" kernel and the "soft edge" kernels. Finally, we consider one-dimensional singular potentials of the form $V(x) \sim x^{-\gamma}$ with $\gamma>0$. We show that the correlations close to the singularity at $x=0$ are described by this "hard edge" kernel for $1 \leqslant \gamma<2$ while they are described by a broader family of "hard edge" kernels known as the Bessel kernel for $\gamma=2$ and, finally by the Airy kernel for $\gamma>2$. These onedimensional kernels also appear in random matrix theory, and we provide here the mapping between the $1 d$ fermion models and the corresponding random matrix ensembles. Part of these results were announced in a recent Letter, EPL 120, 10006 (2017).


## Chapter 3

## Fermions in rotation, complex Ginibre ensemble and $2 d$ one component plasma

In this chapter, we will first consider a system formed by $N$ non-interacting, spin-less, identical fermions of mass $m$ at zero temperature in a two-dimensional harmonic trap of frequency $\omega$, rotating at constant speed $\Omega$ (c.f. Fig. 3.1). For this trapped system, we will compute the bipartite entanglement entropy and the full counting statistics, i.e. the statistics of the number of particles, for a finite number of particles and in a finite domain of space. Note that powerful tools such as quantum and conformal field theory [15] have been developed to compute the entanglement entropy in the bulk, but the trapping potential often prevents to obtain these quantities close to the edge, where the translation invariance is explicitly broken. We developed alternative techniques based on an explicit mapping with the complex Ginibre ensemble.

In the second part of this chapter, we map this problem onto an equilibrium problem of classical statistical mechanics with long-range interaction: the two-dimensional onecomponent plasma [51,170]. In this system, particles of identical charges repel each other with the two-dimensional Coulomb repulsion and are confined by a potential $v(r)$. For a specific value of the temperature, both the typical [127] and atypical [203] fluctuations of the position of the particle the farthest away from the centre of the trap can be obtained. However, as noticed in [203] these two regimes do not match. We develop here the framework to solve this problem.

We start by considering the problem of $N$ non-interacting fermions. The Hamiltonian of this system reads in the rotating frame [85,135]

$$
\begin{equation*}
\hat{\mathcal{H}}_{N}=\sum_{i=1}^{N} \hat{H}_{i}=\sum_{i=1}^{N} H\left(\hat{\mathbf{x}}_{i}, \hat{\mathbf{p}}_{i}\right), \quad H(\hat{\mathbf{x}}, \hat{\mathbf{p}})=\frac{\hat{\mathbf{p}}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \hat{\mathbf{x}}^{2}-\Omega \hat{L}_{z}, \tag{3.1}
\end{equation*}
$$

where the angular momentum operator reads $\hat{L}_{z}=(\hat{\mathbf{x}} \wedge \hat{\mathbf{p}}) \cdot \mathbf{u}_{z}$ and $\mathbf{u}_{z}^{2}=1$. Note that the first two terms of this single particle Hamiltonian in Eq. (3.1) reproduce the twodimensional harmonic oscillator, which was studied in chapter 1 , while the last term
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Figure 3.1: Sketch of the two-dimensional rotating harmonic potential.
accounts for the rotation of the system. This Hamiltonian can be rewritten as

$$
\begin{equation*}
\hat{H}=\frac{\left(\hat{\mathbf{p}}-m \omega \mathbf{u}_{z} \wedge \hat{\mathbf{x}}\right)^{2}}{2 m}+(\omega-\Omega) \hat{L}_{z} . \tag{3.2}
\end{equation*}
$$

In this form, it appears clearly that by rotating the system, one can introduce an artificial magnetic field acting on the system and model with cold atoms the properties of condensed matter. It is for instance used in practice to study the creation of vortices in Bose-Einstein condensates [27]. The Hamiltonian in Eq. (3.1) can be diagonalised exactly for any value of $\omega$ and $\Omega$. Introducing the complex coordinates $z=x+\mathrm{i} y$ and $\bar{z}=x-\mathrm{i} y$, the Hamiltonian can be expressed as

$$
\begin{equation*}
\hat{H}=-\frac{2 \hbar^{2}}{m} \partial_{z} \partial_{\bar{z}}+\frac{1}{2} m \omega^{2} z \bar{z}-\hbar \Omega\left(z \partial_{z}-\bar{z} \partial_{\bar{z}}\right), \text { where } \partial_{z}=\frac{1}{2}\left(\partial_{x}-\mathrm{i} \partial_{y}\right) . \tag{3.3}
\end{equation*}
$$

The wave-functions and energies of the Hamiltonian are labelled by two integers $n_{1}, n_{2} \in$ $\mathbb{N}$ and read in this basis [22, 27]

$$
\begin{align*}
& \phi_{n_{1}, n_{2}}(z, \bar{z})=\frac{e^{-\alpha^{2} \frac{z \bar{z}}{2}} \partial_{z}^{n_{1}} \partial_{\bar{z}}^{n_{2}} e^{-\alpha^{2} z \bar{z}}}{\alpha^{n_{1}+n_{2}-1} \sqrt{\pi n_{1}!n_{2}!}}, \alpha=\sqrt{\frac{m \omega}{\hbar}},  \tag{3.4}\\
& \epsilon_{n_{1}, n_{2}}=\hbar \omega\left(n_{1}+n_{2}+1\right)+\hbar \Omega\left(n_{1}-n_{2}\right) . \tag{3.5}
\end{align*}
$$

Let us first discuss a few limiting cases of this Hamiltonian

- For $\Omega>\omega$, the centrifugal force is stronger than the harmonic potential and the fermions are not confined by the potential. We will therefore not consider this case and restrict in the following to $\Omega<\omega$.
- For $\Omega=\omega$, this problem can be exactly mapped onto the famous Landau problem where particles of charge $q$ are subjected to a uniform magnetic field $\mathbf{B}=B \mathbf{u}_{z}$,

$$
\begin{equation*}
\hat{H}_{\mathrm{LL}}=\frac{\left(2 \hat{\mathbf{p}}-m \omega_{c} \mathbf{u}_{z} \wedge \hat{\mathbf{x}}\right)^{2}}{8 m}, \quad \omega_{c}=\frac{q B}{m} . \tag{3.6}
\end{equation*}
$$



Figure 3.2: Scheme of the single particle energy levels $\epsilon_{n_{1}, n_{2}}$ as a function of $n_{1}$ and $n_{2}$ in Eq. (3.5) corresponding to the Landau levels i.e. $\Omega=1$. The energies $\epsilon_{n_{1}, n_{2}}=$ $\hbar \omega\left(2 n_{1}+1\right)$ do not depend on $n_{2}$.

Introducing $\Omega=\omega$ in the spectrum in Eq. (3.5), we see that the energies do not depend on the quantum number $n_{2}$ and are thus infinitely degenerate (see Fig. 3.2).

- For $\Omega=0$, the Hamiltonian reduces to the case of a standard two-dimensional harmonic potential with energy $\epsilon_{n_{1}, n_{2}}=\hbar \omega\left(n_{1}+n_{2}+1\right)$ (see Fig. 3.3).


Figure 3.3: Scheme of the single particle energy levels $\epsilon_{n_{1}, n_{2}}$ as a function of $n_{1}$ and $n_{2}$ in Eq. (3.5) corresponding to the $2 d$ harmonic oscillator i.e. $\Omega=0$.

We set now and in the following $m=1, \hbar=1$ and $\omega=1$, which amounts to rescale the energy scales by $\hbar \omega$ and the length scales by $\alpha^{-1}$ with $\alpha=\sqrt{m \omega / \hbar}$. We will now consider the ground state of the many-body problem and obtain that for special choices of $\Omega$, this problem can be mapped exactly onto a random matrix ensemble: the complex Ginibre ensemble.

### 3.1 Ground state probability and complex Ginibre ensemble

We now consider the problem for $N$ fermions at zero temperature. For general values of $\Omega$, it is rather complex to obtain the many-body wave function. However, in the limit $\omega-\Omega=\delta \Omega \ll \omega$, the problem simplifies as we will now see. In this case the energies read

$$
\begin{equation*}
\epsilon_{n_{1}, n_{2}}=1+2 n_{1}+\delta \Omega\left(n_{2}-n_{1}\right) . \tag{3.7}
\end{equation*}
$$
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In particular, we see that (i) for $\delta \Omega>0$ the energies are non degenerate with respect to $n_{2}$ and (ii) for $\delta \Omega \ll 1$ the $N$ lowest energy states will lie in the state $n_{1}=0$ (see Fig. 3.4). This last condition requires

$$
\begin{equation*}
\Delta \epsilon=\epsilon_{1,0}-\epsilon_{0, N-1}=2-(N-1) \delta \Omega>0, \tag{3.8}
\end{equation*}
$$

leading to the conditions for $\delta \Omega$ in the large $N$ limit

$$
\begin{align*}
& 0<\delta \Omega=\frac{\omega-\Omega}{\omega}<\frac{2}{N} . \tag{3.9}
\end{align*}
$$

Figure 3.4: Scheme of the single particle energy levels $\epsilon_{n_{1}, n_{2}}$ as a function of $n_{1}$ and $n_{2}$ in Eq. (3.5) corresponding to the condition in Eq. (3.9).

For this special set of conditions, the wave functions read

$$
\begin{equation*}
\phi_{n_{1}=0, n_{2}=k}(z, \bar{z})=\psi_{k}(z)=\frac{z^{k}}{\sqrt{\pi k!}} e^{-\frac{|z|^{2}}{2}} . \tag{3.10}
\end{equation*}
$$

In this specific case, the ground state is unique and the occupied levels are $\mathbf{k}_{\mathrm{GS}}=$ $\{0,1, \cdots, N-1\}$. The many-body wave function of the system is given by a single Slater determinant

$$
\begin{equation*}
\Psi_{0}\left(z_{1}, \cdots, z_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leqslant i, j \leqslant N} \psi_{j-1}\left(z_{i}\right) \tag{3.11}
\end{equation*}
$$

Note that if one considers the Landau problem $\Omega=\omega$, the single-particle wave-functions in the lowest Landau level are also given by Eq. (3.10). However in the latter the energy is degenerate with respect to $n_{2}=k$ and there is no reason to select the $N$-tuple $\mathbf{k}_{\mathrm{GS}}$ rather than any other $N$-tuple $\mathbf{k}=\left\{k_{1}, \cdots, k_{N}\right\}$. The many-body wave function will therefore read as an infinite superposition of Slater determinants corresponding to each $N$-tuple k.

For the specific choice of $\Omega$ given in Eq. (3.9) the associated joint probability of the complex positions $z_{i}$ 's of the fermions can be computed exactly using the Vandermonde identity in Eq. (1.29) and reads

$$
\begin{align*}
\left|\Psi_{0}\left(z_{1}, \cdots, z_{N}\right)\right|^{2} & =\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} \psi_{j-1}\left(z_{i}\right) \operatorname{det}_{1 \leqslant l, m \leqslant N} \bar{\psi}_{l-1}\left(z_{m}\right) \\
& =\frac{1}{Z_{N}} \prod_{i<j}\left|z_{i}-z_{j}\right|^{2} \prod_{k=1}^{N} e^{-\left|z_{k}\right|^{2}} \tag{3.12}
\end{align*}
$$

where $Z_{N}$ is a normalisation factor. We will now explain the connection between the joint PDF in Eq. (3.12) and the so-called complex Ginibre ensemble of random matrix theory.

### 3.1.1 Complex Ginibre Ensemble

The complex Ginibre ensemble was introduced in 1965 by Jean Ginibre [58] and consists of $N \times N$ matrices $G$ obtained by taking i.i.d. complex Gaussian entries

$$
\begin{equation*}
g_{i j} \sim \mathcal{N}\left(0, \frac{1}{\sqrt{2 N}}\right)+\mathrm{i} \mathcal{N}\left(0, \frac{1}{\sqrt{2 N}}\right) \tag{3.13}
\end{equation*}
$$

Note that this matrix $G$ can be factorised by unitary transformation to a tridiagonal matrix $G=U^{\dagger}(\Lambda+\Delta) U$ where $U$ is unitary, $\Lambda=\operatorname{diag}\left(z_{1}, \cdots, z_{N}\right)$ is the matrix of its complex eigenvalues and $\Delta$ is strictly upper triangular. The probability weight associated to this matrix is easily computed and reads [54]

$$
\begin{equation*}
P(G)=\prod_{i, j} \sqrt{\frac{N}{\pi}} e^{-N\left|g_{i j}\right|^{2}}=\frac{e^{-N \operatorname{Tr}\left(\Lambda^{\dagger} \Lambda+\Delta^{\dagger} \Delta\right)}}{w_{N}^{\operatorname{Gin}}}, \tag{3.14}
\end{equation*}
$$

where $w_{N}^{\text {Gin }}$ is a normalisation constant. After integration over $U$ and $\Delta$, one obtains the distribution of its complex eigenvalues as [54] (c.f. chapter 18 there)

$$
\begin{equation*}
P_{\text {joint }}^{\mathrm{Gin}}\left(z_{1}, \cdots, z_{N}\right)=\frac{1}{Z_{N}^{\text {Gin }}} \prod_{i<j}\left|z_{i}-z_{j}\right|^{2} \prod_{i=1}^{N} e^{-N\left|z_{i}\right|^{2}} \tag{3.15}
\end{equation*}
$$

This expression is very similar to the distribution of eigenvalues in the GUE (1.33), the only difference lying in the fact that the eigenvalues $z_{i}$ 's are now complex. Remarkably, after a trivial rescaling $z \rightarrow \sqrt{N} z$ the joint PDF in Eqs. (3.12) and (3.15) coincide exactly. From this exact mapping to the complex Ginibre ensemble, we obtain that the complex positions $z_{i}$ 's of the fermions in rotation form a determinantal point process. The finite $N$ correlation kernel is obtained by rewriting the first line in Eq. (3.12) as a single determinant (using $\operatorname{det}(A) \operatorname{det}(B)=\operatorname{det}(A B)$ ), expressed in terms of the single particle wave-functions in Eq. (3.10)

$$
\begin{align*}
K_{N}\left(z_{1}, z_{2}\right) & =\sum_{k=0}^{N-1} \bar{\psi}_{k}\left(z_{1}\right) \psi_{k}\left(z_{2}\right)=\frac{e^{-\frac{\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}}{2}}}{\pi} \sum_{k=0}^{N-1} \frac{\left(\bar{z}_{1} z_{2}\right)^{k}}{k!} \\
& =e^{-\frac{1}{2}\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}-2 \bar{z}_{1} z_{2}\right)} \frac{\Gamma\left(N, \bar{z}_{1} z_{2}\right)}{\pi \Gamma(N)}, \tag{3.16}
\end{align*}
$$

where $\Gamma(a, z)=\int_{z}^{\infty} t^{a-1} e^{-t} d t$ is the upper incomplete gamma function. The density associated to this system is given by

$$
\begin{equation*}
\rho_{N}(z)=\frac{1}{N} K_{N}(z, z)=\frac{\Gamma\left(N,|z|^{2}\right)}{\pi N!} . \tag{3.17}
\end{equation*}
$$

A snapshot of the repartition of fermions is given in Fig. 3.5 and a comparison with the density profile for the standard harmonic potential, i.e. $\Omega=0$ is given in Fig. 3.6. Note that the density extends on a larger scale for the rotating trap, as one naturally expects.

We introduce three different rescaling of the complex position $z$ in order to analyse the limit $N \rightarrow \infty$ of this density
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Figure 3.5: Snapshot of the repartition of charges in the ground state. In the large $N$ limit, the density $\rho_{N}(z) \approx[\pi N]^{-1}$ is uniform within the disk of radius $\sqrt{N}$, while it is zero for $|z|>\sqrt{N}$ as seen in Eq. (3.20).


Figure 3.6: Comparison between the exact rescaled density $N \rho_{N}(x, y=0)$ as a function of $x$ for $N=120$ fermions in the absence of rotation of the trap, i.e. $\Omega=0$, (in blue) and with rotation $\Omega \lesssim \omega$, c.f. Eq. (3.9), (in dashed orange). In the latter, the density is nearly uniform in the bulk, extends farther and drops more abruptly at its edge.

- In the limit $N \rightarrow \infty$ with $z=O(1)$, that we will refer to as "deep bulk" (see (i) in Fig. 3.7) the rescaled average density is uniform over the whole complex plane

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \rho_{N}(z)=\frac{1}{\pi} \tag{3.18}
\end{equation*}
$$

Note that in the deep bulk, the $p$-point correlation functions $R_{p}\left(z_{1}, \cdots, z_{p}\right)$ takes the simple form [54]

$$
\begin{equation*}
R_{p}\left(z_{1}, \cdots, z_{p}\right)=\frac{N!}{(N-p)!} \sum_{i_{1} \neq i_{2} \neq \cdots \neq i_{p}}^{N}\left\langle\prod_{l=1}^{p} \delta\left(z_{k}-z_{i_{k}}\right)\right\rangle=e^{-\sum_{k=1}^{p}\left|z_{k}\right|^{2}} \operatorname{det}_{1 \leqslant i, j \leqslant p}\left(e^{-\bar{z}_{i} z_{j}}\right) . \tag{3.19}
\end{equation*}
$$

- In the limit $N \rightarrow \infty$ with $0<\zeta=|z| / \sqrt{N}<1$, that we will refer to as "extended bulk" (see (ii) in Fig. 3.7), the rescaled density converges to the Girko's circular law [61]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \rho_{N}(z)=\rho_{\mathrm{G}}(\zeta)=\frac{1}{\pi} \Theta(1-\zeta) \tag{3.20}
\end{equation*}
$$

with a uniform density over the disk of radius $\sqrt{N}$ (c.f. Figs. 3.5 and 3.6).

- In the limit $N \rightarrow \infty$ with $s=\sqrt{2}(|z|-\sqrt{N})=O(1)$, that we will refer to as "edge regime" (see (iii) in Fig. 3.7), the rescaled density reads [66]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \rho_{N}(z)=\frac{1}{2 \pi} \operatorname{erfc}(s) . \tag{3.21}
\end{equation*}
$$

Note that while the behaviour of the density in Eq. (3.20) suggests a hard edge behaviour, the fact that the density is non-identically zero beyond the edge implies that this model does not belong to the same universality class. It does not belong either to the universality class of soft edges where the zero temperature density vanishes linearly at the edge in dimension $d=2$ as seen in Eq. (1.91).

We will now focus for this Fermi gas - which is of experimental relevance [26] on a measurable observable [80, 113, 233], the full counting statistics (FCS) and its connection to the entanglement entropy. While the latter is in general very hard to obtain for trapped gases (see however [100] and the discussion in section 1.1.2) we now show that it can be computed exactly for this Fermi gas.

### 3.2 Full counting statistics and bipartite entanglement entropy

We want to characterise the quantum fluctuations in a circular domain $\mathcal{D}_{r}=\{|z| \leqslant r\}$ for this gas. In order to do so, we introduce two observables

- The full counting statistics (FCS), defined as the statistics of the observable

$$
\begin{equation*}
\hat{N}_{r}=\sum_{i=1}^{N} \Theta\left(r-\left|\hat{z}_{i}\right|\right) . \tag{3.22}
\end{equation*}
$$
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Figure 3.7: Plot of the rescaled density $N \rho_{N}(z)$ as a function of the rescaled variable $\zeta=\frac{|z|}{\sqrt{N}}$. One can identify three spatial regimes in this figure, (i) the deep bulk for $|z|=O(1)$ (shaded in blue), (ii) the extended bulk for $\zeta=\frac{|z|}{\sqrt{N}}=O(1)$ and (iii) the edge regime for $s=\sqrt{2}(|z|-\sqrt{N})=O(1)$ (which corresponds to the regime $|\zeta-1| \sim N^{-1 / 2}$ shaded in orange), where the density drops to zero.

FCS has attracted a lot of attention in mesoscopic physics [86, 87, 224]. Note that in the case of fermions, the recent development of Fermi quantum microscopes [80,113,233] allows to access to snapshots of the exact positions of the cold atoms in the gas and therefore to measure these FCS (c.f. Fig. 0.1).

- The Rényi bipartite entanglement entropy $S_{q}(N, r)$ of the domain $\mathcal{D}_{r}$ defined in terms of the reduced density matrix $\rho_{r}=\operatorname{Tr}_{\overline{\mathcal{D}}_{r}}[\rho]$ - where the degrees of freedom of the complement $\overline{\mathcal{D}}_{r}=\{|z| \geqslant r\}$ of $\mathcal{D}_{r}$ have been traced out from the full density matrix $\rho$ - as

$$
\begin{equation*}
S_{q}(N, r)=\frac{1}{1-q} \ln \operatorname{Tr}\left[\rho_{r}^{q}\right] . \tag{3.23}
\end{equation*}
$$

For $q \rightarrow 1$, the Rényi entropy coincides with the Von-Neumann entropy

$$
\begin{equation*}
\lim _{q \rightarrow 1} S_{q}(N, r)=-\operatorname{Tr}\left[\rho_{r} \ln \rho_{r}\right] . \tag{3.24}
\end{equation*}
$$

The entanglement entropy allows to characterise in particular the critical and topological phases of matter $[15,196]$. This observable is in general rather difficult to measure experimentally [196] (see however e.g. [62]).

It turns out that for non-interacting Fermi systems, these two quantities are actually related. One can indeed show that for a general system of non-interacting fermions, there exists an expression of the Rényi entanglement entropy as a series of the cumulants $\left\langle N_{\mathcal{D}}\right\rangle_{c}^{p}$ of order $p>2[68,69,88]$,

$$
\begin{equation*}
S_{q}(\mathcal{D})=\sum_{p=2}^{\infty} \eta_{q, p}\left\langle N_{\mathcal{D}}^{p}\right\rangle_{c} \tag{3.25}
\end{equation*}
$$

with in particular $\eta_{q, 2}=\frac{\pi^{2}}{6 q}(q+1)$. Note that there exists central limit theorems for a general determinantal point processes [175], which are therefore applicable to fermions
at zero temperature. One could expect that in the large $N$ limit, the cumulants of order $p>2$ are subleading and that the entanglement entropy and the number variance $\operatorname{Var}\left(N_{\mathcal{D}}\right)=\left\langle N_{\mathcal{D}}^{p}\right\rangle_{c}$ are always proportional to each other as was found in [100]. We show that it is not always the case here and obtain an exact expression for the entanglement entropy close to the edge.

### 3.2.1 Finite $N$ results

In order to compute the FCS and entanglement entropy for the domain $\mathcal{D}_{r}=\{|z| \leqslant r\}$, we first define the overlap matrix

$$
\begin{align*}
\mathbb{A}_{k l} & =\int_{|z| \leqslant r} d^{2} z \bar{\psi}_{k-1}(z) \psi_{l-1}(z)=\frac{1}{\pi \sqrt{\Gamma(k) \Gamma(l)}} \int_{0}^{2 \pi} d \theta e^{\mathrm{i} \theta(k-l)} \int_{0}^{r} d u u^{k+l-1} e^{-u^{2}}  \tag{3.26}\\
& =\frac{2 \delta_{k l}}{\Gamma(k)} \int_{0}^{r} d u u^{2 k-1} e^{-u^{2}}=\delta_{k l} \frac{\gamma\left(k, r^{2}\right)}{\Gamma(k)} \tag{3.27}
\end{align*}
$$

where we have used that $\int_{0}^{2 \pi} d \theta e^{\mathrm{i} \theta(k-l)}=2 \pi \delta_{k l}$ and $\gamma(a, z)=\int_{0}^{z} t^{a-1} e^{-t} d t$ is the lower incomplete gamma function. The overlap matrix is therefore diagonal for this particular choice of domain $\mathcal{D}_{r}$. Note that it would remain true for any choice of rotationally symmetric domain. In the following, we denote

$$
\begin{equation*}
\lambda_{k}(r)=\frac{\gamma\left(k, r^{2}\right)}{\Gamma(k)}, \tag{3.28}
\end{equation*}
$$

the eigenvalues of the overlap matrix, which lie in $[0,1]$. From this overlap matrix, one can obtain exact expressions for finite $N$ and $r$ both for the entanglement entropy and the full counting statistics.

The entanglement entropy $S_{q}(N, r)$ is expressed in terms of this overlap matrix as [75]

$$
\begin{equation*}
S_{q}(N, r)=\frac{1}{1-q} \operatorname{Tr}\left[\ln \left(\mathbb{A}^{q}+(\mathbb{I}-\mathbb{A})^{q}\right)\right]=\frac{1}{1-q} \sum_{k=1}^{N} \ln \left[\lambda_{k}(r)^{q}+\left(1-\lambda_{k}\right)^{q}\right] . \tag{3.29}
\end{equation*}
$$

This function is plotted in Fig. 3.8 for $q=2$ and $q=4$ and $N=200$ fermions. It grows linearly in the bulk and vanishes rapidly at the edge for $r-\sqrt{N}=O(1)$.

We now consider the full counting statistics. We can also obtain an exact expression for the moment generating function (MGF) $\left\langle e^{-\mu N_{r}}\right\rangle$ of $N_{r}$ in terms of the overlap matrix as

$$
\begin{align*}
\left\langle e^{-\mu N_{r}}\right\rangle & =\int d^{2} z_{1} \cdots \int d^{2} z_{N} e^{-\mu \sum_{i=1}^{N} \Theta\left(r-\left|z_{i}\right|\right)}\left|\Psi_{0}\left(z_{1}, \cdots, z_{N}\right)\right|^{2} \\
& =\frac{1}{N!} \int d^{2} z_{1} \cdots \int d^{2} z_{N} e^{-\mu \sum_{i=1}^{N} \Theta\left(r-\left|z_{i}\right|\right)} \operatorname{det}_{1 \leqslant i, j \leqslant N} \psi_{j-1}\left(z_{i}\right) \operatorname{det}_{1 \leqslant l, m \leqslant N} \bar{\psi}_{l-1}\left(z_{m}\right) \\
& =\operatorname{det}_{1 \leqslant i, j \leqslant N}\left(\mathbb{I}-\left(1-e^{-\mu}\right) \mathbb{A}_{k l}\right) \\
& =\prod_{k=1}^{N}\left(1-\left(1-e^{-\mu}\right) \lambda_{k}(r)\right), \tag{3.30}
\end{align*}
$$
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Figure 3.8: Plot of the rescaled entanglement entropy $S_{q}(N, r) / \sqrt{2 N}$ for $N=200$ and where $S_{q}(N, r)$ is given in Eq. (3.29) as a function of the rescaled radius $\zeta=r / \sqrt{N}$ for $q=2,4$ respectively in blue and orange.
where on the third line we have used the Cauchy-Binet-Andréief formula (1.16). Using the definition of the moment generating function

$$
\begin{equation*}
\left\langle e^{-\mu N_{r}}\right\rangle=\sum_{k=0}^{N} e^{-\mu k} P_{k}(r)=\prod_{k=1}^{N}\left[\bar{\lambda}_{k}(r)+e^{-\mu} \lambda_{k}(r)\right] \tag{3.31}
\end{equation*}
$$

where the $\bar{\lambda}_{k}(r)=1-\lambda_{k}(r)$ are the eigenvalues of $\overline{\mathbb{A}}=\mathbb{I}-\mathbb{A}$, one can extract the probability $P_{k}(r)=\operatorname{Prob}\left[N_{r}=k\right]$,

$$
\begin{equation*}
P_{k}(r)=\prod_{l=1}^{N} \bar{\lambda}_{l}(r) e_{k}\left(\frac{\lambda_{1}(r)}{\bar{\lambda}_{1}(r)}, \cdots, \frac{\lambda_{N}(r)}{\bar{\lambda}_{N}(r)}\right), \text { with } e_{k}\left(x_{1}, \cdots, x_{N}\right)=\sum_{1 \leqslant l_{1}<\cdots<l_{k} \leqslant N} \prod_{m=1}^{k} x_{l_{m}} \tag{3.32}
\end{equation*}
$$

the elementary symmetric polynomial of $N$ variables and degree $k$. Finally, using the definition of the cumulant generating function,

$$
\begin{equation*}
\chi_{r}(\mu)=\ln \left\langle e^{-\mu N_{r}}\right\rangle=\sum_{k=1}^{N} \ln \left[\bar{\lambda}_{k}(r)+e^{-\mu} \lambda_{k}(r)\right]=\sum_{p=1}^{\infty} \frac{(-\mu)^{p}}{p!}\left\langle N_{r}^{p}\right\rangle_{c}, \tag{3.33}
\end{equation*}
$$

one can extract after a few manipulations (see the supplementary material of Article 3 for details), the cumulants of arbitrary order $p$ as

$$
\begin{equation*}
\left\langle N_{r}^{p}\right\rangle_{c}=-\sum_{k=1}^{N} \operatorname{Li}_{1-p}\left(-\frac{\lambda_{k}(r)}{\bar{\lambda}_{k}(r)}\right)=(-1)^{p+1} \sum_{k=1}^{N} \operatorname{Li}_{1-p}\left(-\frac{\bar{\lambda}_{k}(r)}{\lambda_{k}(r)}\right), \tag{3.34}
\end{equation*}
$$

where $\operatorname{Li}_{s}(x)=\sum_{k=1}^{\infty} k^{-s} x^{k}$ is the polylogarithm function. Note that using $\bar{\lambda}_{k}(r)=$ $1-\lambda_{k}(r)$, one can show that $\left\langle N_{r}^{p}\right\rangle_{c}$ is a polynomial of degree $p$ in the variable $\lambda_{k}(r)$. In particular, one can easily extract the average number of fermions $\left\langle N_{r}\right\rangle$ and the number


Figure 3.9: Comparison between the rescaled variance $\operatorname{Var}\left(N_{r}\right) / \sqrt{2 N}$ for $N=200$ obtained by numerical simulation of $5.10^{4}$ complex Ginibre matrices (blue dots) and the exact analytical formula in Eq. (3.36) (in orange) plotted as a function of the rescaled radius $\zeta=r / \sqrt{N}$. The comparison shows a perfect agreement.
variance $\operatorname{Var}\left(N_{r}\right)$,

$$
\begin{align*}
& \left\langle N_{r}\right\rangle=\sum_{k=1}^{N} \frac{\gamma\left(k, r^{2}\right)}{\Gamma(k)}=\frac{\gamma\left(N+1, r^{2}\right)}{\Gamma(N)}+r^{2} \frac{\Gamma\left(k, r^{2}\right)}{\Gamma(k)},  \tag{3.35}\\
& \operatorname{Var}\left(N_{r}\right)=\sum_{k=1}^{N} \frac{\gamma\left(k, r^{2}\right) \Gamma\left(k, r^{2}\right)}{\Gamma(k)^{2}} . \tag{3.36}
\end{align*}
$$

In Fig. 3.9, we show a plot of the rescaled variance $\operatorname{Var}\left(N_{r}\right) / \sqrt{2 N}$ as a function of the rescaled radius $\zeta=r / \sqrt{N}$ and a comparison with numerical results obtained using the exact mapping to the complex Ginibre ensemble.

We emphasise that the expressions for the FCS inside the disk of radius $r$ in Eq. (3.32), its cumulants in Eq. (3.34) and the associated bipartite entanglement entropy in Eq. (3.29) are exact for any finite value of $N$ and $r$. We will now analyse the behaviour of the entanglement entropy and the full counting statistics in the large $N$ limit, separating our analysis in the different spatial regions represented in Fig. 3.7: (i) the deep bulk, i.e. $r=O(1)$, (ii) the extended bulk, i.e. $0<\zeta=r / \sqrt{N}<1$ and (iii) the edge regime, i.e. $s=\sqrt{2}(r-\sqrt{N})=O(1)$.

### 3.2.2 Results in the large $N$ limit

## Results in the deep bulk

In the deep bulk, taking the limit $N \rightarrow \infty$ while keeping $r=O(1)$, one can express the entanglement entropy as an infinite sum

$$
\begin{equation*}
S_{q}(N, r) \approx S_{q}^{\mathrm{b}}(r)=\frac{1}{1-q} \sum_{k=1}^{\infty} \ln \left[\left(\frac{\Gamma\left(k, r^{2}\right)}{\Gamma(k)}\right)^{q}+\left(\frac{\gamma\left(k, r^{2}\right)}{\Gamma(k)}\right)^{q}\right] \tag{3.37}
\end{equation*}
$$
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Introducing the asymptotic expansion of the eigenvalues $\lambda_{k}(r)$ of the overlap matrix,

$$
\lambda_{k}(r)=\frac{\gamma\left(k, r^{2}\right)}{\Gamma(k)} \approx \begin{cases}r^{2} & , r \rightarrow 0  \tag{3.38}\\ \frac{1}{2} \operatorname{erfc}\left(\frac{k-r^{2}}{\sqrt{2} r}\right) & , r \rightarrow \infty\end{cases}
$$

we obtain the asymptotic behaviours of the entanglement entropy

$$
S_{q}^{\mathrm{b}}(r) \rightarrow\left\{\begin{array} { l l } 
{ \frac { q } { q - 1 } r ^ { 2 } } & { , r \rightarrow 0 }  \tag{3.39}\\
{ \frac { \alpha _ { q } r } { \sqrt { \pi } } } & { , r \rightarrow \infty , }
\end{array} , q > 1 \text { and } S _ { 1 } ^ { \mathrm { b } } ( r ) \rightarrow \left\{\begin{array}{ll}
-2 r^{2} \ln r & , r \rightarrow 0 \\
\frac{\alpha_{1} r}{\sqrt{\pi}} & , r \rightarrow \infty
\end{array}\right.\right.
$$

where $\alpha_{q}$ is obtained after inserting in Eq. (3.37) the asymptotic behaviour of $\lambda_{k}(r)$ for $r \rightarrow \infty$ in the second line of Eq. (3.38) and reads

$$
\begin{equation*}
\alpha_{q}=\sqrt{2 \pi} \int_{-\infty}^{\infty} \frac{d s}{1-q} \ln \left[\frac{1}{2^{q}} \operatorname{erfc}(s)^{q}+\frac{1}{2^{q}} \operatorname{erfc}(-s)^{q}\right] \tag{3.40}
\end{equation*}
$$

Furthermore, the cumulants of arbitrary order $p$ are given by

$$
\begin{equation*}
\left\langle N_{r}^{p}\right\rangle_{c} \approx \mathcal{K}_{p}^{\mathrm{b}}(r)=-\sum_{k=1}^{\infty} \operatorname{Li}_{1-p}\left(-\frac{\gamma\left(k, r^{2}\right)}{\Gamma\left(k, r^{2}\right)}\right) \tag{3.41}
\end{equation*}
$$

Note that $\mathcal{K}_{1}^{\mathrm{b}}(r)=r^{2}$ for all values of $r$. Extracting the asymptotic behaviours of these cumulants, one obtains

$$
\mathcal{K}_{p}^{\mathrm{b}}(r) \approx\left\{\begin{array}{ll}
r^{2} & , r \rightarrow 0,  \tag{3.42}\\
\sqrt{2} r \kappa_{p} & , r \rightarrow \infty
\end{array}, p \geqslant 2\right.
$$

where the coefficient $\kappa_{p}$ is obtained following the same method as for $\alpha_{q}$. One can show that it is zero for odd values of $p$ while for even values of $p$, it reads

$$
\begin{equation*}
\kappa_{p}=-\int_{-\infty}^{\infty} d x \operatorname{Li}_{1-p}\left(-\frac{\operatorname{erfc}(-x)}{\operatorname{erfc}(x)}\right) . \tag{3.43}
\end{equation*}
$$

In particular, one can show that $\kappa_{2}=(2 \pi)^{-1 / 2}$. Note that the cumulants for $p=1,2$ were obtained in [171]. All the cumulants of order $p>1$ and the entropy are proportional to each other in the two asymptotic regimes $r \rightarrow 0$ and $r \rightarrow \infty$ but this is not the case for $r=O(1)$. We now detail the analysis starting by the limit $r \rightarrow 0$.

In the small $r$ limit all the cumulants are identical and one can then show that $N_{r}$ is Poisson distributed

$$
\begin{equation*}
P_{k}(r) \approx \frac{r^{2 k}}{k!} e^{-r^{2}}, \quad r \rightarrow 0 \tag{3.44}
\end{equation*}
$$

It is indeed a rare event to find a fermion in the disk of $r$ when the radius becomes small in comparison to the typical inter-particle distance in the deep bulk which is $O(1)$, hence
it is not surprising to recover a Poisson distribution. If $N_{\mathcal{D}}$ is Poisson distributed with intensity $\lambda$, the behaviour of the associated entanglement entropy is given by [100]

$$
\begin{equation*}
S_{q}(\mathcal{D})=\frac{q}{q-1} \lambda, q>1 \text { and } S_{1}(\mathcal{D})=-\lambda \ln \lambda, \tag{3.45}
\end{equation*}
$$

hence the result for $r \rightarrow 0$ in Eq. (3.39).
In the large $r$ limit, using the large $r$ asymptotic behaviour of the cumulants in Eq. (3.42), one can show that the rescaled variable

$$
\begin{equation*}
n_{r}=\frac{N_{r}-\left\langle N_{r}\right\rangle}{\sqrt{\operatorname{Var}\left(N_{r}\right)}} \approx \frac{\pi^{\frac{1}{4}}\left(N_{r}-r^{2}\right)}{\sqrt{r}}, r \rightarrow \infty \tag{3.46}
\end{equation*}
$$

has a normal distribution $\mathcal{N}(0,1)$ corresponding to the central limit theorem [171,175]. Indeed, after this rescaling, the cumulants of order $p \geqslant 3$ will be of order $O\left(r^{(2-p) / 2}\right)$ and will therefore vanish in the limit $r \rightarrow \infty$. Furthermore, using the connection between this problem and the complex Ginibre ensemble, the atypical fluctuations of $N_{r}$ can be characterised [171]. In the limit $r \rightarrow \infty$, they follow a large deviation principle

$$
\begin{equation*}
P_{k}(r) \approx \exp \left(-r^{4} \Phi_{\mathrm{b}}\left(\frac{k-\left\langle N_{r}\right\rangle}{r^{2}}\right)\right), r \rightarrow \infty \tag{3.47}
\end{equation*}
$$

where the large deviation rate function reads

$$
\begin{equation*}
\Phi_{\mathrm{b}}(a)=\frac{1}{4}\left|2(1+a)^{2} \ln (1+a)-a(3 a+2)\right| . \tag{3.48}
\end{equation*}
$$

In particular $\Phi_{\mathrm{b}}(a) \approx|a|^{3} / 6$ as $a \rightarrow 0$, which does not match with the Gaussian profile of the PDF in the typical regime of fluctuations.

In this case, we now show that there is an intermediate deviation regime for the fluctuations of $N_{r}$. It can be obtained by first computing the centred cumulant generating function

$$
\begin{equation*}
\tilde{\chi}_{r}(\mu)=\chi_{r}(\mu)+\mu\left\langle N_{r}\right\rangle=\ln \left\langle e^{-\mu N_{r}}\right\rangle+\mu\left\langle N_{r}\right\rangle \approx \sqrt{2} r \chi(\mu), \quad r \rightarrow \infty, \tag{3.49}
\end{equation*}
$$

where the scaling function $\chi(\mu)$ reads

$$
\begin{equation*}
\chi(\mu)=\int_{0}^{\infty} d s \ln \left[1+\sinh \left(\frac{\mu}{2}\right)^{2} \operatorname{erfc}(s) \operatorname{erfc}(-s)\right] \tag{3.50}
\end{equation*}
$$

This scaling function is an even function of $\mu$ and has the asymptotic behaviours

$$
\chi(\mu) \approx \begin{cases}\frac{\mu^{2}}{2 \sqrt{2 \pi}} & , \quad \mu \rightarrow 0  \tag{3.51}\\ \frac{2}{3}|\mu|^{3 / 2} & , \quad \mu \rightarrow \pm \infty\end{cases}
$$

The PDF is then obtained in the intermediate regime $x=\left(k-\left\langle N_{r}\right\rangle\right) /(\sqrt{2} r)=O(1)$ from this result by inverse Laplace transform

$$
\begin{equation*}
P_{k}(r)=\int_{\mathcal{C}} \frac{d \mu}{2 i \pi} e^{\sqrt{2} r \mu x+\mu\left\langle N_{r}\right\rangle}\left\langle e^{-\mu N_{r}}\right\rangle \approx \int_{\mathcal{C}} \frac{d \mu}{2 i \pi} e^{\sqrt{2} r(\mu x+\chi(\mu))} \tag{3.52}
\end{equation*}
$$
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Figure 3.10: Intermediate deviation function $\varphi(x)$ as a function of $x$. This function is quadratic for small values of $x$ and cubic for large $x$ as seen in Eq. (3.55), allowing respectively a smooth matching with the central Gaussian regime and the small $a$ cubic behaviour of the large deviation function $\Phi_{\mathrm{b}}(a)$ in Eq. (3.48).
where $\mathcal{C}$ is the Bromwich contour. Evaluating the integral by a saddle-point approximation, one obtains the scaling form

$$
\begin{equation*}
P_{k}(r) \approx \exp \left(-\sqrt{2} r \varphi\left(\frac{k-\left\langle N_{r}\right\rangle}{\sqrt{2} r}\right)\right), r \rightarrow \infty \tag{3.53}
\end{equation*}
$$

where the scaling function $\varphi(x)$ reads

$$
\begin{equation*}
\varphi(x)=-\min _{\mu \in \mathbb{R}}[x \mu+\chi(\mu)] . \tag{3.54}
\end{equation*}
$$

This expression is slightly formal but can be plotted quite simply as seen in Fig. 3.10. Furthermore, the asymptotic behaviours of $\varphi(x)$ can be extracted using Eq. (3.51) and read

$$
\varphi(x) \approx \begin{cases}\sqrt{\frac{\pi}{2}} x^{2} & , x \rightarrow 0  \tag{3.55}\\ \frac{1}{3}|x|^{3} & , x \rightarrow \infty\end{cases}
$$

On the one hand, inserting $x=\left(k-r^{2}\right) /(\sqrt{2} r) \ll 1$ in the first line of Eq. (3.55), one shows that it smoothly matches with the Gaussian typical regime

$$
\begin{equation*}
\sqrt{2} r \varphi\left(\frac{k-\left\langle N_{r}\right\rangle}{\sqrt{2} r}\right) \approx \sqrt{\pi}\left(\frac{k-\left\langle N_{r}\right\rangle}{\sqrt{2} r}\right)^{2}=\frac{1}{2}\left(\frac{\pi^{\frac{1}{4}}\left(k-r^{2}\right)}{\sqrt{r}}\right)^{2} . \tag{3.56}
\end{equation*}
$$

On the other hand, inserting $x=\left(k-r^{2}\right) /(\sqrt{2} r) \gg 1$ in the second line of Eq. (3.55), one shows that it matches smoothly with the small $a=\left(k-r^{2}\right) / r^{2}$ behaviour of the rate function $r^{4} \Phi_{\mathrm{b}}(a)$,

$$
\begin{equation*}
\sqrt{2} r \varphi\left(\frac{k-\left\langle N_{r}\right\rangle}{\sqrt{2} r}\right) \approx \frac{\sqrt{2} r}{3}\left|\frac{k-\left\langle N_{r}\right\rangle}{\sqrt{2} r}\right|^{3}=\frac{r^{4}}{6}\left|\frac{k-r^{2}}{r^{2}}\right|^{3} \tag{3.57}
\end{equation*}
$$



Figure 3.11: Sketch of the regimes of typical (blue), intermediate (red) and large fluctuations (green) for the probability $\operatorname{Prob}\left[N_{r}=k\right]$ of the number $N_{r}$ of fermions in the disk of radius $r \gg 1$ in the limit $N \rightarrow \infty$ (see summary in Eq. (3.58)). Note that the distribution is symmetric around $\left\langle N_{r}\right\rangle=r^{2}$ and we represented only the part $k \geqslant\left\langle N_{r}\right\rangle$.

One can then summarise the fluctuations of $N_{r}$ in this deep bulk and in the asymptotic regime $r \rightarrow \infty$ as (see also Fig. 3.11)

$$
\operatorname{Prob}\left[N_{r}=k\right] \approx \begin{cases}\frac{1}{\sqrt{2 \sqrt{\pi} r}} \exp \left(-\frac{\sqrt{\pi}}{2}\left(\frac{k-r^{2}}{\sqrt{r}}\right)^{2}\right) & ,\left|k-r^{2}\right|=O(\sqrt{r}),  \tag{3.58}\\ e^{-\sqrt{2} r \varphi\left(\frac{k-r^{2}}{\sqrt{2} r}\right)} & ,\left|k-r^{2}\right|=O(r) \\ e^{-r^{4} \Phi_{\mathrm{b}}\left(\frac{k-r^{2}}{r^{2}}\right)} & ,\left|k-r^{2}\right|=O\left(r^{2}\right)\end{cases}
$$

In the deep bulk, we are thus able to characterise in details the statistics of the number $N_{r}$ of fermions in the domain $\mathcal{D}_{r}=\{|z| \leqslant r\}$ in the two asymptotic limits $r \rightarrow 0$, where the typical fluctuations are Poissonian and $r \rightarrow \infty$ where the typical fluctuations are Gaussian, but the atypical fluctuations are non-trivial. In these two asymptotic regimes, the measurement of the cumulants allows to extract the exact form of the entanglement entropy. We will now consider the behaviour of the entropy and of the FCS in the extended bulk regime (c.f. (ii) in Fig. 3.7).

## Results in the extended bulk

In the extended bulk, for $0<\zeta=\frac{|z|}{\sqrt{N}}<1$, the results are similar as those obtained in the limit $r \rightarrow \infty$ of the deep bulk regime. In the large $N$ limit, the eigenvalues of the overlap matrix $\lambda_{k}(r)$ take the scaling form

$$
\begin{equation*}
\lambda_{k}(r) \approx \frac{1}{2} \operatorname{erfc}\left(\frac{k-N \zeta^{2}}{\sqrt{2 N} \zeta}\right) \tag{3.59}
\end{equation*}
$$
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which matches smoothly with the limit $r \rightarrow \infty$ of the deep bulk result in the second line of Eq. (3.38).

One can show that in this regime all the even cumulants are of the same order $\sim \sqrt{N}$ and grow linearly, while the odd cumulants of order $p>1$ vanish at order $O(\sqrt{N})$,

$$
\begin{equation*}
\left\langle N_{r}\right\rangle \approx N \zeta^{2}, \text { and }\left\langle N_{r}^{p}\right\rangle_{c} \approx \sqrt{2 N} \zeta \kappa_{p}, p \geqslant 2 \tag{3.60}
\end{equation*}
$$

where $\kappa_{p}$ is given in Eq. (3.43). Inserting this behaviour in Eq. (3.25), we obtain a linear growth of the entropy. One can indeed obtain in this regime the result for the entanglement entropy

$$
\begin{equation*}
S_{q}(N, r) \approx \sqrt{\frac{N}{\pi}} \alpha_{q} \zeta, \quad N \rightarrow \infty \tag{3.61}
\end{equation*}
$$

where $\alpha_{q}$ is given in Eq. (3.40).
Finally, using the results for the cumulants we recover in this regime the three scales of fluctuations of $N_{r}$, summarised as (see also Fig. 3.12)

$$
\operatorname{Prob}\left[N_{r}=k\right] \approx \begin{cases}\frac{1}{\sqrt{2 \sqrt{N \pi} \zeta}} \exp \left(-\frac{\sqrt{\pi}}{2}\left(\frac{k-N \zeta^{2}}{\sqrt{N \zeta}}\right)^{2}\right) & ,\left|k-N \zeta^{2}\right|=O\left(N^{1 / 4}\right),  \tag{3.62}\\ e^{-\sqrt{2 N} \zeta \varphi\left(\frac{k-N \zeta^{2}}{\sqrt{2 N \zeta}}\right)} & ,\left|k-N \zeta^{2}\right|=O(\sqrt{N}), \\ e^{-N^{2} \Phi_{\zeta}\left(\frac{k-N \zeta^{2}}{N}\right)} & ,\left|k-N \zeta^{2}\right|=O(N),\end{cases}
$$

where the functions $\varphi(x)$ is given in Eq. (3.54) (with $\chi(\mu)$ given in Eq. (3.50)) while $\Phi_{\zeta}(y)$ was also computed in this regime and reads [209]

$$
\begin{equation*}
\Phi_{\zeta}(y)=\zeta^{4} \Phi_{\mathrm{b}}\left(\frac{y}{\zeta^{2}}\right)=\frac{1}{4}\left|2\left(\zeta^{2}+y\right)^{2} \ln \left(1+\frac{y}{\zeta^{2}}\right)-y\left(3 y+2 \zeta^{2}\right)\right| . \tag{3.63}
\end{equation*}
$$

In the extended bulk of the Fermi gas, we are then able to characterise in details the statistics of the number of fermions and additionally to obtain from these fluctuations the behaviour of the bipartite entanglement entropy. Note that the cumulants were recently obtained in the analogous regime of extended bulk for a more general domain (compact Kähler manifold) in the context of quantum Hall states [46]. We now consider the behaviour close to the edge of the density (c.f. (iii) in Fig. 3.7).

## Results at the edge

Close to the edge, for $s=\sqrt{2}(r-\sqrt{N})=O(1)$, we can still use the asymptotic approximation

$$
\begin{equation*}
\lambda_{k}(r) \approx \frac{1}{2} \operatorname{erfc}\left(\frac{k-r^{2}}{\sqrt{2} r}\right) \approx \frac{1}{2} \operatorname{erfc}\left(\frac{k-N}{\sqrt{2 N}}-s\right) . \tag{3.64}
\end{equation*}
$$



Figure 3.12: Sketch of the regimes of typical (blue), intermediate (red) and large fluctuations (green) for the probability $\operatorname{Prob}\left[N_{r}=k\right]$ of the number $N_{r}$ of fermions in the disk of radius $r=\sqrt{N} \zeta$ in the limit $N \rightarrow \infty$ (see summary in Eq. (3.62)). Note that the distribution is symmetric around $\left\langle N_{r}\right\rangle=r^{2}$ and we represented only the part $k \geqslant\left\langle N_{r}\right\rangle$.

For $|k-N| \gg \sqrt{N}$, the eigenvalues of the overlap matrix $\lambda_{k}(r) \rightarrow 1$. This can be understood recalling that

$$
\begin{equation*}
\lambda_{k}(r)=\mathbb{A}_{k k}=\int_{|z| \leqslant r} d^{2} z\left|\psi_{k-1}(z)\right|^{2} . \tag{3.65}
\end{equation*}
$$

In this regime, the typical length scale of the wave-functions $\psi_{k-1}(z)$ in Eq. (3.10) is $\sim \sqrt{k}$ and becomes small in comparison to the typical scale $r \sim \sqrt{N}$ of the domain over which we integrate. In the regime $x=(N-k) / \sqrt{2 N}$, the eigenvalues are non-trivial and give the leading contributions to the fluctuations.

We first consider the behaviour of the full counting statistics. Close to the edge, one can compute exactly the statistics of the number of fermions outside of the disk of radius $r$, i.e. $\overline{N_{r}}=N-N_{r}$. Inserting Eq. (3.64) in the finite $N$ equation for the cumulants in Eq. (3.41) and replacing the discrete sum over $k$ by an integral over $x=(k-N) / \sqrt{2 N}$, one obtains that all the cumulants of $\overline{N_{r}}$ are of the same order

$$
\begin{equation*}
\left\langle{\overline{N_{r}}}^{p}\right\rangle_{c}=N \delta_{p, 1}+(-1)^{p}\left\langle N_{r}^{p}\right\rangle_{c} \approx \sqrt{2 N} \overline{\mathcal{K}}_{p}^{\mathrm{e}}(\sqrt{2}(r-\sqrt{N})), \quad p \geqslant 1, \tag{3.66}
\end{equation*}
$$

where the scaling function $\overline{\mathcal{K}}_{p}^{\mathrm{e}}(s)$ reads

$$
\begin{equation*}
\overline{\mathcal{K}}_{p}^{\mathrm{e}}(s)=-\int_{s}^{\infty} d x \operatorname{Li}_{1-p}\left(-\frac{\operatorname{erfc}(x)}{\operatorname{erfc}(-x)}\right) \tag{3.67}
\end{equation*}
$$

This scaling function can be computed explicitly for $p=1,2$. Computing the asymptotic behaviours of these cumulant scaling functions, one obtains

$$
\overline{\mathcal{K}}_{p}^{\mathrm{e}}(s) \approx\left\{\begin{array} { l l } 
{ \kappa _ { p } } & { , s \rightarrow - \infty }  \tag{3.68}\\
{ \frac { e ^ { - s ^ { 2 } } } { 4 \sqrt { \pi } s ^ { 2 } } } & { , \quad s \rightarrow + \infty }
\end{array} , p > 1 \text { and } \overline { \mathcal { K } } _ { 1 } ^ { \mathrm { e } } ( s ) \approx \left\{\begin{array}{ll}
|s| & , s \rightarrow-\infty \\
\frac{e^{-s^{2}}}{4 \sqrt{\pi} s^{2}} & , s \rightarrow+\infty
\end{array}\right.\right.
$$
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In the asymptotic regime $s \rightarrow-\infty$ the cumulants $\left\langle N_{r}^{p}\right\rangle_{c}=\left\langle{\overline{N_{r}}}^{p}\right\rangle_{c}$ of even order $p$, match smoothly with the result in Eq. (3.60) for the cumulants of order $p>1$ of $N_{r}$ in the extended bulk. Note that for the average value of $\overline{N_{r}}$, inserting $r=\sqrt{N}+s / \sqrt{2}$ in the extended bulk result for the mean value of $\overline{N_{r}}$, it yields

$$
\begin{equation*}
\left\langle\overline{N_{r}}\right\rangle=N-\left\langle N_{r}\right\rangle \approx N-(\sqrt{N}+s / \sqrt{2})^{2} \approx-\sqrt{2 N} s, \tag{3.69}
\end{equation*}
$$

which matches exactly with the $s \rightarrow-\infty$ behaviour of $\overline{\mathcal{K}}_{1}^{\mathrm{e}}(s)$ in the first line of Eq. (3.68). These results match exactly the extended bulk result for the statistics of $N_{r}$ and one recovers three regimes of fluctuations for $N_{r}$ at the edge by taking $\zeta=1$ in Eq. (3.62).

Furthermore, in the regime $s \rightarrow+\infty$, all the cumulants become identical as seen in the second line of Eq. (3.68) and one obtains a Poisson distribution for $\overline{N_{r}}$, i.e.

$$
\begin{equation*}
\overline{P_{k}}(r)=\operatorname{Prob}\left[\overline{N_{r}}=k\right] \approx \frac{1}{k!}\left(\frac{e^{-s^{2}}}{4 \sqrt{\pi} s^{2}}\right)^{k} \exp \left(-\frac{e^{-s^{2}}}{4 \sqrt{\pi} s^{2}}\right), s=\sqrt{2}(r-\sqrt{N}) \rightarrow+\infty . \tag{3.70}
\end{equation*}
$$

Note that the regime $s=O(1)$ can be studied exactly by analysing the cumulant generating function $\overline{\chi_{r}}(\mu)=\ln \left\langle e^{-\mu \overline{N_{r}}}\right\rangle=\chi_{r}(-\mu)-\mu N$. In this regime, it can be obtained exactly and reads

$$
\begin{equation*}
\overline{\chi_{r}}(\mu)=\chi_{r}(-\mu)-\mu N \approx \sqrt{2 N} \Xi(\mu, \sqrt{2}(r-\sqrt{N})) \tag{3.71}
\end{equation*}
$$

where the scaling function $\Xi(\mu, s)$ is given by

$$
\begin{equation*}
\Xi(\mu, s)=\int_{s}^{\infty} d x \ln \left[\frac{e^{-\mu}}{2} \operatorname{erfc}(x)+\frac{1}{2} \operatorname{erfc}(-x)\right] . \tag{3.72}
\end{equation*}
$$

We now analyse the behaviour of the entanglement entropy.
For the entanglement entropy, inserting Eq. (3.64) in the finite $N$ equation (3.29) and replacing the discrete sum over $k$ by an integral over $x=(k-N) / \sqrt{2 N}$, one obtains

$$
\begin{equation*}
S_{q}(N, r) \approx \sqrt{2 N} S_{q}^{e}(\sqrt{2}(r-\sqrt{N})) \tag{3.73}
\end{equation*}
$$

where the scaling function $S_{q}^{\mathrm{e}}(s)$ reads

$$
\begin{equation*}
S_{q}^{e}(s)=\int_{s}^{\infty} \frac{d s}{1-q} \ln \left[\frac{1}{2^{q}} \operatorname{erfc}(s)^{q}+\frac{1}{2^{q}} \operatorname{erfc}(-s)^{q}\right] \tag{3.74}
\end{equation*}
$$

Note that in the limit $s \rightarrow-\infty$, it is then trivial to obtain $S_{q}^{e}(s) \rightarrow \alpha_{q} / \sqrt{2 \pi}$, where $\alpha_{q}$ is given in Eq. (3.40), therefore smoothly matching the extended bulk result. In the limit $s \rightarrow+\infty$, one can show that the scaling function reads

$$
\begin{equation*}
S_{q}^{\mathrm{e}}(s) \approx \frac{q}{q-1} \frac{e^{-s^{2}}}{4 \sqrt{\pi} s^{2}}, q>1 \text { and } S_{1}^{\mathrm{e}}(s) \approx \frac{e^{-s^{2}}}{4 \sqrt{\pi}} \tag{3.75}
\end{equation*}
$$

In particular, for $s \rightarrow+\infty$, we recover the form of the entanglement entropy characteristic of a Poisson distribution [100]. This scaling function is plotted in Fig. 3.13 for


Figure 3.13: Plot of the scaling function $S_{q}^{e}(s)$ given in Eq. (3.74) as a function of $s$ for $q=2,4$ respectively in blue and orange.
$q=2$ and $q=4$. As expected, the entanglement entropy vanishes abruptly at the edge of the density. Note that close to the edge the scaling function for the cumulants in Eq. (3.67) (and in particular the variance) is not proportional to the scaling function for the entanglement entropy in Eq. (3.74), as the latter is a sum over all the contributions of all cumulants (which are all of the same order).

This result closes this section on the full counting statistics and the entanglement entropy. To summarise our findings, we have computed exactly for any finite value of $N$ the entanglement entropy and FCS of a gas of trapped fermions for a disk of radius $r$ around the centre of the trap. In the large $N$ limit, we have shown that the variance number $\operatorname{Var}\left(N_{r}\right)$ and entanglement entropy are proportional to each other in the extended bulk $0<r / \sqrt{N}<1$, with a proportionality factor $\alpha_{q}$ computed exactly in Eq. (3.40). This could prove useful to measure in a simple manner the entanglement entropy. However, this proportionality does not hold at the edge of the density.

We will now highlight a connection between this problem of trapped fermions and the two-dimensional one-component plasma ( $2 d$ OCP), which is a gas of charged particles trapped in a potential $v(|z|)$.

### 3.3 Two-dimensional one-component plasma

In this section, we show that the problem of non-interacting fermions in a rotating harmonic trap can be mapped exactly onto a different problem of classical statistical mechanics: the two-dimensional one-component plasma. In the model of the twodimensional one-component plasma ( $2 d$ OCP), classical particles of same charge are confined by a potential. The joint probability of the complex positions $z_{k}=x_{k}+\mathrm{i} y_{k}$ of these charged particles in the confining potential $N V(z) / 2$ at equilibrium at inverse temperature $\beta$ reads [51]

$$
\begin{equation*}
P_{\mathrm{joint}}^{\mathrm{OCP}}\left(z_{1}, \cdots, z_{N}\right)=\frac{1}{Z_{N}^{\mathrm{OCP}}(\beta)} \prod_{i<j}\left|z_{i}-z_{j}\right|^{\beta} \prod_{k=1}^{N} e^{-\frac{N \beta}{2} V\left(z_{k}\right)} . \tag{3.76}
\end{equation*}
$$
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Setting $\beta=2$ and $V(z)=|z|^{2}$ we recover the joint PDF of the eigenvalues in the complex Ginibre ensemble in Eq. (3.15) and therefore after the change of variable $z \rightarrow z / \sqrt{N}$ the joint PDF of the fermions in Eq. (3.12). For $\beta=2 m$ with $m \in \mathbb{N}_{+}$and $V(z)=|z|^{2}$, this joint probability corresponds to a Laughlin state which has applications in condensed matter and especially for the quantum hall effects [47]. Finally, we mention that setting $\beta=1$ or $\beta=4$, this joint PDF does not match the real and symplectic Ginibre ensembles, whose joint PDF of eigenvalues are more involved [58, 174]. This two-dimensional Coulomb system has been studied in details both in the mathematics and physics community $[127,203,204]$ (see $[51,52,170]$ for reviews on the subject). Note that there is no known connection between the model of plasma trapped by the potential $V(z)$ and the model of fermions in this same trapping potential, the case of the harmonic trapping $V(z)=|z|^{2}$ being an exception.

At the specific value of the inverse temperature $\beta=2$, the positions of the charges form a determinantal point process and the problem becomes exactly solvable. We can therefore generalise, though in a different context, the problem considered in the last section and obtain for a symmetric potential $V(z)=v(|z|)$ the full counting statistics of the charges, defined as

$$
\begin{equation*}
N_{r}=\sum_{k=1}^{N} \Theta\left(r-\left|z_{k}\right|\right) . \tag{3.77}
\end{equation*}
$$

Note that the entanglement entropy could also be extended to this case, but for this classical system it does not refer to any physical property. Let us first characterise this system by computing the average density in the case of a rotationally symmetric potential $V(z)=v(|z|)$ that grows at infinity as $v(r) \gg 2 \ln r$. To obtain this density, we use the method of the Coulomb gas.

## Two-dimensional Coulomb gas

The equilibrium density can be obtained by first introducing the empirical density

$$
\begin{equation*}
\hat{\rho}(z)=\frac{1}{N} \sum_{k=1}^{N} \delta\left(z-z_{k}\right), \tag{3.78}
\end{equation*}
$$

and rewriting the energy of the Coulomb gas as

$$
\begin{align*}
E_{N}\left(z_{1}, \cdots, z_{N}\right) & =\frac{1}{N} \sum_{k=1}^{N} v\left(\left|z_{k}\right|\right)-\frac{2}{N^{2}} \sum_{i<j} \ln \left|z_{i}-z_{j}\right| \\
& =\int d^{2} z \hat{\rho}(z) v(|z|)-\iint d^{2} z_{1} d^{2} z_{2} \hat{\rho}\left(z_{1}\right) \hat{\rho}\left(z_{2}\right) \ln \left|z_{1}-z_{2}\right| \tag{3.79}
\end{align*}
$$

In the large $N$ limit, one can replace the distribution $\hat{\rho}(z)$ by a continuous function $\rho(z)$ and the energy by a functional of this density

$$
\begin{equation*}
S[\rho]=\int d^{2} z \rho(z) v(|z|)-\iint d^{2} z_{1} d^{2} z_{2} \rho\left(z_{1}\right) \rho\left(z_{2}\right) \ln \left|z_{1}-z_{2}\right| . \tag{3.80}
\end{equation*}
$$

The equilibrium density $\rho_{\mathrm{eq}}(z)$ is the density that minimises this energy functional, under the constraint that it is normalised, and is therefore solution of the equation

$$
\begin{equation*}
\left.\frac{\delta S}{\delta \rho}\right|_{\rho_{\mathrm{eq}}(z)}=v(|z|)-2 \int d^{2} z_{1} \rho_{\mathrm{eq}}\left(z_{1}\right) \ln \left|z-z_{1}\right|=0 . \tag{3.81}
\end{equation*}
$$

Note that this equation is only valid on the support of $\rho_{\mathrm{eq}}(z)$. In particular, for a potential $v(|z|) \gg 2 \ln |z|$ as $|z| \rightarrow \infty$, Eq. (3.81) cannot hold in the large $|z|$ limit and the density must have a finite edge $r_{\mathrm{e}}$. On the contrary, if $v(|z|) \sim 2 \ln |z|$ as $|z| \rightarrow \infty$, the density will extend to the whole complex plane. The equation (3.81) can be solved quite simply in this case using that the function $G(z)=\ln |z|$ is the Green's function of the two-dimensional Laplace operator

$$
\begin{equation*}
\Delta G(z)=\delta(z), \text { with } \Delta=\frac{1}{r} \partial_{r}\left(r \partial_{r}\right)+\frac{1}{r^{2}} \partial_{\theta}^{2} . \tag{3.82}
\end{equation*}
$$

Applying the Laplace operator to Eq. (3.81), we obtain the value of the density

$$
\begin{equation*}
\rho_{\mathrm{eq}}(z)=\frac{1}{4 \pi|z|} \partial_{r}\left[r v^{\prime}(r)\right]_{r=|z|}, \quad r \leqslant r_{\mathrm{e}} . \tag{3.83}
\end{equation*}
$$

This density has a finite edge $r_{\mathrm{e}}$ which is obtained using the normalisation of the probability

$$
\begin{equation*}
\int_{|z| \leqslant r_{\mathrm{e}}} d^{2} z \rho_{\mathrm{eq}}(z)=\frac{r_{\mathrm{e}} v^{\prime}\left(r_{\mathrm{e}}\right)}{2}=1 . \tag{3.84}
\end{equation*}
$$

Note that for $v(r)=r^{2}$, which coincides with the Ginibre ensemble, we recover the Girko's law with a uniform density $\rho_{\mathrm{eq}}(z)=\pi^{-1}$ and a finite edge for $r_{\mathrm{e}}=1$. For a general potential $v(r)$ such that $v(r) \gg 2 \ln r$, one can clearly identify a bulk regime for $r<r_{\mathrm{e}}$ and an edge regime for $\left|r-r_{\mathrm{e}}\right| \ll 1$, where the density vanishes abruptly. We will now see how to compute the full counting statistics for this general potential.

### 3.3.1 Full counting statistics of the $2 d$ OCP for $\beta=2$

For the specific inverse temperature $\beta=2$, the complex positions $z_{k}$ 's of the charged particles form a determinantal point process. In this case, we can first use the Vandermonde identity in Eq. (1.29) to rewrite the joint PDF as

$$
\begin{align*}
& P_{\text {joint }}^{\mathrm{OCP}}\left(z_{1}, \cdots, z_{N}\right)=\frac{1}{N!} \operatorname{det}_{1 \leqslant i, j \leqslant N} \phi_{i}\left(z_{j}\right) \operatorname{det}_{1 \leqslant k, l \leqslant N} \overline{\phi_{l}}\left(z_{k}\right),  \tag{3.85}\\
& \text { with } \phi_{l}(z)=\frac{z^{l-1}}{\sqrt{h}_{l}} e^{-\frac{N}{2} v(|z|)} \text { and } h_{l}=\int d^{2} z z^{2 l-2} e^{-N v(|z|)} .
\end{align*}
$$

Note the analogy between this form of the joint PDF and the first line of Eq. (3.12). Using this representation, one can now compute exactly the moment generating function of the number $N_{r}$ of charges inside the disk of radius $r$ by using the Cauchy-BinetAndréief formula in Eq. (1.16)

$$
\begin{align*}
\left\langle e^{-\mu N_{r}}\right\rangle= & \int d^{2} z_{1} \cdots \int d^{2} z_{N} e^{-\mu \sum_{k=1}^{N} \Theta\left(r-\left|z_{k}\right|\right)} P_{\mathrm{joint}}^{\mathrm{OCP}}\left(z_{1}, \cdots, z_{N}\right)  \tag{3.86}\\
& =\operatorname{det}_{1 \leqslant i, j \leqslant N}\left(\int d^{2} z e^{-\mu \Theta(r-|z|)} \bar{\phi}_{i}(z) \phi_{j}(z)\right) . \tag{3.87}
\end{align*}
$$

Using the rotational invariance of $v(|z|)$ together with $\int_{0}^{2 \pi} e^{\mathrm{i} \theta(k-l)} d \theta=2 \pi \delta_{k l}$, we can simplify this result to obtain

$$
\begin{equation*}
\left\langle e^{-\mu N_{r}}\right\rangle=\prod_{k=1}^{N}\left(1-\left(1-e^{-\mu}\right) q_{k}(r)\right) \text { with } q_{k}(r)=\frac{\int_{0}^{r} d u u^{2 k-1} e^{-N v(u)}}{\int_{0}^{\infty} d u u^{2 k-1} e^{-N v(u)}} . \tag{3.88}
\end{equation*}
$$
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Note finally that for $v(r)=r^{2}$, the connection is explicit with the case of fermions as $q_{k}(r)=\lambda_{k}(\sqrt{N} r)$ where $\lambda_{k}(r)$ is given in Eq. (3.28). We will now show that the centred cumulant generating function defined as

$$
\begin{equation*}
\tilde{\chi}_{r}(\mu)=\ln \left\langle e^{-\mu\left(N_{r}-\left\langle N_{r}\right\rangle\right)}\right\rangle=\sum_{k=1}^{N}\left(\ln \left[1+\left(e^{-\mu}-1\right) q_{k}(r)\right]+\mu q_{k}(r)\right) \tag{3.89}
\end{equation*}
$$

takes a universal scaling form.
In the large $N$ limit, the function $q_{k}(r)$ can be evaluated in the regime $x=\frac{k}{N}=O(1)$ using a saddle-point approximation as

$$
\begin{equation*}
q_{k}(r)=\frac{\int_{0}^{r} \frac{d u}{u} e^{-N \varphi_{x}(u)}}{\int_{0}^{\infty} \frac{d u}{u} e^{-N \varphi_{x}(u)}}, \text { with } \varphi_{x}(u)=v(u)-2 x \ln u . \tag{3.90}
\end{equation*}
$$

The rate function $\varphi_{x}(u)$ has a minimum $u^{*}(x)$ such that $u^{*}(x) v^{\prime}\left[u^{*}(x)\right]=2 x$. Note that for $x=1$, from Eq. (3.84) one recovers that $u^{*}(1)=r_{\mathrm{e}}$. Computing the second derivative of the rate function $\varphi_{x}(u)$, for $u=u^{*}(x)$, one obtains

$$
\begin{equation*}
\left.\partial_{u}^{2} \varphi_{x}(u)\right|_{u=u^{*}(x)}=v^{\prime \prime}\left[u^{*}(x)\right]+\frac{2 x}{u^{*}(x)^{2}}=v^{\prime \prime}\left[u^{*}(x)\right]+\frac{v^{\prime}\left[u^{*}(x)\right]}{u^{*}(x)}=\frac{\partial_{u}\left[u v^{\prime}(u)\right]_{u=u^{*}(x)}}{u^{*}(x)} \tag{3.91}
\end{equation*}
$$

where we used that $u^{*}(x) v^{\prime}\left[u^{*}(x)\right]=2 x$. It can then be expressed explicitly in terms of the equilibrium density $\rho_{\text {eq }}(z)$ in Eq. (3.83) as $\left.\partial_{u}^{2} \varphi_{x}(u)\right|_{u=u^{*}(x)}=4 \pi \rho_{\text {eq }}\left[u^{*}(x)\right]$. Inserting in Eq. (3.90), one finally obtains

$$
\begin{equation*}
q_{k=N x}(r) \approx \frac{\int_{0}^{r} d u e^{-\left.\frac{N}{2} \partial_{u}^{2} \varphi_{x}(u)\right|_{u=u^{*}(x)}\left(u-u^{*}(x)\right)^{2}}}{\int_{0}^{\infty} d u e^{-\left.\frac{N}{2} \partial_{u}^{2} \varphi_{x}(u)\right|_{u=u^{*}(x)}\left(u-u^{*}(x)\right)^{2}}} \approx \frac{1}{2} \operatorname{erfc}\left(\sqrt{2 \pi N \rho_{\mathrm{eq}}\left[u^{*}(x)\right]}\left(u^{*}(x)-r\right)\right) . \tag{3.92}
\end{equation*}
$$

In the bulk, i.e. for $r<r_{\mathrm{e}}=u^{*}(1)$, there exists a value $x_{r}=k_{r} / N$ such that $u^{*}\left(x_{r}\right)=r$. For values of $x=k / N$ close to $x_{r}$, one can use the Taylor series

$$
\begin{equation*}
u^{*}(x)-r=\partial_{x} u^{*}(x)\left(x-x_{r}\right)+O\left(x-x_{r}\right)^{2}=\frac{k-k_{r}}{2 \pi N r \rho_{\mathrm{eq}}(r)}+O\left(\frac{k-k_{r}}{N}\right)^{2} . \tag{3.93}
\end{equation*}
$$

Inserting (3.92) in Eq. (3.89) and replacing the discrete sum on $k$ by an integral over $u=\left(k-k_{r}\right) /\left(\sqrt{2 \pi N \rho_{\text {eq }}(r)} r\right)$, one finally obtains

$$
\begin{equation*}
\tilde{\chi}_{r}(\mu)=\ln \left\langle e^{-\mu\left(N_{r}-\left\langle N_{r}\right\rangle\right)}\right\rangle \approx \sqrt{2 \pi N \rho_{\mathrm{eq}}(r)} r \chi(\mu), N \rightarrow \infty, \tag{3.94}
\end{equation*}
$$

where the function $\chi(\mu)$ is given in Eq. (3.50). This cumulant generating function is therefore universal and holds for general confining potentials. Note that it also appeared in very different contexts for the fluctuations of current of non-interacting Brownian walkers [57] and the displacement of tagged particles [34,83,142]. This result implies in
particular that for any potential $v(r) \gg 2 \ln r$, the statistics of $N_{r}$ also has in the bulk (for $0<r<r_{\mathrm{e}}$ ) three regimes of fluctuations

$$
\operatorname{Prob}\left[N_{r}=k\right] \approx \begin{cases}\frac{1}{\sqrt{2 \pi \operatorname{Var}\left(N_{r}\right)}} \exp \left(-\frac{\left(N_{r}-\left\langle N_{r}\right\rangle\right)^{2}}{2 \operatorname{Var}\left(N_{r}\right)}\right) & ,\left|k-\left\langle N_{r}\right\rangle\right|=O\left(N^{1 / 4}\right),  \tag{3.95}\\ e^{-\sqrt{2 \pi N \rho_{\mathrm{eq}}(r)} r \varphi}\left(\frac{k-\left\langle N_{r}\right\rangle}{\sqrt{2 \pi N \rho_{\mathrm{eq}}(r)} r}\right) & ,\left|k-\left\langle N_{r}\right\rangle\right|=O(\sqrt{N}), \\ e^{-N^{2} \Lambda_{r}\left(\frac{k-\left\langle N_{r}\right\rangle}{N}\right)} & ,\left|k-\left\langle N_{r}\right\rangle\right|=O(N),\end{cases}
$$

where $\left\langle N_{r}\right\rangle=N r v^{\prime}(r) / 2, \operatorname{Var}\left(N_{r}\right) \approx \sqrt{2 N \rho_{\mathrm{eq}}(r)} r$ and where $\Lambda_{r}(x) \propto|x|^{3}$ as $x \rightarrow \infty$ as was obtained for fermions in the a rotating trap in Eq. (3.62) (see also Fig. 3.12).

We close this section by mentioning two extensions of this result:

- One might extend this computation to any linear statistics for the charges inside the disk

$$
\begin{equation*}
\mathcal{L}_{r}=\sum_{k=1}^{N} L\left(\left|z_{k}\right|\right) \Theta\left(r-\left|z_{k}\right|\right), \tag{3.96}
\end{equation*}
$$

where $L(r)$ is a smooth function. Note that the fluctuations of $\mathcal{L}_{r}$ are two-fold: the number $N_{r}$ of charges involved in the linear statistics and the exact locations $z_{k}$ 's of their positions. Using for instance $L(r)=r^{2}$, it corresponds to the moment of inertia, or in the context of fermions - corresponding to the choice of potential $v(r)=r^{2}$ - the potential energy of particles inside a disk of radius $r$. A similar type of truncated linear statistics was recently considered for Hermitian matrices $[187,188]$. In the case of the $2 d$ OCP, one can also compute exactly (at inverse temperature $\beta=2$ ), the moment generating function associated to this statistics which reads

$$
\begin{align*}
\left\langle e^{-\mu \mathcal{L}_{r}}\right\rangle & =\int d^{2} z_{1} \cdots \int d^{2} z_{N} e^{-\mu \sum_{k=1}^{N} L\left(\left|z_{k}\right|\right) \Theta\left(r-\left|z_{k}\right|\right)} P_{\text {joint }}^{\mathrm{OCP}}\left(z_{1}, \cdots, z_{N}\right)  \tag{3.97}\\
& =\prod_{k=1}^{N}\left(1-Q_{k, L}(r, \mu)\right) \text { with } Q_{k, L}(r, \mu)=\frac{\int_{0}^{r} d u\left(1-e^{-\mu L(u)}\right) u^{2 k-1} e^{-N v(u)}}{\int_{0}^{\infty} d u u^{2 k-1} e^{-N v(u)}},
\end{align*}
$$

where we used in the second line the Cauchy-Binet-Andréief formula (1.16). Evaluating $Q_{k, L}(r, \mu)$ for $x=k / N=O(1)$ with a saddle point approximation, which remains valid for $\mu=O(1)$, yields the simple relation

$$
\begin{equation*}
Q_{k=N x, L}(r, \mu) \approx\left(1-e^{-\mu L\left(u^{*}(x)\right)}\right) q_{k=N x}(r), u^{*}(x) v^{\prime}\left[u^{*}(x)\right]=2 x \tag{3.98}
\end{equation*}
$$

where $q_{k=N x}(r)$ is given in Eq. (3.92). This was the crucial point of our analysis and with this relation, everything follows through. One can then show that in the large $N$ limit, the cumulants of $\mathcal{L}_{r}$ are governed by the same centred cumulant generating function

$$
\begin{equation*}
\tilde{\chi}_{r, L}(\mu)=\ln \left\langle e^{-\mu\left(\mathcal{L}_{r}-\left\langle\mathcal{L}_{r}\right\rangle\right)}\right\rangle \approx \sqrt{2 \pi N \rho_{\mathrm{eq}}(r)} r \chi(\mu L(r)), \quad N \rightarrow \infty . \tag{3.99}
\end{equation*}
$$
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The result for the fluctuations of the FCS therefore extends for any linear statistics of the type of Eq. (3.96). It indicates that the fluctuations of the number $N_{r}$ of charges involved in the linear statistics are more prominent than the fluctuations of their positions. From this result, we expect for the fluctuations of any linear statistics $\mathcal{L}_{r}$ the same scenario as for $N_{r}$, with three regimes of fluctuations (c.f. Fig. 3.12): (i) a typical Gaussian regime for fluctuations of order $\left|\mathcal{L}_{r}-\left\langle\mathcal{L}_{r}\right\rangle\right|=$ $O\left(N^{1 / 4}\right)$, (ii) an intermediate deviation regime given by $\varphi(x)$ in Eq. (3.54) for fluctuations of order $\left|\mathcal{L}_{r}-\left\langle\mathcal{L}_{r}\right\rangle\right|=O\left(N^{1 / 2}\right)$ and (iii) a large deviation regime for fluctuation of order $\left|\mathcal{L}_{r}-\left\langle\mathcal{L}_{r}\right\rangle\right|=O(N)$, which vanishes cubically as $\mathcal{L}_{r} \rightarrow\left\langle\mathcal{L}_{r}\right\rangle$.

- We also mention that the full counting statistics can be obtained at the edge (and one should be able to extend it to any linear statistics of the form (3.96)). Considering now the fluctuations of $\overline{N_{r}}=N-N_{r}$ close to the edge, with a similar analysis one obtains the cumulant generating function

$$
\begin{equation*}
\overline{\chi_{r}}(\mu)=\ln \left\langle e^{-\mu \overline{N_{r}}}\right\rangle=\chi_{r}(-\mu)-\mu N=\sum_{k=1}^{N} \ln \left[e^{-\mu}\left(1-q_{k}(r)\right)+q_{k}(r)\right] \tag{3.100}
\end{equation*}
$$

For $s=\sqrt{2 N \pi \rho_{\mathrm{eq}}\left(r_{\mathrm{e}}\right)}\left(r-r_{\mathrm{e}}\right)$, and using the saddle-point approximation in Eq. (3.92), one can obtain by replacing the discrete sum on $k$ by an integral over $u=(N-k) /\left(\sqrt{2 \pi N \rho_{\text {eq }}\left(r_{\mathrm{e}}\right)} r_{\mathrm{e}}\right)$ the universal scaling form

$$
\begin{equation*}
\overline{\chi_{r}}(\mu)=\ln \left\langle e^{-\mu \overline{N_{r}}}\right\rangle \approx \sqrt{2 \pi N \rho_{\mathrm{eq}}\left(r_{\mathrm{e}}\right)} r_{\mathrm{e}} \Xi\left[\mu, \sqrt{2 N \pi \rho_{\mathrm{eq}}\left(r_{\mathrm{e}}\right)}\left(r-r_{\mathrm{e}}\right)\right], \tag{3.101}
\end{equation*}
$$

where $\Xi(\mu, s)$ is given in Eq. (3.72).
The results in Eqs. (3.94), (3.99), (3.101) together with the scaling functions in Eq. (3.50) and (3.72) are the main results of this section and we will now analyse their implications. In particular, we will see that one can use these results to come back to our initial motivation and study in detail the extreme value statistics of the strongly correlated positions of the charged particles.

### 3.3.2 Order statistics for the complex Ginibre ensemble

A direct application of our results on the full counting statistics concerns the order statistics of the gas. It is defined by ordering the radii

$$
\begin{equation*}
R_{1, N}=\max _{1 \leqslant i \leqslant N} r_{i} \geqslant R_{2, N} \geqslant \cdots \geqslant R_{N, N}=\min _{1 \leqslant i \leqslant N} r_{i} . \tag{3.102}
\end{equation*}
$$

These ordered maxima are naturally linked to the full counting statistics by the exact relation

$$
\begin{equation*}
\operatorname{Prob}\left[R_{k, N} \leqslant r\right]=\operatorname{Prob}\left[\overline{N_{r}} \leqslant k\right]=\sum_{l=0}^{k} \overline{P_{l}}(r), \tag{3.103}
\end{equation*}
$$

where $\overline{P_{k}}(r)=\operatorname{Prob}\left[\overline{N_{r}}=k\right]$. Indeed, if the particle with the $k^{\text {th }}$ largest radius satisfies $R_{k} \leqslant r$, it yields trivially that there are $k$ or less particles outside of the disk of
radius $r$. Using the results in Eq. (3.95) for the full counting statistics together with $\operatorname{Prob}\left[\overline{N_{r}} \leqslant k\right]=\operatorname{Prob}\left[\overline{N_{r}} \geqslant N-k\right]$, one can obtain the statistics of $R_{k, N}$ in the regime $N \rightarrow \infty$ with $\alpha=k / N=O(1)$. In particular, using the first line of Eq. (3.95), one can show that the typical fluctuations of $R_{k, N}$ are Gaussian. This result is at variance with the typical distribution of the maxima close to the global maximum, i.e. in the regime $N \rightarrow \infty$ with $k=O(1)$ fixed, where one obtains [137]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[R_{k, N}<1+a_{N}+s / b_{N}\right]=\frac{\Gamma\left(k, e^{-s}\right)}{\Gamma(k)} . \tag{3.104}
\end{equation*}
$$

This behaviour of the ordered maxima is identical to the behaviour obtained for i.i.d. random variables (see section 4.1). Next we consider another application of our results: the fluctuations of the global maximum $r_{\max }=R_{1, N}$ and in relation to the full counting statistics at the edge.

### 3.3.3 Extreme value statistics: the case of the maximum

We will first introduce the problem of extreme value statistics for the $2 d$ OCP and then show how the result in Eq. (3.72) allows to solve a puzzle of matching between typical and large deviation regimes. For the $2 d \mathrm{OCP}$, and more particularly for the Ginibre ensemble, i.e. $v(r)=r^{2}$, the statistics of the radius $r_{\max }=\max _{1 \leqslant i \leqslant N}\left|z_{i}\right|$ of the particle the farthest away from the centre of the trap was studied in details. For simplicity, we detail only the case of the Ginibre ensemble but these results can be extended to general rotationally symmetric potentials $V(z)=v(|z|)$ provided that $v(r) \gg 2 \ln r$ as $r \rightarrow \infty$. For the particular value of inverse temperature $\beta=2$, we can use the determinantal structure of the process to obtain the CDF of $r_{\max }$ for a finite number $N$ of particles. It is obtained by integrating the joint PDF in Eq. (3.76) for all radii $r_{i}$ 's over the interval $r_{i} \in[0, r]$

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right]=\prod_{k=1}^{N} q_{k}(r), \text { with } q_{k}(r)=\frac{\int_{0}^{r} d u u^{2 k-1} e^{-N v(u)}}{\int_{0}^{\infty} d u u^{2 k-1} e^{-N v(u)}} . \tag{3.105}
\end{equation*}
$$

In the case of the Ginibre ensemble, this property can be obtained from Kostlan's theorem [77]. From this formula, $r_{\max }$ can be interpreted as the maximum of a set $\left\{x_{1}, \cdots, x_{N}\right\}$ of independent but non-identically distributed random variables of individual CDFs $q_{k}(r)=\operatorname{Prob}\left[x_{k} \leqslant r\right]$. It is then possible to show that the typical fluctuations of $r_{\text {max }}$ are given by a Gumbel distribution (as in the case of i.i.d. random variables). It was first obtained for the specific case of the complex Ginibre ensemble [136]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left[r_{\max } \leqslant 1+a_{N}+\frac{s}{b_{N}}\right]=G_{\mathrm{I}}(s)=\exp \left(e^{-s}\right) \tag{3.106}
\end{equation*}
$$

where $a_{N} \sim \sqrt{\ln N / 4 N}$ and $b_{N} \sim \sqrt{4 N \ln N}$. These results were then extended to a more general class of potentials [127]. There are no exact result for the typical fluctuations for general values of $\beta$ but the Gumbel law was conjectured to hold [36, 49, 127]. The atypical fluctuations were also characterised for $v(r)=r^{2}[203]$ and the PDF was found
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to take a large deviation form both to the right $r \geqslant 1$ and to the left $r \leqslant 1$ of the typical fluctuations, with the scaling form [203]

$$
\partial_{r} \operatorname{Prob}\left[r_{\max } \leqslant r\right]= \begin{cases}e^{-N^{2} \Psi_{-}^{\operatorname{Gin}}(r)} & , r \leqslant 1  \tag{3.107}\\ b_{N} G^{\prime}\left(b_{N}\left(r-1-a_{N}\right)\right) & ,\left|r-1-a_{N}\right| \sim b_{N}^{-1} \\ e^{-N \Psi_{+}^{\operatorname{Gin}}(r)} & , r \geqslant 1\end{cases}
$$

The expression of the right rate function is [203]

$$
\begin{equation*}
\Psi_{+}^{\mathrm{Gin}}(r)=r^{2}-1-2 \ln r, \quad r \geqslant 1 \tag{3.108}
\end{equation*}
$$

while the left rate function reads [203]

$$
\begin{equation*}
\Psi_{-}^{\mathrm{Gin}}(r)=\frac{1}{4}\left(4 r^{2}-3-r^{4}\right)-\ln r, \quad r \leqslant 1 \tag{3.109}
\end{equation*}
$$

The right large deviation function $\Psi_{+}^{\mathrm{Gin}}(r) \approx 2(r-1)^{2}$ is quadratic around its minimum at $r=1$. Inserting $r=1+a_{N}+s / b_{N}$, this yields

$$
\begin{equation*}
N \Psi_{+}^{\mathrm{Gin}}\left(r=1+a_{N}+\frac{s}{b_{N}}\right)=2 N\left(a_{N}+\frac{s}{b_{N}}\right)^{2} \approx \frac{1}{2} \ln N+s+O(\ln N)^{-1} \tag{3.110}
\end{equation*}
$$

where we used that $a_{N} \sim \sqrt{\ln N / 4 N}$ and $b_{N} \sim \sqrt{4 N \ln N}$. This behaviour allows a smooth matching with the right exponential tail of the Gumbel distribution $-\ln G_{\mathrm{I}}^{\prime}(s) \approx$ $s$ for $s \rightarrow+\infty$. On the contrary, the behaviour of $\Psi_{-}^{\text {Gin }}(r) \approx(4 / 3)(1-r)^{3}$ is cubic around its minimum. This behaviour cannot match with the super-exponential tail of the Gumbel distribution $-\ln G_{\mathrm{I}}^{\prime}(s) \approx e^{-s}$ for $s \rightarrow-\infty$. This problem of matching is an indication that there may exist an intermediate deviation regime to the left of the Gumbel distribution, which we did not take into account in this first analysis. Note that these results on atypical fluctuations were extended to a more general potential [204], where in particular, the cubic behaviour of the left large deviation around its minimum was shown to be universal.

To solve this puzzle of matching, we first use that the CDF $\operatorname{Prob}\left[r_{\max } \leqslant r\right]$ is the probability that there are no particles outside the disk of radius $r$,

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right]=\operatorname{Prob}\left[\overline{N_{r}}=0\right] . \tag{3.111}
\end{equation*}
$$

This probability can be obtained by taking the limit $\mu \rightarrow \infty$ of Eq. (3.100), which yields

$$
\begin{equation*}
\text { Prob }\left[r_{\max } \leqslant r\right]=\lim _{\mu \rightarrow \infty}\left\langle e^{-\mu \overline{N_{r}}}\right\rangle=\lim _{\mu \rightarrow \infty} \exp \left(\overline{\chi_{r}}(\mu)\right) \tag{3.112}
\end{equation*}
$$

In the scaling regime close to the edge $s=\sqrt{2 N}(r-1)=O(1)$, one can then use the scaling form for $\overline{\chi_{r}}(\mu)$ given in Eq. (3.101). Taking the limit $\mu \rightarrow \infty$ in the scaling function $\Xi(\mu, s)$ given in Eq. (3.72), one finally obtains the intermediate deviation regime

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max } \leqslant r\right] \approx \exp \left(-\sqrt{2 N} \varphi_{I}(\sqrt{2 N}(r-1))\right),|r-1|=O\left(N^{-1 / 2}\right) \tag{3.113}
\end{equation*}
$$

where the intermediate deviation rate function $\varphi_{I}(s)$ reads

$$
\begin{equation*}
\varphi_{I}(s)=-\int_{s}^{\infty} d v \ln \frac{1}{2} \operatorname{erfc}(-v) \tag{3.114}
\end{equation*}
$$

The asymptotic behaviours of the function $\varphi_{I}(s)$ read

$$
\varphi_{I}(s) \approx \begin{cases}\frac{|s|^{3}}{3} & , s \rightarrow-\infty  \tag{3.115}\\ \frac{e^{-s^{2}}}{4 \sqrt{\pi} s^{2}} & , s \rightarrow+\infty\end{cases}
$$

Inserting $s=\sqrt{2 N}(r-1)$ in $\varphi_{I}(s)$ and using the behaviour for $s \rightarrow-\infty$ in the first line of Eq. (3.115), one obtains

$$
\begin{equation*}
\sqrt{2 N} \varphi_{I}(\sqrt{2 N}(r-1)) \approx \frac{4 N^{2}}{3}|r-1|^{3}, \quad(1-r) \gg N^{-1 / 2} \tag{3.116}
\end{equation*}
$$

which matches smoothly with the behaviour for $r \rightarrow 1$ of the left large deviation rate function $\Psi_{-}^{\operatorname{Gin}}(r) \approx \frac{4}{3}|r-1|^{3}$ given in Eq. (3.109). Inserting $s=\sqrt{2 N}\left(a_{N}+u / b_{N}\right)$ in $\varphi_{I}(s)$, with $a_{N} \sim \sqrt{(\ln N-2 \ln \ln N-\ln (2 \pi)) /(4 N)}$ and $b_{N} \sim \sqrt{4 N \ln N}$ in $\varphi_{I}(s)$ and using the behaviour for $s \rightarrow+\infty$ in the first line of Eq. (3.115), one obtains

$$
\begin{equation*}
\sqrt{2 N} \varphi_{I}\left(\sqrt{\frac{\ln N}{2}}+\frac{u}{\sqrt{2 \ln N}}\right) \approx \frac{\sqrt{N}}{\sqrt{2 \pi} \ln N} \exp \left(-\ln \left(\frac{\sqrt{N}}{\sqrt{2 \pi} \ln N}\right)-u\right)=e^{-u} \tag{3.117}
\end{equation*}
$$

which matches smoothly with the Gumbel distribution $G_{I}\left(b_{N}\left(1-a_{N}-r\right)\right)$ characterising the typical fluctuations. The complete description of the fluctuations of $r_{\max }$ in the complex Ginibre ensemble is therefore summarised as (see also Fig. 3.14)

$$
\partial_{r} \operatorname{Prob}\left[r_{\max } \leqslant r\right]= \begin{cases}e^{-N^{2} \Psi_{-}^{\operatorname{Gin}}(r)} & , r \leqslant 1,  \tag{3.118}\\ e^{-\sqrt{2 N} \varphi_{I}(\sqrt{2 N}(r-1))} & ,|r-1| \sim N^{-1 / 2}, \\ b_{N} G^{\prime}\left(b_{N}\left(r-1-a_{N}\right)\right) & ,\left|r-1-a_{N}\right| \sim b_{N}^{-1}, \\ e^{-N \Psi_{+}^{\operatorname{Gin}}(r)} & , r \geqslant 1 .\end{cases}
$$

We close this discussion on the fluctuations of $r_{\text {max }}$ by two remarks. Form the universal result in Eq. (3.101), the scaling form for the regime of intermediate deviation in Eq. (3.113) extends to an arbitrary potential $v(r) \gg 2 \ln r$ for $r \rightarrow \infty$
$\operatorname{Prob}\left[r_{\max } \leqslant r\right] \approx \exp \left(-\sqrt{2 \pi N \rho_{\mathrm{e}}\left(r_{\mathrm{e}}\right)} r_{\mathrm{e}} \varphi_{I}\left(\sqrt{2 \pi N \rho_{\mathrm{eq}}\left(r_{\mathrm{e}}\right)}\left(r-r_{\mathrm{e}}\right)\right)\right), \quad \sqrt{N}\left|r-r_{\mathrm{e}}\right|=O(1)$.
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Figure 3.14: Sketch of the typical Gumbel regime (blue), large deviation regime to the right (green), intermediate regime (orange) and large deviation regime to the left (red) for the CDF $\operatorname{Prob}\left[r_{\max } \leqslant r\right]$ of the radius $r_{\max }$ of the eigenvalue of largest modulus in the complex Ginibre ensemble.
(see Article 4 for potentials $v(r) \sim 2 \ln r$ as $r \rightarrow \infty$ and potential with a finite hard edge such that $v(r>1)=+\infty)$.

Furthermore, in the case of the real symplectic Ginibre ensemble $\beta=4$ - whose joint PDF of eigenvalues is not obtained by insrting $\beta=4$ and $v(r)=r^{2}$ in Eq. (3.76) but has a more complicated structure [58] - the process of the complex positions $z_{k}$ is not determinantal but there exists a formula similar to Eq. (3.105) for the probability of $r_{\text {max }}$, which reads [110]

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max }^{\operatorname{Gin}, \beta=4} \leqslant r\right]=\prod_{k=1}^{N} \frac{\gamma\left(2 k, 2 N r^{2}\right)}{\Gamma(2 k)} . \tag{3.120}
\end{equation*}
$$

The typical fluctuations of $r_{\max }$ are again characterised by a Gumbel distribution [137]. One can then show, using the approach developed in this chapter that there exists also in this case an intermediate regime

$$
\begin{equation*}
\operatorname{Prob}\left[r_{\max }^{\operatorname{Gin}, \beta=4} \leqslant r\right] \approx \exp \left(-\sqrt{N} \varphi_{I}(2 \sqrt{N}(r-1))\right), \quad \sqrt{N}|r-1|=O(1), \tag{3.121}
\end{equation*}
$$

whith the same scaling function $\varphi_{I}(s)$, given in Eq. (3.114).
We have seen in this section how our results on the fluctuations on the number of particles inside a disk can be used to compute explicitly the extreme value statistics for a gas of charged particles. We will now briefly summarise the main results obtained in this chapter.

### 3.4 Summary of the results for fermions in rotation

For better clarity, we first state the results for the model of non-interacting fermions and then for the two-dimensional one component plasma ( $2 d \mathrm{OCP}$ ).

### 3.4.1 Results for fermions in rotation

For a Fermi gas in a harmonic confining potential rotating at speed $\Omega$ satisfying the condition (3.9), we have shown an exact mapping of the ground state many-body probability in Eq. (3.12) to the complex Ginibre ensemble. We have obtained exact formulae for any finite value of $N$ for (i) the bipartite entanglement entropy of the disk $\mathcal{D}_{r}=\{|z| \leqslant r\}$ (3.29) and (ii) the cumulants of arbitrary order $p$ of the number of particles $N_{r}$ inside this disk (3.34). In the large $N$ limit, we have shown that entanglement entropy and cumulants are proportional to each other in the extended bulk, which should therefore allow a direct measurement of the entropy. This relation however breaks down at the edge of the density. Finally, we have also shown that the fluctuations of $N_{r}$ have a Gaussian typical regime, an intermediate and large deviation regime as summarised in Eq. (3.62) and Fig. 3.12. This intermediate deviation regime allows to solve a puzzle of matching between typical and large deviation for the complex Ginibre ensemble.

### 3.4.2 Results for the $2 d$ OCP

We first have shown that the problem of fermions considered in this chapter can also be mapped exactly onto the two-dimensional one component plasma for a confining potential $v(r)=r^{2}$ and at inverse temperature $\beta=2$ (values for which it is exactly solvable). We then have shown that the scaling function $\chi(\mu)$ given in Eqs. (3.50) of the centred cumulant generating function obtained in the case of fermions (i.e. $v(r)=r^{2}$ ) is universal with respect to the confining potential (3.94) (for $v(r) \gg 2 \ln r$ as $r \rightarrow \infty$ ). We realised that this universal scaling function actually extends beyond the full counting statistics and holds for any linear statistics $\mathcal{L}_{r}=\sum_{i=1}^{N} L\left(\left|z_{i}\right|\right) \Theta\left(\left|z_{i}\right|-r\right)$ within the disk of radius $r$ (3.99). A similar relation holds at the edge of the gas (3.94) where $\Xi(\mu, s)$ is given in Eq. (3.72). As an application of these edge results, we have obtained the regime of intermediate fluctuation of $r_{\text {max }}$ in Eq. (3.114), thus solving another puzzle of matching between typical and large deviations for the complex Ginibre ensemble (see summary of the four regime in (3.118) and Fig. 3.14).

## Article 3

## Rotating trapped fermions in two dimensions and the complex Ginibre ensemble: Exact results for the entanglement entropy and number variance

B. Lacroix-A-Chez-Toine, S. N. Majumdar, G. Schehr, Phys. Rev. A 99 (2), 021602 (2019).<br>https://journals.aps.org/pra/abstract/10.1103/PhysRevA.99.021602<br>https://arxiv.org/abs/1809.05835


#### Abstract

We establish an exact mapping between the positions of $N$ noninteracting fermions in a $2 d$ rotating harmonic trap in its ground-state and the eigenvalues of the $N \times N$ complex Ginibre ensemble of Random Matrix Theory (RMT). Using RMT techniques, we make precise predictions for the statistics of the positions of the fermions, both in the bulk as well as at the edge of the trapped Fermi gas. In addition, we compute exactly, for any finite $N$, the Rényi entanglement entropy and the number variance of a disk of radius $r$ in the ground-state. We show that while these two quantities are proportional to each other in the (extended) bulk, this is no longer the case very close to the trap center nor at the edge. Near the edge, and for large $N$, we provide exact expressions for the scaling functions associated with these two observables.
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# Extremes of 2d Coulomb gas: universal intermediate deviation regime 

B. Lacroix-A-Chez-Toine, A. Grabsch, S. N. Majumdar, G. Schehr, J. Stat. Mech 1, 013203 (2018).<br>https:/ / doi.org/10.1088/1742-5468/aa9bb2<br>https://arxiv.org/abs/1710.06222


#### Abstract

In this paper, we study the extreme statistics in the complex Ginibre ensemble of $N \times N$ random matrices with complex Gaussian entries, but with no other symmetries. All the $N$ eigenvalues are complex random variables and their joint distribution can be interpreted as a $2 d$ Coulomb gas with a logarithmic repulsion between any pair of particles and in presence of a confining harmonic potential $v(r) \propto r^{2}$. We study the statistics of the eigenvalue with the largest modulus $r_{\text {max }}$ in the complex plane. The typical and large fluctuations of $r_{\text {max }}$ around its mean had been studied before, and they match smoothly to the right of the mean. However, it remained a puzzle to understand why the large and typical fluctuations to the left of the mean did not match. In this paper, we show that there is indeed an intermediate fluctuation regime that interpolates smoothly between the large and the typical fluctuations to the left of the mean. Moreover, we compute explicitly this "intermediate deviation function" (IDF) and show that it is universal, i.e. independent of the confining potential $v(r)$ as long as it is spherically symmetric and increases faster than $\ln r^{2}$ for large $r$ with an unbounded support. If the confining potential $v(r)$ has a finite support, i.e. becomes infinite beyond a finite radius, we show via explicit computation that the corresponding IDF is different. Interestingly, in the borderline case where the confining potential grows very slowly as $v(r) \sim \ln r^{2}$ for $r \gg 1$ with an unbounded support, the intermediate regime disappears and there is a smooth matching between the central part and the left large deviation regime.


## Article 5

# Intermediate deviation regime for the full eigenvalue statistics in the complex Ginibre ensemble 

B. Lacroix-A-Chez-Toine, J. A. Monroy Garzón, C. S. Hidalgo Calva, I. Pérez Castillo, A. Kundu, S. N. Majumdar, G. Schehr<br>arXiv preprint, arXiv: 1904.01813, (2019).<br>https://arxiv.org/abs/1904.01813


#### Abstract

We study the Ginibre ensemble of $N \times N$ complex random matrices and compute exactly, for any finite $N$, the full distribution as well as all the cumulants of the number $N_{r}$ of eigenvalues within a disk of radius $r$ centered at the origin. In the limit of large $N$, when the average density of eigenvalues becomes uniform over the unit disk, we show that for $0<r<1$ the fluctuations of $N_{r}$ around its mean value $\left\langle N_{r}\right\rangle \approx N r^{2}$ display three different regimes: (i) a typical Gaussian regime where the fluctuations are of order $\mathcal{O}\left(N^{1 / 4}\right)$, (ii) an intermediate regime where $N_{r}-\left\langle N_{r}\right\rangle=\mathcal{O}(\sqrt{N})$, and (iii) a large deviation regime where $N_{r}-\left\langle N_{r}\right\rangle=\mathcal{O}(N)$. This intermediate behaviour (ii) had been overlooked in previous studies and we show here that it ensures a smooth matching between the typical and the large deviation regimes. In addition, we demonstrate that this intermediate regime controls all the (centred) cumulants of $N_{r}$, which are all of order $\mathcal{O}(\sqrt{N})$, and we compute them explicitly. Our analytical results are corroborated by precise "importance sampling" Monte Carlo simulations.


## Part II

Statistics of the gaps of random walks

## Chapter 4

## Order and gap statistics of i.i.d. random variables

In this part of the thesis, we study the fluctuation theory for sets of correlated random variables $[48,130,210]$. These problems are not restricted to the value of the global maximum or minimum but extend to the order statistics and their associated times [29, 48, 98, 99, 130, 185, 190, 191, 210], the gap statistics $[32,33,98,161,163]$ or the statistics of records and their ages [8, 78, 99, 141, 148, 149, 157, 211, 230]. While the fluctuations for independent and identically distributed (i.i.d.) random variables have been well characterised, there is still a lot of activity for correlated sets of random variables [225, 226].

We start the second part of the thesis by recalling a few well-known results concerning the extreme value statistics of a set $\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ of independent and identically distributed (i.i.d.) random variables. To set the notations, these random variables $x_{i}$ 's are drawn from the same probability distribution function (PDF) $p(x)$. We also define their cumulative distribution function (CDF) $q(x)=\int_{-\infty}^{x} p\left(x^{\prime}\right) d x^{\prime}$ together with its complement $\bar{q}(x)=1-q(x)$. The joint PDF of these independent random variables is just the product of the individual probabilities

$$
\begin{equation*}
P_{\mathrm{joint}}(\mathbf{x})=P_{\mathrm{joint}}\left(x_{1}, \cdots, x_{n}\right)=\prod_{i=1}^{n} p\left(x_{i}\right) . \tag{4.1}
\end{equation*}
$$

To characterise the extremes of this set, the most natural observable is simply the value of the maximum

$$
\begin{equation*}
x_{\max }=\max _{1 \leqslant i \leqslant n} x_{i} . \tag{4.2}
\end{equation*}
$$

We define its CDF as $Q_{n}(x)=\operatorname{Prob}\left[x_{\max } \leqslant x\right]$. The event " $x_{\max } \leqslant x$ " is obviously equivalent to "all $x_{i} \leqslant x$ ", and therefore reads

$$
\begin{equation*}
\operatorname{Prob}\left[x_{\max } \leqslant x\right]=\operatorname{Prob}\left[x_{1} \leqslant x, x_{2} \leqslant x, \cdots, x_{N} \leqslant x\right]=\int_{-\infty}^{x} d x_{1} \cdots \int_{-\infty}^{x} d x_{N} P_{\text {joint }}(\mathbf{x}) \tag{4.3}
\end{equation*}
$$

In the case of i.i.d. random variables, the CDF of the maximum can be obtained exactly using Eq. (4.1),

$$
\begin{equation*}
Q_{n}(x)=\prod_{i=1}^{N} \int_{-\infty}^{x} p\left(x_{i}\right) d x_{i}=[q(x)]^{n} . \tag{4.4}
\end{equation*}
$$

In the large $n$ limit, it is well-known that there are three universal classes, with corresponding scaling forms that only depends on the tail of the PDF $p(x)$ [64].

- The Gumbel universality classes for PDF $p(x)$ such that $\forall \alpha \in \mathbb{R}, p(x) \ll x^{-\alpha}$ as $x \rightarrow \infty$. For this PDF

$$
\begin{equation*}
\exists\left(a_{n}, b_{n}\right) \in \mathbb{R}^{2}, \quad \lim _{n \rightarrow \infty} Q_{n}\left(a_{n}+b_{n} z\right)=G_{\mathrm{I}}(z)=\exp \left(-e^{-z}\right) . \tag{4.5}
\end{equation*}
$$

To obtain a probability of order $O(1)$ in the large $n$ limit, one needs to ensure that there is $O(1)$ variable in the interval [ $s, \infty)$, i.e. [99]

$$
\begin{equation*}
\bar{q}\left(a_{n}\right)=1-q\left(a_{n}\right)=n^{-1} . \tag{4.6}
\end{equation*}
$$

On the other hand, the scale $b_{n}$ can be obtained as [99]

$$
\begin{equation*}
b_{n}=\frac{\int_{a_{n}}^{\infty}\left(x-a_{n}\right) p(x) d x}{\bar{q}\left(a_{n}\right)}, \tag{4.7}
\end{equation*}
$$

which can be interpreted as the typical distance between $x$ and $a_{n}$ conditioned on $x>a_{n}$. The $\operatorname{PDF} G_{\mathrm{I}}^{\prime}(z)$ associated to this class is plotted in blue in Fig. 4.1.

- The Fréchet universality class for PDF $p(x)$ such that $p(x) \sim x^{-\alpha-1}$ as $x \rightarrow \infty$ for $\alpha>0$. For this PDF

$$
\begin{equation*}
\exists\left(a_{n}, b_{n}\right) \in \mathbb{R}^{2}, \quad \lim _{n \rightarrow \infty} Q_{n}\left(a_{n}+b_{n} z\right)=G_{\mathrm{II}}^{\alpha}(z)=\Theta(z) \exp \left(-z^{-\alpha}\right) \tag{4.8}
\end{equation*}
$$

For the Fréchet universality class, the coefficient $a_{N}=0$ is zero and the coefficient $b_{N}$ is evaluated by ensuring that there is $O(1)$ variables in the interval $\left[b_{N}, \infty\right)$, i.e. [99]

$$
\begin{equation*}
\bar{q}\left(b_{N}\right)=\int_{b_{n}}^{\infty} p(x) d x \sim \frac{1}{n} \Rightarrow b_{n} \sim n^{-\alpha} . \tag{4.9}
\end{equation*}
$$

This universal $\operatorname{PDF} G_{\mathrm{II}}^{\alpha}(z)$ is plotted in orange in Fig. 4.1.

- The Weibull universality class for PDF $p(x)$ that have a finite edge in $x^{*}$ where $p(x) \sim\left(x^{*}-x\right)^{\alpha-1}$ with $\alpha>0$. For this PDF

$$
\begin{equation*}
\exists\left(a_{n}, b_{n}\right) \in \mathbb{R}^{2}, \quad \lim _{n \rightarrow \infty} Q_{n}\left(a_{n}+b_{n} z\right)=G_{\mathrm{III}}^{\alpha}(z)=\Theta(z) \exp \left(-z^{\alpha}\right) . \tag{4.10}
\end{equation*}
$$

For the Weibull universality class, the coefficient $a_{N}=x^{*}$ while the coefficient $b_{N}$ can be evaluated by ensuring that there is $O(1)$ variables in the interval $\left[x^{*}-b_{n}, b_{n}\right]$, i.e. [99]

$$
\begin{equation*}
\bar{q}\left(b_{n}\right)=\int_{x^{*}-b_{n}}^{b_{n}} p(x) d x \sim \frac{1}{n} \Rightarrow b_{n} \sim n^{-\alpha} . \tag{4.11}
\end{equation*}
$$

This universal $\operatorname{PDF} G_{\text {III }}^{\alpha}{ }^{\prime}(z)$ is plotted in green in Fig. 4.1.
These are the only three universality classes associated to the maximum for i.i.d. random variables [64]. These universality classes extend beyond the case of i.i.d. random variables. For example, if one considers a set of weakly correlated random variables $\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ with exponentially decreasing correlations,

$$
\begin{equation*}
\left\langle\left(x_{i}-\left\langle x_{i}\right\rangle\right)\left(x_{j}-\left\langle x_{j}\right\rangle\right)\right\rangle \sim e^{-|i-j| / \zeta}, \tag{4.12}
\end{equation*}
$$



Figure 4.1: Plot of the three universal $\operatorname{PDF} G_{a}^{\prime}(z)$ of the maximum corresponding to the Gumbel $a=$ I (blue), Fréchet $a=$ II (orange) and Weibull $a=$ III (green) universality classes.
one can define "blocks" of order $O(\zeta)$ random variables and for these block variables, the problem reduces to statistics of $O(N / \zeta)$ i.i.d. random variables [123]. If the random variables are independent but not identically distributed, the problem often reduces to the case of i.i.d. random variables as seen in section 3.3.3 for the Ginibre ensemble and section 2.4.1 for fermions (but this is not always the case, c.f. Article 4).

In many physical systems, it is important to characterise not only the maximum but also the "near extreme events", i.e. the events that happen in a close vicinity of the maximum/minimum $[105,147]$. It is important for example in optimisation problems where one needs to know whether the maximum is isolated and can be clearly identified or not. We now extend the question of the maximum to the order statistics of i.i.d. random variables.

### 4.1 Order statistics and occupation number for i.i.d. random variables

We define the order statistics by ordering the set of variables $x_{i}$ 's as

$$
\begin{equation*}
M_{1}=x_{\max } \geqslant M_{2} \geqslant \cdots \geqslant M_{n}=x_{\min } \tag{4.13}
\end{equation*}
$$

As we will see later on, it is useful to relate this order statistics to the occupation number, defined as

$$
\begin{equation*}
N_{+}(x)=\sum_{i=1}^{n} \Theta\left(x_{i}-x\right) . \tag{4.14}
\end{equation*}
$$

Indeed, if $M_{k}$ is the $k^{\text {th }}$ maximum, then there are exactly $k$ values in the set of $x_{i}$ 's that are bigger than $M_{k}$. This leads to the useful identity

$$
\begin{equation*}
\operatorname{Prob}\left[M_{k}<x\right]=\operatorname{Prob}\left[N_{+}(x)<k\right]=\sum_{i=0}^{k-1} P_{i}(x), \tag{4.15}
\end{equation*}
$$

where $P_{k}(x)=\operatorname{Prob}\left[N_{+}(x)=k\right]$. This identity is valid for any set of random variables and not restricted to the i.i.d. case. In the latter, the probability $P_{k}(x)$ can be obtained quite simply. One just has to pick any $k$ random variables that will be larger than $x$, the remaining $n-k$ being smaller than $x$. It reads

$$
\begin{equation*}
P_{k}(x)=\binom{n}{k} \bar{q}(x)^{k} q(x)^{n-k} \tag{4.16}
\end{equation*}
$$

where the combinatorial factor $\binom{n}{k}$ counts the way to pick $k$ elements among $n$. Note that if we set $k=1$, we recover that $\operatorname{Prob}\left[x_{\max } \leqslant x\right]=q(x)^{n}$ as in Eq. (4.4). For a general value of $k$, the CDF of the $k^{\text {th }}$ maximum, resp. occupation number, reads

$$
\begin{equation*}
\operatorname{Prob}\left[M_{k}<x\right]=\operatorname{Prob}\left[N_{+}(x)<k\right]=\sum_{j=0}^{k-1}\binom{n}{j} \bar{q}(x)^{j} q(x)^{n-j} . \tag{4.17}
\end{equation*}
$$

A simple way to evaluate the typical scale of $M_{k}$ is to use the relation with the occupation number as

$$
\begin{equation*}
\bar{q}\left(\left\langle M_{k}\right\rangle\right)=\int_{\left\langle M_{k}\right\rangle}^{\infty} p(x) d x \sim \frac{k}{N} . \tag{4.18}
\end{equation*}
$$

This relation naturally distinguishes the maxima close to the global maximum, i.e. for $k=O(1)$ for which $\left\langle M_{k}\right\rangle \sim\left\langle M_{n}\right\rangle \sim a_{n}$ grows with $n$, or further in the "bulk", i.e. for $\alpha=k / n$ fixed, where $\left\langle M_{k}\right\rangle=O(1)$. Let us first consider the maxima $M_{k}$ for $k=O(1)$.

### 4.1.1 Order statistics close to the global maximum

Close to the global maximum, imposing the rescaling $x=a_{n}+b_{n} z$, (where the coefficients $a_{n}$ and $b_{n}$ are the same as for the global maximum), such that $n \bar{q}\left(x=a_{n}+b_{n} z\right)=O(1)$, and taking the large $n$ limit it can be shown that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Prob}\left[M_{k}<a_{n}+b_{n} z\right]=G_{a, k}(z)=G_{a}(z) \sum_{i=0}^{k-1} \frac{\left[-\ln G_{a}(z)\right]^{j}}{j!}=\frac{\Gamma\left(k,-\ln G_{a}(z)\right)}{\Gamma(k)}, \tag{4.19}
\end{equation*}
$$

where $\Gamma(a, z)=\int_{z}^{\infty} t^{a-1} e^{-t}$ is the lower incomplete gamma function. The order statistics for $k=O(1)$ fall into the same three universal classes as for the value of the maximum, [48, 99]. For $k=1$, as $\Gamma(1, z)=e^{-z}$, one recovers the result for the global maximum. The PDF $\partial_{z} G_{\mathrm{I}, k}(z)$, corresponding to the Gumbel class, are plotted in Fig. 4.2.

We will now consider the order statistics far from the global maximum, i.e. in the "bulk" of maxima where $k / n=O(1)$.

### 4.1.2 Order statistics in the bulk

Deep in the bulk, for $\alpha=k / n=O(1)$, we will now see that the statistics become even more universal: the results become identical for all classes of universality, i.e. Gumbel, Weibull and Fréchet universality classes [48]. In the regime of large $n$ with fixed $\alpha=k / n$, one can use that the occupation number $N_{+}(x)$ defined in Eq. (4.14) is the sum of i.i.d. random variables

$$
\begin{equation*}
N_{+}(x)=\sum_{i=1}^{N} n_{i}(x), \text { with } n_{i}(x)=\Theta\left(x_{i}-x\right) . \tag{4.20}
\end{equation*}
$$



Figure 4.2: Plot of the universal PDF $G_{\mathrm{I}, k}^{\prime}(z)$ of the $k^{\text {th }}$ maximum corresponding to the Gumbel class for $k=1,2,3$ respectively in blue, orange and green.

The mean value of $n_{i}(x)$ is simply $\left\langle n_{i}(x)\right\rangle=\bar{q}(x)=\int_{x}^{\infty} p\left(x^{\prime}\right) d x^{\prime}$ and its variance is

$$
\begin{equation*}
\operatorname{Var}\left(n_{i}\right)=\left\langle n_{i}^{2}(x)\right\rangle-\left\langle n_{i}(x)\right\rangle^{2}=\left\langle n_{i}(x)\right\rangle\left(1-\left\langle n_{i}(x)\right\rangle\right)=\bar{q}(x) q(x), \tag{4.21}
\end{equation*}
$$

where we used that $n_{i}(x)^{2}=n_{i}(x)$ and $q(x)=1-\bar{q}(x)$. This variance is finite as the variables $n_{i}=0,1$ are finite and it is identical for all the i.i.d. random variables $n_{i}$ 's. In the regime of large $n$ and for $x=O(1)$, one therefore obtains from the central limit theorem that $N_{+}(x)$ has a Gaussian distribution

$$
\begin{equation*}
\operatorname{Prob}\left[N_{+}(x)<k\right] \approx \frac{1}{2} \operatorname{erfc}\left(\sqrt{\frac{n}{2 q(x) \bar{q}(x)}}(\bar{q}(x)-k)\right) \tag{4.22}
\end{equation*}
$$

Using Eq. (4.15), it is then simple to prove that in the regime $\alpha=k / n=O(1)$, the CDF of $M_{k}$ reads [48]

$$
\begin{equation*}
\lim _{n, k \rightarrow \infty} \operatorname{Prob}\left[M_{k} \leqslant \xi_{\alpha}+\frac{z}{\sqrt{n}}\right]=\frac{1}{2} \operatorname{erfc}\left(\frac{p\left(\xi_{\alpha}\right) z}{\sqrt{2 \pi \alpha(1-\alpha)}}\right) \tag{4.23}
\end{equation*}
$$

where $\xi_{\alpha}$ is the mean value of $M_{k}$. From Eq. (4.18), one obtains that $\bar{q}\left(\xi_{\alpha}\right)=\alpha$. Note that in this "bulk" regime the results are even more universal as here there is a single universality class with normal distribution, valid for any PDF $p(x)$.

To describe the "near extreme statistics", and in particular the crowding of these maxima it is important not only to obtain the statistics of the $k^{\text {th }}$ maxima but also to consider the statistics of the gaps between them. In this vein, the description of the energy levels of disordered system by i.i.d. random variables has known a huge success since its first introduction by Derrida [31]. In particular, for this model, the maxima and gaps represent the (low-lying) excitations of the ground state and the corresponding spectral gaps. Note that one can simply connect this problem to the models of non-interacting fermions studied in the previous part of this thesis but in a disordered environment [158].

### 4.2 Gap statistics of i.i.d. random variables

We close this introduction on i.i.d. random variables by mentioning results on the gaps between consecutive maxima defined as

$$
\begin{equation*}
d_{k}=M_{k}-M_{k+1}, \quad k=1, \cdots, n-1 . \tag{4.24}
\end{equation*}
$$

The distribution of $d_{k}$ partly encodes the correlations between the maxima, which are not independent even for i.i.d. random variables as $M_{k} \geqslant M_{k+1}$. For finite $n$, the CDF of these gaps can be obtained quite simply as

$$
\begin{equation*}
\operatorname{Prob}\left[d_{k} \leqslant \delta\right]=\frac{n!}{(k-1)!(n-k-1)!} \Theta(\delta) \int_{-\infty}^{\infty} d x \int_{x-\delta}^{x} d y p(x) p(y) \bar{q}(x)^{k-1} q(y)^{n-k-1} . \tag{4.25}
\end{equation*}
$$

Note that by changing variables from $x \rightarrow u=q(x)$ and $y \rightarrow v=\bar{q}(y)$, we obtain

$$
\begin{equation*}
\operatorname{Prob}\left[d_{k} \leqslant \delta\right]=\frac{n!}{(k-1)!(n-k-1)!} \Theta(\delta) \int_{0}^{1} d u \int_{u}^{\bar{q}\left(\xi_{u}-\delta\right)} d v(1-v)^{k-1} u^{n-k-1} \tag{4.26}
\end{equation*}
$$

where $\bar{q}\left(\xi_{u}\right)=u$. As for the order statistics, the behaviour of this gap statistics will be quite different for gaps close to the global maximum, i.e. taking $n \rightarrow \infty$ with fixed $k$, or in the bulk, i.e. taking $n \rightarrow \infty$ with $\alpha=k / n$ fixed.

### 4.2.1 Gap statistics close to the global maximum

This regime was analysed in [99], where the authors found that the gap CDF falls into the same Gumbel, Fréchet and Weibull universality classes denoted respectively as $a=\mathrm{I}$, II , III. Rescaling the CDF by the typical scale of the PDF of the global maximum $b_{n}$, it reads
$\lim _{n \rightarrow \infty} \operatorname{Prob}\left[d_{k} \leqslant b_{n} \delta\right]=G_{a}^{\text {gap }}(\delta)=\frac{\Theta(\delta)}{(k-1)!} \int_{-\infty}^{\infty} d x G_{a}^{\prime}(x)\left[-\ln G_{a}(x)\right]^{k-1}\left[1-\frac{G_{a}(x-\delta)}{G_{a}(x)}\right]$.
Note that in the case of the Gumbel universality class, the gap distribution is simply an exponential distribution

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Prob}\left[d_{k} \leqslant b_{n} \delta\right]=1-e^{-k \delta} . \tag{4.28}
\end{equation*}
$$

We will now consider the bulk limit of these gap distribution.

### 4.2.2 Gap statistics in the bulk

In the regime of large $n$, keeping $\alpha=k / n$ fixed, we expect that the gaps will scale as $n d_{k}=O(1)$. Introducing this rescaling in the CDF, we obtain
$\operatorname{Prob}\left[d_{k} \leqslant \frac{\delta}{n}\right] \approx \sqrt{\frac{n \alpha(1-\alpha)}{2 \pi}} \Theta(\delta) \int_{0}^{\delta} d u \int_{-\infty}^{\infty} d x \frac{p(x)^{2}}{q(x) \bar{q}(x)} e^{n\left[\alpha \ln \left(\frac{\bar{q}(x)}{\alpha}\right)+(1-\alpha) \ln \left(\frac{q(x)}{1-\alpha}\right)\right]} e^{-\frac{\alpha(x)}{\bar{q}(x)} u}$.

The integral over $x$ can be evaluated using a saddle-point approximation, where the saddle is at $x=\xi_{\alpha}$ such that $\bar{q}\left(\xi_{\alpha}\right)=\alpha$. This yields the universal scaling form

$$
\begin{equation*}
\lim _{n, k \rightarrow \infty} \operatorname{Prob}\left[d_{k} \leqslant \frac{\delta}{n}\right] \approx 1-e^{-p\left(\xi_{\alpha}\right) \delta} . \tag{4.30}
\end{equation*}
$$

As for the maximum, in the bulk we recover that there is a single universality class with exponential distribution instead of the three classes close to the global maximum.

We have seen that in the case of independent and identically distributed random variables, many extreme value observables can be obtained. However, in physical systems, the degrees of freedom are often correlated. It is therefore essential to consider the effects of correlations on the extreme value statistics. This is unfortunately a very difficult task for an arbitrary correlated system and one needs to consider simple models that can be solved to progress. As a step in this direction, we consider in the following both the order and the gap statistics for a strongly correlated system: the positions of a random walker. This ubiquitous model has been extensively studied as we will see in the next section and constitutes an ideal toy model for testing the effects of correlations.

## Chapter 5

## Introduction to the extreme value statistics of random walks and Brownian motion

In this chapter we will consider one-dimensional diffusion processes, either continuous in time, i.e. Brownian motion, or discrete in time, i.e. random walks. Let us start with the former, which will turn out to be easier to study.

### 5.1 Extreme value properties of the Brownian motion

The Brownian motion $x(t)$, also called Wiener process $x(\tau)=W_{\tau}+x_{0}$, can be defined through the Langevin equation

$$
\begin{equation*}
\frac{d x}{d t}=\xi(t), \quad \text { with } x(0)=x_{0} \tag{5.1}
\end{equation*}
$$

where $\xi(t)$ is a Gaussian white noise with $\langle\xi(t)\rangle=0$ and $\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=2 D \delta\left(t-t^{\prime}\right)$. We fix now and for the rest of the manuscript the value of the diffusion constant to $D=1 / 2$. This process is Markovian and its propagator $G\left(x, t \mid x_{0}, t_{0}\right)=\partial_{x} \operatorname{Prob}\left[x(t) \leqslant x \mid x\left(t_{0}\right)=x_{0}\right]$ is solution of the Fokker-Planck equation

$$
\begin{equation*}
\partial_{t} G\left(x, t \mid x_{0}, t_{0}\right)=D \partial_{x}^{2} G\left(x, t \mid x_{0}, t_{0}\right), \text { with } G\left(x, t_{0} \mid x_{0}, t_{0}\right)=\delta\left(x-x_{0}\right) \tag{5.2}
\end{equation*}
$$

This equation is well-known in physics as the free one-dimensional diffusion equation, with a solution that is translation invariant in time and space $G\left(x, t \mid x_{0}, t_{0}\right)=$ Prob $\left[x\left(t-t_{0}\right)=x-x_{0} \mid x(0)=0\right]=G\left(x-x_{0}, t-t_{0}\right)$, given by

$$
\begin{equation*}
G(z, t)=\frac{1}{\sqrt{2 \pi t}} \exp \left(-\frac{z^{2}}{2 t}\right) \tag{5.3}
\end{equation*}
$$

This Markov propagator is symmetric in space $G(-z, t)=G(z, t)$. Adding a drift term $+v$ in the right hand side of Eq. (5.1) would break this spatial symmetry and the propagator would be simply obtained as $G(z-v t, t)$. We will now show how the Feynman-Kac formalism allows to compute general functionals of the Brownian motion.
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### 5.1.1 Feynman-Kac formalism

We now consider a Brownian functional $O=\int_{0}^{t} d \tau \mathcal{O}[x(\tau)]$ that depends explicitly on the path realisation of the Brownian motion. To compute the statistics of this observable, we will integrate over all the possible paths of the Brownian with a Gaussian weight for each trajectory on the time interval $[0, t]$

$$
\begin{equation*}
P[x(\tau)] \propto \exp \left(-\frac{1}{2} \int_{0}^{t} d \tau\left(\frac{d x}{d \tau}\right)^{2}\right) . \tag{5.4}
\end{equation*}
$$

Therefore, the PDF of $O$ for the ensemble of Brownian trajectories starting from position $x(0)=x_{0}$ is obtained as

$$
\begin{equation*}
P\left(O ; x_{0}\right)=\frac{1}{Z\left(x_{0}\right)} \int_{-\infty}^{\infty} d x \int_{x(0)=x_{0}}^{x(t)=x} \mathcal{D} x(\tau) e^{-\frac{1}{2} \int_{0}^{t} d \tau\left(\frac{d x}{d \tau}\right)^{2}} \delta\left[O-\int_{0}^{t} d \tau \mathcal{O}[x(\tau)]\right] \tag{5.5}
\end{equation*}
$$

where $Z\left(x_{0}\right)$ plays the role of a partition function for the ensemble of trajectories

$$
\begin{equation*}
Z\left(x_{0}\right)=\int_{-\infty}^{\infty} d x \int_{x(0)=x_{0}}^{x(t)=x} \mathcal{D} x(\tau) e^{-\frac{1}{2} \int_{0}^{t} d \tau\left(\frac{d x}{d \tau}\right)^{2}} \tag{5.6}
\end{equation*}
$$

For a positive random variable $O$, it will be convenient to consider the Moment Generating Function (MGF) $\mathbb{E}_{x_{0}}\left[e^{-\mu O}\right]$ of the observable $O$ instead of its PDF, where

$$
\begin{equation*}
\mathbb{E}_{x_{0}}\left[e^{-\mu O}\right]=Q\left(\mu ; x_{0}, t\right)=\int_{-\infty}^{\infty} G\left(\mu ; x_{0}, x, t\right) d x \tag{5.7}
\end{equation*}
$$

Using the path integral formalism of quantum mechanics introduced by Feynman, the function $G\left(\mu ; x_{0}, x, t\right)$ can be interpreted as a quantum Euclidean propagator between the positions $x_{0}$ at time 0 and $x$ at time $t$,

$$
\begin{equation*}
G\left(\mu ; x_{0}, x, t\right)=\langle x| e^{-\hat{H} t}\left|x_{0}\right\rangle=\int_{x(0)=x_{0}}^{x(t)=x} \frac{\mathcal{D} x(\tau)}{Z\left(x_{0}\right)} e^{-\int_{0}^{t} d \tau\left[\frac{1}{2}\left(\frac{d x}{d \tau}\right)^{2}+\mu \mathcal{O}[x(\tau)]\right]}, \tag{5.8}
\end{equation*}
$$

where the effective Hamiltonian of the quantum system reads

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}^{2}}{2}+\mu \mathcal{O}(\hat{x}) . \tag{5.9}
\end{equation*}
$$

This propagator is solution of the partial differential equation $-\partial_{t} G=\hat{H} G$, i.e.

$$
\begin{equation*}
\partial_{t} G=\frac{1}{2} \partial_{x}^{2} G-\mu \mathcal{O}(x) G, \text { with } G\left(\mu ; x_{0}, x, 0\right)=\delta\left(x-x_{0}\right) . \tag{5.10}
\end{equation*}
$$

In the absence of a potential $\mathcal{O}(x)=0$, we recover that the Markov propagator is the free Euclidean quantum propagator in Eq. (5.3). Note that the Euclidean propagator was already introduced in a different context in section 1.1.3.

To compute a probability integrated over the final position $x$, one can instead directly solve the backward diffusion equation [102]

$$
\begin{equation*}
\partial_{t} Q=\frac{1}{2} \partial_{x_{0}}^{2} Q-\mu \mathcal{O}\left(x_{0}\right) Q, \text { with } Q\left(\mu ; x_{0}, t=0\right)=1 . \tag{5.11}
\end{equation*}
$$

Note that the difference between Eqs. (5.10) and (5.11) only lies in the initial condition. We will now apply this formalism to obtain extreme value observables of the Brownian motion.


Figure 5.1: In the Brownian trajectory $x(\tau)$ on the left panel, the trajectory starts from position $x(0)=x_{0}$ (indicated in dashed orange) and survives up to time $t=1$ (with $x=0$ indicated in dashed black). On the right panel, the Brownian trajectory built as $z(\tau)=x_{0}-x(\tau)$ starts from $z(0)=0$ and is less than its maximum $z_{\max }=x_{0}$.

### 5.1.2 Survival probability and maximum of the Brownian motion

Let us first compute the distribution of the survival probability defined as

$$
\begin{equation*}
Q\left(x_{0}, t\right)=\operatorname{Prob}\left[\{x(\tau) \geqslant 0, \quad \tau \in[0, t]\} \mid x(0)=x_{0}\right] . \tag{5.12}
\end{equation*}
$$

Using the spatial translation and symmetry of the Brownian motion and defining $z(\tau)=$ $x_{0}-x(\tau)$ for $\tau \in[0, t]$ (c.f. Fig. 5.1), we obtain that this probability can also be expressed as

$$
\begin{equation*}
Q\left(x_{0}, t\right)=\operatorname{Prob}\left[z_{\max }=\max _{\tau \in[0, t]} z(\tau) \leqslant x_{0} \mid z(0)=0\right] . \tag{5.13}
\end{equation*}
$$

To compute this survival probability, we must discard all the trajectories that become negative on the time interval $[0, t]$. We define the hard-wall potential $\mathcal{O}(x)=0$ if $x \geqslant 0$ and $\mathcal{O}(x)=+\infty$ if $x<0$. For this specific choice, we have

$$
\begin{equation*}
\mathbb{E}_{x_{0}}\left[e^{-O}\right]=Q\left(x_{0}, t\right) \tag{5.14}
\end{equation*}
$$

It is clear that $Q\left(x_{0} \leqslant 0, t\right)=0$ as the Brownian trajectories are continuous. For $x_{0}>0, Q\left(x_{0}, t\right)$ is solution of the free diffusion equation on the positive half-space with Dirichlet boundary conditions. To solve this diffusion equation, we introduce the Laplace transform $\tilde{Q}\left(x_{0} ; s\right)=\int_{0}^{\infty} Q\left(\mu ; x_{0}, t\right) e^{-s t} d t$. This yields

$$
\begin{equation*}
\frac{1}{2} \partial_{x_{0}}^{2} \tilde{Q}\left(x_{0} ; s\right)-s \tilde{Q}\left(x_{0} ; s\right)=-1, \text { for } x_{0}>0 \tag{5.15}
\end{equation*}
$$

where we used the initial condition $Q\left(x_{0}, 0\right)=\Theta\left(x_{0}\right)$. Solving this equation, ensuring the continuity in $x=0$ such that $\tilde{Q}\left(x_{0}=0, s\right)=0$, we find

$$
\begin{equation*}
\tilde{Q}\left(x_{0}, s\right)=\frac{1-e^{-\sqrt{2 s} x_{0}}}{s}, x_{0} \geqslant 0 . \tag{5.16}
\end{equation*}
$$
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Using Eq. (A.11) in the table of Appendix A to invert the Laplace transform from $s$ to $t$, we obtain

$$
\begin{equation*}
Q\left(x_{0}, t\right)=\Theta\left(x_{0}\right) \operatorname{erf}\left(\frac{x_{0}}{\sqrt{2 t}}\right) . \tag{5.17}
\end{equation*}
$$

The PDF $\partial_{x_{0}} Q\left(x_{0}, t\right)$ of the maximum of the Brownian motion is simply given by a half Gaussian. Using its symmetry in space, the CDF of its minimum is $\operatorname{Prob}\left[z_{\text {min }} \geqslant x_{0} \mid z(0)=0\right]=$ $Q\left(-x_{0}, t\right)$. We can extract from this result the mean value $\left\langle x_{\max }\right\rangle_{t}$ of the maximum of the Brownian motion on the time interval $[0, t]$ as

$$
\begin{equation*}
\left\langle x_{\max }\right\rangle_{t}=\int_{0}^{\infty} x_{0} \partial_{x_{0}} Q\left(x_{0}, t\right) d x_{0}=\sqrt{\frac{2 t}{\pi}} . \tag{5.18}
\end{equation*}
$$

Coming back to the survival probability, we see that it behaves in the long time limit $t \rightarrow \infty$ as $Q\left(x_{0}, t\right) \approx \frac{2}{\sqrt{\pi t}}$. We will now see how to use the PDF $\partial_{x_{0}} Q\left(x_{0}, t\right)$ of the maximum to obtain another extreme value observable: the time to reach this maximum.

### 5.1.3 Time to reach the maximum and arcsine laws

At variance with the case of i.i.d. random variables, there is a clear notion of time for both the Brownian motion and the random walk. The observables of these stochastic processes are not time invariant and the question of the time to reach the maximum is therefore non-trivial. The distribution of the time $t_{\max }$ at which the maximum is reached, i.e. $x\left(t_{\max }\right)=x_{\max }$, can be obtained by using a path decomposition. We consider that the maximum is reached at time $t_{\max }=\tau$ and separate the Brownian motion in two independent parts (using the Markovian property of Brownian motion) by redefining $y\left(\tau_{1}\right)=x\left(\tau_{1}\right)-x_{\max } \leqslant 0$ for $\tau_{1} \in[0, \tau]$ and $z\left(\tau_{2}\right)=x\left(1-\tau_{2}\right)-x_{\max } \leqslant 0$ for $\tau_{2} \in[0,1-\tau]$ (c.f. Fig 5.2). The maximum for the two Brownian motions is reached respectively for $y_{\max }=y(0)=0$ and $z_{\max }=z(0)=0$. Therefore, the PDF of the time to reach the maximum for the Brownian $x(\tau)$ is given by

$$
\begin{equation*}
P_{\arcsin }(\tau)=\left.\left.\partial_{z} Q(z, 1-\tau)\right|_{z=0} \partial_{y} Q(y, \tau)\right|_{y=0}=\frac{1}{\pi \sqrt{\tau(1-\tau)}} \tag{5.19}
\end{equation*}
$$

Remarkably, this arcsine law is the common PDF for three observables of the Brownian motion [225, 226]: (see Fig. 5.3)

- For the time $t_{\max }$ to reach of the maximum (or minimum) of Brownian motion
- For the time $T_{0}$ of the last crossing of the Brownian motion $x(\tau)$ to $x(0)=0$,

$$
\begin{equation*}
T_{0}=\sup _{\tau \in[0,1]}[x(\tau)=0 \mid x(0)=0] \tag{5.20}
\end{equation*}
$$

- For the occupation time $\mathcal{T}_{ \pm}(0)$ of the Brownian above (below) $z=x(0)=0$,

$$
\begin{equation*}
\mathcal{T}_{+}(z)=\int_{0}^{1} d \tau \Theta(x(\tau)-z) \tag{5.21}
\end{equation*}
$$



Figure 5.2: In the Brownian trajectory $x(\tau)$ on the left panel, the trajectory starts from position $x(0)=0$ and reach its maximum $x_{\max }$ at time $t_{\text {max }}$. On the right panel, the trajectory is decomposed into a blue path starting from $y(0)=x(0)-x_{\text {max }}$ and reaching its maximum $y_{\max }=0$ at its endpoint at time $t_{\max }$ and an independent orange path (using the Markovian property of Brownian motion), starting from $z(0)=x(1)-x_{\max }$ and reaching its maximum $z_{\max }=0$ at its endpoint at time $1-t_{\max }$.


Figure 5.3: For a given trajectory, definition of the time $t_{\max }$ to reach the global maximum (left), the time $T_{0}$ of the last crossing of 0 (centre) and the time $\mathcal{T}_{+}=\mathcal{T}_{+}(0)$ spent by the trajectory above 0 (right).

The laws of these three quantities have been recently considered for non-Markovian processes e.g. fractional Brownian motion [217].

The minimum and maximum (together with their time of reach) give already a few informations on the extreme statistics. However, for many physical processes, this gives only a partial information on the extreme events of the system. To obtain a clearer description of the system one should also consider the near-extreme events [105, 147]. In the case of the Brownian motion, this can be partly considered by computing the statistics of the quantiles of Brownian motion $q(\alpha)$ [227], which we focus on in the next section.

### 5.1.4 Occupation time of the Brownian

As stated before, we can define an observable that will generalise the case of the maximum (and is an analogous of the $k^{\text {th }}$ maximum for the continuous process): the quantile of Brownian motion, defined as

$$
\begin{equation*}
q(\alpha)=\inf \left\{z \text { such that } \mathcal{T}_{+}(z)=\int_{0}^{1} d \tau \Theta(x(\tau)-z) \geqslant \alpha\right\} \tag{5.22}
\end{equation*}
$$
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Figure 5.4: Discrete random walk of $n=100$ steps. There are exactly 20 positions of the walk above $M_{20,100}$. In the large $n$ limit, this walk becomes a continuous path with a fraction $\alpha=0.2$ of the trajectory (in orange) lying above $q(0.2)$.

Note that it is also conveniently defined by considering first a discrete version $x_{i}$ of this process with $n$ steps and ordering its positions as $M_{1, n} \leqslant M_{2, n} \leqslant \cdots \leqslant M_{n+1, n}$. There are exactly $k$ positions in this discrete process lying above the $k^{\text {th }}$ maximum $M_{k, n}$ (c.f. Fig. 5.4). In the large $n$ limit with $\alpha=k / n$ fixed, it converges naturally to $q(\alpha)$, with a fraction $\alpha$ of the full trajectory lying above $q(\alpha)$. We may relate easily this observable to the occupation time $\mathcal{T}_{+}(z)$ via the identity

$$
\begin{equation*}
\operatorname{Prob}\left[\mathcal{T}_{+}(z) \leqslant \alpha\right]=\operatorname{Prob}[q(\alpha) \leqslant z] . \tag{5.23}
\end{equation*}
$$

We will now compute the PDF of this occupation time (5.21). We introduce its Moment Generating Function (MGF),

$$
\begin{equation*}
\mathbb{E}_{x_{0}}\left[e^{-\mu \mathcal{T}_{+}(z)}\right]=Q\left(\mu ; x_{0}, z, t\right), \tag{5.24}
\end{equation*}
$$

and will use the Feynman-Kac formalism to derive $Q\left(\mu ; x_{0}, z, t\right)$. This function is solution of the diffusion equation

$$
\begin{equation*}
\partial_{t} Q=\frac{1}{2} \partial_{x_{0}}^{2} Q-\mu \Theta\left(x_{0}-z\right) Q, \text { with } Q\left(\mu ; x_{0}, z, t=0\right)=1 . \tag{5.25}
\end{equation*}
$$

In this case also, the equation can be solved by introducing the Laplace transform $\tilde{Q}(\mu ; x, z, s)=\int_{0}^{\infty} Q\left(\mu ; x_{0}, z, t\right) e^{-s t} d t$, which is solution of

$$
\begin{equation*}
\frac{1}{2} \partial_{x_{0}}^{2} \tilde{Q}-\left[s+\mu \Theta\left(x_{0}-z\right)\right] \tilde{Q}=-1 \tag{5.26}
\end{equation*}
$$

Solving this equation and setting $x_{0}=0$, we obtain

$$
\tilde{Q}\left(\mu ; x_{0}=0, z, s\right)= \begin{cases}\frac{e^{\sqrt{2(s+\mu)} z}}{\sqrt{s(s+\mu)}}+\frac{1-e^{\sqrt{2(s+\mu)} z}}{s+\mu} & , z \leqslant 0  \tag{5.27}\\ \frac{e^{-\sqrt{2 s} z}}{\sqrt{s(s+\mu)}}+\frac{1-e^{-\sqrt{2 s} z}}{s} & , z>0 .\end{cases}
$$

Note the symmetry $\tilde{Q}\left(\mu ; x_{0}=0,-z, s\right)=\tilde{Q}\left(-\mu ; x_{0}=0, z, s+\mu\right)$. Using Eqs. (A.10) and (A.11) in the table of Appendix A, we invert the Laplace transform from $s$ to $t$ and obtain the MGF of the occupation time $\mathcal{T}_{+}(z)$,

$$
\mathbb{E}_{x_{0}=0}\left[e^{-\mu \mathcal{T}_{+}(z)}\right]= \begin{cases}\operatorname{erf}\left(\frac{z}{\sqrt{2 t}}\right)+\int_{0}^{t} d \tau \frac{e^{-\frac{z^{2}}{2 \tau}} e^{-\mu(t-\tau)}}{\pi \sqrt{\tau(t-\tau)}} & , z \geqslant 0  \tag{5.28}\\ e^{-\mu} \operatorname{erf}\left(-\frac{z}{\sqrt{2 t}}\right)+\int_{0}^{t} d \tau \frac{e^{-\frac{z^{2}}{2 \tau}} e^{-\mu \tau}}{\pi \sqrt{\tau(t-\tau)}} & , z<0\end{cases}
$$

Note that taking the limit $\mu \rightarrow \infty$, this expression yields back the result for the survival probability $Q(z, t)=\lim _{\mu \rightarrow \infty} \mathbb{E}_{x_{0}=0}\left[e^{-\mu \mathcal{T}_{+}(z)}\right]$ in Eq. (5.17). To obtain the PDF from this expression, we invert the Laplace transform from $\mu$ to $\tau$ using Eq. (A.6) in the table of Appendix A

$$
P_{\mathcal{T}_{+}}(\tau ; z)= \begin{cases}\delta(\tau) \operatorname{erf}\left(\frac{z}{\sqrt{2 t}}\right)+\frac{e^{-\frac{z^{2}}{2(t-\tau)}}}{\pi \sqrt{\tau(t-\tau)}} & , z \geqslant 0  \tag{5.29}\\ \delta(t-\tau) \operatorname{erf}\left(-\frac{z}{\sqrt{2 t}}\right)+\frac{e^{-\frac{z^{2}}{2 \tau}}}{\pi \sqrt{\tau(t-\tau)}} & , z<0\end{cases}
$$

Taking $z=0$ in this expression, it corresponds to the occupation time on the positive half space $\mathbb{R}_{+}$and one recovers the arcsine law $P_{\mathcal{T}_{+}}(\tau ; z=0)=\frac{1}{t} P_{\text {arcsin }}\left(\frac{\tau}{t}\right)$ where $P_{\text {arcsin }}(\tau)$ is given in Eq. (5.19). The Dirac delta term in (5.29) can be explained as such: for $z>0$, the probability for $z$ to be larger than the maximum of the Brownian is positive $Q(z, t)=\operatorname{erf}\left(\frac{z}{\sqrt{2 t}}\right)>0$. If this is the case, then the full trajectory remains below $z$, i.e. $x(\tau)<z$ for $\tau \in[0, t]$ and $\mathcal{T}_{+}(z)=0$. Integrating this function with respect to $\tau$ for $\tau \in[0, \alpha]$, we obtain the CDF of the quantiles of Brownian motion [28,119,227]

$$
\operatorname{Prob}\left[\mathcal{T}_{+}(z) \leqslant \alpha\right]=\operatorname{Prob}[q(\alpha) \leqslant z]= \begin{cases}\int_{0}^{t-\alpha} \frac{e^{-\frac{z^{2}}{2 \tau}}}{\pi \sqrt{\tau(t-\tau)}} d \tau \quad, \quad z \geqslant 0  \tag{5.30}\\ \int_{0}^{\alpha} \frac{e^{-\frac{z^{2}}{2 \tau}}}{\pi \sqrt{\tau(t-\tau)}} d \tau & , z<0\end{cases}
$$

This concludes our introduction on the Brownian motion. We will now introduce its discrete time counterpart: the random walk.

### 5.2 Extreme value properties of random walks

We define the one-dimensional random walk by the initial position $x_{0}$ and the recursion relation

$$
\begin{equation*}
x_{i}=x_{i-1}+\eta_{i}, \text { for } i=1, \cdots, n, \tag{5.31}
\end{equation*}
$$
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where the random variables $\eta_{i}$ 's are independent and identically distributed (i.i.d.), with common PDF $f(\eta)$. The random walks are ubiquitous models that have been studied for more than a century [20], with applications in many different fields of research such as mathematics, physics, biology, ecology, finance, ... Many exact results have been obtained for this discrete process, and we will state the most important ones to study the extreme value observables of this process. We will restrict our study to symmetric random walks $f(\eta)=f(-\eta)$ (see $[168,211]$ for cases with drift). The random walk defined in Eq. (5.31) is a Markov chain, with a propagator that is translation invariant in time and space

$$
\begin{equation*}
P_{i, j}(x, y)=\operatorname{Prob}\left[x_{i}=x \mid x_{j}=y\right]=\operatorname{Prob}\left[x_{i-j}=x-y \mid x_{0}=0\right]=P_{i-j}(x-y) . \tag{5.32}
\end{equation*}
$$

This propagator is solution of the forward integral equation

$$
\begin{equation*}
P_{n+1}(x)=\int_{-\infty}^{\infty} f\left(x-x^{\prime}\right) P_{n}\left(x^{\prime}\right) d x^{\prime}, \tag{5.33}
\end{equation*}
$$

which states that the probability to arrive at position $x$ at step $n+1$ is the probability to start from any position $x^{\prime}$ at step $n$ and make a jump of length $x-x^{\prime}$ on the last step. This equation can be trivially solved by Fourier transform, yielding

$$
\begin{equation*}
P_{n}(x)=\int_{-\infty}^{\infty} \frac{d k}{2 \pi}[\hat{f}(k)]^{n} e^{-\mathrm{i} k x}, \tag{5.34}
\end{equation*}
$$

where the function $\hat{f}(k)=\int_{-\infty}^{\infty} f(\eta) e^{\mathrm{i} k \eta} d \eta$ is the Fourier transform of $f(\eta)$.

### 5.2.1 Finite variance vs Lévy flights

Taking the large $n$ limit in the expression of the propagator in Eq. (5.34), the expression will depend on the small $k$ behaviour of $\hat{f}(k)$. Indeed, the propagator between position $x_{n}=\sum_{k=1}^{n} \eta_{k}+x_{0}$ and $x_{0}$ is simply the PDF of $\sum_{k=1}^{n} \eta_{k}$, which is a sum of i.i.d. random variables. If these symmetric variables have a finite variance $\sigma^{2}$, the Fourier transform of the jump PDF reads

$$
\begin{equation*}
\hat{f}(k)=\int_{-\infty}^{\infty} f(\eta) e^{\mathrm{i} k \eta} d \eta \approx 1-\frac{(\sigma k)^{2}}{2}+o\left(k^{2}\right), \tag{5.35}
\end{equation*}
$$

and the central limit theorem applies. In this case, the full process converges towards the Brownian motion and in particular for its propagator,

$$
\begin{equation*}
P_{n}(x) \approx \frac{1}{\sigma \sqrt{n}} G\left(\frac{x}{\sigma \sqrt{n}}, 1\right) \tag{5.36}
\end{equation*}
$$

where $G(z, t)$ is the propagator of the Brownian motion in Eq. (5.3).
However, if the jump distribution is heavy-tailed $f(\eta) \approx|\eta|^{-1-\mu}$ for $|\eta| \gg 1$ and $0<\mu<2$, the jump length has infinite variance $\sigma^{2}=\infty$ and therefore the central limit theorem does not apply. Using the behaviour of the Fourier transform of the jump PDF,

$$
\begin{equation*}
\hat{f}(k)=\int_{-\infty}^{\infty} f(\eta) e^{\mathrm{i} k \eta} d \eta \approx 1-\left|a_{\mu} k\right|^{\mu}+o\left(k^{\mu}\right) \tag{5.37}
\end{equation*}
$$



Figure 5.5: Example of a random walk starting at a position $x_{0}>0$ which survives up to $n=20$ steps. All the positions of the walk are positive.
one can show instead the convergence of the process towards a Lévy flight of index $\mu$,

$$
\begin{equation*}
P_{n}(x) \approx \frac{1}{a_{\mu}(n \tau)^{1 / \mu}} \mathcal{L}_{\mu}\left(\frac{x}{a_{\mu}(n \tau)^{1 / \mu}}\right), \text { with } \mathcal{L}_{\mu}(z)=\int_{-\infty}^{\infty} \frac{d q}{2 \pi} e^{-\mathrm{i} q z-|q|^{\mu}} \tag{5.38}
\end{equation*}
$$

where $\mathcal{L}_{\mu}(z)$ is called the Lévy stable law of index $\mu$. Note that setting $\mu=2$ in this expression and using $\sigma=\sqrt{2} a_{2}$, we recover the propagator of the Brownian motion $\mathcal{L}_{\mu=2}(z)=G(z / \sqrt{2}, 1)$. This distinction between finite variance and Lévy flight (for which $0<\mu<2$ ) will be essential to analyse the emerging behaviours for walks with a large number of steps. We will now consider the different extreme value observables for the random walk and analyse how they differ or not from what we obtained for the Brownian motion in the previous section.

### 5.2.2 Survival probability and PDF of the maximum

As in the case of the Brownian motion, we start by considering the survival probability $Q_{n}\left(x_{0}\right)$, defined as the probability that a random walk starting at $x_{0} \geqslant 0$ remains positive afterwards (c.f. Fig 5.5)

$$
\begin{equation*}
Q_{n}\left(x_{0}\right)=\operatorname{Prob}\left[x_{1} \geqslant 0, x_{2} \geqslant 0, \cdots, x_{n} \geqslant 0 \mid x_{0}\right] . \tag{5.39}
\end{equation*}
$$

Note that $Q_{n=0}\left(x_{0}\right)=1$ for $x_{0}>0$. It is convenient to write for this survival probability a backward recursion, depending on the initial position $x_{0}$. This backward equation is therefore quite different from the forward equation that we obtained for the propagator in Eq. (5.33). It reads

$$
\begin{equation*}
Q_{n+1}\left(x_{0}\right)=\int_{0}^{\infty} Q_{n}(x) f\left(x-x_{0}\right) d x, \quad x_{0} \geqslant 0 . \tag{5.40}
\end{equation*}
$$

Considering only the initial step, the walk survives if it starts from a position $x_{0} \geqslant 0$, makes an initial jump of length $\eta_{1}=x-x_{0}$, arriving at a position $x_{1}=x \geqslant 0$, and survives for the remaining $n$ steps. At variance with the propagator equation,
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the domain of integration in Eq. (5.40) is restricted to the positive half-space. These Wiener-Hopf type of equations are much more difficult to study as they cannot be solved simply by Fourier or Laplace transform. Similarly to the case of the Brownian motion, we introduce a path transformation of the random walk $z_{k}=x_{0}-x_{k}$ and using the space invariance and symmetry of the Markov propagator in Eq. (5.32), allowing to make a clear connection between the survival probability and the CDF of the maximum $z_{\max }=\max _{1 \leqslant k \leqslant n} z_{k}$ of the walk, [104]

$$
\begin{equation*}
Q_{n}\left(x_{0}\right)=\operatorname{Prob}\left[z_{1} \leqslant x_{0}, z_{2} \leqslant x_{0}, \cdots, z_{n} \leqslant x_{0} \mid 0\right]=\operatorname{Prob}\left[z_{\max } \leqslant x_{0} \mid z_{0}=0\right] \tag{5.41}
\end{equation*}
$$

There exists an exact formula for the Laplace transform of the generating function of $Q_{n}\left(x_{0}\right)$, valid for any jump PDF known as the Pollaczek-Spitzer formula [128, 176, 177]. It reads

$$
\begin{equation*}
\int_{0}^{\infty}\left[\sum_{n=0}^{\infty} s^{n} Q_{n}\left(x_{0}\right)\right] e^{-p x_{0}} d x_{0}=\frac{1}{p \sqrt{1-s}} \exp \left[-\frac{p}{\pi} \int_{0}^{\infty} \frac{\ln [1-s \hat{f}(q)]}{p^{2}+q^{2}} d q\right] \tag{5.42}
\end{equation*}
$$

This formula is still quite hard to analyse and the generating and Laplace transforms cannot be inverted in general.

As a first application of this formula, we may extract the mean value of the maximum $\left\langle x_{\max }\right\rangle_{n}$ of the walk of $n$ steps which will be useful in the following. The generating function for this maximum can be obtained by multiplying Eq. (5.42) by p, deriving with respect to $p$ and finally taking $p=0$

$$
\begin{equation*}
-\int_{0}^{\infty} \partial_{p}\left[p \sum_{n=0}^{\infty} s^{n} Q_{n}\left(x_{0}\right) e^{-p x_{0}}\right]_{p=0} d x_{0}=\int_{0}^{\infty} \sum_{n=0}^{\infty} s^{n} x_{0} Q_{n}^{\prime}\left(x_{0}\right) d x_{0}=\sum_{n=0}^{\infty} s^{n}\left\langle x_{\max }\right\rangle_{n} \tag{5.43}
\end{equation*}
$$

Inverting this generating function for large $n$, one obtains [93]

$$
\begin{equation*}
\frac{\left\langle x_{\max }\right\rangle_{n}}{a_{\mu}} \approx \frac{\mu}{\pi} \Gamma\left(1-\frac{1}{\mu}\right) n^{1 / \mu}, \tag{5.44}
\end{equation*}
$$

with in particular for finite variance given by $\sigma^{2}=2 a_{2}^{2}<\infty$ (corresponding to $\mu=2$ ),

$$
\begin{equation*}
\frac{\left\langle x_{\max }\right\rangle_{n}}{\sigma} \approx \sqrt{\frac{2 n}{\pi}} \tag{5.45}
\end{equation*}
$$

Thus, one recovers the result obtained for the Brownian motion in Eq. (5.18). Analysing in detail Eq. (5.42) for a finite variance jump PDF we actually recover the result for the full CDF of the maximum of the Brownian motion

$$
\begin{equation*}
Q_{n}\left(x_{0}\right) \approx \operatorname{erf}\left(\frac{x_{0}}{\sigma \sqrt{2 n}}\right), \text { for } x_{0} \geqslant 0 \tag{5.46}
\end{equation*}
$$

As a third application of this Pollaczek-Spitzer formula, we will see that for $x_{0}=0$, the survival probability $Q_{n}\left(x_{0}=0\right)$ is universal for any finite value of $n$.

### 5.2.3 Sparre Andersen formula

The survival probability $Q_{n}(0)$ of the walk starting from $x_{0}=0$ was computed explicitly by Sparre Andersen [1]. It can be obtained from the Pollaczek-Spitzer formula (5.42) by multiplying by $p$ and changing the variable of integration $x_{0} \rightarrow z=p x_{0}$. This yields

$$
\begin{equation*}
\int_{0}^{\infty}\left[\sum_{n=0}^{\infty} s^{n} Q_{n}\left(\frac{x_{0}}{p}\right)\right] e^{-z} d z=\frac{1}{\sqrt{1-s}} \exp \left[-\frac{p}{\pi} \int_{0}^{\infty} \frac{\ln [1-s \hat{f}(q)]}{p^{2}+q^{2}} d q\right] \tag{5.47}
\end{equation*}
$$

Taking finally the $p \rightarrow \infty$ limit in Eq. (5.47), we obtain the generating function (GF) of the survival probability for $x_{0}=0$, [104]

$$
\begin{equation*}
\sum_{n=0}^{\infty} s^{n} Q_{n}(0)=\frac{1}{\sqrt{1-s}} \tag{5.48}
\end{equation*}
$$

From this equation, we extract the expression of $Q_{n}(0)$ for all values of $n$,

$$
\begin{equation*}
Q_{n}(0)=\operatorname{Prob}\left[x_{1} \geqslant 0, x_{2} \geqslant 0, \cdots, x_{n} \geqslant 0 \mid x_{0}=0\right]=\binom{2 n}{n} 2^{-2 n} \tag{5.49}
\end{equation*}
$$

Remarkably this formula is universal and holds for any jump PDF $f(\eta)$. Taking the large $n$ limit, we obtain the decay of the probability $Q_{n}(0) \approx(\pi n)^{-1 / 2}$. As a nice application of this formula, we can extract the time to reach the maximum of the random walk.

### 5.2.4 Time to reach the maximum and occupation time

Let us consider a walk with a maximum $x_{\max , n}=\max _{0 \leqslant k \leqslant n} x_{k}$ that is reached at step $l$, i.e. $x_{\max }=x_{l}$. We obtain this probability using a similar decomposition as in the case of the Brownian motion (c.f. Fig. 5.2). Using the Markov property of the process, we decompose the walk in two independent walks. A first walk defined as $y_{j}=x_{l}-x_{l-j} \leqslant 0$ (as $x_{\max , n}=x_{l}$ ) for $j=1, \cdots, l$ starting at $y_{0}=0$, and a second walk defined as $z_{k}=x_{l}-x_{l+k} \leqslant 0$ for $k=1, \cdots, n-l$, starting also at $z_{0}=0$. Each walk starts from 0 and stays negative afterwards. Using the Sparre Andersen formula together with the independence of the two walks, the probability to reach the maximum $x_{\text {max }}$ at step $l$ reads [48]

$$
\begin{equation*}
P_{n, l}=\operatorname{Prob}\left[x_{\max , n}=x_{l}\right]=Q_{l}(0) Q_{n-l}(0)=\binom{2 l}{l}\binom{2(n-l)}{n-l} 2^{-2 n} \tag{5.50}
\end{equation*}
$$

It turns out that, as for the Brownian motion, this law also describes another random variable characteristic of the random walk: the occupation time $N_{+}(x=0)$. For a discrete process, the occupation time $N_{+}(x)$ is the counting process of the number of steps taken by the random walker above the level $x$,

$$
\begin{equation*}
N_{+}(x)=\sum_{k=0}^{n} \Theta\left(x_{k}-x\right), \tag{5.51}
\end{equation*}
$$

where $\Theta(x)$ is the Heaviside step-function. In the specific case where $x=x_{0}=0$, the probability $\operatorname{Prob}\left[N_{+}(0)=l\right]=P_{n, l}[48]$. Taking the large $n$ limit with $\tau=l / n$ fixed for
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the probability $P_{n, l}$, we recover the arcsine law

$$
\begin{equation*}
P_{n, l} \approx \frac{1}{n} P_{\arcsin }\left(\frac{l}{n}\right), \text { with } P_{\arcsin }(\tau)=\frac{1}{\pi \sqrt{\tau(1-\tau)}} \tag{5.52}
\end{equation*}
$$

Note that initially, we only computed the arcsine law for Brownian motion but we see using the Sparre-Andersen formula that it remains valid for Lévy flights. This result closes this introduction on the random walks and their global maximum. We will turn in the next chapter to the order statistics of the random walks, i.e. the statistics of the ordered maxima (first, second, third...).

## Chapter 6

## Order statistics of random walks

In this chapter, we consider the symmetric random walks defined in Eq. (5.31). We order the positions of the walk by defining the $k^{\text {th }}$ maximum $M_{k, n}$ such that

$$
\begin{equation*}
M_{1, n}=x_{\max } \leqslant M_{2, n} \leqslant \cdots \leqslant M_{k, n} \leqslant M_{k+1, n} \leqslant \cdots \leqslant M_{n, n} \leqslant M_{n+1, n}=x_{\min } . \tag{6.1}
\end{equation*}
$$

Note that an alternative definition of the $k^{\text {th }}$ maximum $M_{k, n}$ is the position $x_{l}=M_{k, n}$ such that there are exactly $k$ positions among the $n+1$ steps of the walk above $M_{k, n}$ (including $x_{l}=M_{k, n}$ ). It is then easy to deduce the identity

$$
\begin{equation*}
Q_{k, n}(x)=\operatorname{Prob}\left[M_{k, n} \leqslant x\right]=\operatorname{Prob}\left[N_{+}(x)<k\right]=\sum_{l=0}^{k-1} q_{l, n}(x), \tag{6.2}
\end{equation*}
$$

where we introduced the probability of the occupation time $N_{+}(x)$ defined in Eq. (5.51)

$$
\begin{equation*}
q_{l, n}(x)=\operatorname{Prob}\left[N_{+}(x)=l\right] . \tag{6.3}
\end{equation*}
$$

Note in particular that $q_{0, n}(x)=Q_{n}(x)$ is the CDF of the maximum. Introducing a path transformation by defining $y_{i}=x-x_{i}$, for $i=0, \cdots, n$, we get that $q_{l, n}(x)$ is also the probability that a walk of $n$ steps starting from position $y_{0}=x$ has exactly $k$ negative positions (c.f. Fig 6.1) One can then write a backward recursion relation for the probability $q_{l, n}(x)$. It reads [98]

$$
\begin{equation*}
q_{l, n+1}(x)=\int_{0}^{\infty} q_{l, n}\left(x^{\prime}\right) f\left(x^{\prime}-x\right) d x^{\prime}+\int_{-\infty}^{0} q_{l-1, n}\left(x^{\prime}\right) f\left(x^{\prime}-x\right) d x^{\prime}, \quad x>0 \tag{6.4}
\end{equation*}
$$

where $q_{0,0}(x)=1$ and $q_{l, n}(x)=0$ for $l>n$. Considering first the case where the walker arrives at a position $x^{\prime}>0$ after the first jump, it must have $l$ negative positions in the remaining $n$ steps afterwards to have $l$ negative positions among its total $n+1$ positions (c.f. Fig. 6.2). On the contrary, if it arrives at a position $x^{\prime}<0$ after the first jump, it must only have $l-1$ negative positions in the remaining $n$ steps afterwards to have a total of $l$ negative positions among its total $n+1$ positions (c.f. Fig. 6.2). Using $q_{l, n}(x)=\operatorname{Prob}\left[N_{+}(x)=l\right]=\operatorname{Prob}\left[N_{-}(x)=n+1-l\right]$, together with the symmetry of the walk, such that $q_{l, n}(-x)=\operatorname{Prob}\left[N_{+}(-x)=l\right]=\operatorname{Prob}\left[N_{-}(x)=l\right]$, we obtain the identity

$$
\begin{equation*}
q_{l, n}(-x)=\operatorname{Prob}\left[N_{-}(-x)=n+1-l\right]=\operatorname{Prob}\left[N_{+}(x)=n+1-l\right]=q_{n+1-l, n}(x) \tag{6.5}
\end{equation*}
$$



Figure 6.1: The 6 points of the random walk $x_{i}$ (in orange) lying above the level $x=$ $M_{6, n}$ defined as its $6^{\text {th }}$ maximum (represented by the dashed black line) on the left panel lie below the level $x=0$ (represented by the dashed green line) after the path transformation $y_{i}=M_{6, n}-x_{i}$ on the right panel.


Figure 6.2: On the left panel, the walk has an initial first step (in green) above level $x=0$ (represented by the black dashed line) and has 3 positions below $x=0$ afterwards, for a total of 3 positions below $x=0$. On the right panel, the walk has an initial first step (in green) below level $x=0$ (represented by the black dashed line) and has 2 positions below $x=0$ afterwards, for a total of 3 positions below $x=0$.

It allows to simplify Eq. (6.4) by only considering probabilities for $x>0$ as

$$
\begin{equation*}
q_{l, n+1}(x)=\int_{0}^{\infty} q_{l, n}\left(x^{\prime}\right) f\left(x^{\prime}-x\right) d x^{\prime}+\int_{0}^{\infty} q_{n+2-l, n}\left(x^{\prime}\right) f\left(x^{\prime}+x\right) d x^{\prime}, \quad x>0 . \tag{6.6}
\end{equation*}
$$

There is an exact representation for the Fourier transform in space and generating function in discrete time of the PDF $q_{k, n}^{\prime}(x)$, similar to the Pollaczek-Spitzer formula in Eq. (5.42), known as the Pollaczek-Wendel formula [128, 129, 210].

This equation turns out to be rather difficult to analyse for a general jump distribution $f(\eta)$ and we will see in the following how to circumvent this difficulty. Let us first consider a few known results before stating the new results that were derived during this thesis.

### 6.1 Distribution of the $k^{\text {th }}$ maximum

Quite remarkably, a general identity $[21,29]$ valid for any random walk $\left\{x_{i}\right\}$ (continuous or discrete, Lévy or with finite variance jump PDF) allows to express the statistics of the $k^{\text {th }}$ maximum only in terms of the statistics of the global maximum and global minimum

$$
\begin{equation*}
M_{k, n} \stackrel{d}{=} M_{1, n+1-k}+M_{k+1, k}, \text { with } M_{1, n+1-k}=\max _{1 \leqslant j \leqslant n+1-k} y_{j} \text { and } M_{k+1, k}=\min _{1 \leqslant l \leqslant k} z_{l}, \tag{6.7}
\end{equation*}
$$

where the walks $y_{j}$ and $z_{l}$ are two independent realisations of random walks with the same initial position $x_{0}=y_{0}=z_{0}$ and jump PDF $f(\eta)$ as $x_{i}$. Note that for a symmetric random walk, this simplifies to

$$
\begin{equation*}
M_{k, n} \stackrel{d}{=} M_{1, n+1-k}-M_{1, k-1} . \tag{6.8}
\end{equation*}
$$

Therefore, if we know the $\operatorname{PDF} F_{1, n}(x)=\partial_{x} Q_{n}(x)$ of the global maximum for any values of $n$ and $x$, then we may compute the $\operatorname{PDF} F_{k, n}(x)=\partial_{x} Q_{k, n}(x)$ of $M_{k, n}$ for any value of $k$ as the convolution

$$
\begin{equation*}
F_{k, n}(x)=\int_{-\infty}^{\infty} F_{1, n+1-k}(z) F_{1, k-1}(z-x) d z \tag{6.9}
\end{equation*}
$$

This equation allows to circumvent the difficulty of solving the equation (6.6). Note that if one considers a random walk in discrete time and space, referred to in the following as discrete random walk, we expect in general that the value of the $k^{\text {th }}$ maximum will be reached several times, i.e. at several steps. In this case, the identity in Eq. (6.7) remains valid if we order the positions that have same value in decreasing order of time step, i.e. if $x_{l}=x_{m}$, and $m>l$ then $x_{m}=M_{k, n}$ and $x_{l}=M_{k+1, n}$ [21]. We now use this identity together with Eq. (5.44) to obtain the mean value of $M_{k, n}$. For general value of the Lévy index $\mu$ (including $\mu=2$ ), we obtain for large $n$ and $k$,

$$
\begin{equation*}
\frac{\left\langle M_{k, n}\right\rangle}{a_{\mu}} \approx \mathcal{M}_{\mu}\left(\frac{k}{n}\right) \text { with } \mathcal{M}_{\mu}(\alpha)=\frac{\mu}{\pi} \Gamma\left(1-\frac{1}{\mu}\right)\left[(1-\alpha)^{1 / \mu}-\alpha^{1 / \mu}\right], \quad \mu>1 \tag{6.10}
\end{equation*}
$$

For $\mu \leqslant 1$, the mean value of the jump PDF is not defined and $\left|\left\langle M_{k, n}\right\rangle\right|=\infty$ for all $k$ and $n>0$. More generally, in the case of a random walk with Lévy index $0<\mu<2$, the variance is infinite $\sigma^{2}=\infty$. As seen in the previous section, the random walk does not converge towards a Brownian motion but towards a Lévy flight. The PDF of the maximum of this process is not known explicitly for general values of $\mu$. Therefore, even though the identity (6.8) remains valid, it cannot be used in practice to compute explicitly the PDF of the quantile of Lévy flight. As there is no simple generalisation of the Feynman-Kač formalism to Lévy flights, we cannot either compute the PDF of the occupation time $N_{+}(x)$, which would allow us to obtain the distribution of the quantiles using Eq. (6.2).

For random walks with finite variance jump PDF, we obtain

$$
\begin{equation*}
\frac{\left\langle M_{k, n}\right\rangle}{\sigma} \approx \mathcal{M}\left(\frac{k}{n}\right) \text { with } \mathcal{M}(\alpha)=\frac{\mathcal{M}_{\mu=2}(\alpha)}{\sqrt{2}}=\sqrt{\frac{2}{\pi}}[\sqrt{1-\alpha}-\sqrt{\alpha}] . \tag{6.11}
\end{equation*}
$$

As expected, the rescaled mean value is antisymmetric under the change $\alpha \rightarrow 1-\alpha$. In this case, the full PDF of $M_{k, n}$ can be obtained using the convergence to Brownian
motion. We have seen in the previous section that the quantiles of Brownian motion are naturally defined as the analogous of the $k^{\text {th }}$ maximum for a continuous process (see (5.22) and the discussion afterwards). In the large $n$ limit, we therefore have

$$
\begin{equation*}
q(\alpha)=\lim _{n \rightarrow \infty} \frac{M_{\alpha n, n}}{\sigma \sqrt{n}} \tag{6.12}
\end{equation*}
$$

From this property, we expect the PDF of the $k^{\text {th }}$ maximum for $n \rightarrow \infty$ with $\alpha=k / n$ to take the scaling form

$$
\begin{equation*}
F_{k, n}(x) \approx \frac{1}{\sqrt{n} \sigma} P_{\alpha=k / n}\left(\frac{x}{\sqrt{n} \sigma}\right) \tag{6.13}
\end{equation*}
$$

where $P_{\alpha}(z)$ is the PDF of the alpha quantile of Brownian motion. We already obtained the CDF in Eq. (5.30), yielding

$$
P_{\alpha}(z)= \begin{cases}\sqrt{\frac{2}{\pi}} e^{-\frac{z^{2}}{2}} \operatorname{erfc}\left(z \sqrt{\frac{\alpha}{2(1-\alpha)}}\right) & , z \geqslant 0  \tag{6.14}\\ \sqrt{\frac{2}{\pi}} e^{-\frac{z^{2}}{2}} \operatorname{erfc}\left(|z| \sqrt{\frac{1-\alpha}{2 \alpha}}\right) & , z<0\end{cases}
$$

As the distribution of the global maximum $M_{1, n}$ is known explicitly for the Brownian motion, this PDF can alternatively be obtained using Eq. (6.9) [28]. This distribution has the symmetry $P_{\alpha}(-z)=P_{1-\alpha}(z)$. Note that taking the limit $\alpha \rightarrow 0($ resp. $\alpha \rightarrow 1)$, we recover the half Gaussian distribution of the maximum (resp. minimum). We now consider the distribution of the time to reach this $k^{\text {th }}$ maximum.

### 6.2 Time to reach the $k^{\text {th }}$ maximum

It is rather easy to generalise the computation for the time to reach the global maximum to this more general setting of the $k^{\text {th }}$ maximum. Considering that it is reached at the step $l$ such that $x_{l}=M_{k, n}$, we define the two independent random walks $y_{j}=x_{j}-x_{l}$ for $j=0, \cdots, l$ and $z_{m}=x_{m}-x_{l}$ for $m=l+1, \cdots, n$. The total occupation time of the walk $x_{i}$ above $x_{l}$ is $N_{+}\left(x_{l}\right)=k$ and must be splitted in each sub-walk $y_{j}$ and $z_{m}$. Therefore, there is respectively a number $i=N_{+}(0)$ for the walk $y_{j}$ and $k-i=N_{+}(0)$ for the walk $z_{m}$ of steps above $z_{0}=y_{0}=0$. Summing over all the possibilities for $i$, we obtain

$$
\begin{align*}
P_{n, l}^{k} & =\sum_{i=\max (1, l+k-n)}^{\min (n+1, k)} P_{l, i-1} P_{n-l, k-i} \\
& =2^{-2 n} \sum_{i=\max (1, l+k-n)}^{\min (n+1, k)}\binom{2(i-1)}{i-1}\binom{2(k-i)}{k-i}\binom{2(l+1-i)}{l+1-i}\binom{2(n-l-k+i)}{n-l-k+i} . \tag{6.15}
\end{align*}
$$



Figure 6.3: Comparison between the rescaled $\operatorname{PDF} \sqrt{n} \sigma F_{k, n}(\sqrt{n} \sigma z)$ of the maximum $M_{k, n}$ for $k=10^{2}$ and $n=10^{3}$ as a function of $z$ obtained from the simulation of $10^{6}$ random walks with Gaussian jump PDF and the scaling function $P_{\alpha}(z)$ in Eq. (6.14). The numerical data shows a very good agreement with the analytical results.

To the best of our knowledge, this formula appears neither in the physics literature nor in the fluctuation theory studied in maths. Note that for $k=1$, as $x_{l}=x_{\max }$, all the positions $y_{j}=x_{\max }-x_{j}<0$ for $j>0$ such that only the term for $i=1$ is non-zero. We thus recover the time to reach the global maximum $P_{n, l}^{1}=P_{n, l}=2^{-2 n}\binom{2 l}{l}\binom{2(n-l)}{n-l}$. Similarly, setting $k=n+1$, as $x_{l}=x_{\min }$, all the positions $y_{j}=x_{\min }-x_{j} \geqslant 0$ for $j \geqslant 0$ such that only the term for $i=l+1$ is non-zero. Therefore we also have $P_{n, l}^{n+1}=P_{n, l}$. For a fixed $l$, the distribution is symmetric under $k \rightarrow n-k$, i.e. $P_{n, l}^{k}=P_{n, l}^{n-k}$, while for fixed $k$ it is symmetric under $l \rightarrow n-l$, i.e. $P_{n, n-l}^{k}=P_{n, l}^{k}$. In the large $n$ limit, we recover a PDF similar to the arcsine law but with divergences for the values $l=k$ and $l=n-k$. This probability is plotted in Fig. 6.5 for $n=100$ and $k=20$ for a Gaussian and a Cauchy distribution of jumps (with infinite variance), highlighting the universality of this result which is valid for any symmetric distribution of jumps. In the large $n$ limit, this formula converges to the scaling form

$$
\begin{equation*}
P_{n, l}^{k} \approx \frac{1}{n} \mathcal{P}_{\text {reach }}\left(\frac{k}{n}, \frac{l}{n}\right), \text { with } \mathcal{P}_{\text {reach }}(\alpha, \beta)=\int_{0}^{1} \frac{\Theta(\alpha-\tau) \Theta(\beta-\tau) \Theta(1+\tau-\alpha-\beta) d \tau}{\pi^{2} \sqrt{\tau(\alpha-\tau)(\beta-\tau)(1+\tau-\alpha-\beta)}} . \tag{6.16}
\end{equation*}
$$

Note that this formula can be obtained directly in the continuous case by separating the path in two independent parts, the interval $[0, \beta]$ and the interval $[\beta, 1]$. For each independent part, the PDF of the occupation time is given by the arcsine law and we simply ensure that the sum of the two times is exactly $\alpha$ (see Fig. 6.4)

$$
\begin{equation*}
\mathcal{P}_{\text {reach }}(\alpha, \beta)=\int_{0}^{1} d \tau_{1} \int_{0}^{1} d \tau_{2} \frac{\Theta\left(\beta-\tau_{1}\right) \Theta\left(1-\beta-\tau_{2}\right) \delta\left(\tau_{1}+\tau_{2}-\alpha\right)}{\sqrt{\tau_{1}\left(\beta-\tau_{1}\right) \tau_{2}\left(1-\beta-\tau_{2}\right)}} . \tag{6.17}
\end{equation*}
$$



Figure 6.4: Trajectory of a Brownian motion decomposed in two parts. In the first part $\tau \in[0, \beta]$, the Brownian spends a time $\tau_{1}$ above level $q(\alpha)$ and reaches $q(\alpha)$ at $\tau=\beta$. In the second part $\tau \in[\beta, 1]$, the Brownian starts from $q(\alpha)$ and spends a time $\tau_{2}$ above level $q(\alpha)$. As $q(\alpha)$ is the $\alpha$-quantile, $\tau_{1}+\tau_{2}=\alpha$.


Figure 6.5: Comparison between the analytical expression in Eq. (6.15) (black) for $n=100$ and $k=20$ and simulations of random walks with Gaussian (blue) and Cauchy (orange) jump PDF, showing an excellent agreement.


Figure 6.6: Scheme of the repartition of maxima of the random walk for $n=50$ steps and of the associated density.

### 6.3 Spatial annealed and quenched densities for the random walk

In the limit of large $n$, the positions $M_{k, n}$ of the maxima form a quasi-continuum on the real axis (c.f. Fig. 6.6). We may define a point process associated to these maxima. To first characterise this point process we will now compute its density. The most natural way to define the density of this point process is

$$
\begin{equation*}
\rho_{n}^{\mathrm{a}}(x)=\frac{1}{n+1} \sum_{l=0}^{n}\left\langle\delta\left(x-x_{l}\right)\right\rangle=\frac{1}{n+1} \sum_{k=1}^{n+1}\left\langle\delta\left(x-M_{k, n}\right)\right\rangle=\frac{1}{n+1} \sum_{k=1}^{n+1} F_{k, n}(x) . \tag{6.18}
\end{equation*}
$$

Note that from the normalisation of $F_{k, n}(x)$, the density $\rho_{n}^{\mathrm{a}}(x)$ is also normalised to unity. This average density can be obtained from the mean occupation time $N_{+}(x)$, as follows

$$
\begin{equation*}
\rho_{n}^{\mathrm{a}}(x)=-\frac{1}{n+1} \partial_{x}\left[\sum_{k=0}^{n}\left\langle\Theta\left(x_{k}-x\right)\right\rangle\right]=-\frac{1}{n+1} \partial_{x}\left\langle N_{+}(x)\right\rangle . \tag{6.19}
\end{equation*}
$$

This annealed density is naturally expressed in terms of the mean local time $\left\langle\tau_{\text {loc }}(x)\right\rangle$ at position $x$, where this local time is defined as

$$
\begin{equation*}
\tau_{\mathrm{loc}}(x)=\sum_{k=0}^{n} \delta\left(x_{k}-x\right) \tag{6.20}
\end{equation*}
$$

For a PDF $F_{k, n}(x)$ that is peaked about its mean value $\left\langle M_{k, n}\right\rangle$, we expect that it coincides with the 'typical' density defined as

$$
\begin{equation*}
\rho_{n}^{\mathrm{q}}(x)=\frac{1}{n+1} \sum_{k=1}^{n+1} \delta\left(x-\left\langle M_{k, n}\right\rangle\right) . \tag{6.21}
\end{equation*}
$$

However, we already saw from the PDF of the global maximum $M_{1, n}$, that the mean value $\left\langle M_{1, n}\right\rangle \approx \sqrt{2 n / \pi}$ does not coincide with the maximum of $F_{1, n}(x)$ which is reached for $x=0$. Therefore we will use these two densities to characterise the point process. We distinguish the annealed density $\rho_{n}^{\mathrm{a}}(x)$ that will be obtained by averaging over several realisations of the process from the quenched density $\rho_{n}^{q}(x)$ which is obtained for a typical realisation of the process. The terms of quenched and annealed densities appear more naturally when considering the Fourier transform of these PDFs, as

$$
\begin{equation*}
\tilde{\rho}_{n}^{\mathrm{a}}(k)=\frac{1}{n+1} \sum_{k=1}^{n+1}\left\langle e^{\mathrm{i} M_{k, n}}\right\rangle, \text { while } \tilde{\rho}_{n}^{\mathrm{q}}(k)=\frac{1}{n+1} \sum_{k=1}^{n+1} e^{\mathrm{i}\left\langle M_{k, n}\right\rangle} . \tag{6.22}
\end{equation*}
$$

Note that in this case, the terms "annealed" and "quenched" do not refer to a disorder average but rather on an average with respect to a flat measure for all values of $k$.

We will now analyse in detail the behaviour of these maxima in the large $n$ limit.

### 6.3.1 Spatial annealed and quenched densities for Brownian motion

In the large $n$ limit, the full process of the random walk converges towards the Brownian motion. We will now try to characterize the process of the maxima by first computing
their associated densities in the large $n$ limit. We expect from the Brownian scaling that the annealed and quenched density of the random walk with finite variance takes in the large $n$ limit the scaling form,

$$
\begin{equation*}
\rho_{n}^{\mathrm{a}, \mathrm{q}}(x) \approx \frac{1}{\sigma \sqrt{n}} \rho^{\mathrm{a}, \mathrm{q}}\left(\frac{x}{\sigma \sqrt{n}}\right) . \tag{6.23}
\end{equation*}
$$

Using the Markov propagator of Brownian motion defined in Eq. (5.3), we may compute explicitly the annealed density

$$
\begin{equation*}
\rho^{\mathrm{a}}(z)=\int_{0}^{1} d t\langle\delta(x(t)-z)\rangle=\int_{0}^{1} G(z, \tau) d \tau=\sqrt{\frac{2}{\pi}} e^{-\frac{z^{2}}{2}}-|z| \operatorname{erfc}\left(\frac{|z|}{\sqrt{2}}\right) . \tag{6.24}
\end{equation*}
$$

This density is symmetric and does not have a finite edge but vanishes at infinity as $\rho^{\mathrm{a}}(z) \approx \sqrt{2 / \pi} z^{-2} e^{-z^{2} / 2}$. For a single realisation, it is clear that the Brownian motion always has a finite maximum and minimum and the 'typical' density must also have finite edges. The quenched density for Brownian motion can be obtained from the result for the mean value of $M_{k, n}$ in Eq. (6.11). Taking the large $n$ limit, we obtain

$$
\begin{equation*}
\rho^{\mathrm{q}}(z)=\int_{0}^{1} d \alpha \delta(z-\mathcal{M}(\alpha))=\int_{0}^{1} \frac{d \alpha}{\left|\mathcal{M}^{\prime}(\alpha)\right|} \delta(\alpha-\mathcal{A}(z))=\frac{1}{\left|\mathcal{M}^{\prime}(\mathcal{A}(z))\right|}=\left|\partial_{z} \mathcal{A}(z)\right|, \tag{6.25}
\end{equation*}
$$

where the function $\mathcal{A}(z)$ is the inverse function of $\mathcal{M}(\alpha)$ defined in Eq. (6.11). In the case of the Brownian motion, this inverse function can be obtained explicitly $\mathcal{A}(z)=$ $\frac{1}{2}-\frac{z}{4} \sqrt{\pi\left(4-\pi z^{2}\right)}$ and we may therefore obtain the quenched density of Brownian motion

$$
\begin{equation*}
\rho^{\mathrm{q}}(z)=\int_{0}^{1} d \alpha \delta(z-\mathcal{M}(\alpha))=-\partial_{z} \mathcal{A}(z)=\frac{\sqrt{\pi}}{2} \frac{2-\pi z^{2}}{\sqrt{4-\pi z^{2}}}=\frac{1}{z_{\mathrm{e}}^{2}} \frac{z_{\mathrm{e}}^{2}-z^{2}}{\sqrt{2 z_{\mathrm{e}}^{2}-z^{2}}}, \tag{6.26}
\end{equation*}
$$

where the edges of this symmetric density are at $\pm z_{\mathrm{e}}= \pm \sqrt{\frac{2}{\pi}}$. At these edges the density vanishes linearly $\rho^{\mathrm{q}}(z) \approx 4 \pi\left(z_{\mathrm{e}}-z\right)$. Note that we have also computed these densities for Brownian bridges, Brownian excursions and reflected Brownian motion and obtained that the linear behaviour of the quenched density close to its edge is universal. The quenched and annealed densities are plotted in Fig. 6.7 together with numerical data, showing excellent agreement.

This concludes our study of $M_{k, n}$ in the case of finite variance jump PDF. We will now analyse the case of Lévy flights, where the process does not converge to Brownian motion.

### 6.3.2 Spatial annealed and quenched densities for Lévy flights

As seen previously, few information have been obtained analytically to characterised the quantiles of Lévy flights. As a first step to characterise the process of these quantiles, we may compute the quenched and annealed densities of the process. From the scaling of the propagator in Eq. (5.38), we expect the densities to take the scaling forms

$$
\begin{equation*}
\rho_{n}^{\mathrm{a}, \mathrm{q}}(x) \approx \frac{1}{a_{\mu} n^{1 / \mu}} \rho_{\mu}^{\mathrm{a}, \mathrm{q}}\left(\frac{x}{a_{\mu} n^{1 / \mu}}\right) \tag{6.27}
\end{equation*}
$$



Figure 6.7: Comparison between the rescaled annealed (orange) and quenched (blue) densities $\sqrt{n} \rho_{n}^{\mathrm{a}, \mathrm{q}}(\sqrt{n} z)$ of maxima $M_{k, n}$ for $n=10^{5}$ as a function of $z$ obtained from the simulation of $10^{5}$ random walks with Gaussian jump PDF $(\mu=2)$ and the scaling functions $\rho^{\mathrm{a}, \mathrm{q}}(z)$ (respectively in dashed green and red) in Eqs. (6.24) and (6.26). The numerical data shows a very good agreement with the analytical results.
where $\rho_{\mu}^{\mathrm{a}, \mathrm{q}}(z)$ is the annealed (resp. quenched) density of the Lévy flight of index $\mu$. The annealed density can be computed from the propagator $\mathcal{L}_{\mu}(z)=\int_{-\infty}^{\infty} \frac{d k}{2 \pi} e^{-\mathrm{i} k z-|k|^{\mu}}$ of the Lévy flight as

$$
\begin{equation*}
\rho_{\mu}^{\mathrm{a}}(z)=\int_{0}^{1} d \tau \frac{1}{\tau^{1 / \mu}} \mathcal{L}_{\mu}\left(\frac{z}{\tau^{1 / \mu}}\right)=\int_{0}^{\infty} \frac{d k}{\pi k^{\mu}}\left(1-e^{-k^{\mu}}\right) \cos (k z) . \tag{6.28}
\end{equation*}
$$

Taking $\mu=2$ in this expression, we recover $\rho_{\mu=2}^{\mathrm{a}}(z)=2^{-1 / 2} \rho^{\mathrm{a}}(z / \sqrt{2})$. For a value $0<\mu<2$, inserting the large $z$ behaviour of $\mathcal{L}_{\mu}(z) \sim z^{-\mu-1}$ in Eq. (6.28), we obtain the same algebraic decay of the density $\rho_{\mu}^{\mathrm{a}}(z) \sim z^{-\mu-1}$. For a value $0<\mu<1$, the density diverges close to the origin as $\rho_{\mu}^{\mathrm{a}}(z) \sim z^{\mu-1}$. This function is plotted in Fig. 6.8 for $\mu=1$ together with a comparison with results from numerical simulations of Cauchy random walks. We now consider the quenched density of Lévy flights.

The quenched density is not defined for $\mu \leqslant 1$ as we have seen that the mean value $\left|\left\langle M_{k, n}\right\rangle\right|=\infty$. For general $\mu>1$, as seen in Eq. (6.25) in the case of the Brownian motion, the quenched density can be expressed in terms of the inverse $\mathcal{A}_{\mu}(z)$ of the function $\mathcal{M}_{\mu}(\alpha)$, given in Eq. (6.10), as

$$
\begin{equation*}
\rho_{\mu}^{\mathrm{q}}(z)=\frac{\pi}{\Gamma\left(1-\frac{1}{\mu}\right)} \frac{\left[\mathcal{A}_{\mu}(z)\left(1-\mathcal{A}_{\mu}(z)\right)\right]^{1-1 / \mu}}{\mathcal{A}_{\mu}(z)^{1-1 / \mu}+\left(1-\mathcal{A}_{\mu}(z)\right)^{1-1 / \mu}} . \tag{6.29}
\end{equation*}
$$

The function $\mathcal{A}_{\mu}(z)$ does not have an analytical expression in general but can be obtained numerically. Close to the edges $\pm z_{\mathrm{e}, \mu}=\frac{\mu}{\pi} \Gamma\left(1-\frac{1}{\mu}\right)$, we can show that the density vanishes


Figure 6.8: Comparison between the rescaled annealed density $n \rho_{n}^{\mathrm{a}}(n z)$ of maxima $M_{k, n}$ for $n=10^{4}$ as a function of $z$ obtained from the simulation of $10^{4}$ random walks with Cauchy jump PDF $(\mu=1)$ and the scaling function $\rho_{1}^{\mathrm{a}}(z)=\ln \left(1+z^{-2}\right) /(2 \pi)$ in Eq. (6.28). This density diverges logarithmically close to the origin. The numerical data shows a very good agreement with the analytical results.
as a power law that depends on $\mu$,

$$
\begin{equation*}
\rho_{\mu}^{\mathrm{q}}(z) \approx \frac{\left(z_{\mathrm{e}, \mu}-z\right)^{\mu-1}}{\mu z_{\mathrm{e}, \mu}^{\mu}} . \tag{6.30}
\end{equation*}
$$

The quenched and annealed densities of Lévy flight are plotted in Fig. 6.8 for $\mu=3 / 2$ together with a comparison with numerical data, showing a good agreement.

We now briefly summarised the results of this chapter before considering the gap statistics of random walks.

### 6.4 Summary of the results on ordered statistics of random walks

We have considered in this chapter the order statistics of random walks, both with finite variance and Lévy flights. We have obtained in Eq. (6.15) an exact formula for the time to reach the $k^{\text {th }}$ maxima of a random walk with finite $n$ steps which did not appear in the literature, to the best of our knowledge. This formula is universal and holds for any distribution of jumps of the random walk. We introduced the difference between the average density of positions/maxima of a random walk, referred to as annealed density, of the random walk and the typical distribution of maxima, referred to as quenched density. We have computed these densities in the large $n$ limit both for random walks with finite variance (converging to Brownian motion) in Eqs. (6.24) and (6.26) and for Lévy flights in Eqs. (6.28) and (6.29). We have obtained, as for many properties of random walks, the emergence of universality classes for these densities depending on the Lévy index $\mu$. Note finally that we have considered an extension of the results obtained in this section, for $M$ independent random walks, that should lead to future publication.


Figure 6.9: Comparison between the rescaled annealed (orange) and quenched (blue) densities $\sqrt{n} \rho_{n}^{\mathrm{a}, \mathrm{q}}(\sqrt{n} z)$ of maxima $M_{k, n}$ for $n=10^{3}$ as a function of $z$ obtained from the simulation of $10^{6}$ Lévy flights of index $\mu=3 / 2$ and the scaling functions $\rho_{3 / 2}^{\mathrm{a}, \mathrm{q}}(z)$ (respectively in dashed green and red) in Eqs. (6.28) and (6.29). The numerical data shows a very good agreement with the analytical results.

## Chapter 7

## Gap statistics of random walks

In this chapter, we consider the statistics of the gap $d_{k, n}$ between consecutive maxima of a random walk. These variables are defined for $k=1, \cdots, n$ as (see also Fig. ??)

$$
\begin{equation*}
d_{k, n}=M_{k, n}-M_{k+1, n} \geqslant 0 . \tag{7.1}
\end{equation*}
$$

For the probability of the gap and at variance with the maximum, we can only obtain analytical results for a few particular cases. We will first treat the singular case of a discrete simple random walk for which we can obtain the full distribution of $d_{k, n}$ explicitly before turning to continuous walks.

### 7.1 The singular discrete case: Simple random walk

For the simple random walk characterised by the jump distribution

$$
\begin{equation*}
f(\eta)=\frac{1}{2}[\delta(\eta+1)+\delta(\eta-1)] \tag{7.2}
\end{equation*}
$$



Figure 7.1: Scheme of the maxima $M_{k, n}$ and gaps $d_{k, n}$ for a random walk.


Figure 7.2: Comparison between the probability $\Pi_{k, n}$ obtained by simulation of $10^{6}$ discrete random walks of $n=20$ steps (in black) and the exact analytical formula obtained by inserting Eq. (7.6) in Eq. (7.4) (in orange), showing an excellent agreement.
the walk only makes jump of length 1 , we must therefore have either $d_{k, n}=0$ or $d_{k, n}=1$. To characterise fully the statistics of $d_{k, n}$, we only need to compute the probability $\Pi_{k, n}$ that $d_{k, n}=1$. This probability can be obtained as the mean value of the gap

$$
\begin{equation*}
\left\langle d_{k, n}\right\rangle=\Pi_{k, n}=\left\langle M_{k, n}\right\rangle-\left\langle M_{k+1, n}\right\rangle . \tag{7.3}
\end{equation*}
$$

Using additionally the identity (6.8), the probability can be expressed only in terms of the mean value of the global maximum

$$
\begin{equation*}
\Pi_{k, n}=\left\langle d_{k, n}\right\rangle=\left\langle M_{1, k+1}\right\rangle-\left\langle M_{1, k}\right\rangle+\left\langle M_{1, n+1-k}\right\rangle-\left\langle M_{1, n-k}\right\rangle \tag{7.4}
\end{equation*}
$$

The probability of the maximum of the simple random walk reads $[93,211]$

$$
\begin{equation*}
V_{n}(M)=\operatorname{Prob}\left[x_{\max , n}=M\right]=\frac{1}{2^{n}}\binom{n}{\left.\frac{n+M+1}{2}\right\rfloor}, \tag{7.5}
\end{equation*}
$$

from which we deduce the mean value

$$
\begin{equation*}
\left\langle M_{1, k}\right\rangle=\frac{1}{2^{k}} \sum_{M=1}^{k} M\binom{k}{\left\lfloor\frac{k+M+1}{2}\right\rfloor} . \tag{7.6}
\end{equation*}
$$

In the limit of large $k$, this expression goes to $\left\langle M_{1, k}\right\rangle=\sqrt{2 k / \pi}$, which coincides with the Brownian result in Eq. (5.18). This is expected as the PDF $f(\eta)$ has a finite variance $\sigma^{2}=1$. Using this result, we obtain that for large $n$ and $k$ with $\alpha=k / n$ fixed, the probability $\Pi_{k, n}$ decays as

$$
\begin{equation*}
\Pi_{k, n}=\frac{1}{\sqrt{n}} m_{1}\left(\frac{k}{n}\right), \text { with } m_{1}(\alpha)=-\partial_{\alpha} \mathcal{M}(\alpha)=\frac{1}{\sqrt{2 \pi \alpha}}+\frac{1}{\sqrt{2 \pi(1-\alpha)}} \tag{7.7}
\end{equation*}
$$

while it remains finite close to the global maximum, for $k=O(1)$,

$$
\begin{equation*}
\Pi_{k, n} \approx\left\langle M_{1, k+1}\right\rangle-\left\langle M_{1, k}\right\rangle . \tag{7.8}
\end{equation*}
$$

As we have seen, the discrete case is quite singular as the gap can only take two values. We will now consider the more general case of a continuous random walk.

### 7.2 Continuous random walks

For a general continuous random walk, obtaining the PDF of the gap $d_{k, n}$ requires the joint PDF $-\partial_{x y}^{2} S_{k, n}(x, y)$ of the maxima $M_{k, n}$ and $M_{k+1, n}$, where

$$
\begin{equation*}
S_{k, n}(x, y)=\operatorname{Prob}\left[M_{k, n} \leqslant x, M_{k+1, n} \geqslant y\right] . \tag{7.9}
\end{equation*}
$$

This joint CDF encodes not only the values of the two consecutive maxima but also their correlations. From the joint PDF, it is rather simple to obtain the PDF of the gap $d_{k, n}$ as

$$
\begin{equation*}
p_{k, n}(\Delta)=-\int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y \Theta(x-y) \partial_{x y}^{2} S_{k, n}(x, y) \delta(x-y-\Delta) \tag{7.10}
\end{equation*}
$$

One can express the joint CDF $S_{k, n}(x, y)$ in Eq. (7.9) as

$$
S_{k, n}(x, y)= \begin{cases}q_{k, n}(x, x-y) & , x>0  \tag{7.11}\\ 0 & , x<0 \& y>0 \\ q_{k, n}(-y, y-x) & , x<0 \& y<0\end{cases}
$$

where the probability $q_{k, n}(x, \Delta)$ is similar to the probability $q_{k, n}(x)=\operatorname{Prob}\left[N_{+}(x)=k\right]$ of the occupation time. It is defined as the probability that a random walk starting from position $x_{0}=x$ has exactly $k$ negative steps and no steps in the interval $(-\Delta, 0)$ (c.f. Fig. 7.3). Note that taking the limit $\Delta \rightarrow 0$, we recover $q_{k, n}(x, \Delta=0)=q_{k, n}(x)$. This probability $q_{k, n}(x, \Delta)$ is solution of a Wiener-Hopf type of recursion relation [98]

$$
\begin{equation*}
q_{l, n+1}(x, \Delta)=\int_{0}^{\infty} q_{l, n}\left(x^{\prime}, \Delta\right) f\left(x-x^{\prime}\right) d x^{\prime}+\int_{0}^{\infty} q_{n+1-l, n}\left(x^{\prime}, \Delta\right) f\left(x^{\prime}+x+\Delta\right) d x . \tag{7.12}
\end{equation*}
$$

As a first step to obtain explicit results, we define the double generating functions of $q_{k, n}(x, \Delta)$ and $q_{n-k, n}(x, \Delta)$ respectively as

$$
\begin{align*}
& \tilde{q}(z, s ; x, \Delta)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} s^{n} z^{k} q_{k, n}(x, \Delta)  \tag{7.13}\\
& \tilde{r}(z, s ; x, \Delta)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} s^{n} z^{k} q_{n-k, n}(x, \Delta) \tag{7.14}
\end{align*}
$$

which yields after multiplying Eq. (7.12) by $z^{k} s^{n}$ and summing over $n$ and $k$ [98]

$$
\begin{align*}
\tilde{q}(z, s ; x, \Delta) & =1+s \int_{0}^{\infty} d x^{\prime} f\left(x-x^{\prime}\right) \tilde{q}\left(z, s ; x^{\prime}, \Delta\right) \\
& +z s \int_{0}^{\infty} d x^{\prime} f\left(x+x^{\prime}+\Delta\right) \tilde{r}\left(z, s ; x^{\prime}, \Delta\right)  \tag{7.15}\\
\tilde{r}(z, s ; x, \Delta) & =1+z s \int_{0}^{\infty} d x^{\prime} f\left(x-x^{\prime}\right) \tilde{r}\left(z, s ; x^{\prime}, \Delta\right) \\
& +s \int_{0}^{\infty} d x^{\prime} f\left(x+x^{\prime}+\Delta\right) \tilde{q}\left(z, s ; x^{\prime}, \Delta\right) \tag{7.16}
\end{align*}
$$



Figure 7.3: On the left panel, the walk has an initial first step (in green) above level $x=0$ (represented by the black dashed line) has 3 positions below $x=0$ afterwards, for a total of 3 positions below $x=0$ and no position in the interval $(-\Delta, 0)$. On the right panel, the walk has an initial first step (in green) below level $x=0$ (represented by the black dashed line) has 2 positions below $x=0$ afterwards, for a total of 3 positions below $x=0$ and no position in the interval $(-\Delta, 0)$.

This equation cannot be solved for a general jump PDF $f(\eta)$. Some information on the PDF can still be obtained using the results on $M_{k, n}$. For instance, we have seen that for a jump PDF with finite variance $\sigma^{2}$, the mean value $\left\langle M_{k, n}\right\rangle / \sigma$ takes a universal scaling form in the limit $n, k \rightarrow \infty$ with $\alpha=k / n=O(1)$ given in Eq. (6.11). From this result, we obtain that in this limit, the mean value of the gap

$$
\begin{equation*}
\frac{\left\langle d_{k, n}\right\rangle}{\sigma}=\frac{\left\langle M_{k, n}\right\rangle}{\sigma}-\frac{\left\langle M_{k+1, n}\right\rangle}{\sigma}=\Pi_{k, n} \tag{7.17}
\end{equation*}
$$

is also a universal quantity that we already computed for the simple random walk in Eq. (7.7). We might therefore expect that the whole PDF $p_{k, n}(\Delta)$ of the gap $d_{k, n}$ is universal for finite variance jump PDF. We will therefore consider a case that is exactly solvable, obtaining an analytical formula for the scaling form of the PDF and investigate numerically whether it is universal.

### 7.3 Special case of the Laplace jump PDF

We consider the special case of the Laplace jump PDF

$$
\begin{equation*}
f(\eta)=\frac{e^{-\frac{\sqrt{2}|\eta|}{\sigma}}}{\sqrt{2} \sigma} . \tag{7.18}
\end{equation*}
$$

This Laplace distribution fulfils the simple identity

$$
\begin{equation*}
f^{\prime \prime}(\eta)=\frac{2}{\sigma^{2}}[f(\eta)-\delta(\eta)] \tag{7.19}
\end{equation*}
$$

which will be the key property allowing us to simplify greatly the computations. Deriving Eqs. (7.15) and (7.16) twice with respect to $x$ and using the identity in Eq. (7.19), we
obtain a set of decoupled differential equations

$$
\begin{align*}
\frac{\sigma^{2}}{2} \partial_{x}^{2} \tilde{q}(z, s ; x, \Delta) & =(1-s) \tilde{q}(z, s ; x, \Delta)-1  \tag{7.20}\\
\frac{\sigma^{2}}{2} \partial_{x}^{2} \tilde{r}(z, s ; x, \Delta) & =(1-z s) \tilde{r}(z, s ; x, \Delta)-1 \tag{7.21}
\end{align*}
$$

These equations can be solved exactly, yielding

$$
\begin{align*}
& \tilde{q}(z, s ; x, \Delta)=A(z, s ; \Delta) e^{-\sqrt{2(1-s)} \frac{x}{\sigma}}+\frac{1}{1-s}  \tag{7.22}\\
& \tilde{r}(z, s ; x, \Delta)=B(z, s ; \Delta) e^{-\sqrt{2(1-z s)} \frac{x}{\sigma}}+\frac{1}{1-z s} \tag{7.23}
\end{align*}
$$

where the coefficients $A$ and $B$ can be obtained explicitly by injecting this ansatz in Eq. (7.15) and (7.16) [98]

$$
\begin{equation*}
A(z, s ; \Delta)=\frac{\frac{z s}{\sqrt{1-z s}}-\frac{s}{1-s}\left[\sqrt{1-z s} \cosh \left(\frac{\sqrt{2} \Delta}{\sigma}\right)+\sinh \left(\frac{\sqrt{2} \Delta}{\sigma}\right)\right]}{(\sqrt{(1-z s)(1-s)}+1) \sinh \left(\frac{\sqrt{2} \Delta}{\sigma}\right)+(\sqrt{1-z s}+\sqrt{1-s}) \cosh \left(\frac{\sqrt{2} \Delta}{\sigma}\right)}, \tag{7.24}
\end{equation*}
$$

and $B(z, s ; \Delta)=A\left(z^{-1}, z s ; \Delta\right)$. Note that these two coefficients $A$ and $B$ allow to reconstruct directly the double generating function of the $\operatorname{PDF} p_{k, n}(\Delta)$ of the gap $d_{k, n}$ as [98]

$$
\begin{align*}
\tilde{p}(z, s ; \Delta) & =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} s^{n} z^{k} p_{k, n}(\Delta)  \tag{7.25}\\
& =\partial_{\Delta} A(z, s ; \Delta)+\frac{\sigma}{\sqrt{2(1-s)}} \partial_{\Delta}^{2} A(z, s ; \Delta) \\
& +z e^{\sqrt{2(1-z s)} \frac{\Delta}{\sigma}}\left(\partial_{\Delta} B(z, s ; \Delta)+\frac{\sigma}{\sqrt{2(1-z s)}} \partial_{\Delta}^{2} B(z, s ; \Delta)\right) .
\end{align*}
$$

These results for the generating function are exact. We will first analyse the large $n$ limit for $k=O(1)$, i.e. close to the global maximum, and then for $\alpha=k / n=O(1)$, i.e. in the bulk of the density of maxima (see Fig. 7.4).

### 7.3.1 Large $n$ limit for fixed $k$ : gaps close to the global maximum

In [98], Schehr and Majumdar studied the regime of fixed $k$ and large $n$. In this regime, the typical scaling of the gap is obtained by using the behaviour close to its edge of the quenched density of maxima $\rho_{n}^{\mathrm{q}}(x)$ computed in Eq. (6.26),

$$
\begin{equation*}
\rho_{n}^{\mathrm{q}}(x)=\frac{1}{\sigma \sqrt{n}} \rho^{\mathrm{q}}\left(\frac{x}{\sigma \sqrt{n}}\right), \quad \rho^{\mathrm{q}}(z) \approx \sqrt{4 \pi}\left(z_{\mathrm{e}}-z\right) . \tag{7.26}
\end{equation*}
$$

Using a scaling argument, ensuring that there is $O(1)$ maxima in the interval $\left[z_{\mathrm{e}}-\delta, z_{\mathrm{e}}\right]$, we obtain the typical scaling of the density at the edge

$$
\begin{equation*}
\int_{z_{\mathrm{e}}-\frac{\delta}{\sigma \sqrt{n}}}^{z_{\mathrm{e}}} \rho^{\mathrm{q}}(z) d z \sim \frac{1}{n} \Rightarrow \int_{0}^{\frac{\delta}{\sigma \sqrt{n}}} 4 \pi u d u \sim \frac{1}{n} \Rightarrow \delta=O(1) . \tag{7.27}
\end{equation*}
$$



Figure 7.4: Sketch of the point process constituted by the $k^{\text {th }}$ maxima $M_{k, n}$ of the random walk (5.31) starting at $x_{0}=0$ after a large number of steps $n \gg 1$. At the edges, i.e. near the maximum $M_{1, n}$ and the minimum $M_{n+1, n}$ the gaps are of order $O(1)$, for large $n$, while in the bulk, i.e. far from the minimum and the maximum, the gaps are much smaller and of order $O\left(n^{-1 / 2}\right)$.

We therefore expect that the PDF $p_{k, n}(x)$ should not depend on $n$ in this limit. To confirm this we may compute the generating function in the limit $s \rightarrow 1$ in Eq. (7.24), keeping $z$ and $\Delta$ fixed. This yields

$$
\begin{equation*}
A(z, s ; \Delta) \approx-\frac{1}{1-s}+\frac{A_{1}\left(z ; \frac{\Delta}{\sigma}\right)}{\sqrt{1-s}}, \quad A_{1}(z ; \delta)=\frac{\cosh (\sqrt{2} \delta)+\sqrt{1-z} \sinh (\sqrt{2} \delta)}{\sqrt{1-z} \cosh (\sqrt{2} \delta)+\sinh (\sqrt{2} \delta)} \tag{7.28}
\end{equation*}
$$

In this limit of large $n$, keeping the leading order terms for $s \rightarrow 1$, we may therefore obtain the relation

$$
\begin{equation*}
\tilde{p}(z, s ; \Delta) \approx \frac{\sigma}{\sqrt{2}} \frac{\partial_{\Delta}^{2} A_{1}\left(z ; \frac{\Delta}{\sigma}\right)}{1-s} \tag{7.29}
\end{equation*}
$$

From this scaling form, we expect that the PDF of the gap in this regime does not depend on $n$, i.e. $\sum_{s \geqslant 0} s^{n}=(1-s)^{-1}$. For $n \gg k \gg 1$ (corresponding to the limit $z \rightarrow 1$ ), the authors were able to obtain the regime of typical fluctuations of the gaps close to the global maximum. The scaling form reads [98]

$$
\begin{equation*}
p_{k, n}(\Delta) \approx \frac{\sqrt{k}}{\sigma} P\left(\frac{\sqrt{k} \Delta}{\sigma}\right), P(\delta)=4\left[\sqrt{\frac{2}{\pi}}\left(1+2 \delta^{2}\right)-\delta\left(4 \delta^{2}+3\right) e^{2 \delta^{2}} \operatorname{erfc}(\sqrt{2} \delta)\right] \tag{7.30}
\end{equation*}
$$

It was shown numerically that this regime of typical fluctuations is not limited to the Laplace jump PDF but holds more generally for finite variance jump PDF. An additional indication of the wideness of the universality class was obtained in [163], where the authors found the same gap probability $P(\delta)$ for symmetric gamma distributed jumps. Note that in the latter, an intriguing similarity with the study of thermodynamics of a classical Ising spin chain in a gamma distributed random magnetic field was noticed [121]. The regime of atypical fluctuations can be computed for the Laplace jump PDF but it depends explicitly on the jump PDF and is therefore somewhat less interesting. Note finally that this PDF $P(\delta)$ has a non-trivial power law tail

$$
\begin{equation*}
P(\delta) \approx \frac{3}{\sqrt{8 \pi}} \frac{1}{\delta^{4}}, \quad \delta \rightarrow \infty \tag{7.31}
\end{equation*}
$$

This result pushed us to investigate further and obtain the scaling form equivalent to Eq. (7.30) but in the bulk of the quenched density $\rho_{n}^{\mathrm{q}}(x)$ instead of the edge (see Fig. 7.4). This is the main purpose of Article 6.

### 7.3.2 Large $n$ limit for fixed $\alpha=k / n$ : gaps in the bulk

Applying the same scaling argument as we did for the edge, in this bulk limit, we use that the density appears locally flat close to a point $z$ in the bulk,

$$
\begin{equation*}
\int_{z-\frac{\delta}{\sigma \sqrt{n}}}^{z} \rho^{\mathrm{q}}\left(z^{\prime}\right) d z^{\prime} \sim \frac{1}{n} \Rightarrow \rho^{\mathrm{q}}(z) \int_{0}^{\frac{\delta}{\sigma \sqrt{n}}} d u \sim \frac{1}{n} \Rightarrow \delta=O\left(n^{-1 / 2}\right) . \tag{7.32}
\end{equation*}
$$

We therefore expect a scaling regime of the type

$$
\begin{equation*}
p_{k, n}(\Delta) \approx \frac{\sqrt{n}}{\sigma} \mathcal{P}_{k / n}\left(\frac{\sqrt{n} \Delta}{\sigma}\right) . \tag{7.33}
\end{equation*}
$$

Note that this scaling form is fully consistent with the universal mean value of the gap $\Pi_{k, n}=\left\langle d_{k, n}\right\rangle / \sigma$, that we obtained in this regime (7.7). To analyse the generating function in this regime, we should take the limit $s, z \rightarrow 1$, with $(1-z)=q \sim(1-s)=p$ and $\Delta \sim \sqrt{p}$. In this case, we obtain

$$
\begin{equation*}
A(z, s ; \Delta) \approx a\left(p+q, p ; \frac{\Delta}{\sigma}\right)=-\frac{(p+q)-p+\frac{\sqrt{2(p+q)}}{\sigma}}{p \sqrt{p+q}\left(\sqrt{p}+\sqrt{p+q}+\frac{\sqrt{2} \Delta}{\sigma}\right)} . \tag{7.34}
\end{equation*}
$$

Note that this expression only depends on $q$ through $r=p+q$. Computing $B(z, s ; \Delta) \approx$ $a(p, p+q ; \Delta / \sigma)$ leads to the symmetric result exchanging $p \rightarrow r=p+q$. Inserting these expressions in Eq. (7.25) and keeping only the leading order term, the generating function of the PDF reads

$$
\begin{equation*}
\tilde{p}(z=1-q, s=1-p ; \Delta) \approx \frac{\sigma}{\sqrt{2}} \partial_{\Delta^{2}}\left[\frac{a\left(p+q, p ; \frac{\Delta}{\sigma}\right)}{\sqrt{p}}+\frac{a\left(p, p+q ; \frac{\Delta}{\sigma}\right)}{\sqrt{p+q}}\right] . \tag{7.35}
\end{equation*}
$$

Inverting this generating function, we obtain our final result for the scaling function in Eq. (7.33), which corresponds to gaps $d_{k, n}$ in the regime $n \rightarrow \infty$ and $k \rightarrow \infty$, keeping $0<\alpha<1$, (see Article 6 for further details)

$$
\begin{align*}
\mathcal{P}_{\alpha}(\delta)= & \int_{0}^{\infty} y^{2} e^{-\delta y}\left[\frac{e^{-\frac{y^{2}}{\delta \alpha(1-\alpha)}}}{\pi \sqrt{\alpha(1-\alpha)}}+\frac{y e^{-\frac{y^{2}}{8(1-\alpha)}}}{4 \sqrt{2 \pi}(1-\alpha)^{\frac{3}{2}}} \operatorname{erfc}\left(\frac{y}{2 \sqrt{2 \alpha}}\right)\right.  \tag{7.36}\\
& \left.+\frac{y e^{-\frac{y^{2}}{8 \alpha}}}{4 \sqrt{2 \pi} \alpha^{\frac{3}{2}}} \operatorname{erfc}\left(\frac{y}{2 \sqrt{2(1-\alpha)}}\right)\right] d y
\end{align*}
$$

This scaling function is plotted in Fig. 7.5 together with the PDF of the gap $d_{k, n}$ for $n=10^{3}$ and $k=500$ obtained numerically for different jump PDF. The agreement is excellent for all the jump PDF up until the regime of atypical fluctuations $d_{k, n} \gg n^{-1 / 2}$ is reached, indicating the universality of this result. Note that the scaling function in Eq. (7.36) is clearly symmetric in $\alpha \rightarrow 1-\alpha$.

In the limit $\alpha \rightarrow 0$, the distribution $P(\delta)$ in Eq. (7.30) describing the gaps close to the global maximum is recovered

$$
\begin{equation*}
P(\delta)=\lim _{\alpha \rightarrow 0} \frac{1}{\sqrt{\alpha}} \mathcal{P}_{\alpha}\left(\frac{\delta}{\sqrt{\alpha}}\right) . \tag{7.37}
\end{equation*}
$$



Figure 7.5: Comparison between the rescaled $\operatorname{PDF} \frac{\sigma}{\sqrt{n}} p_{k=\alpha n, n}(\Delta)$ of the gap $d_{k, n}$ obtained numerically for $10^{6}$ random walks of $n=10^{3}$ steps and $k=500$, hence $\alpha=k / n=1 / 2$ with Gaussian (in blue), uniform (in orange) and exponential (in green) PDF of jumps $f(\eta)$ and the scaling function $\mathcal{P}_{\alpha=1 / 2}(\delta=\sqrt{n} \Delta / \sigma)$ (dashed line) given in Eq. (7.36). The curves for different jumps PDF all collapse on the same master curve described by $\mathcal{P}_{1 / 2}(\delta)$, suggesting the universality of the scaling function (7.36).

The asymptotic behaviours of Eq. (7.36) are obtained as

$$
\mathcal{P}_{\alpha}(\delta) \approx \begin{cases}4 \sqrt{\frac{2}{\pi}}(\sqrt{\alpha}+\sqrt{1-\alpha}-1) & , \delta \rightarrow 0  \tag{7.38}\\ \frac{2}{\pi \sqrt{\alpha(1-\alpha)}} \frac{1}{\delta^{3}} & , \delta \rightarrow \infty\end{cases}
$$

Note in particular the tail $\mathcal{P}_{\alpha}(\delta) \propto \delta^{-3}$ in Eq. (7.38) for large $\delta$, which is different from the tail of $P(\delta) \propto \delta^{-4}$ in Eq. (7.31). This indicates clearly that the limits $\alpha \rightarrow 0$ and $\delta \rightarrow \infty$ do not commute. Indeed, we find that in the limit $\delta \rightarrow \infty$ and $\alpha \rightarrow 0$, keeping $\xi=\alpha \delta$, there exists a non-trivial scaling form allowing to match both tails in Eqs. (7.31) and (7.38)

$$
\begin{equation*}
\mathcal{P}_{\alpha}(\delta) \approx \alpha^{5 / 2} \mathcal{F}(\alpha \delta) \text { with } \mathcal{F}(\xi)=\frac{2}{\pi} \frac{1}{\xi^{3}}+\frac{3}{\sqrt{8 \pi}} \frac{1}{\xi^{4}} . \tag{7.39}
\end{equation*}
$$

The tail in Eq. (7.38) also suggests a different scaling of the moments $\left\langle d_{k, n}^{p}\right\rangle / \sigma^{p}$ for $p>1$. These moments together with the regime of large fluctuations are obtained in Article 6 for the Laplace jump PDF and depend on the specific distribution of jumps.

### 7.4 Summary of the results for the gap statistics of random walks

In this chapter, we have considered the gap statistics of random walks. We have obtained an exact expression for the probability $\Pi_{k, n}$ that the $k^{\text {th }}$ gap of a random walk discrete in space and time is equal to $d_{k, n}=+1$ in Eq. (7.4). We have also obtained an exact expression for the typical distribution of the $k^{\text {th }}$ gap of a space continuous random walk with Laplace distribution of gaps in the "bulk" regime, i.e. for large $k$ and $n$ with fixed $\alpha=k / n$, in Eq. (7.36). This distribution is non trivial and has been shown numerically to be universal for any distribution of jumps with finite variance.

## Article 6

## Gap statistics close to the quantile of a random walk

B. Lacroix-A-Chez-Toine, S. N. Majumdar, G. Schehr, arXiv preprint, arXiv: 1812.08543, (2018).<br>https://arxiv.org/abs/1812.08543


#### Abstract

We consider a random walk of $n$ steps starting at $x_{0}=0$ with a double exponential (Laplace) jump distribution. We compute exactly the distribution $p_{k, n}(\Delta)$ of the gap $d_{k, n}$ between the $k^{\text {th }}$ and $(k+1)^{\text {th }}$ maxima in the limit of large $n$ and large $k$, with $\alpha=k / n$ fixed. We show that the typical fluctuations of the gaps, which are of order $O\left(n^{-1 / 2}\right)$, are described by a universal $\alpha$-dependent distribution, which we compute explicitly. Interestingly, this distribution has an inverse cubic tail, which implies a non-trivial $n$-dependence of the moments of the gaps. We also argue, based on numerical simulations, that this distribution is universal, i.e. it holds for more general jump distributions (not only the Laplace distribution), which are continuous, symmetric with a well defined second moment. Finally, we also compute the large deviation form of the gap distribution $p_{\alpha n, n}(\Delta)$ for $\Delta=O(1)$, which turns out to be non-universal.


## Conclusion

Extreme value statistics is a central theme in statistical mechanics, and in the applications of statistics in general, and as such, it has been studied over the last decades. However, obtaining exact results for strongly correlated random variables remains challenging. In this thesis, we have provided results that broaden the knowledge on this field of research, focusing on three different physical models:

## Non interacting fermions

In part I, we have considered the spatial statistics of non-interacting fermions. Even in the absence of interaction, the correlations at low temperature remain non-trivial in this system because of the Pauli exclusion principle. As the current experimental set-ups allow to obtain precise imaging of the individual positions of cold fermions [80,113,233] it becomes crucial to have an accurate description of the spatial statistics in this system. In the bulk of the gas, where the density is large, semi-classical approximations allow to simply describe these statistics [19]. However, the confining potential needed to conduct experiments creates edges to the density near which the statistics are non-trivial [109]. The fluctuations for smooth confining potentials - e.g. $V(x) \sim|x|^{p}$ with $p>0-$ creating soft edges, were described and shown to be universal with respect to the potential in a recent series of papers (c.f. $[152,156]$ for recent reviews) using the tools of determinantal point process. However, a proper understanding of the spatial statistics for potentials creating hard edges, where the density vanishes abruptly, was still lacking.

- In chapter 2, we have extended the description to hard edges (e.g. for hard box potentials or $V(x) \sim x^{-\gamma}$ with $\gamma>1$ ), obtaining exact and universal results for the correlation kernel, which controls all the fluctuations in the gas. In dimension one, we have shown an exact mapping between the ground state of fermions in a hard box potential and the Jacobi Unitary Ensemble of random matrix theory. We have used these results to analyse the extreme value statistics in the gas, i.e. the position of the particle the closest to the hard edge. In particular we have shown the emergence in dimension $d>1$ of an intermediate deviation regime connecting smoothly the regime of typical fluctuations and large deviations. These results are described in Articles 1 and 2.

For a free gas of non-interacting fermions, the bipartite entanglement entropy can be
obtained using field theory techniques [15, 199, 200]. However, for trapped Fermi gases, the potential breaks explicitly the translation invariance, and these techniques cannot generally be used (see however [14]). Recent exact results have been obtained for a system with an explicit connection to random matrix theory [100]. A connection between entropy and full counting statistics for non-interacting Fermi gases [68, 69, 75] was used to obtain the entropy in the bulk but even in this case, the edge behaviour of the entropy is rather hard to analyse.

- In chapter 3, we have shown an exact mapping between the ground state of a system of $N$ non interacting fermions in a two-dimensional rotating harmonic trap and the complex Ginibre ensemble. For this model of fermions we obtained exact results for the full counting statistics - i.e. the number of fermions in a disk of radius $r$ - and the entanglement entropy, valid for any finite number of particles $N$. In particular, we have shown in the large $N$ limit that while the number variance and the entanglement entropy are proportional to each other in the bulk of the gas it is not the case close to the edge of the density. These results are described in Article 3.

The analysis of these models of non-interacting fermions left a few open questions:
i. While the computations of the large deviation functions of general observables is possible for models of fermions with an explicit mapping to ensembles of random matrix theory, a general theory valid for any potential is still lacking. Furthermore even in cases where there is a mapping, it only holds at zero temperature and there is no framework to compute the large deviations at finite temperatures.
ii. As the current technology allows to measure experimentally the full counting statistics, it would be interesting to extend recent results [189, 207] and obtain the fluctuations of the number of fermions in a given interval at finite temperature in dimension $d$, allowing for an indirect measurement of the finite temperature entanglement entropy via the full counting statistics.
iii. For smooth confining potentials, the study of the equilibrium properties of the spatial statistics has led to the investigation of numerous properties of the Fermi gas: the statistics of the momenta [167], the study of the Wigner function [154], the equilibrium dynamics [166] or the non-equilibrium properties of quantum quenches [155]. The non-equilibrium dynamics in hard edge potentials has recently been considered [117] but all these questions could be studied for hard edge potentials.

## Random matrix theory

There exists several exact connections between random matrix theory and models of non interacting fermions (c.f. [156]). Despite an extensive literature in random matrix theory $[52,54,110]$, many problems are still open. In particular, while the matching between the regime of typical fluctuations and large deviations of observables in invariant ensembles is well-understood, it is not the case for non-Hermitian ensembles [203]. These non-Hermitian models, and in particular the complex Ginibre ensemble, are also relevant in Physics, with natural connections to problems such as the two-dimensional
one component plasma at equilibrium at inverse temperature $\beta$ [51] or the Laughlin states in the context of the quantum Hall effects [47].

- In chapter 3 we have shown for $\beta=2$ the presence of an intermediate regime of fluctuations connecting the typical fluctuations and the large deviations for both the full counting statistics and the extreme value statistics of the two-dimensional one component plasma ( $2 d \mathrm{OCP}$ ) in a rather general rotationally symmetric potential, which holds in particular for the complex Ginibre ensemble. We have argued that this intermediate deviation regime holds for a general class of observables of the gas restricted to a finite rotationally symmetric domain. These results are described in Articles 4 and 5.

The analysis of non-Hermitian models and Coulomb gases conducted in this thesis raised open questions:
i. The techniques used to obtain our results rely heavily on the rotational symmetry of the problem. A natural question is then to wonder if intermediate deviation regimes also emerge when the system is not symmetric, e.g. for the number $N_{+}$ of eigenvalues of the complex Ginibre ensemble with positive real part, and how to capture them.
ii. These intermediate deviation regimes have been shown to emerge in several examples of determinantal point processes with rotational symmetry (fermions, $2 d$ OCP). In these cases, the typical regime of fluctuation is given by the same statistics as for i.i.d. random variables, while the intermediate regime is non-trivial. However, there are also examples for which the typical fluctuations are non trivial and match smoothly with the large deviation regime, e.g. for the smallest radius $r_{\text {min }}$ in the complex Ginibre ensemble. Is there a standard criterion to distinguish whether the fluctuations of an observable will be the former or the latter?
iii. The extreme value statistics for the $2 d$ OCP have been explored in details both for the typical and large deviation regime at inverse temperature $\beta=2$, where the system is determinantal [127, 204]. Recently, it has been considered at any temperature for the one-dimensional Coulomb gas [145, 146]. A natural question is then the extension in dimension $d>2$ or at inverse temperature $\beta \neq 2$. While the large deviations were obtained for general $d$ and $\beta$ [204] the regime of typical fluctuations is only conjectured to be given by a Gumbel distribution [49]. Even if that conjecture actually holds, the same problem of matching between typical and large deviations emerges as in dimension $d=2$ and inverse temperature $\beta=2$. The regime of intermediate fluctuations connecting these two regimes remains therefore to be characterised in these cases.

## Random walks and Brownian motions

In part II we have considered the order and gap statistics associated to random walks and Brownian motion. The order statistics have been studied extensively for random walks [ $28,29,227$ ] where many results can be obtained using the convergence to Brownian motion. If one considers instead the gap statistics, which is characteristic of discrete
processes, this property cannot be used and the problem is much harder to solve. The statistics of these gaps were obtained close to the global maximum [98] for the Laplace distribution of jumps and were argued to hold for any distribution with finite variance.

- In chapter 7 we have obtained a similar exact result for the gaps of random walks with a Laplace distribution of jumps in a different regime: deep in the bulk of maxima, i.e. far from the global maximum. We have also argued, on numerical ground, that this distribution holds for a random walk with any jump distribution provided it has a finite variance. These results are described in Article 6.
- In chapter 6 we have defined and computed exactly the annealed and quenched density of Brownian motion and Lévy flights, corresponding to the average and typical distribution of maxima of the process.

After the analysis of random walks and Brownian motions conducted in this thesis, some questions remain open:
i. The results obtained in this thesis for the gap statistics are only shown exactly for the Laplace random walk. While numerical simulations suggest the universality of this result, an analytical proof is still missing (see however [163]).
ii. The analogous distribution of gaps for Lévy flights remains to be characterised.
iii. The framework developed in this thesis should allow to compute other observables such as the time between two consecutive maxima of a random walk.

## Article 7

## Distribution of Brownian coincidences

A. Krajenbrink, B. Lacroix-A-Chez-Toine, P. Le Doussal, arXiv preprint, arXiv: 1903.06511, (2019).<br>https://arxiv.org/abs/1903.06511


#### Abstract

We study the probability distribution, $P_{N}(T)$, of the coincidence time $T$, i.e. the total local time of all pairwise coincidences of $N$ independent Brownian walkers. We consider in details two geometries: Brownian motions all starting from 0, and Brownian bridges. Using a Feynman-Kač representation for the moment generating function of this coincidence time, we map this problem onto some observables in three related models (i) the propagator of the Lieb Liniger model of quantum particles with pairwise delta function interactions (ii) the moments of the partition function of a directed polymer in a random medium (iii) the exponential moments of the solution of the Kardar-Parisi-Zhang equation. Using these mappings, we obtain closed formulae for the probability distribution of the coincidence time, its tails and some of its moments. Its asymptotics at large and small coincidence time are also obtained for arbitrary fixed endpoints. The universal large $T$ tail, $P_{N}(T) \sim \exp \left(-3 T^{2} /\left(N^{3}-N\right)\right)$ is obtained, and is independent of the geometry. We investigate the large deviations in the limit of a large number of walkers through a Coulomb gas approach. Some of our analytical results are compared with numerical simulations.


## Appendices

## Appendix A

## Properties and table of some useful Laplace transform

Inversion formula

$$
\begin{equation*}
\mathcal{L}_{s \rightarrow t}^{-1}(\tilde{f}(s))=\int_{\mathcal{C}} \frac{d s}{2 \pi i} e^{s t} \tilde{f}(s) \tag{A.1}
\end{equation*}
$$

where $\mathcal{C}$ is the Bromwich contour which goes from $c-\mathrm{i} \infty$ to $c+\mathrm{i} \infty$ and $c \in \mathbb{R}$ is to the right of all the singularities of $\tilde{f}(s)$.

A few properties of the Laplace transform and its inverse:

- Linearity

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}(\lambda f(t)+g(t))=\lambda \mathcal{L}_{t \rightarrow s}(f(t))+\mathcal{L}_{t \rightarrow s}(g(t))=\lambda \tilde{f}(s)+\tilde{g}(s) . \tag{A.2}
\end{equation*}
$$

- Derivative

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}\left(f^{\prime}(t)\right)=s \mathcal{L}_{t \rightarrow s}(f(t))-f(0)=\tilde{f}(s)-f(0) . \tag{A.3}
\end{equation*}
$$

- Translation

$$
\begin{equation*}
\mathcal{L}_{s \rightarrow t}^{-1}(\tilde{f}(s+r))=\Theta(s+r) e^{-r t} \mathcal{L}_{s \rightarrow t}^{-1}(\tilde{f}(s))=\Theta(s+r) e^{-r t} \mathcal{L}_{s \rightarrow t}^{-1} f(t) . \tag{A.4}
\end{equation*}
$$

- Multiplication

$$
\begin{equation*}
\mathcal{L}_{s \rightarrow t}^{-1}(\tilde{f}(s) \tilde{g}(s))=(f * g)(t)=\int_{0}^{t} f(t-\tau) g(\tau) d \tau \tag{A.5}
\end{equation*}
$$

We list a few Laplace transform that were used in the manuscript:

- Dirac delta function $\delta(t-\tau)$

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}(\delta(t-\tau))=\int_{0}^{\infty} e^{-s t} \delta(t-\tau) d t=e^{-s \tau} \tag{A.6}
\end{equation*}
$$

- Heaviside step function $\Theta(t-\tau)$

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}(\Theta(t-\tau))=\int_{0}^{\infty} e^{-s t} \Theta(t-\tau) d t=\frac{e^{-s \tau}}{s} \tag{A.7}
\end{equation*}
$$

- Power laws $t^{a}$

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}\left(t^{a}\right)=\int_{0}^{\infty} e^{-s t} t^{a} d t=\frac{\Gamma(a+1)}{s^{a+1}}, a>-1 . \tag{A.8}
\end{equation*}
$$

- Bessel function

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}\left(\left(\frac{t}{a}\right)^{\frac{d}{4}} \mathrm{~J}_{\frac{d}{2}}(2 \sqrt{a t})\right)=\int_{0}^{\infty} e^{-s t}\left(\frac{t}{a}\right)^{\frac{d}{4}} \mathrm{~J}_{\frac{d}{2}}(2 \sqrt{a t}) d t=\frac{e^{-\frac{a}{s}}}{s^{\frac{d}{2}+1}}, a, d>0 . \tag{A.9}
\end{equation*}
$$

- Free diffusion propagator in time

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}\left(\frac{e^{-\frac{a^{2}}{2 t}}}{\sqrt{2 \pi t}}\right)=\int_{0}^{\infty} e^{-s t} \frac{e^{-\frac{a^{2}}{2 t}}}{\sqrt{2 \pi t}} d t=\frac{e^{-\sqrt{2 s}|a|}}{\sqrt{2 s}} . \tag{A.10}
\end{equation*}
$$

- Integrated free diffusion propagator in time

$$
\begin{equation*}
\mathcal{L}_{t \rightarrow s}\left(\operatorname{erf}\left(\frac{a}{\sqrt{2 t}}\right)\right)=\int_{0}^{\infty} e^{-s t} \operatorname{erf}\left(\frac{a}{\sqrt{2 t}}\right) d t=\left|\frac{1-e^{-\sqrt{2 s}|a|}}{s}\right| . \tag{A.11}
\end{equation*}
$$

## Appendix B

## A few properties of random matrices

In this chapter, we review some aspects of random matrix theory that were not treated in the main chapters. For further details, we refer to the extensive literature on random matrix theory $[52,54,110,205,212,228]$.

## Dyson's three fold way

A natural application of random matrices in physics is to model an Hamiltonian (acting on a finite space of dimension $N$ ) as a random matrix. In quantum mechanics, it is natural to ensure that this Hamiltonian $H$ is hermitian $H=H^{\dagger}$. This symmetry can be imposed on the random matrix by ensuring that the statistical properties are invariant under unitary transformation

$$
\begin{equation*}
H \rightarrow U^{\dagger} H U, \text { with } U \in U(N) \tag{B.1}
\end{equation*}
$$

Imposing further symmetries of the system will impose an invariance under a different group of transformation. Dyson introduced a classification of these symmetries with an associated index $\beta=1,2,4$ [42]. The case $\beta=2$ refers to the unitary invariance that we have seen.

- For $\beta=1$, the system is invariant under time-reversal symmetry. The Hamiltonian is invariant under orthogonal transformations

$$
\begin{equation*}
H \rightarrow^{T} O H O, \text { with } O \in O(N) \tag{B.2}
\end{equation*}
$$

- For $\beta=4$, the Hamiltonian is invariant under symplectic transformations

$$
\begin{equation*}
H \rightarrow S^{-1} H S, \quad \text { with } S \in S p(N) \tag{B.3}
\end{equation*}
$$

In this thesis, we mainly focused the discussion on the case $\beta=2$ where the statistical properties of the matrices are invariant under unitary transformations.

## Joint PDF of the eigenvalues and Vandermonde

We consider a matrix $M$ of size $N$ which can be diagonalised by orthogonal $(\beta=1)$, unitary $(\beta=2)$ or symplectic $(\beta=4)$ transformations

$$
\begin{equation*}
M=U^{\dagger} \Lambda U \tag{B.4}
\end{equation*}
$$

where $U$ is a matrix in $O(N), U(N), \operatorname{Sp}(N)$ respectively for $\beta=1,2,4$ that encompasses all eigenvectors degrees of freedom while $\Lambda=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{N}\right)$ is the diagonal matrix of the eigenvalues. To define a probability weight $P(M)$ associated to a realisation of the matrix $M$, there are two possibilities

- We may either define independent weight for the entries (ensuring symmetric, hermitian or symplectic symmetries)

$$
\begin{equation*}
P(M) d M=\prod_{i, j} p_{i, j}\left(m_{i j}\right) d m_{i j} . \tag{B.5}
\end{equation*}
$$

- Or we may define a weight on the eigenvalues and eigenvectors

$$
\begin{equation*}
P(M) d M=P\left(U^{\dagger} \Lambda U\right)|\Delta(\Lambda)|^{\beta} d \mu(U) d \Lambda=P\left(U^{\dagger} \Lambda U\right) \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{\beta} d \mu(U) \prod_{i=1}^{N} d \lambda_{i} \tag{B.6}
\end{equation*}
$$

where $d \mu(U)$ is the Haar measure on the orthogonal, unitary or symplectic matrices. The Vandermonde term $|\Delta(\Lambda)|^{\beta}$ comes from the Jacobian of the transformation $\left\{m_{i j}\right\} \rightarrow(U, \Lambda)$. The number $\beta$ corresponds to the number of real independent degrees of freedom used to define an entry in the matrix (one for real numbers, two for complex, four for quaternions).

We want to impose that the statistical properties are invariant under unitary transformation, which can be obtained by considering a measure invariant by unitary transformations

$$
\begin{equation*}
P\left(M=U^{\dagger} \Lambda U\right)=\frac{e^{-\frac{\beta N}{2} \operatorname{Tr}[v(M)]}}{z_{N}}=\frac{e^{-\frac{\beta N}{2} \operatorname{Tr}[v(\Lambda)]}}{z_{N}} . \tag{B.7}
\end{equation*}
$$

Integrating Eq. (B.6) with this weight over the Haar measure, i.e. the eigenvectors degrees of freedom, one obtains an explicit formula for joint PDF of the eigenvalues

$$
\begin{equation*}
P_{\text {joint }}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\int d \mu(U) P(\Lambda) \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{\beta}=\frac{1}{Z_{N}} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{\beta} \prod_{i=1}^{N} e^{-\frac{\beta N}{2} v\left(\lambda_{i}\right)}, \tag{B.8}
\end{equation*}
$$

where $Z_{N}$ is a normalisation factor. It is clear from this equation that the eigenvalues are strongly correlated random variables. Rewriting the probability weight as

$$
\begin{align*}
P_{\text {joint }}\left(\lambda_{1}, \cdots, \lambda_{N}\right) & =\frac{e^{-\frac{\beta N^{2}}{2} E_{N}\left(\lambda_{1}, \cdots, \lambda_{N}\right)}}{Z_{N}}, \\
E_{N}\left(\lambda_{1}, \cdots, \lambda_{N}\right) & =\frac{1}{N} \sum_{i=1}^{N} v\left(\lambda_{i}\right)-\frac{2}{N^{2}} \sum_{i<j} \ln \left|\lambda_{i}-\lambda_{j}\right|, \tag{B.9}
\end{align*}
$$

we can reinterpret these eigenvalues as a gas of "charges" (with logarithmic $2 d$ Coulomb repulsion) and confined on the real line by a one-dimensional potential $v(r)$ [39-41].

Note finally that if one gives a weight associated to the entries of the random matrix in Eq. (B.5), this weight will not in general be invariant under orthogonal, unitary or symplectic transformations and computing the joint PDF of the eigenvalues becomes highly non-trivial. In this sense, the Gaussian $\beta$ Ensembles play a singular role as they do match both the criteria of independent (Gaussian) entries and invariance.

## Appendix C

## Basic definition of Fredholm determinant

In this chapter, we define a few concepts on Fredholm determinants. We define the integral operator acting on a function $\Psi(x)$ as

$$
\begin{equation*}
\tilde{\Psi}(x)=\int d y K(x, y) \Psi(y) \tag{C.1}
\end{equation*}
$$

where $K(x, y)$ is called the kernel of the operator. The Fredholm determinant $\operatorname{Det}(\mathbb{I}-$ $s K$ ) is defined as a product over the (infinitely many) eigenvalues $\lambda_{k}$ 's of this operator

$$
\begin{equation*}
\operatorname{Det}(\mathbb{I}-s K)=\prod_{k=1}^{\infty}\left(1-s \lambda_{k}\right) . \tag{C.2}
\end{equation*}
$$

Defining the trace of the kernel as

$$
\begin{equation*}
\operatorname{Tr}\left(K^{p}\right)=\int d x_{1} \cdots d x_{p} K\left(x_{1}, x_{2}\right) K\left(x_{2}, x_{3}\right) \cdots K\left(x_{p}, x_{1}\right), \tag{C.3}
\end{equation*}
$$

one can expand the Fredholm determinant in terms of these traces

$$
\begin{equation*}
\operatorname{Det}(\mathbb{I}-s K)=\exp (\operatorname{Tr}[\ln (\mathbb{I}-s K)])=\exp \left(-\sum_{p=1}^{\infty} \frac{s^{p}}{p} \operatorname{Tr}\left[K^{p}\right]\right) . \tag{C.4}
\end{equation*}
$$
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Résumé : La prévision d'événements extrêmes est une question cruciale dans des domaines divers allant de la météorologie à la finance. Trois classes d'universalité (Gumbel, Fréchet et Weibull) ont été identifiées pour des variables aléatoires indépendantes et de distribution identique (i.i.d.). La modélisation par des variables aléatoires i.i.d., notamment avec le modèle d'énergie aléatoire de Derrida, a permis d'améliorer la compréhension des systèmes désordonnés. Cette hypothèse n'est toutefois pas valide pour de nombreux systèmes physiques qui présentent de fortes corrélations. Dans cette thèse, nous étudions trois modèles physiques de variables aléatoires fortement corrélées: des fermions piégés, des matrices aléatoires et des marches aléatoires. Dans la première partie, nous montrons plusieurs correspondances exactes entre l'état fondamental d'un gaz de Fermi piégé et des ensembles de matrices aléatoires. Le gaz Fermi est inhomogène dans le potentiel de piégeage et sa densité présente un bord fini au-delà duquel elle devient essentiellement nulle. Nous développons une description précise des statistiques spatiales à proximité de ce bord, qui va audelà des approximations semi-classiques standards
(telle que l'approximation de la densité locale). Nous appliquons ces résultats afin de calculer les statistiques de la position du fermion le plus éloigné du centre du piège, le nombre de fermions dans un domaine donné (statistiques de comptage) et l'entropie d'intrication correspondante. Notre analyse fournit également des solutions à des problèmes ouverts de valeurs extrêmes dans la théorie des matrices aléatoires. Nous obtenons par exemple une description complète des fluctuations de la plus grande valeur propre de l'ensemble complexe de Ginibre.
Dans la deuxième partie de la thèse, nous étudions les questions de valeurs extrêmes pour des marches aléatoires. Nous considérons les statistiques d'écarts entre positions maximales consécutives (gaps), ce qui nécessite de prendre en compte explicitement le caractère discret du processus. Cette question ne peut être résolue en utilisant la convergence du processus avec son pendant continu, le mouvement Brownien. Nous obtenons des résultats analytiques explicites pour ces statistiques de gaps lorsque la distribution de sauts est donnée par la loi de Laplace et réalisons des simulations numériques suggérant l'universalité de ces résultats.
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Abstract : Predicting the occurrence of extreme events is a crucial issue in many contexts, ranging from meteorology to finance. For independent and identically distributed (i.i.d.) random variables, three universality classes were identified (Gumbel, Fréchet and Weibull) for the distribution of the maximum. While modelling disordered systems by i.i.d. random variables has been successful with Derrida's random energy model, this hypothesis fail for many physical systems which display strong correlations. In this thesis, we study three physically relevant models of strongly correlated random variables: trapped fermions, random matrices and random walks.
In the first part, we show several exact mappings between the ground state of a trapped Fermi gas and ensembles of random matrix theory. The Fermi gas is inhomogeneous in the trapping potential and in particular there is a finite edge beyond which its density vanishes. Going beyond standard semi-classical techniques (such as local density approximation), we develop a precise description of the spatial statistics
close to the edge. This description holds for a large universality class of hard edge potentials. We apply these results to compute the statistics of the position of the fermion the farthest away from the centre of the trap, the number of fermions in a given domain (full counting statistics) and the related bipartite entanglement entropy. Our analysis also provides solutions to open problems of extreme value statistics in random matrix theory. We obtain for instance a complete description of the fluctuations of the largest eigenvalue in the complex Ginibre ensemble.
In the second part of the thesis, we study extreme value questions for random walks. We consider the gap statistics, which requires to take explicitly into account the discreteness of the process. This question cannot be solved using the convergence of the process to its continuous counterpart, the Brownian motion. We obtain explicit analytical results for the gap statistics of the walk with a Laplace distribution of jumps and provide numerical evidence suggesting the universality of these results.
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[^2]:    ${ }^{1}$ To obtain this construction using the method of images, one can first take the Laplace transform with respect to the time by introducing $\tilde{G}(y, x ; s)=\int_{0}^{\infty} e^{-\frac{s t}{\hbar}} G(y, t \mid x, 0) d t$ and solve the ordinary differential equation in space with the correct boundary conditions. Taking the inverse Laplace transform, one obtains an infinite sum over the simple poles of the function $\tilde{G}(y, x ; s)$ as in Eq. (2.35).

