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General introduction 
 

Context 

Digital electronic devices have become a necessary part of our daily life, with applications in 

communications, entertainment, automotive, medical equipment and internet of things. This 

became possible, and is also described as the second industrial revolution, due to the continuous 

efforts in research and development to improve the performance of these electronic devices. These 

devices contain multiple semiconductor chips, each having a specific function. Each of these chips 

is made of many integrated circuits, containing billions of transistors, which is at the heart of these 

circuits. The first transistor, called the bipolar transistor (BJT), was developed in 1947 by Bell 

laboratory researchers John Bardeen, William Shockley and Walter Brattain, for which they 

received the Nobel prize in physics. Then in 1959, D. Kahng and Mr. Attala invented the first 

MOSFET (Metal Oxide Semiconductor-Field Effect Transistor). In the beginning, BJT devices 

were preferred due to their rapid switching speeds, but later MOSFET devices started to dominate 

the microelectronics industry due to their lower power consumption. Since then, MOSFET’s 

became the key part of the CMOS (Complementary Metal Oxide Semiconductor) technology, used 

to fabricate logic gates of the integrated circuits.  

In order to continually improve electrical performance, reduce power consumption and 

manufacturing costs of digital devices or circuits, the dimensions of the transistor needs to be 

reduced. This is known as downscaling, as predicted by the Moore’s law in 1965, and involves 

reducing the transistor and gate oxide dimensions. The performance improvement is due to the 

increase of transistor channel current, which increases its switching speed. Thus, although the 

operating principle of the MOSFET is still the same, its size have decreased and its quantity placed 

on a chip has doubled every two years, as described by the International Semiconductor 

Technology Roadmap (ITRS). This led to massive technological progress in design and fabrication 

of integrated circuits, with an ever increasing transistor density, electrical performance and their 

applications.  

However, these technological advances have faced some serious challenges since the 2000’s, 

where the downscaling has resulted in major device physics and process integration issues. Indeed, 

due to miniaturization of the transistor dimensions and of the gate oxide to the nanometric scale, 

undesirable effects including some complex quantum phenomena have emerged. These include the 

high gate leakage current for very thin gate oxides, short channel effects for very small transistors, 

threshold voltage variability, etc. Increase in the gate leakage current affects transistor reliability 

and increases its power consumption. Thus, the simple downscaling was no longer sufficient to 

improve transistor performance.  

Therefore, new solutions were proposed to deal with these issues, while still being able to 

downscale. First was the introduction of the (high-k metal gate) HKMG stack, which replaced the 

conventional poly-Si/SiO2 stack. The introduction of the high-k oxide decreases the gate leakage 

while still keeping the same capacitance density, because a higher oxide thickness can be used. 
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Moreover, introduction of a metal gate electrode eliminated the polysilicon depletion in gate 

electrode (thus    increasing switching speed), eliminated the Fermi Level pinning with the high-k 

layer, decreased gate resistance and boron penetration effects. Second is the introduction of the 

FDSOI (Fully depleted silicon on insulator) substrate, containing an ultra-thin buried oxide. 

Compared to a bulk substrate, FDSOI reduced the threshold voltage (VT) variability, short channel 

effects and gate leakage current.   

In this context, optimization and tuning of electrical and process parameters, of the MOSFET 

devices with HKMG stack on FDSOI substrates, becomes very important. VT of MOSFET’s must 

be fine-tuned to satisfy certain requirements for specific FD-SOI devices. VT is mainly dependent 

on the parameter known as the effective work function (WFeff), which is related to the metal gate 

work function (WFM) and the properties of the high-k layer. In order to fine-tune the WFeff of 

MOSFET’s, additives such as Lanthanum (La) and Aluminum (Al) have been introduced inside 

the HKMG stack by a drive in anneal (DIA) process. However, the impact of these additives on 

MOSFET reliability is not known. Moreover, even though a limited relationship between diffused 

dose of these additives and the shift in WFeff has been investigated earlier, a clear understanding 

and modelling of the diffusion phenomena and effect on the WFeff with the process conditions DIA 

have not been done. Although some contributions to the VT variability are dramatically reduced, 

especially by the introduction of the FD-SOI substrate, studies have pointed out that the 

contribution due to the microstructure of the metal gate still remains important, and must be 

investigated. Lastly, in order to build a full understanding of the CMOS devices and for its further 

development, a comprehensive knowledge of band-energies of different layers in the gate stack is 

required, which cannot be extracted from simple electrical measurements. Thus, there is a need to 

develop a non-destructive characterization technique to measure the band energies of the HKMG 

stack. 

Thesis objectives and outline 

The main objectives of this thesis are to investigate : 1) the effects of La and Al additives on 

the BTI (bias temperature instability) and TDDB (time dependent oxide breakdown) reliability, 2) 

the impact of DIA conditions on the diffusion of these additives and device WFeff, 3) the impact of 

TiN metal gate deposition conditions on its microstructure in the context of reducing VT variability, 

mechanical properties and device WFeff, and 4) development of XPS (X-ray Photoelectron 

Spectroscopy) under bias technique to determine the band energies of the MOSFET HKMG stack.  

  The first chapter introduces the gate stack technology for a MOSFET device of the 14 and 28 

nm FDSOI technology. The working operation of a MOSFET device, its various performance 

parameters and how they can be tuned by the various charges, interface states and dipoles present 

in the gate stack are described. Then we discuss on the importance of the different layers consisting 

the HKMG stack and their processes, i.e. the interlayer, high-k and the metal gate. Special attention 

has been paid to the deposition of TiN, La and Al by the RF-PVD method, and their various process 

parameters have been presented. The introduction of La and Al additives for VT engineering into 

the HKMG stack has also been described. Further, we describe the process flow used to 

manufacture the MOS devices used in this work, as well as its simplification for capacitance 

devices. An introduction on the various contributions to VT variability has been given, and special 
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attention has been paid to the contribution of the metal gate microstructure. Finally, a brief 

introduction of the NBTI, PBTI and TDDB reliability has been given, which includes a review of 

state of the art and the various mechanisms and models that exists presently. 

The second chapter introduces the various electrical and physicochemical techniques used in 

this work to characterize the gate stack. The capacitance voltage (C-V) measurement technique, 

analytical and automatic method to extract flatband voltage (VFB) and equivalent oxide thickness 

(EOT) from experimental C-V measurements is presented. Moreover, a method to separately 

extract the charges and dipoles present in the gate stack is presented. Then, the four probe method 

used to extract sheet resistance of films is described. This chapter also presents the various non-

electrical techniques that have been used in this thesis. This includes first the X-ray Photoelectron 

Spectroscopy (XPS) technique used to obtain the band energies of the gate stack layers, X-Ray 

Fluorescence (XRF) technique used to measure the additive dose and metal gate elemental 

composition, and finally the X-Ray Diffraction (XRD) technique used to obtain information on the 

microstructure of crystalline films by combining the in-plane and out of plane configurations. 

Lastly, the technique to measure the stress added by the deposition of a film on a Si substrate is 

presented. 

 The third chapter is based on the study of the impact of La and Al additives, used for threshold 

voltage adjustment, on MOSFET BTI and TDDB reliability. This chapter covers first the device 

fabrication and secondly the test methodology, analysis for NBTI and PBTI VT shift, and the role 

of oxide field on the BTI reliability. Then, results on the role of La and Al additives on BTI life-

time and time to failure of the device are studied, and the physical interpretation related to the 

impact of these additives on the HKMG stack is discussed. Next, the impact of these additives on 

the TDDB reliability is studied. This covers the electrical measurements for TDDB, time to 

breakdown detection and their representation on the Weibull distribution scale. Further, the 

methodology to select the gate stress voltage for TDDB tests is described. Lastly, results on the 

role of La and Al on NMOS and PMOS time to breakdown have been shown and their explanations 

by defect creation in the oxide are discussed.   

The fourth chapter focuses on the effect of TiN metal gate deposition conditions, chamber 

pressure and RF power, on physical and electrical properties of MOS device and TiN film itself. 

First, the need for TiN microstructure modulation in the context of lowering the threshold voltage 

variability has been stated and then the possible RF-PVD process variations that can achieve this 

modulation in TiN microstructure are discussed. The HKMG stack process and the two different 

process flow (or devices) that have been used in this study, to measure physical and electrical 

properties are presented. Then, the different physical and electrical measurements and the results 

obtained for variations in RF-PVD chamber pressure and RF power are presented. This includes 

first the grain size calculated by in-plane XRD measurements and relative percentage of grain 

orientation calculated by out of plane XRD measurements, and then the mechanical stress and sheet 

resistance results. Further, the effective workfunction versus EOT and Ti/N ratio results are 

presented, and the correlation between metal workfunction, dipoles and Ti/N ratio is reported. The 

effect of TiN process conditions on the wafer non-uniformity of grain size and sheet resistance, 

and the impact of substrate temperature on the grain size and their relative orientations are also 

presented. Finally, results on the ASTAR technique for TiN microstructure analysis and 

comparison of its results with XRD are shown. 
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The fifth chapter investigates the diffusion of La and Al additives inside the HKMG stack, with 

DIA conditions (temperature and time) of the sacrificial gate process. First, the mechanisms and 

the fundamentals of the diffusion process are described. The sacrifical gate process and the use of 

two different process flow (or devices) are also introduced, that have been used to study additve 

diffusion and effective workfunction. Then, the results on diffused dose of La or Al in the gate 

stack with DIA time and temperature, measured by X-Ray Fluorescence (XRF) technique are 

presented. This section highlights the main differences between La and Al additive diffusion and 

different high-k. Finally, the modulation of effective workfunction or additive dipole by the DIA 

conditions is presented, followed by the correlation between the modulation of dipole and diffused 

dose by DIA conditions, for the two additives and high-k materials.  

 

The final chapter focuses on the development and validation of XPS under bias technique to 

analyze HKMG stack band energies, with the main aim to localize different dipoles. First, the need 

for this technique is presented and a comparison of its benefits with capacitance measurements is 

done. The state of the art and the major issue related to the conventional XPS and XPS under bias 

techniques are also presented. Then, the specific test structures, used to perform XPS under bias 

measurements, their process flow and the biasing issues occuring in them due to different parasitic 

serial resistances are discussed. The biasing solutions developed by us using a specific 

methodology that combines electrical measurements, XPS under bias measurements and modeling 

on different devices are presented. Further, the various experimental issues, related to XPS 

equipment and the samples, and their solutions are discussed. This includes the issue of device 

location inside the XPS equipment, the estimation of the exact size and the position error of the X-

ray beam, the impact of the X-ray beam on the devices during XPS measurements and the 

experimental methods employed to decrease the parasitic bias drops in the Si substrate. Then, XPS 

under bias technique is validated by first developing a procedure to fit the XPS signals from the 

different layers of the HKMG gate stack, and then comparing the binding energy values obtained 

from fitting the XPS signals to the values obtained with our electrical modelling. Finally, XPS 

under bias technique will be used to localize and quantify dipoles related to the addition of La or 

Al, and dipoles occuring due to TiN gate thickness modulation. A methodology to use XPS 

measurements at zero bias for estimating the values at the flatband condition will also be presented. 

 

This CIFRE Ph.D. work has been carried out in collaboration with STMicroelectronics in 

Crolles, the CEA-LETI and the IMEP-LAHC laboratories in Grenoble. Most of the steps in the 

devices fabrication was conducted at STMicroelectronics, and some at CEA-LETI. Electrical 

characterizations were performed in the Laboratoire de Caractérisation et Tests Electriques (LCTE) 

of the CEA-LETI. Physical characterizations were performed at both CEA-LETI and 

STMicroelectronics. For XPS under bias studies, the test structures and XPS measurements were 

done at CEA-LETI and at ST. 
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1.    Gate stack technology for 14/28 nm FDSOI 

MOSFET devices 
 

This chapter introduces the gate stack technology for a MOSFET device of the 14 and 28 nm 

FDSOI technology. Section 1.1 describes the working operation of a MOSFET device and its 

various performance parameters and how they can be tuned by the various charges, interface states 

and dipoles present in the gate stack. Section 1.2 describes the need for different layers consisting 

the HKMG stack and their processes, i.e. the interlayer, high-k and the metal gate. Special attention 

has been paid to the deposition of TiN, La and Al by the RF-PVD method, and their various process 

parameters have been discussed. Then, the introduction of La and Al for VT engineering into the 

HKMG stack has been discussed. 

Section 1.3 describes the process flow used to manufacture the MOS devices used in this work, 

and its simplification for capacitance devices. Section 1.4 presents the various contributions to VT 

variability and special attention has been paid to the contribution of the metal gate microstructure 

to VT variability. In section 1.5, a brief introduction of the NBTI, PBTI and TDDB reliability has 

been given. This describes the state of the art and the various mechanisms and models that exists 

presently. 

 

1.1   MOSFET device 

1.1.1   MOSFET operation 

Metal-Oxide-Semiconductor Field Effect Transistor (MOSFET) is based on the principle of the 

field effect [1], which is the modulation of charge density in a material by an electric field applied 

perpendicularly to its expected flow. In a MOSFET the charge is controlled at the semiconductor 

surface, called the channel. A MOSFET is a four-terminal device consisting of: source, drain, gate 

and substrate as shown in Figure 1.1. Modulation of charge carriers in the semiconductor channel 

is governed by the polarization of gate (VG) and substrate (VB) through an insulating layer (the 

dielectric layer) by capacitive coupling. After their generation, carrier’s transportation in the 

channel is controlled by potential difference (VD) between the two charge reservoirs (source and 

drain) establishing a drain current ID. The transistor thus behaves like a switch. It is in an ‘OFF’ 

state (VG = 0 V) for which the current between source and drain is very low and in an ‘ON’ state 

for which VG is equal to VD, allowing the passage of current ION. The threshold voltage (VT) is the 

minimum gate-to-substrate voltage difference that is needed to create a conductive channel 

between the source and drain terminals. 
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Figure 1.1: Schematic diagram of a four terminal n-MOSFET device 

 

The MOS capacitor is the simplest MOS structure and is composed of a p-type (for NMOS) or 

n-type (for PMOS) doped silicon substrate, a gate oxide and a metal layer. When the different 

layers constituting the MOS structure are brought into contact, an alignment of Fermi levels of 

metal (EFM) and semiconductor (EFSi) appears. As a result, a unique thermodynamic system is 

formed which is characterized by a single Fermi level (Figure 1.2). Then, an electrostatic potential, 

called contact potential (VC), is generated following the alignment of the Fermi levels.  It is 

expressed by: 

 

VC = M −Si   1.1        

 

where qM corresponds to the difference between the metal Fermi level and its vacuum level, qSi 

corresponds to the difference between the semiconductor Fermi level and its vacuum. qF is the 

difference between the intrinsic Fermi level of silicon and the resulting Fermi level. In addition, a 

bending of energy bands is directly driven by the contact potential in the semiconductor (VSi) and 

in the oxide (VOX) and at VG = 0 V their relationship is given by: 
 

VC = M − Si = - (VOX + VSi)   1.2        

 

When a gate bias VG is applied, then equation 1.2 becomes: 

 

VG = M −Si + VOX + VSi   1.3        

 
 

gate

source drain

p-substrate

channel
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VD
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oxide
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Figure 1.2: Energy band structure of the stack constituting the MOS capacitor at VG = 0 (depletion condition) 

 

Assuming that the oxide is perfect (absence of charges), the oxide potential drop Vox will be 

linear. So, we can express it using Gauss theorem from the charge QSi created in the semiconductor: 

 

VOX /TOX = -QSi/εox   1.4        

 

where QSi is the charge in the semiconductor and TOx is the oxide thickness. The relationship 

between QSi and VSi can be described by the Poisson equation for electrostatics, according to 

classical electrodynamics [1]. However, for ultra-thin oxide thicknesses and low field strengths, 

such interactions are better described by quantum Poisson-Schrodinger simulations described in 

chapter 2.  

 

The charges induced in the semiconductor may be of three types: majority carriers, minority 

carriers and depletion charge. These charges can be controlled by the voltage applied to the gate 

VG, specifically by VSi. For a p-type semiconductor substrate and with a NMOS transistor, the 

following regimes occurs depending on the applied VG: 

 

• VSi < 0: Accumulation regime. Majority carriers are attracted to the surface of the 

semiconductor and their density becomes larger than that in the substrate volume. The 

transistor is in the “OFF” state (Figure 1.3a). 

 

• VSi = 0: Flat band condition. The flat band voltage (VFB) is the bias condition of the gate VG 

at which there is no charge in the substrate. At this condition the applied potential VG equals 

the contact potential VC. There is no bend bending at the Si interface, i.e VSi = 0, and the 

concentrations of minority and majority carriers are constant throughout the substrate 

(Figure 1.3b). 
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Figure 1.3: Energy band structure of the stack constituting the MOS capacitor in a) Accumulation condition and b) 

Flatband condition 

 

• 0 < VSi < F : Depletion regime. Majority carriers are reduced at the interface and minority 

carriers starts to increase at the semiconductor interface. An area depleted of carriers is 

created near the surface (Figure 1.2) 

 

• F < VSi < 2F : Weak inversion or subthreshold regime. Minority carrier density starts to 

increase and equals the majority carriers at the surface, but still remains low compared to 

that of the majority carriers in the substrate volume. Transistor is in the "OFF" state or weak 

inversion under threshold voltage (Figure 1.4a). 

 

• 2F < VSi : Strong inversion regime. The transistor is in the "ON" state. Minority carrier 

density becomes greater than the majority carrier concentration in the substrate volume. In 

this case, a minority carrier channel is formed between the source and the drain on the 

surface of the semiconductor and is called the inversion channel (Figure 1.4b).  

 

 

The threshold voltage VT of a MOS can be defined as the gate voltage VG such that the 

condition VSi = 2F is satisfied. Thus we obtain as follows: 

 

VT = M −Si + 2F - √ (4εSiqNSiΦF)/COX   1.5        

 

where, εSi is the semiconductor permittivity, NSi is the substrate doping concentration (cm-3) and 

COX is the capacitance per unit area. In fact, if there is one unique VFB condition corresponding to 

semiconductor flatband at the interface, VT characterizing the onset of the transistor may find 

several definitions: such as specific surface potential VSi, certain channel current density at a certain 

drain voltage VD, maximum of transconductance, extrapolation to ID = 0 etc. 
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Figure 1.4: Energy band structure of the stack constituting the MOS capacitor in a) Weak inversion and b) Strong 

inversion condition 

 

The heavily doped (n+ for NFETs and p+ for PFETs) source/drain regions, are used to make 

an ohmic contact with the conductive channel for |VG| >|VT|, so that a voltage difference between 

the source and the drain (VDS) will result in a current flow (IDS) of minority carriers (electrons for 

NFETs and holes for PFETs) from the positive voltage at the drain terminal to the negative voltage 

at the source (the polarity and current flow is the contrary for a PMOS). This current flow of 

minority carriers is also known as drive current and is one of the main MOSFET device 

performance parameters. In the "OFF" state, the drive current is very small (ideally zero) and in 

the "ON" state, it is a function of both VG and VD. 

 

1.1.2 Metal-Oxide-Semiconductor gate stack properties 

Gate dielectric capacitance and equivalent oxide thickness 

Capacitance is the ability of a body to store an electrical charge on two electric conductors 

separated by a dielectric layer. When a potential difference V is applied to the conductors, an 

electric field develops across the dielectric, causing positive charge (+Q) on one plate and negative 

charge (-Q) on the other plate. The capacitance C is defined as C = Q/V. In a Metal-Oxide-

Semiconductor capacitor, one of the plates is the metal gate and the other is the silicon substrate. 

The dielectric consists of the gate oxide with a relative permittivity εox (commonly known as the 

dielectric constant) and thickness TOX. Consequently, the gate dielectric capacitance per unit area 

(COX) can be expressed as follow: 

 

COX=ε0εox/TOX  1.6    

 

where ε0 = 8.854.10-12 F/m is the vacuum permittivity. 
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SiO2 was the industry standard oxide material for MOS capacitance measurements. In order to 

compare different dielectric materials, and with respect to SiO2, the notion of EOT (Equivalent 

Oxide Thickness) has been introduced. EOT is the equivalent thickness of SiO2 oxide giving the 

same capacitance for any dielectric (usually a high-k dielectric) of physical thickness TOX and 

dielectric constant εox. The EOT is given by: 

 

EOT=TOX εsio2/εox   1.7 

        

 

The capacitance is thus given by: 

 

Cox = ε0εsio2/EOT   1.8 

        

 

The physical measurement of the nanoscale oxide thicknesses is difficult because it evolves 

during the manufacturing process and physical measurements reach their limit when thickness 

become close to the nanometer. The extraction of EOT constitutes a more accurate and relevant 

measurement to exploit the VFB variations with that of the oxide thickness. We will therefore 

express various equations in terms of EOT rather than the physical semiconductor oxide thickness. 

 

Flat band voltage VFB 

The flat band voltage (VFB) is the bias condition of the gate VG at which there is no charge in 

the substrate, leading to flat energy bands at the interface (VSi =0, QSi =0) (Figure 1.3 b). Thus the 

voltage associated with the applied potential is called the flat band voltage and is expressed as 

follows: 

 

VFB = M −Si + VOX 

 

  1.9    

 

The term VOX, at flatband, is 0 for an ideal device (when no oxide charges or interfacial drops 

are present and Eq. 1.4 applies). For non-ideal cases, VOX is not equal to 0 and so VFB is influenced 

by oxide charges density and interfacial voltage drops such as dipoles. So for real devices it 

becomes a process dependent parameter, especially in bilayer high-k/SiO2 oxide structures that are 

currently being used in advanced MOSFETs. 

 

There are generally 4 types of charges possible in a MOSFET device that can affect the VFB 

(Figure 1.5):  

 

• The interface fixed charges Qfi, that can be located near the Si/SiO2 interface, high-k/SiO2 

interface, metal/high-k layer [2]. Fixed oxide charges do not move or exchange charge with 

the underlying silicon and also do not change with the applied voltage. 
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• Bulk oxide charges Qbulk are the charges in the volume of the oxides and consists of the 

oxide trapped charges (Qot) and the bulk fixed charges (Qfb). Like interface fixed charges, 

these do not move or exchange charge with the underlying silicon [3]. 

 

• The interface trapped charges (Qit) are positive or negative charges located at the Si/SiOx 

interface. They are due to structural defects, oxidation-induced defects or dangling bonds 

at this interface. Unlike fixed charges or trapped charges, interface trapped charges are in 

electrical communication with the underlying channel and can thus be charged or 

discharged, depending on the Si surface potential VSi [3]. 

 

• Mobile ionic charges (Qm) are primarily due to positive alkali ions in the oxide such as Na+, 

K+ and Li+ [4], incorporated during device processing steps. 

 

 
 

  

 

Figure 1.5: Location of charges in thermally oxidized silicon [4] 

 

The effect of each charge on the VFB condition depends on its distance from the oxide/silicon 

interface and can be calculated from Gauss law. Assuming a uniformly distributed charge per unit 

volume, VFB shift induced by bulk charges will then vary with the square of its thickness (or EOT) 

[2]. VFB shift induced by interfacial fixed charges results in a linear modification of the VFB vs EOT 

plot for a given oxide. 

 

It has been experimentally demonstrated that VFB vs EOT plot is described by a straight line 

for SiO2 and HfO2 oxides [2] [5] [6]. Therefore, the impact of bulk charges in the dielectric layers 

is negligible. Moreover, recent studies have evidenced the independence of VFB shift with HfO2 

thickness, implying that no isolated fixed charges are present at the HfO2/SiO2 interface or in HfO2 

bulk. Indeed, any charge at HfO2/SiO2 interface or in HfO2 bulk would lead to increasing VFB shift 

when HfO2 thickness increases [6]. Based on these results, the VFB equation including the charges 

at the Si/SiO2 interface (QSi/SiO2)  can be written as [5]: 
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VFB = M −Si - QSi/SiO2 (EOT/ εsio2) 1.10    

 

As the threshold voltage is related to the VFB, charges also directly influence the threshold 

voltage and most of the performance parameters of MOSFET devices, such as effective mobility, 

junction leakage, noise, reliability and breakdown voltage in discrete transistors and digital 

integrated circuits. 
 

Dipole effect 

Interface dipoles can be present in the gate stack at the various interfaces, where they generate 

potential drops (δ) and so their effect on VFB is independent of the thickness of the oxides. Several 

models have therefore been proposed to explain dipoles at various locations in the gate stack, in 

particular at metal/high-k interface and at high-k/SiO2interface. Dipole formation at the interfaces 

have been mainly explained by these two phenomena  

 

• Electronegativity differences: Two materials in contact with each other will have atoms 

with different electronegativities at their interface. For instance at the interface between 

SiO2 and high-k, an atom of oxygen is bonded to an atom of high-k on one side and to an 

atom of Si on the other. Each bond has a dipole moment μ, which depends on the charge Q 

carried by the bond and its length d. In bulk high-k or SiO2, the dipole moments compensate 

each other, but at the interface a net dipole moment is created, which is the sum of individual 

dipole moments. HfO2 or La2O3 thus creates a dipole in contact with SiO2 (Figure 1.6). This 

mechanism has been utilized to explain VFB shifts due to dipole at many interfaces. Such 

as the dipole at the interface between metal gate and high-k dielectrics [7] [8], and also for 

the case of capping the top surface of the high-k layer with additives such as aluminum [9] 

or lanthanum [10]. 

 

 

Figure 1.6 Dipole moments associated with HKMG stack interfaces [11][12] 

 

• Oxygen vacancy formation: According to this model, difference of oxygen atomic density 

(σ) at the interface causes deformation and strain at the interface, leading to an increase of 

free energy of the interface. The free energy of the interface should be therefore minimized 

by the movement of oxygen from larger σ side to the smaller [10]. As a result, a charge 

imbalance at the interface is induced by the movement of oxygen as it is negatively charged. 

This mechanism has been used to explain VFB shifts due to dipole at the metal/high-k 

interface [13] [14], at high-k/SiO2 interface [15] or at the Si/SiO2 interface [16]. 
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The final equation of the VFB combining the effects of all the charges inside the gate stack and 

dipoles at the interfaces becomes: 

 

VFB = M −Si - QSi/SiO2 (EOT/ εsio2) + Σδ 1.11    

 

VFB and EOT can be calculated by fitting experimental capacitance voltage curves. The above 

relationship between VFB and EOT can be used to extract gate stack charges and dipoles. QSi/SiO2 

can be calculated from the slope of the VFB vs EOT curve and WFM + δ can be estimated from the 

extrapolated VFB value at EOT=0 [17]. Practically EOT is modulated along the wafer radius by 

varying the SiO2 IL, called as the bevel process (section 1.3.3) which has been developed at 

STMicroelectronics’s 300 mm wafer fab. 
 

Metal effective work function 

The work function of the metal WFM is defined as the minimum energy needed to remove an 

electron from the metal to a point in the vacuum immediately outside the metal surface. For an 

ideal device without any charges and dipoles, it is given as follows: 

 

WFM = qM = qVFB + qSi 1.12    

 

We have seen that VFB of real devices can be affected by various process steps that can 

introduce fixed charges at the interface or in the bulk of oxides and interface dipoles. In this case, 

equation 1.12 does not hold any longer and the concept of effective work function WFeff has to be 

introduced. WFeff takes into account not only qM but also the VFB contribution of the charges and 

dipoles in the gate stack. So the WFeff is described as: 

 

WFeff/q = VFB + Si = M + ΔVFB,    ΔVFB = - QSi/SiO2 (EOT/ εsio2) + Σδ 1.13    

 

 

1.2   Gate stack fabrication process 

1.2.1   Gate dielectrics 

Gate dielectrics are responsible for the capacitive effect produced in a MOSFET device. 

Traditionally, SiO2 has been used as the gate dielectric, but continuous device scaling for future 

technology nodes required reduction in the thickness (or EOT) of gate dielectrics in order to 

maintain high drive current and adequate gate capacitance. This scaling of SiO2 was challenged 

due to exponential increase in gate leakage currents as the thickness decreased [18].  

 

In order to replace SiO2 and to overcome these problems, SiO2 incorporated with nitrogen was 

proposed to form oxynitrides (SiOxNy). At the beginning this became an appropriate solution to 

increase MOSFET performance[19]. Compared to non-nitrided films, the oxynitrides  films 

containing nitrogen atoms increased its diffusion barrier properties, leading them to be more 

resistant to further oxidation and diffusion of dopants from the gate to the channel and vice versa. 

Moreover, nitrogen atoms at the Si/SiO2 interface resulted in the reduction of defect generation and 

traps in the oxide [20]. In addition, nitrogen increases the dielectric constant of the oxynitride. This 
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increase is linear with the percentage of nitrogen, from "SiO2 = 3.9 to "Si3N4 = 7.8 [21] and thus 

reduces gate leakage.  SiON however reached its limits from the 45nm node because of the weak 

permittivity and degradation of reliability due to the presence of nitrogen atoms. Gate leakage on 

SiON dielectrics became superior to specifications recommended by the ITRS. 

 

As an alternative to SiON gate dielectrics, a high permittivity (high-k) material was introduced 

to continue the aggressive scaling of advanced MOSFETs. Due to its high permittivity a larger 

thickness can be used, compared to SiON, while keeping the same EOT and thus decreasing the 

leakage current. The direct deposition of the high-k dielectric on the silicon substrate forms a layer 

of unintentional silica of poor quality and is detrimental to transistor electrical properties, such as 

threshold voltage, channel carrier mobility, interface traps and charges in the dielectric [22]. On 

the other hand, a well-controlled silicon oxide or oxynitride (SiO2, SiOx, SiON) (interfacial Layer 

(IL) deposited on Si substrate has excellent surface quality and therefore can reduce or even 

eliminate the above problems associated with a High-k/Si interface [23]. 

 
Interlayer dielectric growth 

As mentioned above, the electrical properties of MOSFET devices are strongly correlated with 

structure and defects near and at the Si/SiO2 interface. High quality ultra-thin oxides films are not 

easily fabricated with conventional thermal oxidation methods. Therefore, enhanced techniques to 

grow ultra-thin SiO2 films with superior quality and performance have been designed and 

implemented in recent years. As discussed before, SiON has superior electrical properties 

compared to SiO2 and so we will focus on the deposition techniques for SiON. 

 

The main fabrication techniques, used for SiO2 film growth, are the rapid thermal oxidation 

(RTO), in-situ steam generation (ISSG), rapid thermal chemical vapor deposition (RTCVD) and 

remote plasma enhanced chemical vapor deposition (RPECVD) [24]. Nitridation of SiO2 films, 

formed by RTO or ISSG, by DPN (decoupled plasma nitridation) or RPN (remote plasma 

nitridation) have been investigated earlier [24]. Nevertheless, nitridation in amonia (NH3) is a 

simple way to introduce relatively high concentrations of nitrogen into SiO2. The ultra-thin 

oxynitride (SiON) films (between 8Å and 12 Å), used in this work as the interlayer dielectric, is 

fabricated at STMicroelectronics by performing first an enhanced ISSG oxidation of silicon at 

800°C, followed by NH3 nitridation and RTP anneal at 700°C. 
 

High-k deposition 

The SiO2 or SiON dielectrics by themselves are not able to satisfy the gate leakage requirements 

at the 45 nm node and beyond. The high-k material has to meet several criteria to be considered as 

a candidate to replace SiO2, as listed below. The high-k must: 

• Have a high enough dielectric constant 

• Have a large conduction and valence band offsets relative to metal Fermi level and to the 

conduction and valence bands of silicon, as gate leakage decreases with band offsets. 

• Form a good quality interface with the channel so as not to degrade mobility 

• Have good stability in the different stages of transistor fabrication, meaning retention of the 

amorphous phase at high temperatures. Indeed, a polycrystalline material could result in 

grain boundaries acting as current leakage paths. 

• Have minimum traps and fixed charges  
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• Meet the feasibility criteria in industrial conditions (thin layers, short deposit times, low 

thermal budgets and cost) 

• Meet the requirements in terms of reliability 

 

Among the various potential candidates, Hafnium-based dielectrics (HfO2 and HfSiOx 

silicates, HfSiON) best meet these criteria [24]. Within the International Semiconductor 

Development Alliance (ISDA), which included STMicroelectronics and IBM, HfSiON material 

was selected to succeed SiON in the technological nodes 32 / 28nm. Indeed, HfSiO silicates have 

better results than HfO2, because of better thermal stability, a gain in mobility and a reduction in 

charge trapping. However, it has been reported that HfO2 has a higher dielectric constant, about 

18-25 [25], compared to about 15 for HfSiO [26]. Moreover, Hf-based gate dielectrics have high 

band offsets, Ec = 1.5 eV and Ev =  3 eV [25], leading to leakage current densities at least two 

orders of magnitude lower than SiO2. The presence of nitrogen in the film (HfON or HfSiON) 

enhances the thermal stability relative to HfSiO, leading to amorphous films up to annealing 

temperatures of 1100°C [27]. This high thermal stability makes these dielectrics suitable for 

integration into the CMOS process flow, being able to handle the subsequent source and drain high 

temperature anneals. 

 

Initially, physical vapor deposition (PVD) was used to deposit hafnium-based gate dielectrics 

[27]. Now, chemical vapor deposition (CVD) or Metal organic CVD (MO-CVD) and atomic layer 

deposition (ALD) are being used to deposit these layers. This has been done to meet the 

compositional control and conformality requirements of the films. The CVD or MO-CVD 

processes, used to deposit HfSiO films, uses metal organic precursors. ALD processes are used to 

deposit HfO2 uses hafnium tetrachloride (HfCl4) as precursor. Finally, in order to incorporate 

nitrogen into the films to further increase the dielectric constant, nitridation methods such as 

Decoupled Plasma Nitridation are currently used. In 14 or 28 nm MOSFET devices fabricated at 

STMicroelectronics, HfON and HfSiON are deposited over the interlayer dielectric (SiON) by 

ALD or by MO-CVD respectively in order to keep a high mobility interface, followed by 

nitridation using DPN and Post-Nitridation Anneal before metal gate deposition. The resulting 

high-k layer has a thickness between 19Å and 21 Å. 

 

1.2.2 Metal gate electrode and deposition techniques 

Choice of gate material 

Poly-crystalline silicon (poly-Si) has been used for decades as the gate for MOSFET. It was 

used for its good electrical conduction properties when doped with impurities. However, poly-Si 

could not be used for advanced technological nodes and metal gates were introduced for several 

reasons mentioned below:  

• Metal gates eliminate the depletion zone formed at the poly-Si and high-k interface that acts 

as a parasitic capacitance, and boron penetration effects. This thus reduces the EOT penalty 

and increases the ON current of the transistors. 
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• Poly-Si in contact with high-k causes the Fermi level pinning. This causes the modification 

of the Poly-Si Fermi level due the formation of dipole at the poly-Si and high-k interface 

[13]. 

 

• Surface phonon scattering degrades the electron mobility in the high-k, reducing the speed 

at which transistors can switch. Introduction of metal gate significantly increases the 

density of electrons in the gate electrode [28]. Therefore, the higher density of electrons in 

a metal screen out the vibrations and let current to flow more smoothly, compared to poly-

Si gate with lower free electron concentration. 

 

• Metal gates show less resistance compared to Poly-Si gate. 

 

Choice of Metal gate 

The first criteria for the choice of metal gate is its work function WFm that determines the 

threshold voltage of the transistor. Advanced technology nodes requires low threshold voltage for 

both NFET and PFET devices.  The effective work function target depends on the channel doping 

density [29] (Figure 1.7), as predicted by the term Nsc in Eq. 1.5. According to this, for high doping 

concentration, metals with workfunction close to the silicon conduction band (CB) or the silicon 

valence band (VB) are required, for NFETs and PFETs respectively [30]. In contrast, for low 

doping concentration, the target is almost midgap work functions, like TiN, at only 100 meV from 

either side of the intrinsic silicon Fermi level. Therefore, in fully depleted silicon on insulator (FD-

SOI) devices with undoped Si channel, almost midgap metals will be required for low VT, in 

contrast to bulk technologies [31] [32]. 

 

 

Figure 1.7: Metal work function requirements as a function of channel doping density, to achieve low VT for both 

NFET and PFET devices [29] 
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The second criteria for the choice of the metal gate is its thermal stability. This means that their 

microstructure should remain stable and that they do not react with the other layers. During the 

process of MOSFETs devices, the development of HKMG stack is followed by a high temperature 

annealing (around 1050°C) for source and drain dopant activation (S-D anneal). This process 

method is termed as the Gate First approach. Figure 1.8 shows that only the mid-gap metals, 

including TiN, and high WFm metals are thermally stable above 700°C [33]. In contrast, low WFm 

metals, being less electronegative, will tend to form an oxide at high temperature. 

 

 

Figure 1.8: Characteristics of metals in terms of thermal stability and workfunction, indicated by the gray level for 

the stability and an indication of N-like or P-like behavior index of each element [33] 

 

Another effect of the high temperature annealing is the diffusion of oxygen from the metal gate 

towards the pedestal oxide and thus degrading the EOT of the device. This has been observed in 

particular for P type metals such as tungsten, platinum or rhenium but solubility of oxygen in pure 

titanium (Ti) is high (10%). In case of a Ti/HfO2/SiO2/Si stack, annealing even leads to the removal 

of some interfacial oxide [9]. This is due to the diffusion of oxygen from the pedestal SiO2, through 

the HfO2, toward the TiN gate due to the high solubility of oxygen in titanium nitride (TiN) and is 

called the oxygen scavenging effect. This strong affinity of TiN for oxygen makes it possible to 

reach EOTs of the order of 1 nm. All the advantages mentioned above (mid gap WFM, excellent 

thermal stability and the scavenging effect), makes TiN almost indispensable in a Gate First 

integration strategy. 

Metal gate deposition techniques 

TiN metal films are mainly deposited by Atomic Layer Deposition (ALD) and Physical Vapor 

Deposition (PVD) techniques. ALD is a thin film deposition technique that is based on the 

sequential use of a gas phase chemical process. ALD makes atomic scale deposition control 

possible and provides extremely conformal, uniform thickness and low impurity level films. It has 

successfully been used to deposit TiN films from TiCl4 and NH3 precursors [34]. However, despite 
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these advantages TiN metal gate was not deposited by ALD in our work at STMicroelectronics. 

The main limitations of ALD were the slow deposition rate and high cost, which has limited its use 

in the semiconductor industry. However, ALD is becoming the preferred choice for applications 

that require high global thickness non-uniformity and conformal step coverage, such as for 

extremely scaled devices with gate last integration scheme. Nevertheless, for our work that uses 

the gate-first processes, such conformal step coverage is not essential. For this reason, Radio-

Frequency PVD (RF-PVD), allowing deposition at room temperature and at higher deposition 

rates, have been chosen for metal gate applications at STMicroelectronics. 

Physical Vapor Deposition 

PVD processes include a variety of thin film deposition methods that are used to deposit thin 

films atomically by means of fluxes of individual neutral or ionized species. Cathodic arc 

deposition, electron beam physical deposition, evaporative deposition, pulsed laser deposition and 

sputter deposition are some examples of physical vapor deposition methods. In our work, TiN metal 

gate films has been deposited by the sputtering method.  

Sputtering is the process of removing surface atoms or molecules from a solid target by the 

bombardment of ions and involves ejecting those atoms or molecules from a source (target) onto a 

substrate (silicon wafer). Sputtering, unlike evaporation, does not require melting the metal to be 

deposited. Therefore, refractory metals such as titanium (Ti) and tungsten (W), that are very 

difficult to melt, can be used. Sputtering also preserves the original composition of the target 

material. In addition, sputtering allows the deposition of many different materials by combining 

materials from solid and gaseous sources, which are introduced into the vacuum chamber either 

before or during deposition. This form of sputter deposition is called reactive sputter deposition. 

The sputtering process is carried out in a vacuum chamber in order to avoid contaminants to 

interfere with the deposition process and to establish the pressure required by the sputtering plasma. 

The high vacuum pumping (in the 10-8 Torr range) is done by cryopumps. In a simple DC sputtering 

system, the target plays the role of the cathode and the substrate, that of the anode. When a DC 

voltage equal to a voltage known as breakdown voltage (Vb) is applied between both electrodes, a 

plasma is created. The electrons collide with argon and create positively charged argon ions (Ar+), 

which are strongly attracted to the negatively charged cathode (the target). The argon ions collide 

with the target surface and some of them causes surface atoms of the target to be ejected. The 

sputtered atoms travel to the substrate where they are deposited as a film.  

For a given gas, the minimum voltage Vb necessary to create a stream of electron between the 

electrodes is a function of the product of the pressure (p) and the electrodes gap distance (d) 

(parameter pd in Fig. 1.9). The curve of voltage versus pd is called Paschen’s curve. Examples of 

Paschen’s curves obtained for different gases are shown in Fig. 1.9. The pressure has to be high 

enough to keep a high density of Ar+ ions in the plasma to sputter the target but low enough to 

reduce the collisions of the sputtered atoms with Ar atoms. A pressure too low or too high have to 

be compensated by higher breakdown voltages, as described in Figure 1.9. 
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Figure 1.9: Paschen curves obtained for Helium, Neon, Argon, Hydrogen and Nitrogen [35] 

 

Sputtering effects can be enhanced by adding magnets behind the cathode to a simple DC 

sputtering system. In this case, the sputtering rate is improved because the Ar ionization efficiency 

is enhanced. Electrons are confined because they tend to follow the magnetic field lines, ionizing 

more argon atoms in their path. In this way, both electron and Ar+ ions density are increased in a 

DC magnetron system. On one hand, with the increased electron density, Vb can be decreased from 

5000 V - 10000 V in a simple DC sputtering system to only 400 V – 800 V in a DC magnetron 

system. On the other hand, due to the increased density of Ar+ ions, it is possible to lower the 

sputtering chamber pressure. At lower pressures, the sputtered atoms have fewer collisions on their 

path to the substrate which results in an increased deposition rate. Finally, the electron confinement 

in a magnetic field near the target also reduces electron bombardment of the substrate. This results 

in much less heating of the substrate. 

In addition, a Radio Frequency (RF) generator operating at a frequency of 13.56 MHz (standard 

in industry) can be coupled to a DC power. The main interests of RF-PVD deposition are the 

reduction of the breakdown voltages and the improvement of film deposition uniformity. Indeed, 

the voltage needed to ignite the plasma is reduced because oscillating electrons are able to ionize 

more Ar gas. A direct consequence of the reduction of the breakdown voltage is that the metal 

atoms are ejected with less energy, limiting the damage that could be caused on the high-k layer 

by bombardment on the wafer during the plasma sputtering. This is a critical point because any 

significant damage can be detrimental for gate stack integrity and transistor electrical properties. 

In addition, less high energetic electrons are provided in a RF sputtering plasma compared to DC 

plasma for the same density of electrons, as shown in Figure 1.10. 
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Figure 1.10: Energetic distribution of electrons in RF (yellow) and DC (purple) plasma [36] 

 

 

Figure 1.11: Representation of sputtering angle vs. breakdown voltage [36] 

 

The breakdown voltage reduction also allows to increase significantly the sputtering angle of 

the ejected metal atoms, as shown in Figure 1.11. Consequently, the thickness uniformity can be 

improved to about 1% for thicknesses < 100 Å. 

The Endura platform supplied by Applied Materials has been used in this work for TiN metal 

gate deposition in RF-PVD process chambers (Figure 1.12). Apart from TiN deposition chamber, 

two other chambers are present to deposit aluminum (Al) and lanthanum (La). Each RF-PVD 

process chamber contains a target material (Ti, Al, La) for thin films deposition. 
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Figure 1.12: On the left, Endura platform with 4 RF-PVD chambers for TiN, lanthanum and aluminum deposition. 

On the right, photo of a deposition chamber 

 

 

Figure 1.13: Schematic of a RF-PVD chamber used to deposit TiN metal gate layers 

 

In general, all RF-PVD chambers are composed of a RF generator, a DC power supply, a cryo 

pump system for ultra-high-vacuum and an Ar mass-flow controller to regulate the argon flow into 

the chamber. Reactive RF sputter chambers used to deposit TiN contains, additionally, a nitrogen 

mass-flow controller, as shown in Figure 1.13. The stoichiometry of the deposited thin films can 

be controlled by adjusting the flow of these gases. The RF and DC power can be controlled by 

tuning the parameters of their respective generators. The partial pressure of Ar and N2 gases (and 

Ti target

magnet

Wafer

Cryo

Pump
Gate Valve

Opened

Ar, N2 
flow

Ar-N2 
plasma

Process
Pressure
3mTorr

+ - DCRF 13.56 MHz ~

Ar, N2 flow



28 

 

so the total chamber pressure) can be controlled by the flow of these gases from the respective 

mass-flow controllers and by adjusting the gate valve position (mid-gate to gate-open positions). 

In chapter 4, the impact of RF power and partial pressure on TiN properties will be investigated. 

TiN films deposition 

TiN is formed by reactive sputtering of a pure Ti target in a nitrogen-containing ambient, 

typically Ar/N2, in a RF-PVD chamber with combined DC and RF generators. Unlike, TiN films 

deposited by ALD or CVD, the nitrogen and titanium do not combine in the gas phase, but on the 

surface of the target, chamber walls, and on the wafer. The TiN metal gate layer used in this work 

is deposited with a gradient profile of nitrogen and its deposition proceeds as follows: first, the Ti 

target is completely de-nitrided by pure Ar sputtering. Next, during film deposition, the chamber 

is backfilled with an Ar/N2 mixture and plasma is initiated with a high volumetric flow rate of 

nitrogen (N2/(Ar + N2) = 0.7) in order to progressively cover the surface of the target with nitrogen. 

As a result, only titanium is sputtered from the surface of the target for the first monolayers 

deposited over the high-k. As nitrogen covers the target surface, TiN begins to sputter and nitrogen 

composition gradually increases in the TiN film being deposited. At this point, a noticeable drop 

of the sputter rate occurs due to the decrease in sputtering yield caused by the nitridation of Ti 

target surface. Accordingly, the deposition rate decreases from 1.6 Å/s to 0.4 Å/s during the TiN 

deposition with a total pressure of about 3 mTorr and a DC and RF power of 700W and 600W, 

respectively. A gradient profile of nitrogen into TiN results in better gate leakage and better 

reliability [37]. 

Deposition of Aluminum and Lanthanum monolayers 

Al and La monolayers are deposited between the high-k and TiN gate for gate stack work 

function engineering. These additives forms dipoles at the IL and HK interface and hence modulate 

the WFeff, this topic will be discussed in detail in later sections. While TiN is deposited with 

combined DC and RF powers, Al and La are deposited with only RF sputtering at smaller 

deposition rates because desired thicknesses are much thinner (from 2Å to 6 Å) compared to TiN. 

RF power and Ar flow conditions are chosen to optimize the deposition rate and the uniformity of 

the monolayers. Increasing the RF power and reducing the Ar flow results in a higher deposition 

rate, but an increment of the Ar flow improves the uniformity, as a result of the reduction of 

deposition rate.  In the selected deposition conditions, the deposition rate is extremely low, in the 

range between 0.1 Å/s and 0.3 Å/s. 
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1.2.3 Metal gate integration in 14 nm Fully-Depleted SOI devices 

As CMOS technology scales down, two approaches have been pursued by the industry to 

overcome the fundamental limits of traditional planar bulk transistors. One is the introduction of a 

Tri-gate or FinFET transistor at the 22 nm/16 nm node [38]. The other is the Fully Depleted Silicon 

On Insulator (FDSOI) architecture, shown in Figure 1.14, which provides a simplified planar 

manufacturing process compared to 3-D FinFET technology. Although FinFET architectures offer 

impressive drive currents per footprint at low supply voltages because of the 3-D conduction 

channel and excellent electrostatic control, they have high gate and parasitic capacitances, 

proportional to the 3-D effective width increase, which negatively impacts both the speed and 

active power consumption [39]. In addition, complexity of FinFET technology has created new 

challenges for many design teams because their current tools and techniques may not have enabled 

them to design their IP blocks optimally for FinFET processes, delaying the time to market.  

 

 
 

Figure 1.14: Scheme of the FinFET and the Fully-Depleted Silicon-on-Insulator [40]. 

 

In contrast, FDSOI technology is derived from bulk design rules and its process technology [41] 

and the design transfer is thus less complicated. Only few analog parts need to be adopted to the 

FDSOI technology. It is a planar technology that reuses ninety percent of the process steps used in 

the bulk counterpart and the overall manufacturing process in FDSOI is 15% less complex, leading 

to lower cycle time and reduced manufacturing costs. The manufacturing tools for FDSOI are 

identical to the last generation of bulk processes. FDSOI transistors are manufactured on an ultra-

thin buried oxide (BOX) layer of 20 nm. Silicon channel thickness is about 6 nm. Shallow Trench 

Isolation (STI) feature authorizes the lateral insulation between adjacent semiconductor device 

components. 

 

1.2.4   Introduction of additives for workfunction engineering 

The effective work function (WFeff) values of metal electrodes must satisfy the VT requirements 

of specific devices. In undoped-channel 14nm FD-SOI devices, WFeff at only 100 mV from the 

midgap are required [32] [29], which makes a very fine adjustment of the effective work function 

of metal electrodes even more necessary.  
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Lanthanum (La) for NFETS  

In order to reach the WFeff specifications for NFETs, La has been introduced into the gate stack. 

La2O3 and La-silicate have been studied as alternate gate dielectrics [42][43]. Insertion of La2O3 

capping layers deposited above the high-k layer has also been extensively studied [10][44]. 

Narayanan et al. proposed to insert nanoscale capping layers containing lanthanum into HfO2/TiN 

stacks [10] in a conventional gate first flow (Figure 1.15 a). In this way, lanthanum induced large 

VFB shifts towards N+, from 4.43 eV (without La) to 4.05 eV (with La). However, it is indicated 

that the La thickness is a critical parameter to optimize, it must be thick enough to shift the WFeff 

towards N+ but not so much that lanthanum near or in the Si/ SiO2 interface degrades the mobility. 

Narayanan proposed that the WFeff shifts can be either due to positively charged mobile oxygen 

vacancies formed upon the substitution of Hf4+ in HfO2 with lower valence La3+ and/or a dipole at 

the metal/high-k interface due to differences in electronegativities between La and Hf. In contrast, 

Yamamoto et al. [45] experimentally evidenced that the most plausible origin for the VFB shift is 

the formation of a dipole layer at the HfLaOx/ SiO2 interface (Figure 1.15 b).  

 

The potential of metallic lanthanum deposited by RF-PVD inserted into TiN metal gate has also 

been evaluated in the multilayer TiN/La or TiN/La/TiN structure [46][37] [6] [47](Figure 1.16) 

and in the alloyed TiLaN metal [48]. Apart from the WFeff shift, these structures were proposed for 

another benefit: the interlayer scavenging effect. La ions remove oxygen from the interlayer to 

decrease the overall EOT of the devices and so suppressed the interlayer growth to extremely small 

values of around 1nm.  

 
 

 

Figure 1.15: a) nFET CVs as a function of increasing La cap thickness showing the Wfeff tunability by La [10] and b) 

Schematic description of MOS capacitors with different La concentration profiles in HfLaOx films, their CV curves 

and VFB values [44] 

 

         

a) b)
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Figure 1.16: a) VFB vs. EOT plot for TiN gate with La and Al cap layers [46] and b) Effective workfunction (Wfeff) 

vs La or Al dose diffused inside the gate stack [47] 

 

Aluminum (Al) for PFETS 

In order to reach the WFeff specification for PMOS, Al has been extensively used to shift the 

WFeff towards P+. The introduction of Al2O3 as an alternate high-k dielectric has been studied 

[49][50][51]. Al2O3 layers has also been incorporated either at the SiO2/Hf-based oxide interface 

or above Hf-based high-k dielectric. When a thin Al2O3 layer was deposited between the SiO2 and 

HfO2 layers, WFeff increased up to +900 meV compared to SiO2 reference [5]. In this work it was 

proved that this Wfeff shift was indeed due to a dipole effect at the SiO2/high-k interface. Deposition 

of a thin Al2O3 layer on the top of HfO2 or HfSiON also induced an increase of the WFeff towards 

P+, but the shift was smaller (100-200 meV) [52] compared to capacitors with Al2O3 below HfO2. 

The shift towards P+ in a gate-first integration has been explained by the diffusion of Al towards 

the bottom HfO2 interface [52][53], creating a dipole layer at the HfO2/ SiO2 interface as for Al2O3 

directly deposited at this interface (Figure 1.17).  

 

The introduction of metallic aluminum deposited by RF-PVD and inserted between two TiN 

layers (TiN/Al/TiN structure) has also been previously studied [46][47][54][55] (Figure 1.16). 

 

 

a) b)
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Figure 1.17: VFB variations of n-MOS and p-MOS capacitors with HfO2/ Al2O3 dielectrics [53] 

 

 

Sacrificial metal gate-first process 

In this work, La and Al additives are introduced into the HKMG stack by the sacrificial gate 

process. Once interlayer and high-k dielectrics have been deposited on the Si substrate, metal gate 

containing the additives is deposited following the steps given below, and shown in Figure 1.18.  

 

1. First, the sacrificial multi-layer metal gate stack, composed of a TiN layer and monolayers 

of La or Al additives in between, is deposited in the Endura RF-PVD system described in 

the section 1.2.2. 

 

2. Next, poly-Si is deposited as a capping layer on the top, followed by a thermal treatment 

under N2 atmosphere at certain temperature and for a duration, to activate the diffusion of 

additives into the High-k/SiON stack. This step is called the drive-in-anneal (DIA). 

 

 

3. The sacrificial gate stack is then removed by a chemical wet solution. 

 

4. Finally, a poly-Si/TiN electrode without additives is deposited, followed by gate patterning. 

Later, spike annealing at 1047°C is done, which is responsible of the Source-Drain (S-D) 

dopant activation. 
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Figure 1.18: Sacrificial gate-first approach: 1) sacrificial gate deposition and annealing, 2) sacrificial gate stack wet 

removal and 3) final gate deposition and source-drain annealing 

 

1.3   Process flow 

In this work, depending on the gate stack electrical properties to be investigated, two types of 

devices have been used. First are the MOS transistors (MOSFET) that are required in order to study 

device reliability issues such as NBTI, PBTI and TDDB. These devices are as shown in Figure 1.1, 

containing the MOS capacitor with the source and drain regions. Second are the MOS capacitors 

that are used to study the WFeff of the gate stack. The advantage of these devices are that they are 

fabricated with a simplified process flow containing only the key process steps required to extract 

and study the WFeff, thus significantly reducing the process steps and time. The process flow for 

these two types of devices is presented below: 

1.3.1   MOS transistor Process flow 

In order to study device reliability issues, we have utilized 14 nm FD-SOI MOS transistors. A 

transistor is required to study different reliability parameters, as these require to measure the 

channel current (Id-VG curves). Figure 1.19 shows the various devices included in the FD-SOI 

technology offering multi-VT solutions. This results due to a combination of two metal gates with 

two different WFeff (N-type with La vs P-type with Al), together with two different Well types (N-

Wells vs P-Well) and channels (Si vs SiGe).  

 
Figure 1.20 shows the process flow consisting of the standard 14 nm FDSOI flow [39], starting 

from Silicon Trench Isolation (STI) and P-Well or N-Well implants carried out on SOI wafers, 

before HKMG stack deposition. The gate dielectrics consist of a 1.2 nm SiO2 as IL, followed by a 

2 nm thick HfON layer deposited by Atomic Layer Deposition (ALD) and decoupled plasma 

nitridation (DPN), as detailed in section 1.2.1. Then, metal gate stack is deposited following a 

sacrificial gate first approach of Figure 1.18. Devices were completed with spacers, N or P-type 

S/D formation, S/D dopant activation annealing at 1047 °C, NiPt silicide, contact trench formation, 
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back-end first level interconnects (M1) to allow electrical measurements and a 400 °C forming gas 

anneal. 

 

Figure 1.19: Schematics CMOS configuration to achieve 4 different VT with two metal WFeff (N & P types) and two 

WELL types (NWELL vs PWELL). Adapted from [32] 

 

 

Figure 1.20: Integration scheme of the 14 nm FD-SOI MOSFET process flow [39] 

 

1.3.2   Process flow simplification for MOS capacitor 

The elementary MOSFET of the 14 or 28 nm FDSOI technology is the result of around 

hundreds of manufacturing steps. Process flow simplification is therefore mandatory in order to 

easily study the impact of the metal gate deposition processes and materials on key gate stack 

electrical parameters. Therefore in our studies, only the key steps which can influence the gate 
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stack physical or electrical properties, are kept in the process flow to reduce manufacturing steps 

and R&D cost.  

 

Accordingly, MOS capacitors, fabricated on bulk Si substrate, are used to study the WFeff of 

the HKMG stack from the capacitance voltage measurements (C-V). The simplified process flow 

is shown in Figure 1.21 and consists of P-Well or N-well implants carried out on silicon substrate. 

Then, Silicon Trench Isolation (STI) SiO2 (500 nm) oxide is deposited and cavities are patterned 

by photolithography and etching. These cavities will act as the device active area. HKMG stack is 

deposited, consisting of 1.2 SiO2 IL, HfSiON or HfON as high-k and metal gate stack deposited 

by the sacrificial gate first approach of Figure 1.18. Additional metal stack of Ti/TiN/W layers is 

deposited that act as the contact layer to allow electrical testing, followed by a 400 °C forming gas 

anneal. Finally chemical mechanical polishing (CMP) is performed in order to isolate the individual 

capacitors. In this way full capacitors containing the necessary intrinsic properties of the HKMG 

stack are fabricated. These devices will be used for the effective workfunction (WFeff ) studies from 

C-V measurements. 
 

 

Figure 1.21: Simplified process flow of MOS capacitors used for WFeff studies 

 

1.3.3   Beveled Interlayer Oxide 

Beveled oxide for gate stack IL is a powerful technique used to differentiate between the 

interfacial fixed charges and gate stack dipoles from the effective work function obtained by C-V 

measurement [17]. The bevel IL process results in thickness variation of the IL with wafer radius, 

as shown in Fig.1.22. Thus, we obtain nominal IL thickness (1.2nm) on the edges which is then 

close to the technology, and thicker at the center. As the IL thickness is changed, EOT is varied 

accordingly along the wafer radius, which will modulate the WFeff (equation. 1.11).  

 

The bevel process consists of a thermal oxidation to form 10 nm SiO2, followed by a wet 

circular cleaning performed to form the bevel profile. Finally a 1.2 nm nominal IL is deposited on 
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top to obtain nominal IL thickness at the wafer edges.  Figure 1.22 a shows the gate stack profile 

along the wafer radius. Figure 1.22 b compares the IL thicknesses on a nominal and bevel IL, 

measured by ellipsometry, and shows that the bevel IL thickness at the edges is the same as on a 

nominal IL process. 

 

 

Figure 1.22: Schematic showing the variation of IL thickness along the wafer radius 

 

1.4   MGG induced VT variability  

Metal gate has been introduced into advanced CMOS devices due to its advantages discussed 

in section 1.2.2, but it also brings in the metal gate granularity (MGG) parameter that could cause 

VT variability. Under temperatures that are normally used in semiconductor device fabrication (see 

the process flow in section 1.3), metal gate grains could grow up to a few nanometers in size, 

having multiple grain orientations. Metal grains with different crystallographic orientations will 

have different work functions (WFM) at the interface between the metal gate and high-K [56][57] 

(Figure 1.23).  
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Figure 1.23: a) Cross-sectional view of surface planes along different orientations and b) Schematic of a hypothetical 

metal gate consisting of grains with three different orientations and hence, different WFM values of Φ1, Φ2, and Φ3 

and occurrence probabilities of P1, P2, and P3, respectively [58] 

The dependence of WFM on the crystal orientation can be explained as follows: the electron 

density of the metal grain does not terminate at its surface but rather will spill outside. This creates 

a negative charge outside the metal surface, and so a positive charge inside the metal close to the 

surface Figure 1.24 b. This seperation of charges creates a dipole at the metal surface and increases 

the energy required to remove an electron from the metal, and so increases the WFM [59]. The 

strength of this dipole depends on the surface atomic density of the crystal, which is different for 

different crystal orientations as shown in Figure 1.24 a for a FCC crystal.  

 

Figure 1.24: a) Surface density for different FCC crystal orientations [58]; b) Charge density at the surface of the 

metal crystal, for a less densely packed crystal (weak dipole-b1) and densely packed crystal (strong dipole-b2) [59]  

 

Concerning the TiN crystal having a NaCl type structure, it can be thought of as made up of two 

interpenetrating FCC lattices of Ti and N atoms. The Ti atoms occupy the octahedral sites in the N 

sublattice, and the N occupy the octahedral sites in the Ti sublattice. Therefore, the surface of a 

<111> TiN lattice will be contain either just Ti atoms or N atoms, and so the Ti surface density 

becomes half of the value shown in Figure 1.24a. Ti Surface desnity of <100> or <200> will not 

change as all these planes will always contain the same Ti atoms. Thus the WFM of TiN <200> 

crystals is higher than TiN <111>.  

 

A transistor will contain only a small number of grains due to its small gate dimensions, that are 

in the range of few tens of nanometers. Moreover, during the metal gate growth, grain orientation 

of each grain will be determined randomly. As the WFM of a grain depends on its orientation, the 

combined effect of randomness in grain orientation and low number of grains will cause the overall 

WFM (and so VT) of the fabricated metal gate to be a probabilistic distribution rather than a 

definitive value [58]. It has been shown that the distribution of the WFM is described by a Gaussian 

distribution [58]. As a result, the standard deviation of the WFM distribution is inversely 

a)

b1) b2)
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proportional to the number of grains. The number of grains increase with the area of the metal gate 

and hence the WFM variability increases as the device area decreases. This will cause variation of 

WFM or VT between devices undergoing same manufacturing process and so called as VT 

variability induced by MGG. This variability has been well explained and correlated to the metal 

gate microstructure (grain size and orientation) and gate area both experimentally [60][61] and by 

modelling [62][63]. 

 

VT variability is one of the most critical challenges for future CMOS technology nodes [64][65]. 

It originates mainly from the contributions of the random dopant fluctuations (RDF), line edge 

roughness (LER), oxide thickness fluctuations (OTF) and MGG. With the introduction of the 

FDSOI architecture, that can tolerate an undoped or lightly doped channel, VT variability due to 

the RDF contribution is dramatically reduced [66][67][68]. Even though the RDF component is 

dramatically reduced, other sources of variability such as LER and MGG still remains important. 

Moreover, these contributions could become even more important as the device dimentions 

decrease, shown in Figure 1.25. 

 

 

 
Figure 1.25: Variations of the different contributions to VT variability obtained by simulations, showing  random 

dopant fluctuations (RDF), oxide thickness fluctuations (OTF), line edge roughness (LER), and metal gate 

granularity (MGG) [68] 

 

In this work, TiN is used as the gate material with two main orientations: <111> and <200> 

having WFM of 4.4 and 4.6 respectively [69]. Chapter 2 covers the X-Ray Diffraction technique 

used to characterize the microstructure of the TiN gate. In chapter 3, variations in the RF-PVD TiN 

process parameters (section 1.2.2) have been proposed with the aim of modulating its 

microstructure that can have an impact on MOSFET VT variability.  
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1.5   MOSFET reliability  

Reliability is defined as the probability that a device performs a given function, under specified 

conditions for a given period of time. Due to aggressive scaling in device dimensions for 

performance improvement, advanced CMOS transistors in the nanometer range have resulted in 

major reliability issues due to increased electric fields, device working temperatures and 

introduction of the HKMG stack. These include hot carrier injection (HCI), stress induced leakage 

current (SILC), time dependent oxide breakdown (TDDB), and bias temperature instability (BTI). 

These reliability mechanisms cause a shift in MOS transistor parameters, such as: threshold voltage 

VT, transconductance and channel mobility. For reliability testing, the degradation phenomena is 

accelerated by putting the device in extreme conditions of thermal and electrical constraints that 

are well beyond normal conditions of use. It is then possible to extrapolate the degradation caused 

at these extreme conditions, to determine device lifetime under normal conditions of use. In this 

thesis we have focused on MOSFET’s BTI and TDDB phenomena and how they are modulated by 

process parameters of the gate stack. A detailed discussion on the BTI and TDDB mechanisms is 

presented below: 

 

1.5.1   Bias temperature instability (BTI) 

BTI refers to the drift in transistor electrical parameters during its operation. It is caused by the 

charging of defect states in the gate oxides and at its interface [70]. The defects could be both pre-

existing and generated during device operation. The trapped charges in these defects result in a 

shift of device parameters, such as its drain current, threshold voltage VT, channel mobility, 

transconductance, and subthreshold slope. It is driven by gate bias and occurs even at low source-

drain voltage VDS. Moreover, its mechanism is strongly accelerated by temperature. BTI in n-

MOSFET, which are positively biased in circuits, is referred to as Positive Bias Temperature 

Instability (PBTI), while Negative Bias Temperature Instability (NBTI) takes place in p- 

MOSFETs that are negatively biased. 

Negative Bias Temperature Instability (NBTI) 

NBTI as the shift of PMOS transistor threshold voltage VT and other performance parameters 

has been known since 1966 [71][72]. Only during the last few years, NBTI became one of the 

largest CMOS reliability concern due to the introduction of new materials, increased electric fields 

and operating temperatures in the transistors [73][74][75]. The main characteristics of NBTI are as 

follows: 

• It results in an increase of the absolute VT and decrease of the drain current (Id) and 

transconductance (Gm) with stress time. It occurs when negative bias is applied to the gate 
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(PMOS inversion state). Figure 1.26 and Figure 1.27 shows device biasing condition during 

NBTI stress and shift of these parameters with stress time. 

 

 

Figure 1.26: a) Schematic showing PMOS device under NBTI stress; b) Variation of drain current versus gate 

voltage curves with NBTI stress time 

 

 

Figure 1.27: a) Variation of transconductance (Gm) versus gate voltage curves with NBTI stress time; b) Drift of VT 

with stress time at different stress voltages, showing its power law dependence 

 

• The shift in VT (∆VT) with stress time follows a power law and is strongly activated by gate 

bias and temperature (T), as shown in Figure 1.27 b. The power law is as follows: 
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1.14        

where t is the stress time and n is the power law time exponent.  

 

• It is attributed to the creation of positive charge trapping at the SiO2/Si interface (qNit) and 

in the interlayer gate oxide (qNot). Thus, the threshold voltage shifts due to the formation 

of these charges in the gate stack: 

 

∆VT = -(qNit+qNot)/COX 

 

 

1.15        

 

• Interface traps Nit can be Si dangling bonds that are formed from the breaking of Si-H bonds 

at the SiO2/Si interface due to a combined effect of electric field, temperature and holes. 

These traps are distributed in the Si band gap and are usually of the acceptor-type in the 

upper half and donor-type in the lower half of the Si band gap. Figure 1.28 a, shows the 

energy band diagram of a PMOS device at the flatband condition, with electrons occupying 

states below the Fermi energy EF. A this condition, the states in the lower half of the band 

gap and those above EF are neutral, and the states between midgap and the Fermi energy 

are negatively charged. Figure 1.28 b, shows the energy band diagram of a PMOS device 

in the inversion condition. At this condition, the interface traps between mid-gap and the 

Fermi level will be positively charged (called as unoccupied donors). Thus, interface traps 

in a PMOS device in the inversion regime will be positively charged, leading to negative 

threshold voltage shifts [76]. Application of a negative bias stress generates donor states in 

the lower half of the band gap [74][77]. When these stress generated interface states are 

charged and discharged, drifts in PMOSFET electrical characteristics occur: ΔVT = -qNit(t). 

Figure 1.29 shows the increase of PMOS VT and Nit with stress time, for negative bias 

applied to the device [70]. It evidences the relationship between ΔVT and Nit. 
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Figure 1.28: Band diagrams of the Si substrate of a PMOS device showing the occupancy of interface traps a) 

negative interface trap charge at flatband and b) positive interface trap charge at inversion [73] 

 

 

Figure 1.29: Relative shifts for a) VT and b) Nit versus stress time for negative and positive gate voltages [70] 

• Oxide charges qNot is the second contributor to the VT shift (apart from Nit) and their role 

on NBTI is not entirely clear. In some studies it was believed to be H+ ions coming from 

breaking of Si-H bonds and getting trapped in the oxide near the SiO2/Si interface. 

However, recent studies have shown that these positive charges are formed due to hole 

trapping [70][78][79]. Precursors for this hole trapping might be present before the stress 

is applied and gets occupied by holes during stress.  

 

• Some of the NBTI defects (or VT shift) can be recovered or annealed by removing the stress 

conditions or by applying a positive bias (called the recoverable part), the rest is the 

permanent damage (called the non-recoverable part).  Huard et al. [70] have shown that the 

non-recoverable part is largely due to the trapping in interface states that are created during 

the stress, as they remains almost constant after recovery (Figure 1.29 b). They attributed 
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the recoverable part to the formation of oxide charges due to hole trapping (the saturation 

of VT in Figure 1.29 a). 

 

• NBTI is very sensitive to the interlayer oxide and to the quality of its interface with the Si 

substrate. Gate oxide and interface process parameters and materials affect NBTI 

degradation, such as presence of Nitrogen, Fluorine, Boron and water. 

The mechanism of NBTI is still not completely clear and deviations from the perfect power 

law have been observed. Several models and their improvements have been proposed, here these 

will discussed briefly. 

Reaction-Diffusion Model 

Reaction–Diffusion (R–D) model was the earliest of models proposed for NBTI [80][81][82]. 

The mechanism is schematized in Figure 1.30. It is caused by the breaking of Si-H bonds at the 

SiO2/Si interface and release of hydrogen, due to temperature and electric field (the reaction phase). 

In the subsequent diffusion phase, hydrogen diffuses from the interface into the oxide. This results 

in the formation of dangling bonds at this interface and are termed as the interface traps Nit. The 

model assumes classical (Gaussian) diffusion of neutral hydrogen in the gate oxide as the rate-

limiting step. Gaussian distribution means that the allowed hydrogen states in the oxide bulk, 

during diffusion, has the same energy and thus the same hopping time for hydrogen diffusion. 

Solving the rational diffusion equation gives:  

 

Nit(t) = A t0.25 1.16        

 

where, t is the stress time and A is a pre-factor which depends on the electric field and temperature. 

This model leads to a power law dependence that is observed experimentally, but only 

considers the part of ΔVT associated to the interface states and does not take into account the 

contribution of positive oxide charges formed during stress. Moreover it gives a constant time 

exponent of 0.25, but deviations from this constant exponent have been observed experimentally. 

The models presented next will deal with these issues 
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Figure 1.30: Reaction-diffusion model of NBTI: a) Schematic view of the MOS stack showing Nit generation; b) The 

physical mechanism involved in hydrogen generation and its transport [83] 

 

Disorder controlled Kinetics Model 

The classical reaction diffusion model presented above assumes a Gaussian diffusion in the 

MOS oxide layers. Studies have shown that the particle kinetics in a disordered system such as 

SiO2 should be considered as dispersive instead of Gaussian. Energy of the localized hydrogen 

states in the bulk of the gate oxide are dispersed with a density-of-states (DOS) g(E) and thus will 

result in a wide distribution of hopping times of hydrogen. Thus, these localized states will affect 

transport of hydrogen through the oxide bulk [80][83][84] (Figure 1.31). 

Solving the diffusion equation with assumption of dispersive transport gives: 

 

Nit(t) = A t
α/4     , α = KbT/E0  

1.17        

  

where α is the dispersion parameter, E0 is characteristic DOS width, T is the temperature and A is 

the pre-factor depending on the electric field, temperature and dispersive parameters.  

Kaczer et al [83] showed that the assumption of dispersive transport allows to explain a number 

of experimental observations that cannot be otherwise accounted for by the classical Reaction-

Diffusion model. These include the temperature and material dependence of NBTI time exponent, 

log (t)-like dependence for NBTI recovery and the ability to link the NBTI power-law exponent 
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with the NBTI relaxation rate. The model was also extended to the transport of charged particles 

(Hydrogen+). 

This model was able to explain the variation of the time exponent but is still limited to the 

interface states contribution and ignores the one from oxide charges. 

 

 

Figure 1.31: Schematic representation of the NBTI model with Disorder-controlled kinetic of hydrogen [83] 

 

Hole trapping model 

Huard et al. [70] [85], Grasser et al. [86]  and Kaczer et al. [87] have shown that apart from the 

interface states, positive oxide charges contribute to the threshold voltage shift and have related it 

to the hole trapping mechanism. However, the temperature and voltage dependence of the recovery 

behavior, observed correlation between interface states and oxide charges [88] and, lack of 

characteristic time scale in NBTI recovery could not be explained [78].  

NBTI recovery lacks a characteristic time scale and rather follows a log behavior in time. 

Grasser et al. [78] and Kaczer et al. [79] linked this lack of characteristic time scale in NBTI 

recovery with the low frequency noise which has a response on many timescales and is caused by 

carrier trapping with many time scales. This similarity between NBTI recovery and low frequency 

noise might be an indication that the same kind of defects are responsible for NBTI degradation.  

Distance of traps from the SiO2/Si interface determines the tunnel time and hence the low frequency 

noise response. In these models, the authors have assumed that holes can be captured via a 

multiphonon emission (MPE) process into deep near-interfacial layer traps, which are probably 

oxygen vacancies (E0 centers) [89]. This mechanism is characterized by its exponential electric 

field dependence and a strong temperature activation. In this model, defect creation proceeds via a 

two stage process when stress is applied to the device, as shown in Figure 1.32. In the first stage, 

holes can be trapped into near-interfacial oxygen vacancies via the MPE mechanism. In the second 

stage, once positively charged (state 2), the E’ center can attract the H from the interface and thus 

reaching to state 4. This step locks in the E0 center and creates a dangling bond at the interface, 

which are filled by charges that depends on the Fermi-level of the substrate [79].  
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Figure 1.32: Schematic explaining the model for switching oxide trap coupled to the creation of a dangling bond at 

the interface [78] 

 

So the VT shift due to NBTI stress is composed of two traps: first, hole traps (metastable states) 

which recover, and interface states which are stable (no recovery). The NBTI recovery corresponds 

to holes de-trapping and the saturation level corresponds to interface traps, as found experimentally 

by Huard et al [70]. In conclusion, this model is able to provide a mechanism for the experimental 

observations of NBTI. 

Recently Grasser et al. [90] have updated their model that is presented above. In this work the 

authors suggest that the H diffusing from the gate may create border traps and hence influence the 

hole capture and interface traps creation mechanism. 

Positive Bias Temperature Instability PBTI 

PBTI is the VT shift phenomena taking place on N-MOSFET devices under positive stress 

(Figure 1.33). The shift in VT (∆VT) with stress time follows a power law in time and is strongly 

activated by gate bias, and like NBTI follows the power law in Eq. 1.14. It is attributed to trapping 

mechanism in localized defects in the high-k oxide. This trapping phenomena is enhanced by 

electric field, temperature and by the high-k thickness. It has been attributed to oxygen vacancies 

in the high-k, by identifying the energy position of these defects [91][92]. Some of these traps are 

reversible, that can be de-trapped, and other are permanent. Moreover, during stress at high 

voltages, an opposite shift in VT (ΔVT <0) has been observed and is termed as the turn-around 
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effect [93]. It might be caused by the generation of positive charges in the high-k by the electrons 

that are injected from the substrate at high Vg [94]. The shift of VT under PBTI stress varies very 

fast in a high-k oxide, compared to SiO2, due to higher defects in the high-k. Thus, PBTI has 

become one of the most critical problems in the integration of high-k in the MOS stack. 

 

Figure 1.33: VT shift induced by PBTI stress evaluated by the fast and the conventional techniques [95] 

 

Bersuker et al [92] proposed a trapping model in which the pre-existing traps can be filled via 

several processes, as illustrated in Figure 1.34 a, in two stages. A first quick tunneling process (Pc) 

where the trapping characteristic is in the order of microseconds due to the smaller tunneling barrier 

and higher density of states in the Si conduction band. Second process (PT) is the transport of 

electrons between traps, activated by temperature and is of Poole-Frenkel type. Figure 1.34 b 

compares the experimental and modeled PBTI VT shift, and a close correlation is observed. 

PBTI shift in high-k dielectrics can be considered as the sum of a reversible component Drev 

that can be fully recovered by applying a negative bias after stress, and an irreversible component 

Dirrev that is permanent. Drev is caused by 1) pre-existing fast and slow traps, where fast traps are 

temperature independent (1 in Figure 1.35.); 2) stress induced slow traps that are strongly activated 

by temperature (2 in Figure 1.35). Dirrev are caused due to stress generated electron traps that cannot 

be discharged and can be considered as fixed negative charges (3 in Figure 1.35) [95][94].  In the 

case of thick HfO2 with a poly Si gate, PBTI is mainly caused by pre-existing defects and the 

generation of defects due to stress is relatively low [96]. Garros et al. found that for the case of 

HfSiON with La additive [95], trapping in pre-existing fast traps is negligible by comparing fast 

and conventional measurement techniques as shown in Figure 1.33. Mitard et al.[94] and Ribes et 

al. [97] gave the assumption that the defects responsible for electron trapping in High-k are the 

negative "U-traps" [98].  
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Figure 1.34: a) Schematic of energy band diagram with the electron trapping processes responsible for PBTI and b) 

experiment and modeled (open symbols) VT shift during the PBTI stresses at different temperatures [92] 

 

Figure 1.35: Energy band diagram of the HKMG stack showing different traps responsible for PBTI [94] 

1.5.2   Time dependent oxide breakdown (TDDB) 

TDDB is the gate oxide breakdown phenomena occurring in both N-MOSFET and P-MOSFET 

devices. The gate oxide breaks down as it loses its insulating properties due to the application of 

gate voltage for long durations of time. From an electrical point of view this breakdown means a 

strong increase in gate oxide tunneling current due to the formation of a conducting path through 

the gate oxide and into the substrate. The conduction path is formed by defects generated during 

electrical stress.  

Figure 1.36a and b shows device biasing for TDDB tests and the variation of leakage current 

with stress time respectively, for a NMOS device. In the early stages of stress, the gate current 

a) b)
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increases slightly with time due to generation of new defects in the gate oxide and this behavior is 

termed as stress induced leakage current (SILC). As the stress is continued, a strong increase (or 

sometimes decrease) in current is observed and is termed as a breakdown event. This event can be 

a soft breakdown (SBD) which is caused by formation of a weak conducting path containing only 

a few traps, or can be a hard breakdown (HBD) which is caused by a complete defect formation 

path, when the number of defects reaches a critical value. Depending on the tolerance in device 

performance, device failure or time to breakdown can be defined from either a SBD or HBD event. 

Both SBD and HBD are localized and randomly distributed all over the device area, and are 

spatially uncorrelated to each other [99][100]. In our studies, the time to breakdown (Tbd) is 

measured by the occurrence of a HBD breakdown event.  

 

 

Figure 1.36: a) Device biasing during a TDDB measurement; b) Increase of leakage current during TDDB stress, 

showing SILC regime and then the hard breakdown 

 

The charge to breakdown (Qbd) is defined as the total charge injected into the oxide until 

breakdown occurs. It’s given by the following relation: 

Qbd = ∫ J (t) ∙ dt = Tbdi
Tbdi

0

∙ average(J) 

 

 

1.18        

where J(t) is the leakage current density and Tbdi is the time to breakdown of a device i among 

a sample. 

In Figure 1.36 , it can be observed that the time to breakdown are relatively dispersed over time 

and thus it becomes a statistical phenomenon. In general, the Weibull distribution is considered as 

the most widely accepted distribution function that can describe the MOSFET time to breakdown. 

Studies conducted  by Wu et al. [101] on about 1000 samples, have justified the use of Weibull 

distribution (Figure 1.37). Weibull scale W is given by:  
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W(F(t)) = ln(− ln(1− F))       W(F) = - ln() + ln(t) 1.19        

 

where F(t) is the distribution function representing the cumulation of samples broken until stress 

time t; η is the characteristic lifetime for 63% breakdown of the sample in the distribution (t63% 

or Tbd). So, the plot of W(F) as a function of ln(t) is a line of slope "β" and ordinate "-β.ln (η)". 

Figure 1.36 represents the Weibull scale values versus time (the respective failure percentage are 

also mentioned). 

 

 

Figure 1.37: Log-normal and Weibull distribution fit of the experimental data [101] 

 

The breakdown phenomena is mainly described by the percolation model presented below: 

Percolation model 

The first proposal of the idea that gate oxide breakdown is the result of a conduction path of 

defects, formed in the gate oxide, was given by Suñé et al [102]. Then the percolation model was 

updated and generalized to three dimensions by Degraeve [103]. By using this percolation model 

approach, it is possible to show that the breakdown phenomena follows the Weibull probability 

law defined in Eq. 1.19. Finally, this concept of percolation became generalized and underwent 

various improvements [104][105]. 

Here we will describe a simplified description of the percolation model with the aim to 

understand its principle, which can lead to the formation of breakdown times that follows the 

Weibull distribution [105]. This description, illustrated in Figure 1.38, models the dielectric as 

discrete cells of size a0 (characteristic dimension of defects), each cell having a probability to 
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become defective during stress. Thus, by random events, the cells will generate defects during 

stress until a percolation path is generated and give rise to breakdown.  

 

Figure 1.38: Schematic diagram illustrating the percolation model. It consists of dividing the oxide in several cells 

which will generate defects and thus forming a percolation path [105] 

 

From this model a Weibull distribution is obtained as in Eq. 1.19. The values of Weibull 

parameters  and  are related to the device properties as: 

 

                                 = (α/a0) tox   and  ∝ exp(- ln(Aox/a0
2)/ )                

 

1.20        

 

where a0 is the defect size, tox is oxide thickness, Aox is the oxide surface area and α is a typical 

parameter of the oxide.  

The charge to breakdown Qbd (corresponding to Tbd), the defect generation probability (λ) and 

critical defect density for breakdown (Nbd) are related by the relation: 

Qbd = Nbd/ λ 1.21        

Many studies has proposed different values for these breakdown parameters. The model 

parameters differ from one study to another [105] [106] [107] [108] [109] [110] [111]. 

Breakdown models 

The thermochemical model (E-Model): According to this model, oxide breakdown due to 

generation of defects is governed by the oxide field. The bonds in the oxide can break under the 

electric field influence, thus the defects density can reach its critical value for breakdown (NBD in 

Eq. 1.21) [112]. This model predicts an exponential behavior in electric field for the time to 

breakdown. 

The Anode hole injection model (1/E model): According to this model, electrons ejected from 

the metal gate reach the anode and generate hot holes through impact ionization. These holes then 

tunnel through the gate oxide (meaning electrons tunnel from gate oxide to the substrate)  and 

generate defects which are responsible for oxide breakdown [113]. This model predicts an 

exponential behavior in (1/electric field) for the time to breakdown. 
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The hydrogen release model: The hypothesis that hydrogen atoms released during stress are at 

the origin of breakdown, was proposed in the case of thin oxides [114]. Figure 1.39 illustrates the 

principle of this mechanism. It begins with electron injection from the gate, then they transfer their 

energy to Si-H bonds at the SiO2/Si interface and release of hydrogen species (H0 or H+) takes 

place. These species diffuses through SiO2 and creates defects in the oxide.  

 

Figure 1.39: Schematic diagram of the hydrogen release breakdown model [115] 

 

Studies based on SILC measurements  have shown a correlation between hydrogen release and 

oxide breakdown [110][116]. This is particularly the case of thin oxides where these models are 

based on multi-vibrational excitation. Ribes et al. proposed that only one electron is not sufficient 

to break the Si-H bond by direct excitation, but a cooperation between them is required [97]. They 

linked this assumption to the multi-vibrational excitation of Si-H bonds by electrons [116] [117]. 

Thus the defect generation probability (λ) (in Eq. 1.21) is linked to the oxide current density and it 

becomes: 

 

                 

  

where K = 6 for holes and K = 4 for electrons [97], with τe the lifetime of excitation, Ed the 

dissociation energy of the bond and nħω the energy supplied by an electron. The excitation current 

I and the energy of the carriers E depend on the operating mode of the transistor. Accordingly Qbd 

depends on the square of the current density (Qbd ∝ J-2) [88]. This model is termed as multi-

vibrational hydrogen release (MVHR). 

For HKMG stacks (SiO2/high-k), the mechanisms can be quite different depending upon the 

injection regimes as shown in Figure 1.40: 

1.22 
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a) Injection of carriers from the substrate (carriers see the high-k/metal gate interface at 

the oxide output/exit) 

 

b) Injection of carriers from the metal gate (carriers see the SiO2/Si interface at the oxide 

output/exit). 

 

 

Figure 1.40: HKMG stack band diagrams in the case of the (a) injection regime from the substrate and (b) injection 

from the metal gate [115] 

 

Model in case of injection from the gate 

The MVHR model is normally used to explain the degradation of SiO2 under electrical stress. 

It can also be applied to the breakdown of oxides based on SiO2/high-k stack during injection mode 

(PMOS inversion) from the gate, as the electrons that cross the oxide see the Si/SiO2 interface. 

Indeed, the validity of this model was confirmed for the SiO2/high-k stack by Ribes et al [97]. The 

authors also show that the high-k does not affect the Nbd but only the λ, and that the breakdown of 

the HKMG stack was governed by the charge to breakdown (or current) and the breakdown of the 

interfacial layer. 

Model in case of injection from the substrate 

Carrier injection from the substrate applies to a NMOS transistor under positive bias (inversion 

regime). Degradation in this case is caused mainly by the gate current, consisting of electrons, 

injected from the conduction band of the substrate towards the gate, thus degrading the gate oxides. 

In the beginning, it was reported that device breakdown in this case is governed by the degradation 

of the interfacial layer, like in the case of injection from the gate. According to Rafik [115] the 

activation energy and voltage acceleration factors extracted for HfSiON were similar to as observed 

for SiO2 and as provided by the MVHR model (Figure 1.41), but were quite different for HfO2 

high-k (Figure 1.41). Hence it might be possible that the MVHR model is valid for substrate 

injection regime in the case of HfSiON but not for HfO2. 

 

a) Vg > 0 b) Vg < 0
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Figure 1.41: a) Activation energies extracted on different samples of SiO2 / high-k stacks [115] 

 

For the case of HfO2 as high-k, many studies have been conducted in order to understand the 

breakdown mechanism [118][119]. From SILC measurements, it has been shown that the traps 

induced by stress in the high-k layer or at the interfaces enhances the trap assisting tunneling (TAT) 

and gives rise to a conduction path. In SILC measurements the initial Id-Vg curves is measured 

and the device is put under stress, during which many Id-Vg curves are measured at regular 

intervals of time. SILC is the normalized change in gate current Ig (t) from the initial current Ig (0) 

during stress time (ts), and is defined as follows: 

 

SILC (ΔIg/Ig) = (Ig (ts) – Ig(0))/Ig(0) 

 

1.23        

SILC current varies depending on the measured voltage, and a peak appears in the SILC 

spectrum when the Fermi level of the substrate is aligned with the energy level of the defects in the 

oxide (Figure 1.42).  

 

Figure 1.42: SILC spectrum showing the increase in the leakage current during stress [118] 
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Energy band diagram of the device can be formed at a certain gate voltage, and by knowing the 

peak position in the SILC spectrum, the energy level of the traps can be obtained. Based on the 

evolution of SILC spectrum during stress and its peak positions, the author showed that the peak 

position in the SILC spectrum corresponds to the energy level of oxygen vacancies in the bulk of 

HfO2 [119] (Figure 1.43). This result is confirmed by the activation energy of SILC, which is 

attributed to the formation of oxygen vacancies in the HfO2 oxide [118]. The authors report that 

these bulk oxygen vacancies in the high-k increase much more rapidly than interface traps and 

causes the breakdown of the high-k, followed by the interfacial layer degradation [108].  

It was also proposed that the trapping in defects responsible for PBTI might be related to the 

defects responsible for SILC and breakdown of the gate oxide [33][107][108]. Cartier [107] found 

that SILC varies as the third power of PBTI shift and so the same defects might be responsible for 

both degradations.  

 

 

Figure 1.43: a) Band diagram of the SiO2 / HfO2 oxide NMOS transistor illustrating the energy level a) of the oxygen 

vacancies (b) of the interface states (c) of the oxygen defects assisting the conduction [119] 

1.6   Conclusion  

This chapter had focused on building an understanding of the working of the device used in 

this thesis. We mean: its fabrication flow and various electrical and physical phenomena that will 

be will investigated in the later chapters. In section 1.1 the working of the MOSFET device and its 

most important performance parameters such as the effective work function (WFeff) or the flatband 

voltage (VFB), threshold voltage and the impact of charges and dipoles in the gate stack on these 

parameters were introduced.  

In section 1.2, processes for various layers used to fabricate the MOSFET device and which 

can influence its performance parameters were presented. Particularly in section 1.2.2, TiN metal 

electrode deposition by RF-PVD was introduced. In section 1.2.4, the introduction of additives by 

annealing for WFeff engineering was presented, the impact of the annealing parameters on WFeff 

will be investigated in chapter 5.  In section 1.3, the process flow and its simplification, used for 

the different devices that we will analyze in later chapters, has been discussed.  

a) b) c)
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In section 1.4, it is shown that a part of MOSFET VT variability is related to the microstructure 

of the metal gate layer. Impact of TiN metal process parameters, introduced in section 1.2.4, on its 

microstructure and device electrical properties will be investigated in chapter 4.  

In section 1.5, BTI and TDDB reliability phenomena occurring in the MOSFET devices was 

presented. Reliability of MOSFETS is very important as it can affect many of its performance 

parameters, thus the impact of additives that are used for WFeff engineering, introduced in section 

1.2.4, on reliability will be studied in chapter 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.    Characterization techniques for the gate stack 
 

This chapter introduces the various electrical and physicochemical techniques used in this work 

to characterize the gate stack. Section 2.1.1 presents the capacitance voltage (CV) measurement 

technique, and an analytical and automatic method to extract flatband voltage (VFB) and equivalent 

oxide thickness (EOT). A method to individually extract the charges and dipoles present in the gate 

stack will also be presented. Section 2.1.2 presents the four probe method used to extract sheet 

resistance of films. 

Section 2.2 presents the various non-electrical techniques that have been used in this thesis. In 

section 2.2.1, the X-ray Photoelectron Spectroscopy (XPS) technique is introduced that will be 

used to obtain the band energies of the gate stack layers. Next in section 2.2.2, X-Ray Fluorescence 

(XRF) technique is presented that will be used to measure the additive dose and metal gate 

elemental composition. Further in section 2.2.3, the X-Ray Diffraction (XRD) technique is 
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introduced that will be used to obtain information on the microstructure of crystalline films, by 

combining the In-plane and out of plane configurations. Lastly, section 2.2.4 presents the technique 

to measure the stress added by the deposition of a film on the Si substrate. 

 

2.1   Electrical characterization 

2.1.1   CV measurements and electrical parameters extraction 

MOS stack capacitance is the combination of two capacitances in series: the gate oxide 

capacitance (COX) and the semiconductor capacitance (CSi), which is dependent on the gate voltage. 

Thus the total measured capacitance (Cexp) becomes: 

 

1

Cexp(VG)
=

1

COX
+

1

CSi
=

EOT

εox
+

1

CSi(QSi)
 

       2.1            

  

 

where CSi depends upon the charge in the Si substrate (QSi) and Si surface potential (ΨSi) and so on 

the device operating regime (section 1.1.1). It is the variation of charge QSi with respect to ΨSi.  

 

CSi = -dQSi/dΨSi   2.2 

 

ΨSi is related to gate voltage VG and flatband voltage VFB as follows: 

 

 

  

 

VG = VFB – (QSi/COX) + ΨSi 

Depending on the operating regime, variation of CSi, and so of the total measured 

capacitance Cexp, with gate bias VG will be different as shown in Figure 2.1 
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Figure 2.1: Variation of the total measured MOSFET capacitance  

 

Experimental set up 

To measure the capacitance, a MOS device is typically connected to a C(V) analyzer, such as 

the Agilent 4284A or 4980A, as shown in Figure 2.2. The C(V) analyzer applies a high frequency 

(between 100 Hz to 1 MHz) AC signal Vg (t), which is superimposed on a main continuous voltage 

VG, to the gate contact (High terminal).  Induced current is measured through the substrate via 

another probe needle or the prober chuck, that is grounded (Low terminal), and the capacitance is 

calculated. In case of a MOS capacitor with connection only on gate and backside substrate, this 

setup authorizes the measurement of only the accumulation and depletion capacitances (inversion 

capacitance cannot be measured). This is due to the absence of the source and drain regions that 

normally provides sufficient amount of minority carriers, able to respond to the gate voltage 

variations. 
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Figure 2.2: Experimental configuration for C-V measurements of MOS devices 

 

Parameter extraction by Poisson-Schrodinger quantum simulations 

The EOT and VFB of a device can be obtained by the measurements of capacitance versus 

voltage (C-V) curves, but high leakage currents and interface states can lead to a wrong evaluation 

of these parameters [120]. Maserjian function [121] is able to deal with C-V curves that are 

deformed by high leakage currents but leads to inaccurate extraction in the case of stretched C-V 

curves [120], as it is based on capacitance derivative.  Here we will describe, and further use for 

our studies,  a methodology developed for a fast and reliable extraction of the EOT and VFB from 

the experimental C-V characteristics, even if only a small part of the C-V characteristics is relevant 

due to leakage currents and interface states [122]. 

Dependence of CSi with the charges in the semiconductor QSi and its relationship with the 

potential at the semiconductor surface QSi (ΨSi) can be described by the Poisson equation for 

electrostatics, according to classical electrodynamics. For ultra-thin oxide thickness and low field 

strengths, such interactions are better described by quantum Poisson-Schrodinger simulations. 

Indeed, for an accurate extraction of these electrical parameters on MOS devices with nanoscale 

oxides, one should take into account the effects of quantum confinement at the dielectric/substrate 

interface. These effects become significant when the thickness becomes comparable to the De 

Broglie wavelength of the carriers. The De Broglie wavelength for a free electron is equal to 1.2 

nm at room temperature [123]. LETI has developed a one dimensional Poisson-Schrodinger solver 

which leads to the charge QSi and capacitance CSi dependences versus the potential at the 

semiconductor surface ΨSi for various substrate doping levels (Nsc) [123]. The results are stored in 

a database, which are used for C-V analysis [124]. 

From the C-V measurements of a MOS device, two voltages VG1 and VG2 are chosen in 

between which the C-V characteristics are not affected by leakage currents or by interface states. 

For instance, VG1 can be the maximum accumulation bias not-altered by high leakage currents and 
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VG2 the minimum accumulation bias not influenced by interface states, as shown in Figure 2.3. At 

these bias conditions, Eq. 2.1 can be rewritten as follows: 

εox

Cexp(VG1)
−

εox

CSi(QSi1)
= EOT =

εox

Cexp(VG2)
−

εox

CSi(QSi2)
 

 

2.4 

 

εox

Cexp(VG1)
−

εox

Cexp(VG2)
=

εox

CSi(QSi1)
−

εox

CSi(QSi1 - ΔQSi)
 

 

2.5 

  

 

 

Figure 2.3: Variation of measured MOS capacitance (black) and its fitting by Poisson-Schrodinger simulations (red), 

to calculate the flatband voltage and EOT 

The challenge is to find the substrate charge densities QSi1 and QSi2 that correspond to gate 

bias VG1 and VG2 respectively. The difference between QSi1 and QSi2 (ΔQSi) can be obtained by 

integrating Cexp from VG1 to VG2, as done in Eq. 2.6 below: 

 

ΔQSi= ∫ Cexp(VG) dVG

VG2

VG1

 

 

 

2.6 

 

By using the calculated relationships QSi(ΨSi) and CSi (ΨSi) from the Poisson-Schrodinger 

database, QSi1 can be determined from Eq. 2.5. Indeed, QSi1 takes the value required to equalize 
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both sides of the equation. EOT is then obtained from Eq. 2.4. The flat band condition (VFB) is 

finally calculated from Eq. 2.7 given below: 

VG1 = VFB - QSi1∙EOT/εox+ ΨSi1(QSi1) 

 

2.7 

and its value corresponds to: 

VFB = VG1 + QSi1∙ EOT/εox - ΨSi1 (QSi1) 2.8 

 

where the ΨSi value associated to VG1 is taken from the Poisson-Schrodinger database.  

Finally, the effective work function corresponds to:  

WFeff = qVFB + qSi 

 

2.9 

Devices with beveled oxide 

In section 1.3.3, the concept and process for beveled interlayer was introduced. The IL 

thickness varies along the wafers radius and so does the capacitance, as shown in Figure 2.4. From 

each of these C-V characteristics, we can extract a flatband voltage or effective work function WFeff 

(Eq. 2.8 and Eq. 2.9) and an EOT (Eq. 2.4), by fitting the C-V curves with Poisson-Schrodinger 

quantum simulations.  

 

 

Figure 2.4: C-V characteristics of devices with varying EOT along the wafer radius 

 

The WFeff vs EOT curves can be plotted for each wafer, as shown in Figure 2.5. Linear behavior 

proves the absence of bulk charges in the beveled oxide. From Eq. 1.13 for WFeff and Figure 2.5, 

fixed charges QSi/SiO2 at the Si/SiO2 interface can be calculated from the slope of the WFeff vs EOT 

curve. Moreover, The extrapolation of VFB to EOT=0 allows the assessment of only metal 
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workfunction (qΦM) and voltage drop induced by interfacial dipoles (δ), without the influence of 

SiO2/Si interface fixed charges [5]. Metal workfunction can change due to change in its 

microstructure or thickness, this will be investigated in chapter 4.  Interface dipoles δ can be 

modulated by additives or other process changes, particularly in the case of evaluation of additives 

incorporation in a sacrificial gate-first approach. In this case, assuming that the final TiN 

microstructure is unaltered (and so qΦM), the WFeff shift will be explained only by fixed charges 

or dipoles. 

 

Figure 2.5: WFeff vs EOT shift explained by a) fixed charges; b) a dipole effect or metal work function change 

 

2.1.2   Sheet resistance measurements by four probe method 

Four point probe is a method used to measure sheet resistance, bulk resistivity or thickness of 

films. The main principle is the use of separate pairs of probes for current and voltage sensing, by 

passing a current (I) through two outer probes and measuring the voltage (V) through the inner 

probes. The separation of the current and voltage probes eliminates the wire and contact resistances 

from the measurements. A current is passed through the two outer probes and that induces a voltage 

drop on the two inner probes, which is measured and used to calculate sheet resistance.  

 

Figure 2.6: Four point probe configuration for sheet resistance measurements  
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The sheet resistance Rs of a film of thickness t, width W, length L, bulk resistivity ρ and total 

resistance R is: 

 

Rs = R∙(W/L) = ρ/t 

 

2.10      

If we consider that the film dimensions are much larger than the size of the probe tips, then the 

sheet resistance can be calculated directly be equation below[125]:   

 

Rs =
π

ln(2)
 ∙

V

I
  

 

2.11 

Bulk resistivity is obtained by multiplying the film thickness by the sheet resistance (Eq. 2.10). 

Thus, if the thickness is known then resistivity can be calculated from these measurements. In the 

other case, if the resistivity is known then thickness can be easily calculated. In this work, the four 

probe technique has been used to calculate the sheet resistance of metal gate TiN films, processed 

by varying the RF-PVD parameters. 

 

2.2    Physicochemical and Stress characterization   

In this work, we have utilized several physiochemical techniques and stress measurements in 

order to characterize the HKMG stacks. From these characterizations, we are able to extract the 

physical, chemical and mechanical properties of the gate stack such as band energy levels, diffused 

additive dose, film composition, grain microstructure and mechanical stress. 

2.2.1   X-ray Photoelectron Spectroscopy (XPS)  

XPS is a non- destructive surface analysis technique that involves irradiating a material with a 

beam of X-rays while simultaneously measuring the kinetic energy and number of electrons that 

escape, by the photoelectric effect, from the material being analyzed. The interest of this technique 

is mainly in the analysis of the binding energy of core level (CL) electrons, which makes it possible 

to obtain important information on the electronic structure and the chemical environment of the 

atom in question. The analysis depth of the order of 10 nm, makes XPS particularly well suited for 

the study of physicochemical properties of the gate stack used in our studies, which is only a few 

nanometers thick. 

Principle 

XPS is based on the principle of the photoelectric effect. The sample surface is irradiated by a 

monochromatic X-ray of energy h and the photons are absorbed by the atoms of the material to 

be analyzed. During irradiation, Incident photons can transfer some of their energy to the core level 

electrons of the material and they can be ejected as shown in Figure 2.7. The emitted electrons are 

collected and their energy spectrum is analyzed. 
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Figure 2.7: Energy diagram of the material undergoing photoelectric effect by irradiated beam 

 

Vacuum level corresponds to an energy level of an ejected electron at rest, just outside the 

sample surface. The workfunction ΦS corresponds to the difference between the material Fermi 

level EF and its vacuum level, ECL is the binding energy of the core level electrons with respect to 

the EF and EK is the kinetic energy of the emitted electrons. It is important to notice that in XPS 

analysis, energy of core levels are always reported from their fermi level. This is the contrary on 

the band diagram of MOS devices (Figure 1.2), where the energy of electrons and bands are 

reported from the vacuum level. The measurement of EK must allow the determination of ECL, from 

the law of conservation of energy expressed by Einstein's relation:  

 

h = (ECL + ΦS) + EK 2.12 

 

Binding energy depends on the atoms and also on its chemical environment. The photon energy 

h must be adapted to the type of electronic states studied. For this purposes, X-ray sources that 

most often consist of magnesium anodes (Mg Kα = 1253.6 eV) and aluminum (Al Kα = 1486.6 

eV) are used. The process of photoemission in a solid can be described in three steps: 

• Optical excitation of an electron from a core level to a free level (outside the atom) 

within the crystal after absorption of a photon of sufficient energy (ECL). The probability 

for this transition is proportional to the ionization cross section, which depends on the 

energy of the incident photon and the atom. 

 

• Propagation of the ejected electron to the surface. The photoelectron can undergo 

various interactions before reaching the surface.  The electrons that does not undergo 

Vaccum level

ECL
h

EK

Core levels

CL

ΦS

Valence band

Fermi level EF0

Kinetic energy

Binding energy

Photon h Photoelectron

1s

2s

2p

3s

ECL h



65 

 

any inelastic scattering gives rise to the main peak in the XPS spectrum. The electrons 

that undergo inelastic scattering processes during their path, loses a part of their energy 

and thus lose any information about their original core energy level. These scattered 

electrons contribute to the continuous background in the energy spectrum. 

 

• Emission of the electron from the surface. The electrons have to cross a potential barrier 

(ΦS) while crossing the sample surface, thereby reducing its kinetic energy. 

XPS Sampling Depth 

The transport of electrons to the sample surface, after ejection from an atom, is affected by the 

inelastic mean free path of the electrons ().  is the average distance a photoelectron travels in the 

solid between two inelastic collisions and is related to the probability that an electron will reach 

the vacuum without scattering. The value of  depends on the nature and volumetric mass density 

(mass per unit volume) of the material in which the electrons travels, λ is expected to be lower for 

dense materials.  also depends on the energy of the ejected electron, as shown in Figure 2.8. If a 

beam is incident on a sample at an angle  and by assuming that I0 is the total XPS signal obtained 

for an infinitely thick layer, then the intensity contribution (Is) of a surface layer of thickness d, to 

the total intensity of an XPS signal, is given by the relation: 

 

 

Figure 2.8:  Electron mean free path versus its energy [126] 
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Figure 2.9: Contribution of a part of the sample thickness to the total XPS intensity 

 

Sampling depth is defined as the depth from which 95% of all ejected photoelectrons are 

scattered by the time they reach the surface, which is equal to 3λ sin() (from Eq. 2.13).  Most λ‘s 

are in the range of 1-3.5 nm for Al Kα radiation, so the maximum sampling depth (3λ) for XPS 

under these conditions is 3-10 nm. 

Measurements of the core levels (CL) spectra 

The measurement of the kinetic energy of the electrons with respect to the vacuum level is more 

complicated because it requires to know ΦS for each sample (Eq. 2.12). When the sample is 

electrically connected to a spectrometer, as shown in Figure 2.10, the Fermi levels of the 

spectrometer and sample are equal. Thus the measured kinetic energy EK,meas will be: 

 

EK,meas = EK - (ΦSP - ΦS) 2.14      

where ΦSP is the workfunction of the spectrometer. 

Inserting EK from Eq. 2.14 into Eq. 2.12, we get: 

 

h = ECL + ΦSP + EK,meas 2.15      

 

Thus, by knowing the workfunction of the spectrometer, the energy of the photons and the 

measured kinetic energy of the photoelectrons, the binding energy of the electron can be 

determined without the knowledge of the workfunction of the samples.  

In order to calibrate the spectrometer, a measurement is done on a Copper (Cu) film and the 

offset of the spectrometer is adjusted to get the reference value for Cu-2p 3/2 at 932.62 eV [127]. 

Cu has a FCC crystal type with orientations <110>, <112>, <100> and <111> with respective 

workfunction of 4.48, 4.53, 4.59 and 4.94 eV [128]. The workfunction of a polycrystalline Cu is 

usually taken at 4.7eV [129]. Therefore it means that when a ECL measurement is reported from a 
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calibrated XPS tool, the CL electron energy is referred to the Fermi level and assuming that its ΦS 

is equal to the one of Cu. 

 

Figure 2.10: Schematic representation of energy levels during an XPS acquisition. The sample and the spectrometer 

are electrically connected so that their Fermi levels are equalized. 

 

Analysis of atomic chemical environment  

The binding energy of an electron in the core level depends on the nature of the element and 

the electronic level considered. In reality, the binding energy of an electron in a core level may 

differ from its theoretical energy, and this difference is mainly observed due to effects of the 

chemical environment or bonding of the considered atom. To illustrate this point, consider an atom 

A surrounded by identical atoms of A. The electronic arrangement of this atom is shown 

schematically in  

Figure 2.11. When atom A is bonded to an atom B, which is more electronegative than A (χA 

< χB), higher electronegativity of B tends to attract the electrons involved in the covalent bond 

towards itself. Consequently, contraction of the core electronic levels takes place in atom A, which 

increases its CL binding energy ( 

Figure 2.11).  
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Figure 2.11: Schematic representation of the effect of atomic bonding on the shift of the binding energy of core 

levels 

Spin orbit coupling 

The orbital motion of the electron in a CL creates an internal magnetic field proportional to its 

kinetic moment L, which can interact with its intrinsic magnetization (the magnetic moment S), 

associated with the spin of the electron. This interaction is called spin orbit coupling. In a multi-

electronic system, it increases the degeneracy of energy levels by taking into account the total 

kinetic moment J, such that J = L + S. The quantum number J has values between | L - S | and L + 

S. Thus, in the case of silicon, the electrons of an orbital p can have a J value of 1/2 or 3/2. The 

relative intensity of the components of the doublet, produced by the spin-orbit coupling, depends 

on the degeneracy of the state J, and is given by the expression (2J + 1). For the core level of 2p, 

the ratio of the intensities of the 3/2 to 1/2 peaks is 2. The difference between the components of a 

doublet depends on the strength of this coupling, and is equal to 0.6 eV for Si 2p. 

XPS measurements and instrumentation 

The XPS equipment is schematized in Figure 2.12. Its working principle is as follows [130]:  

• It uses an X-ray tube as the source of radiation containing a LaB6 filament. The heating of 

the filament causes the emission of electrons by thermoionization. The electrons from the 

filament are accelerated by a high voltage and strikes the Al anode that creates a point 

source of X-rays. 

• The ellipsoidal shaped quartz crystal monochromator refocuses the X-ray beam onto the 

sample. 

• The electron beam is scanned over the Al anode that causes the X-ray beam to scan on the 

sample surface. 

• The electronically scanned X-ray beam enables the fast collection of X-ray beam induced 

secondary electron images (Field of view up to 1400 μm) that can be used for sample 

navigation and analysis area definition. 

• The binding energy of the electrons is analyzed by a hemispherical detector. It consists of 

two concentric hemispheres of different radii, covered with a conductive coating. The 

application of a potential difference between the hemispheres gives rise to a radial electric 

field which influences the trajectory of the photoelectrons. The geometry of the analyzer, 

as well as the potential difference, define the analysis energy Ea (also called energy of 

passage) of the analyzer. This is the energy that an electron entering the analyzer must have 

in order to come out along a path of median radius. Electrons whose kinetic energy is less 

than Ea strike the inner sphere. Likewise, those whose energy is greater than Ea are stopped 

by the outer sphere. The resolution depends on the passing energy Ea, the mean radius, the 

acceptance angle of the photoelectrons and the width of the input and output slits. All 

photoelectrons emitted from the surface of the sample do not have a kinetic energy equal 

to Ea of the analyzer. Therefore, a potential electrical delay is applied at the input of the 

analyzer, so that the kinetic energy of the photoelectrons becomes equal to Ea. The most 

frequently used analysis method is the one in which the pass energy Ea is kept constant and 

a varying delay potential is applied on the electrons, so that their energy becomes equal to 

Ea. This allows to work with a constant energy resolution over the entire range of kinetic 

energy studied. 
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Figure 2.12: Schematic showing the working of the XPS equipment [130] 

 

Effect of bias on the XPS spectra 

The band energy levels of a material are shifted as a bias is applied to the sample. This applied 

bias acts as an additional potential barrier for electron ejection and so the kinetic energy of the 

photoelectrons is affected it. The effect of a bias applied to a p–n junction diode is shown in Figure 

2.13 , where the diode was grounded from the n-side and the potential was applied from the p-side. 

The shift of the Si-2p XPS peak is clearly observed with the application of a bias [131]. 

 

Figure 2.13: The Si-2p region of the p–n junction of a Si-diode recorded under: no bias, - 8 V forward and +8 V 

reverse bias. The inset schematically displays the electrical connection [131]. 
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In our work, XPS has been used mainly to study the band energy levels of the HKMG gate 

stack in chapter-6. Also, it has been used to measure the effective dose of Al additives diffused into 

the gate stack in chapter-5. 

2.2.2   X-Ray Fluorescence (XRF) 

XRF is a non-destructive analytical technique used to determine the chemical and elemental 

composition of materials and its film thickness. It is based on the principle of analyzing the 

fluorescent (or secondary) X-ray radiation emitted from a sample when it is excited by a primary 

X-ray source (Figure 2.14). A X-ray beam with high enough energy to excite the inner core 

electrons of the atoms is created by a X-ray tube, which is then illuminated on the sample to be 

analyzed. This X-ray beam interacts with the core level electrons and supplies its energy to them, 

which results in electron excitation to higher states or ejection of these core electrons. The eletronic 

structure thus created is electronically unstable and in order to regain its stability, electrons from 

higher enegy levels fills this vacancy left in the inner level. This electron transition from a higher 

to a lower energy level gives rise to emission of a photon, called fluorescent or secondary X-ray 

beam.  

 

 

Figure 2.14: Principle of the X-Ray Fluorescence [132] 

 

The energy of this secondary beam is equal to the specific difference in energy between two 

energy levels involved in the transition. The spacing between the energy levels or orbital of an 

atom is unique to the atoms of each element and hence the energy of the secondary beam is also 

unique, and this forms the basis of the XRF analysis. The main transitions taking place in XRF 

measurements are: Kα for L- K transition, Kβ for M-K transition and Lα for M-L transition (Figure 

2.14).  XRF signal is directly related to the quantity of each element or atoms present in the sample. 

Therefore, it can be used as a direct measurement of film thickness, diffused additive dose or 

composition analysis of compound films. 
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The main limitation of this technique is that the fluorescence process is inefficient, and the 

secondary radiation is much weaker than the primary beam. This becomes a major challenge in 

measuring thin layers because of its long acquisition time needed for the XRF detector to acquire 

a statistically significant number of fluorescence counts. Moreover, the intensity of the secondary 

beam depends on the elemental mass of the atoms present in the sample. Secondary beam intensity 

from lighter elements such as Na, Mg, Si, etc. is relatively low and also have low penetration depth, 

and so will be difficult to detect even at relatively small depths. Whereas, heavier elements such as 

Cu, Ag, Au etc give rise to relatively higher intensity beam and also have larger penetration depth, 

and so are able to be detected from deep inside the sample. One limitation of heavier elements is 

that they will strongly absorb the emitted X-rays. So the best scenario for XRF measurements is of 

the heavy elements present in a matrix mainly composed of light elements. Another limitation of 

XRF technique is that it cannot be used for depth profiling (the order of stacking of multi layers), 

even while having a depth of analysis in the μm range. Furthermore, as the XRF signal efficiency 

depends on the element being analyzed and the collection efficiency of the detector, the XRF signal 

has to be calibrated by known thickness and composition standards.    

In our studies, XRF technique has been used to measure the effective diffusion of additives into 

the gate stack after diffusion annealing. Moreover, it has been used to measure the composition of 

Ti versus N atoms in the TiN gate. XRF measurements were carried out on a RIGAKU WaferX300 

equipment, with X-ray tube containing a rhodium target, operated at 40 kV, 90 mA and a spot size 

of 40 mm. XRF measurements were performed on many points on blanket wafers with nominal 

dielectrics thicknesses. For effective additive dose, the measurements were carried out at 2 steps 

during the process: a) after sacrificial gate stack deposition and b) after diffusion annealing and 

sacrificial gate stack removal (Figure 1.18). This helps to evaluate the effective dose incorporated 

into the high-k/SiO2 stacks as a function of the as-deposited dose. La doses were determined from 

its characteristic spectral corresponding to M-L transition (Lα). Al doses were determined from its 

characteristic spectral line corresponding to L-K transition (Kα)[40]. 

 

2.2.3 X-Ray Diffraction (XRD) 

Principle 

XRD enables the identification of the crystalline structure of solid films. The sample is 

irradiated by monochromatic Xray radiation, impinging at a certain incidence angle with respect 

to the sample surface. The radiation is diffracted by the crystals in the sample into many specific 

directions. By measuring the angles and intensities of these diffracted waves, a three-dimensional 

picture of the density of electrons within the crystal can be obtained and so the positions of the 

atoms in the crystal, called the crystal structure or orientation. This allows to evaluate the 

orientation of crystals, crystallinity fraction and average size of crystal grains in a 

micro/polycrystalline sample. 

In a perfect crystal we have different crystal planes with different orientations with respect to 

the sample surface. Each set of crystal planes are defined by miller indices h, k, l that are separated 

by a spacing dhkl. Each set of planes gives rise to constructive interference for certain values of the 
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incidence angle θhkl at which the Bragg condition for that plane is satisfied in Eq. 2.16, i.e. when 

the difference of path lengths between the scattered waves is an integer multiple of the wavelength 

of the incident radiation, as shown in Figure 2.15.  

 

Figure 2.15: Diffraction of incident X-rays from parallel planes separated by a distance d [133] 

 

2dhkl sinθhkl = nλ 2.16      

 

where λ is the wavelength of the incident radiation. 

A typical XRD diffraction pattern shows the intensity of X-ray radiation detected as a function 

of the detection angle. The presence of a peak at a certain value of 2θ can be related to the Bragg 

diffraction by a particular crystal plane. Moreover, in the case of a poly-crystalline material 

the width of the diffraction peaks can be related to the average size of the crystals, i.e the bigger 

the crystals, the sharper are the peaks. 

The intensity of the diffraction peaks (Ihkl) from a set of planes is determined by the crystal 

system and its crystal orientation (h,k,l miller indices). The peak intensity of diffracted beam from 

a set of crystal planes is affected by the scattered waves from all the atoms in the unit cell and thus 

by diffraction from other planes. The structural factor (Fhkl) determines the influence of atomic 

arrangement on the peak intensity from a set of planes (h,k,l). Thus, different peaks in the 

diffraction pattern might not have the same peak intensity and are proportional to Fhkl. Sometimes, 

destructive interferences can occur between the reflections of different planes and the intensity of 

that set of planes will not be observed in the XRD pattern. In case of a face-centered cubic (FCC) 

structure (which TiN or NaCl has), a peak is observed when the h,k,l indices are all odd or all even. 

Thus, the intensity of a peak in the diffraction pattern will be determined by the square of the 

structure factor Fhkl which will be different for various crystal systems and for their family of 

planes. 

Peak Intensity in TiN crystal structure 

Due to Fhkl, diffraction peak intensities corresponding to different crystal orientations in the 

sample will not have the same values, even if these crystals are present in same quantity in the 

sample. TiN, used as the metal gate, have a cubic NaCl-type FCC crystal structure [134]. As 

mentioned earlier, this crystal structure only have diffraction peaks when all h,k,l indices are either 

odd or even, otherwise the peak will not be visible in the XRD pattern for other Miller indices. 
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Thus, TiN (111), (200), (220), (311), (222), (400), (331), (420), (422), (511) planes are observed 

but others such as (100), (110), (210) are not observed in the diffraction pattern [40]. Information 

on Fhkl for various crystals, in their powder form, can be found in the International Centre for 

Diffraction Data (ICDD) database. This includes relative intensities of different crystal planes in a 

powdered sample, the dhkl spacing and their angle of diffraction. The most intense diffraction peaks 

of TiN are summarized in Table 2.1, these correspond to measurements done by a monochromatic 

X-ray source with λ = 1.540Å. 

 

 

Table 2.1: Relative intensities (Ihkl) and peak positions (2θ) for the observed diffraction peaks in TiN [134] 

 

XRD equipment and geometric configurations  

A typical XRD equipment mainly consists of 1) A source of X-ray consisting of a Xray 

emission tube with a copper anode; 2) A monochromator; 3) A Xray detector. In most cases the 

sample and the detector can be rotated by a goniometer, in order to change the incidence and 

detection angles. In our studies, depending on the information to be obtained on the microstructure 

of the samples, two XRD configurations have been used: the θ-2θ and the in-plane configuration 

as shown in Figure 2.16. In both these configurations, the source and the detector are always on 

the circumference of a circle with the sample in the center. Ω is the angle between the incident X-

ray beam and the sample and 2θ is the angle between the incident beam and the detector angle, as 

shown in Figure 2.16 a. Crystal information will be obtained along the direction of the diffraction 

vector, which is parallel to the bisector of incident and diffracted beam and perpendicular to the 

sample surface. This means that only the crystal planes that are oriented perpendicular to the 

diffraction vector will be observed in the XRD pattern [40]. 

Figure 2.16 a shows the θ-2θ XRD configuration. The angle of incidence Ω and the detector 

angle 2θ (at which Xrays are collected) are always related by Ω = θ. To achieve this, the X-ray 

source is kept fixed and the sample and detector are rotated by θ°/s and 2θ°/s respectively. In this 

configuration only diffraction from crystal planes that are parallel to the sample surface is detected, 

as the Bragg condition can be satisfied only for these planes. Thus, we can study the size of vertical 

grains and their relative amounts present in the sample. 

Figure 2.16 b shows the in-plane XRD configuration. The angle of incidence Ω and the detector 

angle 2θ are kept fixed at a very low value (few degrees), nearly parallel to sample surface. 2θχ and 

φ angles are changed together by keeping the X-ray source fixed and rotating the sample and 

detector by φ°/s and 2φ°/s respectively, so that the diffraction vector is always in the same direction. 

h k l Ihkl 2θhkl dhkl

1 1 1 72 36.6 2.449

2 0 0 100 42.6 2.12

2 2 0 45 74.06 1.279
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As a consequence, analysis will only be performed on the same plane of the sample which is 

perpendicular to the sample surface. Thus, we can study the size of the horizontal grains in the 

sample. 

 

Figure 2.16: a) θ-2θ XRD configuration and b) in-plane XRD configuration [40]. 

 

Determination of crystallite size and their proportion  

Figure 2.17 shows a typical XRD diffraction peak, with its parameters such as  the peak position 

(2θ), peak height (Imax), peak area (A) and the full width at half maximum (FWHM). The FWHM 

is calculated by the difference between the two values of 2θ that corresponds to the intensities equal 

to half of Imax. In our studies, the diffraction spectra are fitted by assuming a Gaussian or Lorentzian 

shape.  

 
Figure 2.17: Peak in a X-Ray diffraction pattern showing its various parameters 

Source

Detector

TiN

Fixed
source

Detector

Ω = 2θ
θ

φ

2θχ

diffraction
vector

diffraction
vector

a)       Texture and thin films orientation
Vertical grain size

b)       Horizontal grain size

41.0 41.5 42.0 42.5 43.0 43.5 44.0 44.5

FWHM

Peak area

1/2 (I
max

)

X
R

D
 I

n
te

n
s
it
y
 (

C
/s

)

Position-2 (°)

I
max



75 

 

 

The FWHM of the diffracted peak will be affected by the peak broadening due to instrumental 

imperfections and by structural defects in the crystal. In order to get rid of the instrumental 

contribution, a near-perfect sample or powder was first measured to determine the diffractometer’s 

broadening, and then this value was removed from the peak width obtained for a sample.  

The mean size of crystallites <D> was determined by using the Scherrer equation given below: 

 

< D >= (0.9λ)/(β cosθ) 2.17      

 

where λ is the incident wavelength, β is the FWHM, and θ is the Bragg (diffraction) angle.  

The diffraction intensity should not be related to the peak height but to the peak area, since the 

area represents the true sum of all diffracted X-ray photons that have been detected regardless of 

the peak shape. Thus, the relative distribution of crystallographic orientations of the crystallites 

were calculated from the ratio of area under the diffraction peak, for different orientations. As 

discussed earlier, X-Ray diffraction intensity is not directly correlated to the amount of a specific 

oriented crystallites in a sample, but are influenced by the structure factor. Thus, the ratio of area 

under the peaks for different orientations, corrected by the relative intensities due to this structural 

factor has been taking into account to calculate the relative amount of different orientations. 

As stated in section 1.4, each crystallite orientation is associated to a different value of work 

function and therefore contributes to the local VT variability. In addition, it was also stated that a 

decrease of the horizontal crystallite size might be of benefit to reduce the local VT variability. In 

consequence, the impact of TiN process deposition conditions on the preferred orientation of the 

TiN crystallites and their size will be investigated in chapter-4, with the help of the θ-2θ and the 

in-plane XRD configurations. 

 

2.2.4 Mechanical stress measurements 

Mechanical stress in thin films used in microelectronic devices varies significantly with its 

process conditions. There is a strong correlation between microstructure and stress. Mechanical 

stress can originate due to: 1) Extrinsic stress, caused by applied stress, thermal expansion and 

plastic deformation; 2) Intrinsic stress, caused by material growth, morphology, lattice mismatch 

and phase transformation. Mechanical stress can be of two types: Tensile and compressive, which 

can cause bending of the films from their normal shape. 

In this work, mechanical stress σf of TiN films deposited over a Si substrate has been calculated 

by the Stoney’s equation: 
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 σf =
Es∙es

2

6∙(1-s)∙ef∙Rf
 

 

2.18 

  

1/Rf = 1/Rfs - 1/Rs 2.19 

 

where Es is the Young’s modulus and s is the Poisson ratio of Si, es and ef are the thicknesses of 

the substrate and TiN film, Rfs and Rs are the radius of curvature of the wafers before and after TiN 

deposition respectively.  

In our work, this method will be used to calculate the stress added by the deposition of metal 

gate TiN films on Si substrates, processed by varying the RF-PVD parameters. 

 

2.3   Conclusion 

In conclusion, the various techniques to characterize electrical, physical and mechanical 

properties of the gate stack have been presented and reviewed. The methodology for a fast and 

quick extraction of the effective work function (WFeff) and the equivalent oxide thickness (EOT) 

is introduced, by fitting the ideal (or relevant) part of the experimental capacitance voltage (C-V) 

curves by Poisson-Schrodinger quantum simulations. Moreover, the gate stack charges and 

interface dipoles can be individually obtained by including the interlayer bevel process into the 

gate stack, this method will be used to extract WFeff and dipoles in chapter 4, 5 and 6. Sheet 

resistance technique based on the four probe measurements has been presented, it can be used to 

quickly calculate the sheet resistance and the bulk resistivity in chapter 4. 

Spectroscopy techniques to probe the gate stack, that utilizes X-rays as their source, have been 

introduced. This includes the X-Ray Fluorescence (XRF) technique that will be used to measure 

the additive dose in chapter 5 and metal gate elemental composition in chapter 4, and X-Ray 

Diffraction (XRD) technique that will be used to obtain information on the microstructure of TiN 

crystalline film in chapter 4. X-ray Photoelectron Spectroscopy (XPS) technique will be used to 

analyze the band energies of the gate stack layers in chapter 6. Lastly a technique to measure the 

stress added by the deposition of a film on a Si substrate is presented, which will be used to measure 

stress induced by the TiN metal gate layer. 
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3.   Impact of La and Al additives on MOSFET 

reliability 
 

In this chapter, the impact of La and Al additives used for threshold voltage adjustment (section 

1.2.4), by dipole formation at the SiO2/HfON interface into the FDSOI gate dielectrics, on 

MOSFET reliability has been studied. As described in section 1.2.4, in FD-SOI devices, the 

effective work function (WFeff) values of metal electrodes must satisfy the threshold voltage (VT) 

requirements of specific devices, for which La and Al are introduced in the gate stack [121] [121] 

[52] [53]. Therefore, these additives are strong candidates for future FDSOI MOSFETs and 

therefore it becomes important to study their impact on device reliability. 

First in section 3.1, the impact of these additives on NBTI and PBTI reliability (as discussed in 

section 1.5.1) will be studied [PK-1]. This covers first the device fabrication and secondly the test 

methodology, analysis for NBTI and PBTI VT shift and the role of oxide field on the BTI reliability. 

Further, results on the role of La and Al additives on life-time and time to failure of the device are 

studied. Lastly, the physical interpretation related to the impact of these additives on the HKMG 

stack is discussed.   

Next in section 3.2, the impact of these additives on the TDDB reliability (as discussed in 

section 1.5.2) will be studied. This covers the electrical measurements for TDDB, time to 

breakdown detection and their representation on the Weibull distribution scale. Further, the 

methodology to select the gate stress voltage for TDDB tests is described. Lastly, results on the 

role of La and Al on NMOS and PMOS device time to breakdown will be shown and their 

explanation by defect creation in the oxide is discussed. 

3.1   Impact of La and Al additives on BTI reliability 

3.1.1   Device fabrication 

FDSOI N-MOSFET and P-MOSFET devices were fabricated by the process flow given in 

section 1.3.1 and in Figure 1.20. La and Al additives were introduced, for VT tuning, into the 

HKMG stack by the sacrificial gate process shown in Figure 1.18. The gate dielectrics consists of 

a 1 nm thick SiON interlayer (IL) dielectric and a 2 nm thick HfON high-k layer processed by 

atomic layer deposition of HfO2 followed by decoupled plasma nitridation. Then, the sacrificial 

gate stack consisting of La or Al layers sandwiched between a bottom pedestal TiN and a top 

capping TiN (45Å) layer were deposited over HfON (TiN/La/TiN-45Å or TiN/Al/TiN-45Å). TiN, 

La and Al layers were deposited in RF-PVD chambers, as explained in section 1.2.2. In order to 

modulate the diffused La or Al dose in the gate stack, thicknesses of the additive layers: La (0Å, 

2Å, 4Å, 6Å) or Al (0Å, 2.2Å and 6.6Å) and bottom/pedestal TiN (0Å, 10Å, 20Å and 25Å) was 

varied. A thermal treatment under N2 atmosphere at 900ºC for 10 s is performed in order to activate 

the diffusion of La and Al into the HfON/SiON stack. Thus, various La and Al doses used in our 

study were introduced into the gate stack. The sacrificial gate stack is then removed by wet etching. 

Finally, a poly-Si/TiN electrode is deposited on top of HfON, followed by gate patterning and S/D 
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annealing. Once the sacrificial gate is removed (step 2 in Figure 1.18), the effective doses of La or 

Al diffused into the gate stack can be evaluated by XRF diffusion measurements (described in 

section 2.2.2) [47], they are reported in Table 3.1. Effective dose of TiN 10Å/Al 6.6Å is lower than 

TiN 10Å/Al 2.2Å due to lower diffusion of Al through pedestal TiN at higher Al doses [135], 

which is caused by the formation of AlN clusters in the pedestal TiN at high Al doses.  La-0 Å and 

Al-0 Å splits are termed as the reference (ref in Table 3.1) splits for all the others splits. 

 

 

Table 3.1: Different La and Al splits used for this study, including variations in TiN pedestal, and their 

corresponding effective doses 

 

3.1.2   Electrical measurements and analysis 

Threshold voltage measurements 

The initial threshold voltage VT0 (before stress) of the MOSFET devices is calculated by the 

constant-current method. For this, the devices were subjected to a gate bias (VG) sweep and a 

constant drain bias (VD), and the drain current (ID) is measured (ID-VG curves). VT0 is calculated as 

the gate voltage at which the drain current is equal to a constant current (ID0 in Eq. 3.1), appropriate 

for a given technology, times the ratio of gate width (W) to gate length (L) of the transistor. VT is 

calculated using: 

 

VT0 = VG (at ID = ID0∙ W/L)   3.1        

 

ID0 is selected for a given technology such that VT0 is in the subthreshold region of the device 

operation. For N-MOSFET devices, ID0 = 0.2 μA and for P-MOSFET devices ID0 = -0.1 μA. Figure 

3.1 and Figure 3.2 shows the VT0 distribution for devices with different La and Al doses Table 3.1 

respectively, and linear change in VT0 can be seen with La and Al dose due to dipole formation at 

the SiO2/HfON interface. The split Al-4.14E14 in Figure 3.2a has a VT that is less than expected 

for such Al dose, compared to other splits. This is due to a different Si substrate WELL doping 

La Splits La dose 

(at/cm2)

La 0Å (ref La split) 0

TiN10Å/La2Å 4.24E13

TiN10Å/La4Å 9.13E13

TiN10Å/La6Å 1.2E14

La 2Å 2.36E14

La 4Å 4.5E14

Al Splits Al dose 

(at/cm2)

Al 0Å (ref Al split) 0

TiN25Å/Al2.2Å 1.06E14

TiN20Å/Al2.2Å 1.53E14

TiN10Å/Al6.6Å 2.32E14

TiN10Å/Al2.2Å 4.14E14
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type (NWELL or PWELL in Figure 1.19) compared to other splits. This change in WELL type 

changes the VT but should not affect the BTI behavior. 

 

 

Figure 3.1: Threshold voltage distribution for devices with various splits of La doses used to investigate BTI 

reliability, for a) PMOS; b) NMOS 

 

 

Figure 3.2: Threshold voltage distribution for devices with various splits of Al doses used to investigate BTI 

reliability, for a) PMOS; b) NMOS 

 

BTI measurements 

The NBTI and PBTI tests were performed by the conventional method [83]. The initial ID-VG 

characteristics are measured and then the devices are stressed by applying a high gate voltage VG 

and a high temperature, and VT shifts (ΔVT) are measured at predefined points in time. During the 

ΔVT measurement phase, the VG is lowered to a value VG,meas ≅ VT and the drain current is 

measured. The VT shift is then determined by the horizontal shift of the initial ID-VG curve so as to 

have this drain current at the VG,meas, as shown in Figure 3.3. 
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Figure 3.3: The experimental method used to study BTI VT shift. a) A PFET device is biased and VG is varied 

between stress and measurement values while ID is monitored; b) Calculation of ΔVT by horizontal shift of initial ID-

VG curve [83] 

 

In our studies, NBTI and PBTI tests were done for 1000 s at gate voltages of ± 1.2, 1.4, 1.6 and 

1.8 V on PMOS and NMOS devices respectively, of length 20 nm and width 2 μm and stress 

temperature of 125°C. The drain voltage was kept at 100 mV. 

Analysis method 

In order to understand the BTI degradation results and to compare them on different devices, 

an analysis method (or model) and degradation parameters must be defined. For each device with 

different dose of La or Al and for each stress bias, BTI measurements were performed on three 

identical devices and the VT shift (ΔVT) with stress time was calculated from the method described 

above. ΔVT was calculated as an average over these three devices. Figure 3.4 shows the NBTI ΔVT 

for a PMOS device measured at regular intervals of time for various stress voltages, for the device 

with ref La dose (La-0 Å).  

ΔVT vs stress time follows a linear relation in a log-log scale (power law) as predicted by the 

mechanisms in section 1.5.1. By fitting the experimental data at different VG with a power law 

having a same time (t) exponent b, the factor A is obtained for each VG, A(VG):  

 

ΔVT = A(VG).tb   3.2        

 

The knowledge of A(VG) for different VG then authorizes the identification of a second power 

law in γ: A(VG)  = A0∙VG
γ. Thus the complete power law, in VG and time, of Eq. 1.14 can be 

obtained. The same method has been applied for A and b parameters extraction for all the other 

devices. This power law can then be used to extrapolate the VT shift for a specific stress voltage 

and time, specifically: VT shift after 5 years (ΔVT5y) and time to failure for 50 mV VT shift (T50mv) 

a) b)

-0.1V
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at the reference bias of 0.945V, which is our industry standard for the devices used in this work. 

ΔVT5y and T50mv are the two performance parameters that will be used in our studies to compare 

devices with different doses of La and Al. 

 

 

Figure 3.4: NBTI VT shift vs. stress time for device without La at different stress voltages. Power law extrapolation 

is done to calculate VT shift @5years (ΔVT5y) and time to failure@50mv (T50mv) 

 
Oxide field versus gate voltage in the context of BTI 

Oxide electric field (EOX) inside the gate stack (EOX) depends not only on the applied gate 

voltage VG but also on the properties of the gate stack such as the VT and EOT. It is calculated as: 

 

where EOX is in MV/cm and EOT is in nm. Oxide field in the high-k and the IL will be different, 

and here EOX is the effective oxide field that is related to the individual oxide fields in both layers.  

La or Al dipoles cause VT modulation, as seen in Figure 3.1 and Figure 3.2. From Eq. 3.3 this 

modulation in VT will change, at the same gate voltage, the EOX, when compared to the ref La or 

Al split (device without any additives). Therefore, different VG have to be applied to keep the same 

EOX for devices with different doses of La or Al. This is confirmed by band diagrams of devices 

with La-0 and La-4.5E14 at/cm2 doses in Figure 3.5. These band diagrams have been calculated by 

simulations based on Poisson Schrödinger formalism and the methodology is presented in [136]. 
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Figure 3.5: Band diagrams obtained by Poisson Schrödinger formalism for devices with La-0 and La-4.5E14 

atoms/cm2 doses at a) Same stress voltage (-1.4V), showing different EOX and EFSi-Ev and b) Two different bias 

conditions corresponding to the same Eox showing that the EFSi-Ev are also the same 

 

In Figure 3.5a, simulations at a same VG = -1.4V are presented which evidences that EOX at 

interfaces and EFSi-Ev (difference between semiconductor Fermi level EFSi and valence band Ev), 

are different. On the contrary in Figure 3.5b, simulation at two different bias (-1.4 V for La-0 and 

-1.8 for La-4.5E14 devices) corresponding to the same Eox shows that EFSi-Ev are then at the same 

position.  

In literature, NBTI and PBTI are often expected to depend upon the oxide electric field [83] 

[78] [79] [95] and not directly on the VG, as has been discussed in section 1.5.1 on the BTI 

mechanisms and models. NBTI is attributed to hole capture into the gate oxide and takes place via 

a multiphonon emission (MPE) process characterized by its exponential electric field dependence. 

Application of an electric field shifts the total energy of holes in the valence band state and hence 

increases their transition probability into the oxide [79]. PBTI is attributed to electron trapping 

mechanism in localized defects in the High-k oxide, which is enhanced by the electric field.  

If we assume that BTI is driven by the oxide field then BTI values should be compared at the 

same EOX. If it’s not the case and BTI depends directly on VG instead of EOX or in applications for 

which common VG is used in a circuit having devices with unequal VT, comparison at the same VG 

will be useful. Depending on the way we intend to use the BTI results, either at same VG or at same 

EOX to calculate ΔVT5y and T50mv, two extrapolations can be made from the VG power law of Eq. 

3.2. 

• First, assuming an EOX dependence, we will compare the BTI results at the same reference 

EOX. This EOX corresponds to the devices with La-0 Å or Al-0 Å doses at VG = + 0.945V 
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or - 0.945V for NMOS or PMOS respectively (given in Table 3.2). For devices with 

different La and Al doses, VG corresponding to these reference EOX is then calculated from 

Eq. 3.3 and then is used in the power law of Eq. 3.2 to calculate ΔVT5y and T50mv.  

 

 

 

Table 3.2: Reference oxide fields to compare NBTI and PBTI results for various La and Al doses 

 

• Secondly, assuming a VG dependence, extrapolations from the power law will be done at 

Vg = 0.945 V or -0.945 V for the NMOS or PMOS devices respectively.  

The reported values of ΔVT5y are with respect to the ΔVT5yref (for La-0 or Al-0), i.e ΔVT5y- 

ΔVT5yref. The reported values of T50mv are normalized by T50mvref (for La-0 or Al-0), i.e T50mv/ 

T50mvref. 

 

3.1.3 Results 

In this section, the effects of La and Al additives on NBTI and PBTI threshold voltage shift 

ΔVT will be presented. These results will be compared at the same oxide field and at the same gate 

voltage. Further, a physical interpretation of the defects inside the HKMG stack will be made in 

order to understand and explain these results. 

Effect of La on NBTI 

NBTI tests were performed on P-MOSFET devices containing La doses shown in Table 3.1 

and VT shifts (∆VT < 0) shown in Figure 3.1a, introduced by the sacrificial gate process. The devices 

were stressed at different stress biases for stress time of 1000 s, and the VT shifts were measured 

at many points in between. Figure 3.6 shows NBTI VT shift versus EOX after 1000 s of stress for 

devices with different dose of La, ΔVT increases with EOX and La dose. The absolute values of VT 

shift are not shown in this work due to confidentiality reasons. 

 Reference Device Reference 

Oxide field

1) La 0Å, PMOS (NBTI) 4.6 MV/cm

2) La 0Å, NMOS (PBTI) 6.1 MV/cm

3) Al 0Å, PMOS (NBTI) 4.6 MV/cm

4) Al 0Å, NMOS (PBTI) 4.1 MV/cm
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Figure 3.6: NBTI VT shift vs. EOX after 1000 s for devices with different effective La doses. La addition causes 

enhancement of NBTI VT degradation 

 

From the ΔVT versus time measurements at different bias, similar analysis as done in Figure 

3.4 was performed, for devices with different La doses. From this analysis a power law is defined 

for each device with parameters A(VG) and b. Then, the VG corresponding to the ref EOX = 

4.6MV/cm (from Table 3.2) was calculated for each device and used in their respective power law 

to obtain the extrapolated parameters ΔVT5y and T50mv at ref EOX = 4.6MV/cm. Figure 3.7 shows 

the ΔVT5y and T50mv (with respect to the reference devices in Table 3.1) for devices with various 

La doses and as in Figure 3.6, significant enhancement of the NBTI is observed due to La addition. 

As discussed on NBTI mechanisms in section 1.5.1, NBTI degradation is caused due to hole 

trapping in preexisting defects in the interlayer [78] [79]. Enhancement of NBTI due to the addition 

of La might mean that La creates defects in the interlayer due to their mixing to form La silicate. 

Figure 3.8 shows the power law parameter A(VG) at the ref EOX = 4.6MV/cm (normalized by 

the reference device) and time exponent b, calculated for each device by fitting the experimental 

data. Monotonic increase of A and decrease of b is observed with La dose. Increase of A(VG) shows 

the NBTI enhancement with La dose. As discussed in NBTI mechanisms, exponent b is dependent 

in a complex way on the interface states generation (by hydrogen transport) and the hole trapping, 

with the later contribution being dominant. If we assume that dependence of b on hole trapping 

does not change with La, then its decrease with La dose might mean that La addition in the 

interlayer decreases this hydrogen diffusion process [83].  
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Figure 3.7: NBTI VT shift @5years (ΔVT5y) and time to failure@50mv (T50mv) versus effective La dose, at reference 

EOX = 4.6MV/cm 

 

 

Figure 3.8: Variation of power law factor A and exponent b with La dose 

 

The results can also be analyzed at the same gate voltage. Figure 3.9 shows NBTI VT shift 

versus VG after 1000 s of stress and  

Figure 3.10 shows ΔVT5y and T50mv at VG = -0.945 V, for devices with different doses of La 

(Same characteristics as Figure 3.6 and Figure 3.7 but with VG instead of EOX).  
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Figure 3.9: NBTI VT shift vs. VG after 1000 s for devices with different effective La doses. La addition causes slight 

decrease in NBTI VT degradation 

It is observed then that only a slight reduction of NBTI VT shift is caused by La addition. It is 

important to highlight here that addition of La causes an increase of EOX at the same gate voltage 

due to dipole formation (Figure 3.5). These results can be interpreted by two different ways:  

1) If BTI mechanism is driven by EOX, the results from Figure 3.9 and  

2) Figure 3.10 would mean that at the same VG NBTI degradation enhancement caused due to 

increasing La dose is mostly compensated by the decreasing EOX due to dipole formation 

with La dose. 

 

3) Another possibility is that NBTI degradation is in fact driven by the gate voltage instead of 

the oxide field, and so at the same gate voltage negligible effect of La would be observed. 

 

 

Figure 3.10: NBTI VT shift @5years (ΔVT5y) and time to failure@50mv (T50mv) vs. effective La dose, at gate voltage 

VG = -0.945V 
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The conventional BTI method used above might be impacted by the relaxation of stress 

generated defects between their creation and measurement, and so of BTI, due to the relatively 

large measurement time period (>1ms) compared to the fast BTI method with measurement time 

of 7 µs [95]. In order to show that the conventional method is valid in case of our devices, NBTI 

tests were also performed by the fast BTI method for devices with La-0Å and La-4Å. From Figure 

3.11, it is clear that results from both methods are almost the same due to negligible relaxation, 

which means that the conventional technique is valid for the devices used in this work. 

 

 

Figure 3.11: NBTI VT shifts with oxide field for conventional and fast NBTI methods on La 0 Å and La 4 Å splits 

 

Effect of La on PBTI 

PBTI tests were performed on various N-MOSFET devices having the same La dose splits as 

used for P-MOSFET device in the NBTI tests. The doses are shown in Table 3.1 and VT shifts 

(∆VT > 0) shown in Figure 3.1 b. The devices were stressed at different stress biases for 1000 s and 

the VT shift was measured at many points in between. Figure 3.12 shows PBTI VT shift versus EOX 

after 1000 s of stress for devices with different doses of La, its value increases with oxide field but 

decreases with La dose, contrary to the case of NBTI. Power law parameters A (VG) and b are 

obtained by fitting the experimental data. ΔVT5y and T50mv are calculated for devices with various 

La doses at ref EOX = 6.1 MV/cm (from Table 3.2), their variation with La dose is plotted in Figure 

3.13. Figure 3.12  and Figure 3.13 evidence a preventive effect of La on PBTI (ΔVT5y - ΔVT5yref < 

0). Nevertheless the amplitude of this effect is much smaller than the effect of La on NBTI.  
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Figure 3.12: PBTI VT shift vs. EOX after 1000 s for devices with different effective La doses. La addition causes 

reduction of PBTI VT degradation 

 

As discussed in section 1.5.1, PBTI mechanism is caused by electron trapping in the defects 

present in the high-k. The curing effect due to La addition might be due to the passivation of oxygen 

vacancies in HfON by La [137]. This effect does not seem to depend linearly on the La dose but at 

first on its deposition process. From Table 3.1 and Figure 3.13, when La is with pedestal TiN (splits 

2, 3 and 4) the values seem to saturate, it then decreases and saturates again for splits in which La 

is placed directly on HfON (splits 5 and 6). This might be due to the presence of another effect, 

other than vacancy passivation by La, that is impacting PBTI and which depends on the interface 

between high-k and the sacrificial gate stack (pedestal TiN or not). 

 

Figure 3.13: PBTI VT shift @5years (ΔVT5y) and time to failure@50mv (T50mv) vs. effective La dose, at reference 

EOX = 6.1MV/cm 
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If we compare the experimental PBTI results and extrapolated lifetimes at the same gate 

voltage, instead of the same EOX, the results are different. Figure 3.14 shows PBTI VT shift versus 

VG after 1000 s of stress and ΔVT5y & T50mv at VG = 0.945 V, for devices with different doses of 

La. The effect of La dose is not monotonous but can be explained by similar reasoning as done for 

NBTI results at the same VG: La addition on NMOS devices will increase the oxide field (NMOS 

VT decreases with La dose) but decreases the PBTI degradation (curing effect), so at the same VG 

these two opposite effects will give rise to the PBTI trend seen in Figure 3.14 b.  

 

 

Figure 3.14: a) NBTI VT shift vs. VG after 1000 s for devices with different effective La doses; b) NBTI VT shift 

@5years (ΔVT5y) and time to failure@50mv (T50mv) vs. effective La dose, at gate voltage VG = 0.945V 

 

Effect of Al on NBTI 

NBTI tests were performed on P-MOSFET devices containing different Al doses. These doses 

correspond to the splits 1, 2, 3 and 5 in Table 3.1 with variations in TiN pedestal thickness (Al-0, 

TiN-25Å /Al-2.2Å, TiN-20Å/Al-2.2Å, TiN-10Å /Al-2.2Å), having VT shifts shown in Figure 3.2a. 

The highest Al dose in this study is 4.14E14, which is comparable to the maximum La dose 

(4.5E14) studied earlier. However, due to roll-off effect on the effective work function at nominal 

EOT, Al is less effective compared to La and so the shift on VT with Al dose is smaller [47].  

Similar to devices with La, NBTI tests were performed and VT shifts (∆VT < 0) were measured 

with stress time.  Figure 3.15 shows ∆VT after 1000 s of stress versus EOX for devices containing 

different Al doses. Slight enhancement of NBTI shift with Al dose is observed, which is much 

smaller than with La dose seen earlier. As discussed earlier, NBTI depends on the defects inside 

the interlayer and such a small dependence of NBTI with Al dose can be explained by the non-

reactive nature of Al with this interlayer. Power law parameters A(VG) at the ref EOX = 4.6MV/cm 

and b, calculated by fitting the experimental data, are plotted in Figure 3.16. Compared to the case 

of device with La, fairly constant b and slight increase in A with Al dose is observed. Similar to 

La, we assume that dependence of b on hole trapping does not change with Al. Then, the constant 
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value of b with Al dose might be due to the fact that Al does not react with the interlayer and hence 

doesn’t impact the hydrogen transport. 

 
Figure 3.15: NBTI VT shift vs. EOX after 1000s for devices with different effective Al doses. Al addition causes slight 

enhancement of NBTI VT degradation 

 

 

Figure 3.16: Variation of power law factor A and exponent b with Al dose 
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similarity of results at the same VG and EOX for Al is due to the fact that the VT modulation by Al 

addition (100 mV) is much lower than by La (380 mV).  

 

Figure 3.17: Comparison of NBTI VT shift @5years (ΔVT5y) vs. effective Al dose, at gate voltage VG = -0.945V and 

reference EOX = 4.6MV/cm 

 

Effect of Al on PBTI 

NBTI tests were performed on N-MOSFET devices containing different Al doses. These doses 

correspond to the splits 1, 4 and 5 in Table 3.1 with variations in as-deposited Al thickness (Al-0, 

TiN-10Å/Al-6.6Å, TiN-10Å/Al-2.2Å), having VT shifts shown in Figure 3.2 b. As in the previous 

section on NBTI, the highest Al dose in this study is 4.14E14. Figure 3.18 shows NBTI VT shifts 

after 1000 s of stress versus EOX.  

 

Figure 3.18: PBTI VT shift vs. EOX after 1000s for devices with different effective Al doses. Al addition causes 

enhancement in PBTI VT degradation 
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By fitting the experimental ∆VT versus stress time data, power law parameters A(VG) and b are 

determined and are used to calculate  ΔVT5y and T50mv for various Al doses at ref EOX = 4.1 MV/cm 

(from Table 3.2), these are shown in Figure 3.19. The effect of Al on PBTI is obvious from the 

analysis of these figures, showing linear increase of PBTI in a linear-log scale evidencing the 

drastic impact of Al dose on PBTI. As said earlier for the case of La effect on PBTI, it is caused 

by the defects in the high-k, the significant increase of PBTI due to Al addition might mean that 

Al creates such defects inside the high-k.  

 

 
Figure 3.19: PBTI VT shift @5years (ΔVT5y) and time to failure@50mv (T50mv) vs. effective Al dose, at reference 

EOX = 4.1 MV/cm 

 

When the results for ΔVT5y are compared at the same oxide field and at the same gate voltage, 

PBTI due to Al addition is enhanced compared to results at the same oxide field (Figure 3.20). This 

is due to the increase in VT (Figure 3.2 b) and so decrease in oxide field with Al addition (dipole 

formation). The difference between results at the same oxide field and at the same gate voltage is 

still much less then what was observed for La effect on PBTI, as VT modulation by Al addition is 

lower than by La.  
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Figure 3.20: Comparison of PBTI VT shift @5years (ΔVT5y) vs. effective Al dose, at gate voltage VG = 0.945V and 

reference EOX = 4.1 MV/cm 

 

Physical interpretation 

In this study, we have compared the effect of Al and La addition on NBTI and PBTI by two 

approaches: by assuming an electric field EOX dependence or by considering a gate voltage VG 

dependence. Assuming an EOX dependence, a monotonic trend is observed for the NBTI and PBTI 

factors (A, b, ΔVT5y and T50mv) as a function of La and Al doses in Figure 3.7, Figure 3.8, Figure 

3.13, Figure 3.17, Figure 3.19 and Figure 3.20 [PK-1]. It shows that NBTI and PBTI could be 

affected by La and Al diffusion in gate dielectrics, leading either to defect creation or passivation. 

Table 3.3 summarizes these effects at the same oxide field or at the same gate voltage.  

 

Table 3.3: Summary of the impact of La and Al on NBTI and PBTI, at a same oxide field and at a same gate voltage 
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dose as Al is not known to react with the IL and only remains and creates dipoles at the interface 

between IL and HfON (Figure 3.21). Assuming that the dependence of b on hole trapping does not 

change with La or Al, then exponent b can be seen as a measure of hydrogen transport through the 

IL which is thought to be responsible for the NBTI degradation [83]. Its decrease with La dose and 

constant trend with Al dose (Figure 3.8 and Figure 3.16) might mean that La silicate formation in 

the IL affects such diffusion.  

PBTI is expected to be caused by electron trapping in the pre-existing or stress induced defects 

in the high-k layer. La reduces PBTI only slightly and shows a preventive effect likely due to 

passivation of oxygen vacancies in HfON by La [137]. Al drastically enhances the PBTI, possibly 

due to creation of defects in HfON rather than passivation, as shown in Figure 3.21. 

 

Figure 3.21: Schematic showing La and Al diffusion in the gate stack and its consequence on dipole and defects 

creation 

 

When the results are compared at the same gate voltage, very different trend compared to results 

at the same oxide field is observed for devices with La addition. This is due to the decrease or 

increase in oxide field due to La addition, at the same gate voltage, in the case of NBTI or PBTI 

respectively (VT increases for PMOS and decreases for NMOS). This change in electric field have 

an opposite impact on BTI, to the intrinsic BTI effect caused by La or Al. For the case of Al 

addition, the results at the same gate voltage are quite similar to the ones at the same oxide field 

due to smaller VT modulation by Al compared to La. 

Classically La is used in NMOS, and there seems to be no drastic degradation for PBTI with 

La, but it will be a problem if La is used in PMOS for future technologies. Similarly, Al is 

classically used in PMOS and we only observed a slight degradation on NBTI so it will not be a 

big issue for PMOS but will be a problem if it used in future NMOS devices. 
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3.2   Impact of La and Al additives on TDDB reliability 

TDDB tests were performed on the same FDSOI N-MOSFET and P-MOSFET devices that 

have been used for BTI studies in section 3.1, and the process flow is as given in section 3.1.1. La 

and Al additives were introduced for VT tuning into the HKMG stack by the sacrificial gate process. 

The splits for La or Al and bottom pedestal TiN thickness and their respective effective diffused 

doses are given in Table 3.1.   

 

3.2.1   Electrical measurements  

TDDB measurements and breakdown detection 

In order to study the oxide breakdown phenomena, constant voltage stress (CVS) method is 

used. Therefore, a high stress voltage VG,stress is applied on the gate with a high temperature 

(125°C), while the source and drain terminals are grounded (drain current ~ 0) and the leakage 

current through the gate oxides is measured (Figure 3.22 a). During stress, at predefined points of 

time, stress voltage is interrupted and VG is lowered to a lower value VG, sense (= ±1V) for which the 

gate current (Isense) is measured (Figure 3.22 b).    

 

 

Figure 3.22: a) Device biasing by a constant gate voltage during a TDDB measurement; b) Variation of the gate bias 

between stress and sense voltages to measure the gate current  

 

These measurements are performed on a large number of devices (~ 50) in order to have a good 

time to breakdown distribution. As shown in Figure 3.23, the gate current measured at the stress 

voltage (Istress) and at the sense voltage (Isense) first varies over time due to stress induced leakage 

current (SILC). After a certain time that is statistically distributed for different devices, a large 

abrupt jump in current (in Istress and /or Isense) is observed which can either be a hard breakdown 

(HBD) or a soft breakdown (SBD). The device is considered to be broken when it satisfies one of 

the following criteria described below: 

1) Istress increases by a factor of 100 or decreases by a factor of 10. 
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2) Isense increases by a factor of 100 or decreases by a factor of 10. 

3) Isense > Isense 
max 

where Isense 
max is the maximum exceptable value of Isense until failure, its value is 100 times the 

value of Isense before stress( Isense 
max = 100∙Isense 

initial). The stress times corresponding to these 

breakdown events are obtained and are called the time to breakdown. 

 

 

Figure 3.23: Variation of the gate current with stress time evidencing its increase due to SILC, soft and hard 

breakdown for PMOS devices measured at a) stress voltage or at b) sense voltage of -1V 

 

The measurements are performed for different stress voltages and a large number of devices 

(about 50) are used for each voltage. The times to breakdown are statistically distributed and well 

described by the Weibull distribution function W (see section 1.5.2). In Figure 3.24, the cumulative 

time to breakdown distribution (F(t)) is plotted in a Weibull scale W(F(t)) = ln(− ln(1− F)) as 

defined in Eq. 1.19, for different gate stress voltages.  

The distribution of time to failure fit the Weibull distribution over a large range of time. From 

such a fit, the slope of the fit (β) and the stress time at which 63% of devices have failed (TBD or 

η) are obtained. TBD decreases as the stress voltage is increased. β remains fairly constant for low 

stress voltage values but it increases for higher values of stress. Increased β values are dependent 

on statistics (number of devices used, size of device, correct detection of breakdown, etc.) and the 

model used to fit the distribution, i.e. sometimes a bimodal behavior is a better fit rather than a 

single model one. In this regard, TBD values are more reliable and accurate (than β) in order to 

understand the breakdown mechanism. Thus, in our studies, TBD will be used as the TDDB 

degradation parameter to compare different gate stack processes. 
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Figure 3.24: Cumulative failure distribution F(t) in a Weibull scale at different gate stress voltages 

 

Determination of TDDB gate stress voltages 

Selection of the proper range of gate stress voltages is important in order to have a sufficient 

number of data points (time to breakdown) that are distributed over many stress time scales. This 

means that the lower range of the stress voltages should be high enough so that majority of devices 

are broken before the end of the stress. Moreover, the upper range should be low enough so that 

the devices are not broken below the time resolution of the measurement.  

In order to choose this proper range of voltages, several Ig (VG) characteristics are plotted until 

breakdown, as shown in Figure 3.25. This is done on several devices to get a good statistics of the 

breakdown voltages. Then, a voltage range (shown by red crosses) is chosen to be a bit lower than 

the average device breakdown voltage.   
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Figure 3.25: Variation of the gate current versus gate bias, showing breakdown and selection of the stress voltages 

for TDDB measurements 

 

3.2.2 Results 

Effect of Al on PMOS TDDB 

TDDB tests were performed on P-MOSFET devices containing Al doses as used for NBTI 

studies in the previous section. These splits are with different pedestal TiN thickness (Al-0, TiN-

25Å /Al-2.2Å, TiN-20Å/Al-2.2Å, TiN-10Å /Al-2.2Å) and corresponds to Al doses of 0, 1.06∙1014, 

1.53∙1014, 4.14∙1014 at/cm2, with VT shifts shown in Figure 3.2 a. Stress voltages were selected, 

with the method illustrated in Figure 3.25, at -2.3V, -2.4V, -2.5V, -2.6V and -2.7V and 50 devices 

were stressed for each bias condition and Al dose. Temperature during measurements was set to 

125°C. Each tested device is a set of 100 devices of width = 1 μm and length = 20 nm that are 

connected in parallel. This allows to provide a large effective device width (100 μm), that will 

increase the global tested surface and  thus improving the sampling while still keeping the nominal 

gate width (1 μm) and length (20 nm) of individual devices.     

For the case of devices with no Al dose, Figure 3.23 report the variation of current at stress and 

at sense voltage of -1V, for devices stressed at -2.3V, Figure 3.24 shows the Weibull plot for 

different gate stress biases. Figure 3.26 shows the Weibull plot of the device breakdown times for 

all Al doses at a same VG,stress of -2.4V. Some variation in the Weibull slope is observed, but more 

importantly the time to breakdown at 63% devices (TBD) shows a remarkable increase as Al dose 

is increased.  
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Figure 3.26: Cumulative failure distribution F(t) in a Weibull scale at gate stress voltage of -2.4V, for different Al 

doses  

 

The Weibull plot analysis done above at VG,stress of -2.4V was done at other bias conditions and 

for each bias and Al dose, the TBD was obtained. In Figure 3.27, TBD versus stress voltage are 

plotted, for each Al dose. The observation done for VG,stress = -2.4V for which TBD increases with 

Al dose is confirmed at every bias, with a significant increase in TDB with the highest Al dose.  

 

The TBD can be extrapolated to any bias condition and depending on the kind of TDDB 

degradation mechanism considered (E model, AHI model, MVHR model, etc. as explained in 

section 1.5.2), different extrapolations can be made.  In all these models, the general view is that 

the electrons from the gate or substrate are responsible for the gate oxide degradation and then to 

its breakdown. Studies have shown that below 65 nm technology and for the oxides with 

thicknesses used in our studies, the power law dependence with gate voltage seems to be quite 

accurate [97] [111] [139]. These studies show that the electrons from the gate cause oxide 

degradation and that can be enhanced by hydrogen and/or holes generation. The voltage power law 

is given as follows: 
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Figure 3.27: TBD versus stress voltage for different Al doses and extrapolation by voltage power law 

 

Power law extrapolations are done and shown in Figure 3.27. For the highest Al dose, TBD0 

increases significantly and there is a slight increase in voltage accelaration factor n as well. The 

increase in TBD with Al dose is due to a combination of increase in both these factors. Due to a 

higher n value for device with high Al content, the benefit of TBD increase will be even higher at 

the nominal stress voltage (lower) values.  

 

As mentioned earlier that breakdown of the oxide is related to the electons that crosses the 

oxide, and so the TBD might be related to the electron current density at stress (Istress or Ig) through 

the gate stack. In order to understand the effect of Al addition on TBD from the aspect of the gate 

leakage current, first we have looked at the variation of leakage current with the effective Al dose 

in the gate stack. It is plotted in Figure 3.28, we notice that the leakage current decreases almost 

linearly with Al dose.  

Next, in Figure 3.29, TBD at different gate stress bias is plotted versus the leakage current for 

each Al doses. We have seen that leakage current is correlated to Al dose (Figure 3.28), but it is 
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law of the leakage current, with a power law exponent between 1.7 and 1.9. From Figure 3.28 and 
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leakage current, which in turn might be responsible for lower defect creation in the gate oxide and 

thus to the lower breakdown time TBD. In Figure 3.29, the TBD versus leakage curves seems to 

follow a similar behavior at each bias, meaning that a universal law can be applied to estimate the 

TBD for any particular Al dose, leakage current and stress voltage.  
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where C is a constant having units of time and being independent of Al dose. 

 

 

 

 

Figure 3.28: Variation of gate leakage current with Al dose at stress voltage of -2.4V 

 

 

Figure 3.29: TBD versus leakage current for different Al doses and its fit by a current power law 
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Effect of La on PMOS TDDB 

TDDB tests were performed on P-MOSFET devices containing La doses as for BTI studies, 

without pedestal TiN (La-0, La2Å/TiN45Å and La4Å /TiN45Å) and corresponds to La doses of 0, 

2.36∙1014, 4.5∙1014 at/cm2 repectively. Stress voltages were selected at -2.2, -2.3, -2.4, -2.5V and 

50 devices were stressed for each bias condition and La dose. Temperature during measurements 

was set to 125°C and device were 10 μm wide and 20 nm long. 

Figure 3.30 shows the Weibull plot for devices with La-0 dose at different gate biases and, 

similar to the case with Al additive, the breakdown times fit with a Weibull distribution over a 

large range of time. β and TBD can be calculated as explained in Figure 3.24. β value is not so 

consistent and increases for higher values of stress, compared to the case of Al for same stress 

voltage values. This might be due to a relatively lower quality of the extraction of the breakdown 

distribution because here we are not using multiple devices in parallel (device width = 10 um), 

compared to the case of Al where 100 device were used in parallel (effective device width = 

100um). As said earlier, TBD is the most important parameter for our studies, and from Figure 3.30 

we see that its value decreases as the stress is increased. Figure 3.31 shows the Weibull plot of the 

device breakdown times for all La doses at VG, stress of -2.2V. Similar β is observed for different La 

doses. TBD first decreases for first La dose but then increases for the second higher La dose, 

meaning that oxide degradation is not a monotonous function of the La dose. 

 

 
Figure 3.30: Cumulative failure distribution F(t) in a Weibull scale at different gate stress voltages, for La-0 devices 
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Figure 3.31: Cumulative failure distribution F(t) in a Weibull scale at gate stress voltage of -2.2V, for different La 

doses 

 

From the Weibull plots for different bias conditions and La dose, TBD was calculated. In Figure 

3.32, TBD versus stress voltage is plotted, for each La dose. In general at a same VG, TBD decreases 

for first La dose addition (La-2Å) but then increases for La-4Å dose addition, and this increase 

depends slightly on the stress bias. Power law extrapolations are presented and it can be seen that 

due to a higher n value for device with La-4Å dose, TBD will be even higher at the nominal stress 

voltage values. 

 

 

Figure 3.32: TBD versus stress voltage for different La doses and extrapolation by voltage power law 
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Similar to the case with Al, we have considered the variation of leakage current with the 

effective La dose in the gate stack, in order to understand the non-monotonus effect of La dose on 

TBD. This variation is plotted in Figure 3.33, the leakage current increases for La-2Å and then 

decreases for La-4Å devices, similar to TBD. 

 

 

Figure 3.33: Variation of gate leakage current with La dose at different stress voltages 
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values of exponents in Figure 3.34, compared to the case with Al where a consistent exponent value 

was obtained (Figure 3.29). The variation of this power law exponent might be due to an 

unaccounted effect that changes with the stress bias or due to a problem in extrapolation of power 

laws at different Ig. This can be caused by a relatively lower quality for the evaluation of 

breakdown distribution. 
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Figure 3.34: TBD versus leakage current for different La doses and its fit by a current power law 

 

Effect of La on NMOS TDDB 
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at/cm2. Stress voltages were selected at 2.2, 2.3, 2.4, 2.5V and 50 devices were stressed for each 

bias condition and La dose. Temperature during measurements was set to 125°C and device 
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Figure 3.35: Cumulative failure distribution F(t) in a Weibull scale at different gate stress voltages, for La-0 devices 

 

 

Figure 3.36: Cumulative failure distribution F(t) in a Weibull scale at gate stress voltage of 2.2V, for different La 

doses 
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depends on the stress bias. Power law extrapolations are presented but its parameters TBD
0 and n 

seems to change in a complicated manner with La dose. 

  

 

Figure 3.37: TBD versus stress voltage for different La doses and extrapolation by voltage power law 
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Figure 3.38: a) Variation of gate leakage current with La dose and b) TBD versus leakage current for different La 

doses, at different stress voltages 
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Figure 3.39: Evolution of normalized SILC (∆Ig/Ig) with time at gate stress voltage of 2.2V, for La-0 device 
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Figure 3.40: Evolution of normalized SILC (∆Ig/Ig) with time at gate stress voltage of 2.2V, for La-2Å device 

 

 
Figure 3.41: Variation of normalized SILC (∆Ig/Ig) with stress time at sense voltage of 0.5V and gate stress voltage 

of 2.2V, for devices with different La dose 
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Role of pedestal TiN on NMOS TDDB 

Until this point concerning TDDB reliability, we have investigated the role of effective La dose 

that was introduced without using a pedestal TiN in the sacrificial gate process, i.e.  La layer 

deposited directly on the high-k. In this section, we will investigate how the use of pedestal TiN 

affects the impact of La on NMOS TDDB reliaiblity. For this, TDDB measurements were carried 

out on devices with and without pedestal TiN, given in Table 3.1. The doses used are the same as 

utilized to study impact of La on PBTI. The device dimentions used for this study were much 

smaller then as used earlier for TDDB studies: width = 0.17 um and length = 20 nm. Thus, due to 

a smaller device size, the TBD will be higher compared to the values reported in the previous section, 

for the same La dose (without a pedestal TiN). 

Figure 3.42 reports the TBD versus effective La dose introduced with or without using a pedestal 

TiN, at different stress bias. TBD does not show a monotonous behaviour with La dose but rather 

seems to be impacted by the existence of the pedestal TiN. It first decreases (by about a decade) 

with the addition of La, then does not change much with La dose with a pedestal TiN. TBD then 

increases for La dose where as deposited La was placed directly on the high-k, and then remains 

constant or increase slighly depending on the stress bias. This means that the interface between 

high-k and the sacrificial gate stack, pedestal TiN or not, is playing a role on the breakdown 

mechanism of the gate oxide. 

 

 

Figure 3.42: TBD versus effective La dose at different stress bias, showing the role of pedestal TiN 

 

4.24E13 1.2E14 4.54E14
10

0

10
1

10
2

10
3

10
4

La-0

 2.2V

 2.3V

 2.4V

T
B

D
@

6
3
%

 T
B

D
 (
s
e
c
)

Effective La dose (atoms/cm
2
)

La with 

pedestal TiN

La directly 

on HfON



111 

 

3.3 Conclusion 

The reliability effects (NBTI, PBTI and TDDB) of La and Al additives, used for threshold 

voltage adjustment in FDSOI gate dielectrics, have been investigated [PK-1]. BTI VT shift follows 

a power law in time and increase with stress voltage. Distinction has been made between device 

degradation at the same oxide field and the same gate voltage, highlighting the difference in results. 

Comparison at the same oxide electric field shows that La causes significant enhancement of 

intrinsic NBTI, possibly due to defect creation by La in the interlayer SiO2. Considering PBTI, La 

reduces the already low PBTI effect, likely due to passivation of oxygen vacancies in HfON by La. 

Comparison at the same Vg does not show a significant impact of La on NBTI and an unclear effect 

on PBTI, possibly due to counter balancing of La degradation effect by the reduction in oxide field 

caused by La dipole formation. 

Effect of Al on NBTI and PBTI is quite similar at the same gate voltage and at a same oxide 

field due to the relatively small VT change by Al addition. Al causes significant enhancement of 

PBTI, likely due to defect creation in HfON. It causes slight reduction in case of NBTI, as Al is 

not known to react with the interlayer and only remains and creates dipoles at the interface between 

IL and HfON.  

Effect of La and Al addition on TDDB reliability has been studied. For all cases, the breakdown 

times fit the Weibull distribution over a large range of time and the average time to breakdown 

(TBD) follows a power law in voltage. Al addition in PMOS devices increases the TBD, which is 

caused by a decrease in the leakage current with Al dose. This current reduction is responsible for 

lower defect creation in the gate oxide, and thus to the higher breakdown time TBD. La addition in 

PMOS devices decreases the TBD for first La dose addition (La-2Å) but then increases it for La-4Å 

dose addition. This effect is also almost explained by the variation of leakage current with La dose. 

La addition in NMOS devices decreases the TBD due to first La dose addition (La-2Å) but then 

saturates for La-4Å. This trend can be explained by the SILC measurements, which have shown 

that defect generation is higher with La addition of 2Å but it saturates for further addition of La-

4Å. Lastly, TBD does not show a monotonous behaviour with La dose but rather seems to be 

impacted by the existence of the pedestal TiN, TBD decreases with La addition and its lower with a 

pedestal TiN. 

 

 

 

 

 

 

 

 

 

 



112 

 

4.   Impact of TiN process on its microstructure and 

electrical properties 
 

 

In this chapter, the effect of TiN metal gate deposition conditions, chamber pressure and RF 

power, on physical and electrical properties of MOS device and TiN film itself has been studied. 

In section 4.1, the need for TiN microstructure modulation in the context of lowering the threshold 

voltage variability has been stated and then the possible RF-PVD process variations that can 

achieve this modulation are discussed. Section 4.2 presents the HKMG stack process and the two 

different process flow (or devices) that have been used in this study, to measure physical and 

electrical properties.  

 

Section 4.3 presents the different physical and electrical measurements and the results obtained 

for variations in RF-PVD chamber pressure and RF power. In section 4.3.1 and section 4.3.2, the 

grain size calculated by In-plane XRD measurements and relative percentage of grain orientation 

calculated by out of plane XRD measurements are presented. Section 4.3.3 and 4.3.4 presents the 

mechanical stress and sheet resistance results respectively. In section 4.3.5, the effective 

workfunction (WFeff) versus EOT results are presented, and the correlation between metal 

workfunction, dipoles and Ti/N ratio is reported.   

 

In section 4.3.6, the effect of TiN process conditions on the wafer non-uniformity of grain size 

and sheet resistance are presented. Section 4.3.7 presents the impact of substrate temperature on 

the grain size and their relative orientations. Lastly, section 4.3.8 presents the ASTAR technique 

for TiN microstructure analysis and comparison of its results with XRD. 

 

4.1   Context 

As discussed in sections 1.2.2 and 1.4, introduction of a metal gate has advantages such as 

eliminating Fermi level pinning and phonon scattering but it also introduces the metal gate 

granularity (MGG) due to its polycrystalline nature. This can lead to a significant contribution in 

threshold voltage (VT) variability. Moreover, metal gate microstructure can have an impact on other 

electrical and physical properties such as, sheet resistance [142], mechanical stress [143][144] and 

device effective workfunction. VT variability due to MGG is linked to the presence of multiple 

grain orientations at the interface between metal gate and high-k, having different workfunctions 

WFM. For TiN, used in this work, the two well-known orientations are <111> and <200> having 

WFM values of 4.4 eV and 4.6 eV respectively [69]. 

Experimental and modelling studies have shown that there are three main technical solutions 

that can be implemented in order to reduce VT variability arising from metal gate microstructure. 

They are presented below and shown in Figure 4.1. 

• Reducing horizontal grain size: As stated in section 1.4, the standard deviation of the 

WFM distribution is inversely proportional to the number of grains (which increases as the 

grain size decreases), present in a metal gate of a given area.  This trend has been explained 
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and correlated to the metal gate microstructure (grain size and orientation) and gate area 

both experimentally [40] [58] [145] and by modelling [62][63][146][147]. 

 

• Amorphous microstructure: Studies have been conducted by adding Si or C in TiN, in 

order to decrease its crystallinity. Thus amorphous metal gate TiSiN [58][148] and TiCN 

[61] [149] have resulted in the reduction of VT variability. 

 

• Unique metal orientation: Obtaining a same and unique grain orientation on the whole 

gate is the most preffered choice to reduce VT variability. Certainly, if the metal gate 

consists of a single crystal of a unique orientation then the WFM will be a deterministic 

value instead of a statistical distribution, and the issue of VT variability would be eliminated.   

 

 

 

Figure 4.1: Schematic showing the work function variation, for a combination of crystal grain size (I, II, III) and 

orientation dependency of the work function (A, B, C) [61]. 

 

Metal thin film grain size and microstructure are determined by nucleation and growth, which 

can be influenced by deposition conditions during metal gate growth by sputtering, as shown in 

Figure 4.2 [150]. This growth process is dependent on the incident flux of sputtered metal atoms, 

substrate temperature, their surface energy, their mean free path, sputtering rate and the pressure 

of inert gases used during sputtering [150][142][151][147][152][153][154][155]. In the case of TiN 

metal films deposited by RF-PVD (section 1.2.2), Argon (Ar) and Nitrogen (N2) pressure, RF 

power and substrate temperature can impact these parameters and hence the crystal growth process. 

This can lead to modulation of the preferred crystal orientation and their grain size. 
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Figure 4.2: Schematic showing the dependence of sputtering gas (Ar) pressure and substrate temperature on the 

microstructure of metal films [150] 

 

In this work, we have focused on identifying TiN metal gate process conditions that can reduce 

its grain size or provide a unique crystal orientation. Hence, the impact of the main RF-PVD 

parameters such as chamber pressure, RF power and substrate temperature on the preferred 

orientations and the size of TiN crystallites have been investigated [PK-2]. The impact of these 

process parameters on properties such as deposition rate, sheet resistance, film stress, and WFeff of 

the device are also investigated [PK-2]. 

 

4.2   Device fabrication 

The HKMG stack for the devices is shown in Figure 4.3 a, it consists of 1 nm thermally grown 

SiO2 interfacial layer, followed by a 1.8 nm thick HfSiON High-k layer deposited by MOCVD 

method. Then, 5 nm TiN gate is deposited by RF-PVD with combined DC and RF generators. As 

presented in section 1.2.2, TiN is deposited by reactive sputtering of a pure Ti target in a nitrogen-

containing ambient of Ar and N2, and Ar and N2 flow rates into the chamber are controlled by 

separate mass-flow controllers (Figure 1.13). Total chamber pressure (P) is modulated in two ways: 

1) By changing Ar and N2 flow rates, but keeping the Ar/N2 flow ratio the same and the gate valve 

in open position for all deposition conditions; 2) By keeping the Ar and N2 slow rates constant and 

adjusting the position of the gate valve from its mid position. For total chamber pressure below 3 

mTorr, method 1) is applied and for pressure above 3 mTorr, method 2) is applied. RF power is 

modulated by tuning the RF generator. Chamber pressure, RF power and substrate temperature 

were varied over a wide range in order to investigate their impact on the preferred orientations and 

size of TiN crystallites. Variation of these parameters, used in this work, are shown in Figure 4.3 

b.  
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In a normal CMOS process flow, TiN gate deposition is later followed by source drain (S-D) 

spike annealing at high temperature in order to activate substrate dopant diffusion. As this step can 

have an impact on TiN microstructure, it was included in the device gate stacks used in this work. 

For this, a poly-Si layer was deposited on top of TiN, followed by spike annealing at 1047 °C 

(Figure 4.3 a). 

 

 

Figure 4.3: a) Schematic of the HKMG stack and b) TiN RF-PVD process splits used to study their impact on TiN 

microstructure 

 

In order to study the impact of TiN deposition conditions on various properties of the TiN film 

itself and on the MOS devices with HKMG stack, two types of process flow were utilized.  

• First is the process flow for blanket wafers that are used to study the physical properties 

of TiN such as its microstructure by XRD, mechanical stress and elemental composition 

by XRF. It contains the process steps presented above (HKMG stack + Poly-Si + S-D 

anneal) deposited on a p-type Si substrate, without any patterning to form devices.  

 

• Second is the MOS capacitor flow of section 1.3.2 used to study their effective 

workfunction, containing the process steps presented above (HKMG stack + Poly-Si + 

S-D anneal) on STI SiO2 cavities, followed by CMP patterning in order to fabricate 

MOS capacitors, as shown in Figure 1.21. Moreover, a bevel interlayer (section 1.3.3 

and Figure 1.22) was used in order to study WFM, charges and dipoles. 

 

4.3   Measurements and results 

Measurements were conducted on blanket wafers and MOS capacitors with HKMG gate stack 

and TiN process splits given in Figure 4.3. XRD measurements were done in In-plane and θ-2θ 

(out-of-plane) configurations, as presented in section 2.1.3, in order to determine size and preferred 

orientation of TiN crystallites. Sheet resistance measurements were performed by 4-probe method 

(section 2.1.2) and thickness measurements by X-ray-reflectometry (XRR) to calculate TiN 

deposition rates. Mechanical stress was calculated by measuring the wafer surface curvature before 
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and after the TiN deposition and applying Stoney’s equation (section 2.2.4). X-ray fluorescence 

(XRF) measurements allowed to estimate the Ti/N ratio (section 2.2.2). WFeff measurements were 

done on MOS capacitors with a bevel interlayer, by the method presented in section 2.1.1. 

4.3.1   In-plane XRD for TiN grain size 

Figure 4.4 presents a XRD spectra done in the In-plane XRD configuration. In this 

configuration, crystallites that are perpendicular to the sample surface are analyzed. It shows three 

TiN peaks that corresponds to the TiN <111>, <200> and <220> orientations, and Si peaks arrising 

from the Si substrate. As stated at the end of section 2.2.3, these diffraction peaks can be fitted by 

assuming a Gaussian or Lorentzian shape, and the FWHM is calculated. Moreover, peak 

broadening caused by the instrumental imperfections was removed by measuring a silicon standard 

powder, and then removing its FWHM value from the FWHM obtained for the TiN samples. Then, 

TiN grain size is calculated using the final FWHM in the Scherrer equation (Eq. 2.17). 

 

 

Figure 4.4: In-plane XRD spectra of the HKMG stack, showing TiN and Si peaks 

 

Figure 4.5 shows the normalized XRD spectra for the three TiN peaks, <111>, <200> and 

<220> for different RF power and chamber pressure used during RF-PVD deposition of TiN. It is 

noticed that the FWHM decreases as the chamber pressure is decreased or RF power is inceased, 

except for 15 mTorr. Similarily, the FWHM was obtained for all the RF-PVD process variations 

in pressure and power and the grain size was calculated for each orientation. Figure 4.6 shows the 

grain size variation versus RF power at P = 6 mT, and it is observed that for all the crystal 

orientations, the grain size increases with the RF power (reverse is true for variations with 
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pressure). Keeping this trend in mind, the final grain size for TiN metal films was taken as an 

average over the grain size from all the three crystal orientations.  

 

 

Figure 4.5: Normalized in-plane XRD spectra for TiN <111>, <200< and <220> orientations, obtained for different 

RF power and pressure used during TiN deposition 

 

 

Figure 4.6: TiN grain size for different orientations as a function of the RF power 

 

Figure 4.7 shows the variation of grain size with RF power. From Figure 4.5 and Figure 

4.7, it is observed that XRD FWHM decreases and so TiN grain size increases as RF power is 

increased. This trend could be understood by the fact that the number and energy of plasma 
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electrons and ions increase with the RF power, which in turn increases the number and energy 

of the sputtered Ti ions [142]. The increase in sputtered Ti ions energy provides the additional 

momentum and energy responsible for enhancing crystal growth. Additionally, the increased 

number of Ar+ ions enhances crystallization due to the channeling effect [152] (detailed 

explanation provided in section 4.3.2). The combination of all these effects enhances crystal 

growth and so increases the grain size.  

 

 

Figure 4.7: TiN grain size as a function of the RF-PVD RF power at different chamber pressure 

 

Figure 4.8 shows the variation of grain size with chamber pressure. From Figure 4.5 and Figure 

4.8, it is observed that XRD FWHM decreases and so TiN grain size increases as pressure is 

decreased, except for RF = 0W. This trend could be understood by the combined effect of increase 

in the mean free path of plasma electrons, creating more Ar+ ions for sputtering, and increase in 

the mean free path of the sputtered Ti species as the pressure decreases [142]. Following the same 

explanations given above for variations with RF power, the increase in sputtered Ti energy and 

channeling effect caused by the increased number of Ar+ ions are responsible for enhancing crystal 

growth with decrease in the chamber pressure.  

Figure 4.8and Figure 4.9 shows that grai size as low as 5.2 nm can be obtained. As discussed earlier, 

this lowering of TiN grain size can have an impact on the VT variability. Moreover, wet or dry 

etching processes used during gate patterning steps of CMOS, can get impacted by the grain size 

of the TiN layer. In general, for wet etching of TiN, etching rate decreases as the film crystallinity 

is increased. Lastly, apart from TiN layers are also used as diffusion barrier over the source drain 

regions, the grain size can be important in this application,  
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Figure 4.8: TiN grain size as a function of the RF-PVD chamber pressure at different RF powers 

 

Increase in the number and energy of sputtered Ti atoms, by increasing RF power or decreasing 

chamber pressure, will increase the deposition rate as well, as reported in Figure 4.9. 

 

 

 

Figure 4.9: TiN deposition rate as a function of the deposition pressure at different RF powers 
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4.3.2   θ-2θ XRD for TiN grain orientation 

Figure 4.10 presents an XRD spectra done in the θ-2θ XRD configuration. It shows the two 

most intense XRD peaks that corresponds to the TiN  <111> and <200> configurations. Note that 

other orientations are not observed. In this configuration, crystallites that are parallel to the surface 

of the sample are analyzed. These crystal orientations are the ones that will determine the work 

function of the TiN metal gate and so might impact the WFeff and/or the VT variability. As stated 

at the end of section 2.2.3, these diffraction peaks can be fitted by assuming a Gaussian or 

Lorentzian shape, and the relative amounts of different crystallographic orientations present in TiN 

films can be obtained by their area ratio. The ratio of area under the peaks for different orientations, 

corrected by the relative intensities due to this structural factor (Fhkl) has been taking into account 

to calculate the relative amount of different grains. Note that as only TiN <111> and <200> 

orientations were observed, their sum was forced to 100 %, to calculate the relative amounts of 

these grain orientations. 

 

 

Figure 4.10: Out of plane XRD spectra of the HKMG stack, showing TiN <111> and <200> and Si peaks 

 

Figure 4.11 shows the XRD spectra for the TiN peaks <111> and <200> for different RF powers 

and chamber pressures used during RF-PVD deposition of TiN. It is observed that as the RF power 

increases or pressure decreases, the peak XRD intensity and the area under the peak of <200> 

orientation increases and <111> decreases.  
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Figure 4.11: Out of plane XRD spectra for different RF power and pressure used during TiN deposition 

 

Figure 4.12 and Figure 4.13 shows the calculated percentage variation of TiN <200> crystallites 

with chamber pressure and RF power. As the RF power increases and pressure decreases, the 

energy of sputtered Ti atoms and number of Ar+ ions increase. The trends in Figure 4.12 and Figure 

4.13 could be understood by a combination of the following three effects: 

• <200> orientation is the closest packed in the TiN crystal and so has a lower surface 

energy than <111>. This is due to a higher coordination number (bonds) in <200> 

surface and hence it will have a lower surface tension compared to <111>. The 

increased energy of Ti atoms thus favors the preferred orientation <200>, having the 

lowest surface energies [153]. 

 

• The channeling effect [152]: If some Ti+ or Ar+ ions reach the substrate, they may 

travel inside the already formed TiN film to a distance that depend on the TiN region’s 

crystal orientation. The RF-PVD equipment, described in Figure 1.13, is designed in a 

way to minimize Ar+ ions reaching the substrate, thus the channeling effect might only 

be cause by Ti+ ions. In an FCC crystal (such as TiN), ion penetration in <200> crystals 

is more than in <111>, and erosion of crystals by ions has the reverse order.  Thus, ions 

penetrating the <200> crystals penetrate deeper and so dissipate energy over a large 

area and hence causes less damage and atomic erosion. Thus, an increased number of 

Ti+ ions will re-sputter the <111> crystals more than the <200> in the TiN film.  
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• Focusing of impacts: During Ti+ ions impact on the depositing TiN films, the 

irradiation affected area is also enlarged by the transfer of impact along the most closely 

packed atomic planes (<200>). This enlargement dissipates the incoming Ti+ ions 

energy over a large are and hence reduced the damage. As <200> crystals are packed 

closely, compared to <111>, this might further increase the % of <200> among the TiN 

film [152]. 

 

Figure 4.12: Percentage of <200> TiN crystallites orientation as a function of the RF-PVD RF power at different 

chamber pressure (%<111> = 100 - %<200>) 

 

 

Figure 4.13: Percentage of <200> TiN crystallites orientation as a function of the RF-PVD chamber pressure at 

different RF power (%<111> = 100 - %<200>) 
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The most interesting conditions are the ones where either the <111> or the <200> orientation 

exists alone (black circles in Figure 4.12 and Figure 4.13), demonstrating here that a unique grain 

orientation can be achieved for TiN films by the modulation of RF-PVD chamber pressure and RF 

power [PK-2] [PK-6]. These 3 conditions (P = 1, RF = 600 W; P = 1, RF = 1000 W; P = 15, RF = 

0 W) are very important as they satisfy one of the conditions that might significantly reduce or 

even eliminate MOSFET VT variability caused by TiN metal gate microstructure or MGG. 

It is important to highlight the relationship between crystal orientations obtained from the in-

plane and out-of-plane configurations. This relationship depends on the texture of grains present in 

the TiN film. For the TiN process used in our studies, the grains are present in a fiber texture, 

meaning that the grains obtained from in-plane measurements are randomly oriented around one 

or few specific crystal planes parallel to the sample surface. The out-of-plane measurements gives 

the fiber texture axis for the in-plane measurements. As we only see <111> and <200> orientations 

in the out-of-plane measurements, it means that the in-plane grains are randomly oriented around 

these two directions. The general relationship, for a fiber texture, between out of plane and in-plane 

obtained orientations is given in Table 4.1. 

 

 

Table 4.1: Relationship between different orientations obtained from out-of-plane and in-plane XRD measurements 

 

In our results, we obtained a <111> orientation signal from in-plane measurements which is 

supposed to be only from <220> out-of-plane orientation (from Table 4.1), but this orientation 

<220> is not observed in Figure 4.12. This can be due to two reasons: 1) either there is another 

crystal orientation parallel to the surface, which is not <220>, but is not observed in the out of plane 

XRD spectra (for instance <112>) due to  h,k,l indices not being all odd or all even; 2) in-plane 

<111> orientation is from out of plane <220>, but it is not observed in the out-of-plane XRD spectra 

due to it being buried in the background signal. 

Table 4.1 shows that the measured in-plane orientations does not correspond directly to the out 

of plane orientation (or effective orientation). The relationship is complex and a specific in-plane 

orientation signal is a mixture of signals from multiple real orientations. So the horizontal grain 

size should be calculated as the average over all the orientations, which justifies taking average of 

the grain size from all these crystal orientations (as done in section 4.3.1 for in-plane 

measurements) and we must accept to not finding any other orientation from in-plane analysis. 
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4.3.3   Mechanical stress 

Stress added by TiN film deposition on Si substrates was calculated by the Stoney’s equation 

(section 2.2.4 and Eq. 2.18 and 2.19). For these measurements, the radius of curvature of the wafers 

were measured before and after TiN deposition and put into the Stoney’s equation. Figure 4.14 

shows the variation of mechanical stress with chamber pressure and RF power, it is clear that the 

stress is always compressive and this stress decreases as the pressure is increased or RF power is 

decreased. This stress behavior with pressure and RF power is quite the opposite to the trend 

observed for the grain size in Figure 4.7 and Figure 4.8, percentage of <200> orientation in Figure 

4.12 and Figure 4.13, and deposition rate in Figure 4.9. This relationship can be understood as 

follows: a pressure decrease or RF power increase results in bigger crystals of preferred orientation 

and thus reduces the voids in the film [153]. Moreover, the increase in number and energy of 

sputtered Ti atoms could cause the atomic peening effect [143], where the film is bombarded by 

these atomic species and hence forms a dense microstructure. Both these effects enhances the 

compressive stress.  

 

 

Figure 4.14: Mechanical stress as a function of chamber pressure at different RF power 

 

Lowering mechanical stress of deposited TiN films is important for correct CMOS gate 

patterning, its adhesion to high-k layer below and poly-Si layer on the top, and in order to reduce 

defects and voids. Significant stress variation is observed for such range of RF power and pressure, 

and significantly low stress values can be achieved for low RF and high pressure conditions. 
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4.3.4   Resistivity of TiN films 

In order to determine the impact of TiN deposition conditions (or microstructure) on its 

electrical conductance, sheet resistance measurements were done by the four probe method as 

presented in section 2.1.2. Figure 4.15 shows the variation of resistivity (sheet resistance ✕ 

thickness) with the grain size obtained from in-plane XRD measurements of the TiN films, for 

different pressure and RF power. It is observed that the resistivity changes only slightly at larger 

grain size and then follows an inverse power law as the grain size is decreased. As the grain size is 

reduced, the grain boundaries increase and thus charge carrier scattering is increased which causes 

increase in the resistivity of the TiN film. A wide range of resistivity values can be obtained (150- 

550 μΩ.cm). This will affect electrical biasing and gate access resistance of the device, and so the 

performance of the CMOS. 

 

Figure 4.15: TiN film resistivity as a function of its grain size 

 

4.3.5   Effective workfunction measurements 

In order to determine the impact of TiN deposition conditions on MOS electrical parameters, 

EOT and Flatband voltage (VFB) were extracted by fitting experimental C-V measurements with 

Poisson Schrödinger quantum simulations on MOS capacitor, fabricated with the process flow 

presented in section 1.3.2 and 4.2. The HKMG stack is as given in Figure 4.3a and consists of 

TiN/HfSiON/beveled-SiO2. CV measurements were conducted on devices present on different dies 

along the wafer radius, thus modulating the EOT. From Eq. 1.11, VFB is extracted and given as 

follows: 
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qVFB = WFM + δ − QSi/SiO2(EOT/εox) − WFSi   ;   WFSi = qSi   4.1        

 

where δ denotes the sum of dipoles at the SiO2/high-k interface, QSi/SiO2 are the interface charges at 

this Si/SiO2 and WFSi is the silicon work function. VFB is extracted from C-V measurements and 

the WFeff is calculated from Eq. 2.9 and given again in the equation below:  

WFeff = qVFB + WFSi 1.12        

 

As stated in section 2.11 and from Eq. 4.1 and 4.2, the extrapolation of WFeff  to EOT = 0 allows 

therefore the assessment of only WFM + δ [17], which can be modulated by a combined effect of:  

• Change in WFM which is expected to depend on the relative quantity of <200> (WFM = 

4.6) or <111> (WFM = 4.4). 

 

• Change in WFM or δ by other effects, such as TiN compositional change or dipole 

formation at the interfaces. 

Figure 4.16 shows the WFeff versus EOT plots, for devices with variations in TiN RF power 

and chamber pressure during its deposition, it also reports on the WFM+ δ (WFeff  at EOT = 0).  

From Figure 4.12 and Figure 4.13, percentage of <200> crystal orientation decreases and the one 

of <111> increases as the pressure is increased or RF power is decreased. This modulation of 

relative crystal orientation quantity should decrease the WFM. From Figure 4.16 an opposite trend 

is observed for WFM + δ, where an increase of pressure from 1.6 mT to 15 mT or a decrease of RF 

power from 600W to 0W increases the WFm+ δ. Moreover, Figure 4.12 shows that (for P = 6mTorr) 

from RF = 0W to 600 W the % of <200>  remains constant (and so should WFM) and then increase 

for RF =1000W but in Figure 4.17a the WFeff vs EOT at P = 6 mTorr and different RF power does 

not follow this trend. On the other hand, at P = 15mT the % of <200> increases with RF power and 

so does the WFM+ δ (in Figure 4.17b). Thus it is clear that the WFM + δ does not follow the 

variations of WFM (or relative % of grains), except for some conditions (Figure 4.17 b). These 

trends evidences that another physical mechanism is at work here, other than relative amount of 

grain orientation of <200> or <111>, and this physical mechanism impacts either the WFM or δ. 

In order to understand the cause of this unexpected WFeff shift, Ti/N ratio inside the TiN gate 

was measured, which can be modulated by pressure and RF power. Ti/N was measured by the XRF 

technique (section 2.2.2) and its variation with RF power and chamber pressure is shown in Figure 

4.18, it mostly decreases with chamber pressure except for RF = 0W.   
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Figure 4.16: WFeff vs EOT plots for different RF power and chamber pressure used during TiN deposition 

 

 

 

Figure 4.17: WFeff vs EOT plots for different RF power at chamber pressure a) 6 mT and b) 15mT  

 

Figure 4.19 shows WFeff at EOT=0 (WFM+ δ) versus the Ti/N ratio calculated for different RF-

PVD process conditions, and indeed a good correlation between the two is observed. This 

correlation does not seem to depend on the WFM change with Ti/N because the observed 

dependence with increasing Ti/N ratio is not really linear, and on the contrary it seems to saturate 

at a higher value than expected for pure Ti (0.3V below TiN, WFM for Ti = 4.33 eV). This 
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dependence can be explained by the suppression of dipole δ at SiO2/high-k interface by Ti rich 

gates. Indeed, Ti rich metal gate can de-oxidize the SiO2/high-k interface and therefore, would have 

a lower WFM+δ level. In the case of N rich metal gate the dipole at SiO2/high-k interface may 

increase δ [37][156], and so WFM+δ. A sign of such a phenomenon can be seen in Figure 4.16 

where the roll off value at thin EOT is increasing as the WFeff increases. Indeed, roll off at thin 

EOT has been related to an evolution of dipole at thin EOT [17]. Thus, a change in the deposition 

conditions modulates the Ti/N ratio in the TiN gate, which is responsible for the modulation of 

dipole δ at the SiO2/High-k interface and of the WFeff at EOT =0. 

 

 

Figure 4.18: Ti/N ratio in the TiN gate as a function of its chamber pressure at different RF power 

 

 

Figure 4.19: Variation of WFeff at EOT = 0 (WFM + δ) with the Ti/N ratio 
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It is important to highlight that even though the grain orientation effect on WFM is not observed 

here, due to a stronger effect of Ti/N ratio on SiO2/high-k dipole δ, this does not imply that WFM 

or VT variability does not change with grain orientation. Further analysis by X-ray photoelectron 

spectroscopy (XPS) is required, by which it is possible to measure WFM of TiN independently of 

δ.   

 

4.3.6   Grain size variation with wafer radius 

In order to check the non-uniformity of the grain size over the wafer and its dependence with 

the RF power and chamber pressure, in-plane XRD was performed at the center and the edge of a 

300 mm diameter wafer. The ratio of the grain size at the edges and the center (RGS), representing 

its non-uniformity, versus chamber pressure is shown in Figure 4.20 for different RF power. RGS 

increases with chamber pressure and decreases with the RF power, and reaches a maximum value 

of 1.27. 

 

 

Figure 4.20: Ratio of TiN grain size at the center and edge (RGS), as a function of the RF-PVD chamber pressure, at 

different RF power 

 

In order to determine the impact of TiN deposition conditions on the non-uniformity of 

electrical conductance, sheet resistance measurements were done by the 4-probe method at various 

points along the wafers radius. Figure 4.21 shows the variation of resistivity (sheet resistance ✕ 

thickness) with wafer radius for TiN films deposited at different RF power and chamber pressure. 

In Figure 4.15, the power law correlation between resistivity and grain size was demonstrated. The 

resistivity trends in Figure 4.21 can be understood in the same way. In Figure 4.21a, at RF = 600W 

the increase in resistivity from wafer edge to the center (non-uniformity) is augmented as the 
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pressure is increased. This can be understood by and correlated to the increase in RGS with chamber 

pressure at RF = 600W (green line). In Figure 4.21b, at P = 6mT the increase in resistivity from 

wafer edge to the center declines as the RF power is increased, and can be correlated to the decrease 

in RGS with RF power at P = 6mT.  

 

 

Figure 4.21: Variation of TiN film resistivity with wafer radius for a) RF power = 600W and different chamber 

pressure; b) P = 1.6mT and different RF power. 

 

As discussed at the end of section 4.3.1, a modulation in TiN grain size cn have an effect on 

the VT variability, gate patterning and diffusion barrier properties of the TiN film. Moreover, 

modulation in the sheet resistance of TiN can affect the electrical behaviour of CMOS devices. 

Generally, a non-uniformity of around 5% is acceptable in CMOS processing, and we see that TiN 

process conditions can induce a non-uniformity of about 25%, depending on the pressure and RF 

power used (Figure 4.20). Fortunately, the most interesting TiN process conditions found in this 

work to achieve unique grain orientation, i.e. P = 1.6 mT and RF = 600 W and 1000 W, have a 

grain size and Rs non-uniformity within the 5% limit. 

 

4.3.7   Effect of substrate temperature 

In order to determine the impact of substrate temperature during TiN deposition on its 

microstructure, in-plane and out of plane XRD was done to obtain the grain size and percentage of 

relative grain orientations. Substrate temperature was varied from -10°C to 50°C. The % change in 

grain size and relative amount of <200> orientation, with temperature variation, is reported in 

Figure 4.22a and b respectively, for different RF power and chamber pressure. The temperature 

variations is mentioned for each RF-PVD condition. 
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Figure 4.22: % change in a) grain orientation and b) amount of <200> orientation due to substrate temperature, with 

chamber pressure at different RF power. 

 

From Figure 4.22, no obvious impact of substrate temperature is seen on the grain size (< 5%) 

or on the relative amount of <200> orientation, and the slight variations could be the result of 

reaching the accuracy limit of grain size measurements. This lack of a significant temperature 

impact can be due to the chamber hardware limitation, on which we could change the temperature 

only by 60°C and this range might not be sufficient to see an effect on TiN microstructure.  

 

4.3.8   TiN grain analysis by ASTAR technique 

ASTAR is a commercial system from NanoMEGAS [157], based on the Automated Crystal 

Orientation Mapping (ACOM) technique,  used to obtain automated crystallographic and 

orientation mapping. It is based on a high energy electron beam in a TEM equipment where an 

electron beam is scanned over the sample area of interest. Electron diffraction pattern consisting of 

spots is formed in relation with the crystal orientation of the scanned area. Information on the 

crystal orientation is obtained by cross correlation of the diffraction pattern (spots) with simulated 

templates [158][159]. This working principle is shown in Figure 4.23. 

 

In this section, we will present the capability of the ASTAR technique to map the crystal 

orientation of TiN metal layer. Later, the grain size and relative quantity of grains obtained from 

ASTAR will be compared to the ones obtained from in-plane and out-of-plane XRD measurements. 

ASTAR and XRD measurements were perfomed on blanket wafers with very thick TiN of 40 nm, 

deposited by the reference TiN RF-PVD conditions, over a Si substrare and then followed by a 

poly-Si layer deposition . A thick TiN layer is required to build a thick-enough lamella (or sample) 

which can be analysed by ASTAR, as it will increase the diffracted signal. ASTAR is performed 

in two orientations depending on the direction of the electron beam, these will provide grain 

orientation information about TiN top surface or the cross section as shown in Figure 4.24. 
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Figure 4.23: Working principle of the ASTAR technique [158] 

 

 

 

Figure 4.24: Schematic showing the sample used for ASTAR measurements and different analysis orientations 

 

 Grain orientation maps of TiN obtained from ASTAR are shown in Figure 4.25, both in the 

top view and the cross section view. It shows that many orientations are present in the TiN layer 

and the major ones are <111> (blue), <200> (red) and <220> (green). The other orientations 

observed in smaller amounts are <112>, <102>, <212>, <111> and <113>. Figure 4.25c shows the 

top view of a 70x30 nm2 region of TiN gate, which is close to the size of a FDSOI transistor used. 

It shows that many grain orientations with different size are present within this area, which 

highlights the importance of MGG on VT variability. From the top view image of the different grain 

orientations, the grain size and relative amount of grains can be obtained, simply by the area ratio 

of the grains. These are shown in Table 4.2, which also shows the values obtained from XRD in-

plane and out-of-plane measurements.  

 

Effect of precession

➔ Improves indexation reliability

Precession

TEM lamellaTEM lamella

Scanning 

Precession
Database

Rauch,E.F. & Dupuy,L. (2005). Arch. Metall. Mater. 50, 87–99

Template

matching

Best match

➔ 1 orientation 

indexed characterized 

by 3 Euler angles

software

TiN 40 nm (crystalline)

Si bulk (crystalline)

Si asdep (amorphous)

Thin TEM lamella

Electron beam - Top view

Electron beam – Cross section 

view



133 

 

 

Figure 4.25: Grain orientation mapping of TiN layer in a) cross section view, b) top view and c) top view of an area 

of 70x30 nm2 region 

 

 

Table 4.2: Grain size and % of TiN crystallites orientation obtained from ASTAR and XRD 

 

Note that as <112>, <102>, <212>, <111> and <113> have an even-odd combination of h,k,l 

indices, they will not be observed in an XRD spectra (section 2.2.3). For this reason ASTAR and 

XRD are compared in Table 4.2 only for <111>, <200> and <220> orientations. From Table 4.2, 

it is clear that the grain size obtained by ASTAR and in-plane XRD are similar. The relative 

percentage of grains of <111> and <200> can be compared between the two techniques by applying 

the condition: % 111 + % 200 =100 (as <220> is not observed in out-of-plane XRD), and these 

relative % for <111> and <200> orientations obtained from ASTAR and XRD are also quite close 

to each other. Therefore, we can conclude that ASTAR can be used to analyze the microstructure 

of TiN metal gate and gives additional information, i.e. an actual grain orientation mapping of the 

sample area. Further, there is a good matching of results obtained from ASTAR and XRD 

techniques. 
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4.4   Conclusion 

In this chapter, the effect of TiN metal gate RF-PVD deposition conditions (chamber pressure 

RF power and substrate temperature) on the grain orientation, grain size, mechanical stress, 

resistivity, effective workfunction (WFeff) and wafer-level non-uniformity has been investigated 

[PK-2]. The grain size and orientation is significantly modulated by varying RF power and chamber 

pressure during TiN RF-PVD process. Grain size as low as 5.2 nm has been obtained. Moreover, 

a unique TiN crystal orientation have been obtained for the first time, for few optimized process 

conditions [PK-2] [PK-6], which might have an impact on reducing threshold voltage variability. 

Deposition rate is modulated significantly, knowledge of which is very important for a good 

thickness control of ultrathin TiN films. Mechanical stress varies over a large range and for some 

conditions of RF power and pressure, significantly low stress values are obtained that might 

improve gate patterning and adhesion of TiN films. Sheet resistance also varies over a large range 

and for the unique grain orientation conditions, sheet resistance value of 150 μΩ.cm is achieved 

that might improve device performance.  

As the RF power and pressure are varied, MOS WFeff is modulated but the trend is opposite to 

the expected modulation of the intrinsic TiN metal gate workfunction with grain orientation. On 

the contrary, WFeff variation is well correlated to the Ti/N ratio, suggesting an effect related to 

dipole at SiO2/high-k interface.  

No obvious impact of substrate temperature between -10°C and 50°C is observed on the grain 

size or their relative orientation.  Sheet resistance decreases along the wafer radius and has been 

correlated to the increase of grain size, and this non-uniformity is <5% for the unique grain 

orientation conditions. ASTAR technique is capable to map and image all crystal orientations 

present in the TiN metal layer with an excellent accuracy, which was not possible with XRD. The 

results on the grain size and relative amount of crystal orientations are quite similar to as obtained 

from XRD measurements. 
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5.   Study of La and Al diffusion in HKMG stack 
 

In this chapter, the diffusion of La and Al additives, introduced inside the HKMG stack for 

WFeff  engineering, is investigated. The main studied parameters are the temperature and time of 

the drive in anneal (DIA) step in the sacrificial gate process.  Section 5.1 introduces the mechanisms 

and the fundamentals of the diffusion process. In section 5.2, the sacrifical gate process and the use 

of two different process flows (or devices), that have been used in this study to measure diffused 

dose and effective workfunction are presented.  

 

Section 5.3.1 presents the X-Ray Fluorescence (XRF) results for diffused dose of La or Al in 

the gate stack depending on the DIA time and temperature. First, a methodology has been defined 

to correct the diffused dose from the no-anneal steps. Then, this section highlights the main 

differences between La and Al additive diffusion and different high-k. Section 5.3.2 first presents 

the modulation of effective workfunction or additive dipole by the DIA conditions. Then, the 

modulation of dipole and diffused dose by DIA conditions are correlated, and the results obtained 

on the two additives and different high-k have been compared.  

 

 

5.1   Introduction to diffusion 

Diffusion is the transport of a material into another one by their respective atomic motion. It 

takes place by statistical net motion from regions of high concentration to that of low concentration, 

i.e. by concentration gradient or in other context by a gradient in chemical potential. Diffusion is a 

thermally activated process with a strong dependence on temperature. Diffusion is used extensively 

in integrated circuit (IC) and micro-electro-mechanical systems (MEMS) manufacturing, with the 

use of high temperatures in the range of 700°C - 1200°C. Diffusion is used to introduce impurities 

(doping) into the silicon substrate, to control the Fermi level and so the electrical properties of the 

device such as resistors, diodes, BJTs, MOSFETs (P-type or N-type). It is also involved in the 

thermal oxidation of silicon to form the interlayer SiO2. It takes place during chemical vapor 

deposition process used to deposit many material during IC processing, such as poly silicon, SiO2, 

silicon nitride and metals such as tungsten, molybdenum, tantalum, titanium, etc. Doping by 

diffusion is very useful but sometimes unintentional dopants such as gold, copper or nickel can 

ruin solid-state electronic devices. 

During diffusion the atoms move from one site to the next, and this movement can be of 

different types depending on the type of atoms involved and the defects present in the host material. 

The four type of possible diffusion mechanisms are shown in Figure 5.1. The two basic types, 

based on where the diffusing atoms occupy specific sites, are interstitial diffusion and substitutional 

diffusion. Other mechanisms can take place with the combination of interstitial and substitutional 

diffusion. A brief summary of these is given below: 
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Figure 5.1: Different possible diffusion mechanisms in a solid material [160] 

 

• Interstitial diffusion: In this form of diffusion, the impurity atoms in one interstitial site 

jumps to the neighboring site. Such a movement or jump of the interstitial atom involves a 

considerable distortion of the lattice, and this mechanism is probable when the interstitial 

atom is smaller than the atoms of the host material. So, small atoms like carbon, hydrogen, 

nitrogen, oxygen and some metals are able to diffuse though this mechanism. It is 

characterized by fast diffusivity as there are many interstitial sites. 

 

• Substitutional diffusion: This diffusion is said to take place by substitutional or vacancy 

mechanism, when an atom at a normal site jumps into an neighboring unoccupied site 

(vacancy). Since the concentration of vacancies in a material are low, compared to 

interstitial sites, substitutional diffusion is much slower than interstitial diffusion. 

Substitutional elements (like dopants) are characterized by substitutional diffusion. 

 

Diffusion is described by Fick’s diffusion laws. Fick’s first law describes how the flux (or flow) 

of dopant depends on the doping gradient (Figure 5.2a). It is described by the following equation: 

 

J = −D
dN

dx
 

 

  5.1        

where J is the flux of diffusing atoms inside the host material, D is the diffusion coefficient, N is 

the dopant concentration and dN/dx is its gradient along diffusing direction x. This is also known 

as the steady-state diffusion as the J (or dN/dx) does not change with time, as depicted in Figure 

5.2a. Here NHI and NLO are respectively the constant concentrations at the entry and exit surfaces 

of the host material. 
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Figure 5.2: Concentration and flux of dopants in a) Steady state diffusion and b) Non-steady diffusion  [160] 

 

In practical situations, the concentration profile dN/dx, and so the flux J, changes with time. A 

flux being dependent on time will result in an accumulation of dopants inside the host material, as 

depicted in Figure 5.2b. Fick’s second law deals with the time dependence of concentration and 

flux, it is also termed as nonsteady-state diffusion (depicted in Figure 5.2b) and given by Eq. 5.2. 

 

dN/dt = - D ∙ (d2N/dx2) 

 

   

5.2        

Eq. 5.2 can have at least two solutions for N(x,t) depending on the different boundary 

conditions, as described below: 

1) If the concentration of dopants is constant at the surface, i.e, N(x=0,t) = No, then the 

variation of dopant concentration with time is given by Eq. 5.3. 

 

N(x,t) = N0 ∙ erfc(x/(4Dt)1/2)   5.3        

 

where (Dt)1/2 is called the diffusion length and erfc is the complementary error function which is 

derived by integrating the normal probability function, as follows: 

 

erfc (x) = 1 −  
2

√π
∫ e−t∙t ∙ dt

x

0

 
  5.4        

 

Total diffused dose Q in a time t is the integral of the dopant distribution N(x,t) from the surface to 

infinity. 

a) b)

Steady state Non-steady state 

J J
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Q(t) = ∫ N(x, t) dx
∞

0

= 2 ∙ No ∙ ( 
Dt

π
)

0.5

 

 

  5.5        

In this case the dopant concentration and the total dose varies with distance and time as shown 

in Figure 5.3. 

 

 

Figure 5.3: Variation of dopant concentration and total dose with distance inside the host material, at different times 

with fixed surface concentration  [160] 

 

2) If we assume that the total dose Q is always fixed, i.e. the integral of N(x,t) = Q, then N(x,t) 

is given by Eq. 5.6 and the profile is shown in Figure 5.4. 

 

 

Figure 5.4: Variation of dopant concentration with distance inside the host material, at different times with fixed total 

dose  [160] 

N(x, t) =
Q

√πDt
∙ e−(

x.x
4Dt

)
 

  5.6        
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Diffusion coefficient D is defined by Eq. 5.7 

 

D = D0 ∙ e -(Ea/KbT)   5.7        

  

where D0 is the temperature independent pre-exponential term, Ea is the activation energy for 

diffusion, Kb is the Boltzmann constant (1.38×10-23 J/K) and T is the temperature during diffusion 

(K). In order to diffuse, the dopant atoms jumps from one host material site to the other by 

squeezing through its neighbor atoms. The energy needed for this transition is the activation energy 

Ea, as shown in Figure 5.5.  This makes the dopant diffusion a thermally activated process. 

 

 

Figure 5.5: Schematic representation of diffusion of an atom from one site to the other, and the activation energy 

needed for this transition [161] 

 

The average thermal energy of an atom is KT, which is much smaller than the activation energy 

Ea. Thus a large fluctuation in energy is required in order for the atom to jump from one site to the 

other. The probability of such fluctuation (or the frequency of jumps) is described by the Arrhenius 

equation described below: 

 

 

R = R0 ∙ e -(Ea/KbT)   5.8        

 

where R0 is proportional to the frequency of atomic vibrations. Ea depends on both the nature of 

the host material and the diffusing atoms. This way the diffusion coefficient in Eq. 5.6 follows the 

Arrhenius dependence on temperature. The second part of the diffusion coefficient, D0, is different 

for every pair of diffusing and host species. In literature the typical values range from 10-11 for slow 

diffusing species to 10- 5 for fast diffusing species.  

Ea
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Diffusion also depends on the microstructure of the host material. It is faster in poly crystalline 

materials compared to single crystal materials, as diffusion along grain boundaries is faster due to 

large spacing between atoms. In general, diffusion is fast for open crystal systems, lower melting 

point materials, materials with non-covalent bonding, smaller diffusion atoms, for cations and for 

lower density materials. 

 

Secondary ion mass spectrometry (SIMS) measurements are able to measure the dopant 

concentration profile inside various materials. From previous studies based on time-of-flight SIMS 

(ToF-SIMS) measurements on diffusion of additives in HKMG of STMicroelectronics, the dopant 

profile at the surface was found to be constant [162]. As we use the same process for the HKMG 

stack, we thus assume that that our dopant profile will be as described in Figure 5.3 and the total 

dose as described by Eq. 5.5. Thus inserting the diffusion coefficient from Eq. 5.7 into Eq. 5.5 for 

total diffused dose Q, we get: 

 

Q(t, T) = 2 ∙ No ∙ (D0/π)0.5 ∙ ( t)0.5∙ ( e)−Ea/2KbT   5.9         

 

Q(T) = K∙ ( t)0.5 ∙ ( e)−Ea/2KbT 5.10         

 

Therefore, the activation energy Ea and K (containing information on the pre-exponential D0) 

can be estimated by plotting ln(Q) versus 1/T. In section 1.2.4, we presented the introduction of La 

and Al additives into the HKMG stack by the sacrifical gate process used, for effective 

workfunction WFeff engineering. FDSOI devices require a fine tuning of the WFeff in order to reach 

its specific requirements. In the next sections, we will investigate the modulation of the diffusion 

of La and Al in the gate stack, by varying the process conditions of the drive in anneal (DIA) step, 

i.e. the time and temperature of anneal.  

 

5.2   Device fabrication 

The sacrificial gate structure used to introduce La and Al in the gate stack is shown in Figure 

5.6a. It consists of 1 nm thermally grown SiO2 interfacial layer, followed by a 1.8 nm thick HfSiON 

or HfON High-k layer deposited by MOCVD or ALD respectively. Then, the sacrificial gate stack 

consisting of La or Al layers sandwiched between a bottom pedestal TiN (0 or 1 nm) and the top 

capping TiN (4.5 nm) were deposited by RF-PVD. Next, silicon is deposited as a capping layer on 

the top, followed by a thermal treatment under N2 atmosphere, at the choosen DIA temperature and 

time, in order to activate the diffusion of additives into the high-k/SiO2 stack (Figure 1.18a). Figure 

5.6b shows the DIA splits on temperature and time that were used in this work to study La and Al 

diffusion. Then the Poly Si and TiN (sacrificial gate) were removed by wet etching (Figure 1.18b). 

Now, two types of process flow were followed depending on the type of measurements conducted 

on the device thus fabricated: 

• First is the process flow for blanket wafer used to study diffused additive dose in section 

5.3.1. The process flow described above was done on Si substrates until the wet removal 

of the sacrificial gate, followed by XRF measurements to obtain the diffused additives 

dose. The process is the same as presented in Figure 1.18 for sacrificial gate, except that 

the final TiN and poly Si were not deposited (step 3). After the sacrificial gate removal by 
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wet etching, Ti signal was measured by XRF to make sure that the sacrificial gate has been 

removed completely and that only the La or Al dose diffused inside the gate stack will be 

measured. Indeed we confirm that, on all the splits the measured Ti signal was negligible, 

meaning that sacrificial gate was completely removed. 

 

• Second is the process flow for the MOS capacitors, that was introduced in section 1.3.2 

and also used in section 4.3.2, to study their effective workfunction.  After the wet removal 

of the sacrifical gate, final TiN and poly-Si were deposited and S-D anneal was done on 

STI SiO2 cavities, followed by CMP patterning in order to fabricate MOS capacitors, as 

shown in Figure 1.21. A bevel interlayer (section 1.3.3 and Figure 1.22) was used in order 

to study dipoles formed by La or Al at the SiO2/high-k interface through the analysis of 

flatband voltage (VFB) versus EOT plots. 

 

 

 

Figure 5.6: a) Schematic of the HKMG stack and b) DIA process splits used to study their impact on diffused dose 

and effective workfunction 

 

5.3   Results 

In this section, we will first present the results on diffused dose of La measured by XRF or Al 

measured by XPS in the gate stack, with DIA time and temperature. Next, the results on effective 

workfunction and dipole modulation by DIA conditions will be presented. Finally, the correlation 

between diffused additive dose and the WFeff or dipoles formed by these additives will be made. 

 

5.3.1   Modulation of diffused additive dose by DIA conditions  

Diffusion of La in HfON/SiO2 stack 

Blanket wafer process, containing the HKMG stack as shown in Figure 5.6a, with HfON as the 

high-k and 4Å La deposited directly on it (no pedestal TiN used) was used. Various DIA time and 

temperature were used to have a wide range of diffused La dose: with 10 s at temperatures = 700, 
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760, 820 and 900ºC, or time = 0, 10, 30, 60, and 110 s at 760°C. A time of 0 sec (no-anneal) means 

that the entire sacrificial gate process was done except the DIA step. Indeed, with this skip-anneal 

condition the gate stack will contain La dose diffused by steps other than the DIA, particularly the 

poly-Si deposition step done at 525°C for about 1000s. The total dose calculated by XRF will be a 

combination of dose diffused during thermal processes before DIA and the DIA itself. Thus, 

information on the no-anneal dose will be helpful to correct the additive dose diffused, and thus 

obtain a correct diffusion model that enables the extraction of reliable activation energy values. We 

indeed found a reasonable amount of diffused dose (4.36∙1013 at/cm2) even without the DIA step. 

Thus, we must define a method to correct the diffused dose of other splits with different DIA 

conditions, it is presented below: 

 

In Eq. 5.9 and 5.10, we defined the total dopant dose (Q) diffused in a material at a certain 

annealing temperature (T) and for a duration (t). In our case, Q is a combination of the no-anneal 

and the DIA step. Thus for each temperature, we can define an effective time t0’T that gives the 

same no-anneal dose, if it was done at the DIA temperature T (instead of at 525°C for 1000 s). 

Thus Eq. 5.9 can be written for the dose diffused during the no-anneal step (Q0) as: 

 

  

Q0 = K ∙ (t0′T)0.5( e)−
Ea

2KbT 
5.11         

 

The diffusion equation can be written for the total diffused dose Q as: 

 

Q(t, t0′T, T) = K ∙ ( t + t0′T)0.5( e)−Ea/2KbT 5.12         

 

where T and t are the temperature and time of the DIA step alone. Thus for each DIA temperature 

and diffused dose, a corresponding value of t0’T can be calculated from Eq. 5.11 and Eq. 5.12 by:  

 

Q(t, t0′T)/𝑄0 =
(t + t0′T)0.5

(t0′T)0.5
 

5.13         

 

t0′T =
t

(
𝑄

𝑄0
)2 − 1

 

 

5.14         

As the total effective diffusion time (t+t0’T) will be different at each temperature, the actual 

dose Q cannot be compared directly to calculate the activation energy. In order to compare the 

diffused dose at different temperatures to calculate Ea and K, a dose normalized to a given time is 

defined as: 

 

Q (T)*=
Q

(1+t0/t)0.5 = K ∙ (t)0.5 ∙ ( e)−Ea/2KbT 5.15         

 

where t = 10 s. Q(T)* is calculated for the different temperatures, and it is the dose that we 

should have with only the DIA time (10 s). The raw dose Q and the corrected dose Q* are plotted 

versus the inverse of the temperature (1/T) in Figure 5.7, for a DIA time of t = 10 s. We see that 

the diffused dose changes with temperature in both cases and ln(Q) varies linearly with the inverse 
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of the temperature. This behavior is what was predicted in Eq. 5.9, meaning that the dose follows 

the Arrhenius law, i.e. exponential behavior of dose in temperature. The value of the diffused dose, 

K and the activation energy changes after correcting the data with the no-anneal dose. This means 

that La diffusion during process steps, other than DIA, is not negligible and must be taken into 

account. The dose decreases especially for lower temperature and Ea increases after correction, as 

we take into account the effect of the no-anneal step. 

 

 

Figure 5.7: Variation of diffused La dose with the inverse of DIA temperature (1/T), for raw diffused values and 

corrected by the no-anneal dose 

 

Diffused dose Q was measured for different DIA time t = 0, 10, 30, 60, 110 s, at a temperature 

of 760°C. Figure 5.8 shows the variation of this diffused dose versus DIA time, and similar to the 

trend in Figure 5.7, the effect of no-anneal dose is seen with some diffused dose with zero DIA 

time. Moreover, the ideal diffused dose can be calculated from the model presented above, by 

inserting the extracted values of K and Ea, and value of t0’760 obtained for T =760°C in Eq. 5.15. 

Figure 5.8 compares the raw dose with the modelled dose, and the raw dose follows the modelled 

dose at small DIA times but then deviates from it. The raw dose seems to follow a power law in 

time, but with a lower exponent (0.4) compared to the ideal or modelled dose curve (0.5 in Eq. 

5.9). This deviation from the ideal behavior can be due to the fact that the ideal behavior is expected 

for diffusion in an infinitely thick material, but our gate stack is only 3 nm thin and quite 

complicated with a bilayer structure (high-k/SiO2). Moreover, La reactions with the high-k and 

SiO2 layers [138] [163], which might be slowing down the diffusion process inside the gate stack, 

especially at the interface between them. This phenomena has been previously observed by Z. Essa, 

C. Gaumer et al. [162]. 
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Figure 5.8: Variation of the raw diffused dose and the modelled dose versus DIA time 

 

Diffusion of La in HfSiON/SiO2 stack 

For these studies, HfSiON was used as the high-k in the gate stack of Figure 5.6a, and La 6Å 

layer was deposited on top on it. DIA was performed for 10s at temperatures of 700, 760, 820 and 

900ºC, and DIA duration was 0, 5, 10, 30, 60, 110 s at 900°C. As a reminder, DIA time of 0 s is 

where annealing was skipped. As done with HfON in the previous section, t0 is calculated for each 

temperature, leading to the calculation of corrected dose Q(T)*. Figure 5.9a shows, the variation 

of diffused dose versus the inverse of DIA temperature, with or without correction with the no-

anneal dose (raw-Q and corrected-Q*). As with Figure 5.7, the diffused dose varies significantly 

with temperature in an exponential manner. The value of the diffused dose and activation energy 

changes by correcting the diffused dose with the no-anneal dose, highlighting that some La diffuses 

inside the gate stack even without the DIA. However, this change due to the correction is a bit 

lower than observed on HfON high-k. Compared to La diffusion in HfON, activation energy is 

higher in HfSiON and the diffused dose is lower.  

In Figure 5.9b, diffused dose and the ideal diffused dose are plotted with the DIA. The two 

curves are quite the same, showing that diffusion of La inside HfSiON follows the ideal diffusion 

model predicted by the diffusion equation in Eq. 5.8. Moreover, the dose diffused in the no-anneal 

steps (t=0) is very low at this high temperature. 
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Figure 5.9: a) Variation of diffused La dose with inverse of DIA temperature and b) Variation of the raw diffused 

dose and the modelled dose versus DIA time 

 

Diffusion of Al in HfON/SiO2 stack 

In order to study Al diffusion, Al 2.2Å layer was deposited either directly on top of HfON or 

above a pedestal TiN, as described in Figure 5.6a, to investigate the effect of DIA conditions and 

of the pedestal TiN on Al diffusion in the gate stack. DIA temperature was varied from 700 to 

900ºC at 10s, and DIA times of 0, 10, 30, 45 and 60 s at 760°C were used. Figure 5.10a shows the 

variation of diffused Al dose with inverse of DIA temperature and DIA time. Again, there is a 

difference between the raw (Q) and corrected (Q*) values of dose and activation energy (from 1.4 

to 1.76 eV), but this correction seems slightly less important than it was for La diffusion in HfON 

due to a relatively smaller value of t0’750. Diffused dose is lower and the activation energy of 1.76 

eV obtained is smaller compared to La diffusion on HfON (Figure 5.7).  

Figure 5.10b plots the raw diffused dose and the modelled dose with the DIA time. We see that 

a significant dose is diffused even at zero DIA time. The dose begins to saturate if compared to the 

modelled dose. This does not seem to be due to the exhaustion of the as-deposited Al layer, because 

the dose obtained in Figure 5.10a with the highest temperature is higher than the saturation value 

with DIA time. This might be explained by the reaction of Al with the HfSiON/SiO2 layers, similar 

to the case of La, or due to the formation of AlN clusters at high Al doses [135]. Both these 

phenomena can stop Al diffusion into the high-k, and hence Al diffusion does not follow the ideal 

diffusion equation in Eq. 5.9. Lastly, diffused Al dose is higher and Ea is lower compared to La in 

HfON. 
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Figure 5.10: Variation of diffused Al dose with inverse of DIA temperature and b) variation of the raw diffused dose 

and the modelled dose versus DIA time 

 

Next, we will study the impact of the pedestal TiN on the diffusion of Al. For this, we will 

compare the diffused Al dose on splits with or without the pedestal TiN (see Figure 5.6a). Figure 

5.11 compares the temperature behavior of the raw Al dose Al for the two splits. Here we could 

not correct the raw values to obtain Q*, due to the lack of no-anneal data for the pedestal TiN case. 

Moreover, even if the no-anneal data was available, the model presented earlier will not be valid 

due to the presence of the pedestal TiN (a bilayer of TiN+oxide). Thus, the activation energy 

comparison is not reliable because the model presented above is not valid here. 

 

 

Figure 5.11: Variation of diffused Al raw dose with the inverse of DIA temperature (1/T), with or without a pedestal 
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Nevertheless, compared to diffusion without any pedestal TiN, diffusion through a pedestal 

TiN is significantly lower even at the highest temperature and this difference increases as the 

temperature is lowered. This shows that the pedestal TiN layer acts like a very efficient diffusion 

barrier for Al. The lower diffusion with pedestal can be explained by the lower concentration of 

dopants (N0 in Eq.5.9) at the surface of the high-k, due to the TiN pedestal layer. 

 

Diffusion of Al in HfSiON/SiO2 stack 

For this study, a 2.2Å Al layer was deposited directly on the high-k and DIA was done for 

temperatures between 700-900 ºC for 10s, and times between 0 - 110 s at 820°C. Figure 5.12 shows 

the variation of dose with inverse of DIA temperature and time, and comparing the raw (Q) and 

corrected (Q*) curves shows that some Al diffuses even before the DIA step and the activation 

energy changes from 1.41 to 1.92. Moreover, the variation of the raw dose with DIA time does not 

follow the modelled dose behavior and saturates. Diffused dose at the highest temperature is higher 

than this saturation value, so this behavior again might be due to the reaction of Al with 

HfSiON/SiO2 stack or due to formation of AlN clusters at high Al dose [135]. 

  

 

Figure 5.12: Variation of diffused Al dose with inverse of DIA temperature and b) Variation of the raw diffused dose 

and the modelled dose versus DIA time 
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to correct the dose, by taking into account the contribution of the no-anneal steps. In all the cases, 

the diffused dose has an exponential (Arrhenius) dependence with temperature, as predicted by 

diffusion Eq. 5.9 and the corrected dose allows to calculate the value of K (estimation of N0∙(D0)
1/2) 

in Eq. 5.9) and activation energy Ea, as shown in Figure 5.13. The activation energy for La is higher 

in HfSiON compared to HfON, meaning that La diffuses faster in HfON and so the diffused dose 
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is higher. For Al, activation energy is lower and so the diffused dose is higher in HfON compared 

to HfSiON, but this difference is smaller than obtained for La. This difference between HfON and 

HfSiON might be due to the low volumetric density and higher number of defects in HfON, 

compared to HfSiON, which are the precursor sites for diffusion. In HfON and HfSiON, diffused 

dose of Al is higher as compared to La with a lower activation energy, which might be explained 

by the fact that the size of Al atoms are smaller than La. Due to a smaller size, Al atoms are able 

to easily jump from one site to another in the high-k. For all cases, the value of K increase 

monotonously with the activation energy. 

Diffused dose has a power law dependence in DIA time, where the power law exponent is 

smaller than as predicted in Eq. 5.9. Moreover, for Al, the diffused dose even saturates after a 

certain DIA time. The power law exponent slightly improves when the dose is corrected with the 

no-anneal dose, but still remains different from the ideal value of 0.5. This low exponent or 

saturation does not seem to be due to exhaustion of the as deposited La or Al layers, but rather due 

to reactions of La and Al with the high-k/SiO2 stack [138] [162][163] or due to the complexity and 

ultrathin oxide layers. For Al, formation of AlN clusters might also be contributing to the dose 

saturation with time. Therefore it seems that the diffusion mechanism is thermally activated and a 

kinetic reaction mechanism between La or Al and the gate oxides, that can explain the diffusion 

saturation with DIA time. 

 

Figure 5.13: Variation of corrected dose of La and Al dose with the inverse of DIA temperature (1/T), on different 

high-k 
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5.3.2   Modulation of  effective workfunction by DIA conditions 

The process to introduce La or Al in the gate stack for workfunction enginnering, by forming 

dipoles at the SiO2/high-k interface (δ), was presented in section 1.24. In the previous section we 

have investigated the effect of the DIA conditions on the total diffused dose inside the HKMG gate 

stack. Modulation of the effective workfunction by these additives will depend on their dose 

present at the SiO2/high-k interface, which might be related to the total dose in a complicated 

manner. In this section, we will investigate the impact of the DIA conditions, same as used in the 

previous section, on the effective workfunction and the dipole formed by the additives in the gate 

stack. Finally, a correlation will be made between the δ and the total diffused dose.  

 

For these studies, sacrificial gate stack with MOS capacitor process flow was used as described 

in section 5.2. La or Al were deposited on top of the HfON or HfSiON and DIA was done for 

several splits on temperature and time. C(V) measurements were conducted on dies along the wafer 

radius with a varying EOT, and flatband voltage VFB and WFeff were obtained from fitting them 

(as done in section 4.3.5 in Eq. 4.1 and 4.2). Figure 5.14 and Figure 5.15 shows the WFeff versus 

EOT plots for devices, with La on HfON/SiO2, having variations in the DIA temperature and time 

respectively.  

 

In Figure 5.14, the slope of the plot (or fixed charges) for 820°C is quite different due to a 

different Si doping compared to other splits, but it will change the value of the La or Al dipole. As 

the extrapolation of WFeff to EOT = 0 is equal to WFM + δ , the value of δ can be estimated from 

these plots because WFM is not expected to change with La or Al diffusion. We see that the WFeff 

and δ decreases as DIA temperature and time is increased. This can be understood by the trends on 

Figure 5.7 and Figure 5.8 where La dose is increasing with temperature and time, and we know 

that WFeff decreases as La is added and forms dipoles inside the gate stack. 

 

 

Figure 5.14: WFeff vs EOT plots for devices with variation in DIA temperature, showing the effect of La addition  
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Figure 5.15: WFeff vs EOT plots for devices with variation in DIA time, showing the effect of La addition 

 

Similarily, Figure 5.16 and Figure 5.17 presents the results for Al diffusion on HfON, with DIA 

temperature and time. WFeff and δ increases with temperature and time and can be understood by 

increases of Al dose with temperature and time in Figure 5.10. This trend is the opposite of what 

was observed for La because the electrical impact of Al dipole at the SiO2/high-k interface is 

opposite to that of La. In Figure 5.16 and Figure 5.17, the results of no-anneal split are also plotted 

and we see that the workfunction change without any anneal is significant, that is similar to as 

observed for diffused Al dose.   

 

 

Figure 5.16: WFeff vs EOT plots for devices with variation in DIA temperature, showing the effect of Al additio 
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Figure 5.17: WFeff vs EOT plots for devices with variation in DIA time, showing the effect of Al addition 

 

From such plots of WFeff vs EOT, the WFM + δ (WFeff @ EOT = 0) is obtained for devices 

without additives and devices with the diffusion of La and Al on HfON and HfSiON, with 

variations in DIA temperature and time. For the devices with La or Al introduced in the gate stack, 

their WFM + δ value is subtracted from the device wthout any additives. This difference gives the 

δ value only due to the addition of La or Al at the SiO2/high-k interface.  
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materials are equally strong. Comparison between La and Al results in Figure 5.18 and Figure 5.19 

shows that the δ shift at the same diffused dose is higher for La compared to Al on both HfON and 

HfSiON. This confirms, thre results obtained earlier [40], that dipole formed by La has a stronger 

electrical impact, compared to that of Al. Moreover, the roll-off phenomena for La is stonger 

compared to Al, as seen in Figure 5.14 and Figure 5.16. 

  

 

Figure 5.18: Variation of dipole at the SiO2/high-k interface versus the diffused Al dose on a) HfON and b) HfSiON 

 

 

Figure 5.19: Variation of dipole at the SiO2/high-k interface versus the diffused La dose on a) HfON and b) HfSiON 
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5.4   Conclusion 

In this chapter, the impact of the drive-in-anneal (DIA) conditions, of the sacrificial gate stack, 

on the diffusion of La and Al additives and the effective workfucntion (WFeff) are investigated. For 

both the additives, the diffused dose changes significantly with temperature and follows the 

Arrhenius law of exponential behavior in the DIA temperature. Moreover, the diffusion of these 

additives, in steps before the DIA step, is significant and a model is proposed to correct the dose. 

With this correction, an increase in the temperature activation energy and time power law exponent 

is observed. Studied as a fucntion of time, the variation of dose does not necessarily follow the 

ideal power law, and in the case of Al the dose even saturates for higher DIA times. This might be 

due to the ultrathin and bilayer gate stack, chemical reaction of dopants the gate oxides or due to 

formation of AlN clusters in them.  

 

For both La and Al, the dose diffused in HfON is higher than in HfSiON, probably due to a 

lower volumetric material density and higher number of defects in HfON. Moreover, in both HfON 

and HfSiON, diffused dose of Al is higher compared to La, which might be due by the smaller size 

of Al atoms compared to La. The diffused dose increases as the activation energy is decreased, 

which can explain the differences in diffused dose between the different additives and high-k’s.  

 

The effective workfunction shift with the DIA conditions has been correlated with the diffused 

additive doses. For La addition, on both HfON and HfSiON, the workfunction changes linearly 

with the diffused dose, quite similar to studies done earlier, irrespective of the method used to 

introduce the dose (by varing DIA time or temperature). In the case of Al addition, the dose follows 

a linear behaviour for small doses but then deviates and saturate for higher doses. Finally, these 

results show that Al or La dipole on HfON is stronger than on HfSiON, and La dipole is stronger 

than that of Al on both the high-k’s.  
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6.   X-ray Photoelectron Spectroscopy under bias 
 

This chapter presents the development and validation of XPS under bias technique to analyze 

HKMG stack band energies, with the main aim to localize different dipoles. Section 6.1 presents 

the need for this technique and a comparison of its benefits with capacitance measurements will be 

done. The state of the art and the major issues related to the conventional the XPS and XPS under 

bias techniques will be presented. 

 

Section 6.2.1 presents the specific test structures, used to perform XPS under bias 

measurements, and their process flow. In section 6.2.2, the biasing issues occuring due to different 

parasitic serial resistances will be discussed, and section 6.2.3 will present the biasing solutions 

developed by a specific methodology that combines electrical measurements, XPS under bias 

measurements and modeling on different devices.  

 

The various experimental issues, related to the XPS equipment and the samples, and their 

solutions will be discussed. This includes the issue of device location inside the XPS equipment in 

section 6.3.1, and the estimation of the exact size and the position error of the X-ray beam used to 

perform XPS measurements in section 6.3.2. Section 6.3.3 deals with the impact of the X-ray beam 

on the devices, during XPS measurements. Lastly, in section 6.3.4, the experimental methods 

employed to reduce the parasitic bias drops in the Si substrate will be shown. 

 

In section 6.4, XPS under bias technique will be validated. This involves the development of a 

procedure to fit the XPS signals from the different layers of the HKMG gate stack, in section 6.4.1. 

Next, in section 6.4.2, the binding energy values obtained from fitting the XPS signals will be 

compared to the values obtained with electrical modelling. 

 

Lastly, in section 6.5, XPS under bias technique will be used to localize and quantify dipoles 

related to the addition of La or Al, and dipoles occuring due to TiN gate thickness modulation. In 

section 6.5.2, the methodology to use XPS measurements at zero bias for estimating the values at 

the flatband condition will be presented. 

 

6.1   State of the art and the need for XPS under bias 

The development of CMOS devices needs effective tools to compare various technologies with 

specific architectures. Their characterization relies on the measurement of various parameters, such 

as the effective workfunction (WFeff) or the flat band voltage (VFB), the effective oxide thickness 

(EOT), and the various charges and dipoles present in the gate stack. In section 2.1.1, we have seen 

that EOT, WFeff and silicon surface potential and its charge, can be extracted from capacitance 

voltage C(V) measurements. WFeff is the parameter that depends on the difference between metal 

and semiconductor Fermi levels. It is affected by, and contains information about, the fixed charges 

present in the gate oxide, dipoles at various HKMG interfaces and interface states (Dit) (see Eq. 

1.13). Despite the fact that WFeff contains combined information about these parameters, 

calculating their individual values and localizing them inside the gate stack is complicated.  

 

Although in Figure 2.5, it was shown that the amount of fixed charges and dipoles can be 

obtained by C(V) measurements using a bevel interlayer, however, it was possible only with the 
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prior knowledge that the dipoles are present only at the high-k/SiO2 interface and fixed charges 

only at the SiO2/Si interface. Moreover, this analysis requires measurements on a large number of 

devices. In addition, obtaining Dit information from C(V) measurements at very low frequency can 

get complicated, due to measurement difficulties faced at low frequencies.     

 

The information of charges, dipoles and interface states inside the HKMG stack can be obtained 

through the knowledge of relative band energies of the gate stack layers, which can not be obtained 

from C(V) measurements. Band energy diagram become even more complicated in the case of a 

HKMG stack, as it contains many ultra-thin layers and their interfaces which can have different 

dipoles and charges. Moreover, process development involves changing gate stack materials, 

process conditions and introducing additives that can change the relative band energy position in 

the gate stack, leading to a change in the leakage current, WFeff and the threshold voltage (VT). For 

this purpose, the introduction of Lanthanum (La) and Aluminum (Al) additives [17] [47], forming 

dipoles at the SiO2/high-k interface, has been proposed. They can also lead to interface states (Dit) 

at the Si/SiO2 interface. Lastly, metal gate thickness variation can also result in WFeff modulation 

[37][164] [165] [166]. Thus, in order to build a full understanding of the CMOS devices and for its 

further development, a comprehensive knowledge of band-energies of different layers in the gate 

stack is required. 

 

In contrast, X-ray Photoelectron Spectroscopy (XPS) (see section 2.2.1) is a technique that is 

able to measure the core levels (CL) and valence bands (VB) binding energies (BE) of different 

materials within its analysis depth of around 10 nm. XPS, when applied on a HKMG stack, can 

give information about the relative core levels and hence on the band energy levels of the different 

layers composing the gate stack. Moreover, as stated in section 2.2.1, CL BE’s depend on the 

chemical state of a material and its electrostatic potential [131], and hence XPS can also be used to 

identify bias drops inside the gate stack. Its high elemental and chemical specificity makes it 

extremely useful for analyzing device gate stack. Hereafter, we will review the studies that has 

been conducted and different experimental difficulties associated with XPS analysis.  

 

Fulton et al.[167] analyzed a Zr/ZrO2/SiO2/Si HKMG stack, with combined UPS (ultraviolet 

photoelectron spectroscopy) and XPS measurements, after deposition of every gate stack layer 

(starting from the Si substrate) in a stepwise manner. XPS was used to mesure the bias drops in the 

gate stack layers, and UPS to measure the valence band offsets and vaccum level position. From 

these values, the authors calculated the values of dipoles formed at each interface of the gate stack, 

due to a charge transfer across the interface. However, as the measurements are done after 

deposition of each layer, it does not take into account the effect of  this deposition on the previously 

deposited stack. Indeed, deposition of each layer can introduce charges and dipole at the interfaces 

or inside the different layers of the already present stack. Thus, this analysis of interface dipoles 

and valence band offsets does not represent the band energies of the final HKMG stack. Moreover, 

as the device was not biased during the XPS measurements, the calculated values can be influenced 

by the charging effects explained below.  

 

Charging effects: These effects are one of the principle intrinsic problems associated with the 

conventional XPS, in determining the energy positions of the gate stack layers. Generally gate 

oxides contain a finite number of charges. Moreover, electrons emitted during an XPS 

measurement makes the oxide positively charged. Both these effects result in the band bending 

inside the oxide and in the Si substrate, and hence causes a shift in the measured CL’s. This might 
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be the reason for variations in CL positions measured by many researchers. In a previous study, 

this problem was solved by Chikata et al. [168] by biasing the gate of the devices to ground, 

together with the Si substrate. This solution allowed to take care of the charging effects and hence 

controlling the bias at the metal gate and its interface with the gate oxide, and so provided accurate 

BE values for the oxide. The effect of charging on the CL’s and the control of the CL shift by 

grounding the metal gate, is shown in Figure 6.1 [168]. In this study, the authors made separate 

measurements on different high-k layers and SiO2, and calculated their conduction band and 

valence bands energies to form the band energies of the entire HKMG stack. One drawback of this 

work arises due to the fact that these measurements were conducted on individual layers of the gate 

stack and not on a complete gate stack, and thus the results does not represent the real device that 

will include interface effects and band bending. 

 

 

 

Figure 6.1: Comparison of energy bands for gate stacks a) without a metal gate and b) with a grounded metal gate 

[168] 

 

While the charging effects can be solved by grounding the metal gate, a non-zero bias must be 

applied in order to obtain key information from XPS under bias results, of the HKMG stack. The 

interest of applying a non-zero bias comes from the following points: 

 

• The best condition to compare energy bands of different gate stacks is the flatband 

condition (shown in Figure 1.3b). Indeed at the flatband condition, the BE signal from a 

specific gate stack layer will be the same for its entire thickness, due to the bands being 

flat, and not an average over the thickness. This would make the task of comparing the 

band energies of different gate stacks, accurate and much less complicated.  

 

• The study of BE shifts with the applied bias, can enable us to obtain the profile of interface 

states. In a previous study, Yamashita et al. made measurements on devices with HKMG 

stacks to determine the density of interface states at the Si/SiO2 interface, by studying the 

BE shift of XPS spectra under bias [169]. 

a) b)
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• In order to show that the BE’s obtained from XPS under bias technique can be used to 

represent the MOS gate stack energy bands, CL BE shifts of different gate stack layers 

with bias must be shown to correlate with the expected bias drops in these gate stacks, 

obtained from electrical measurements. To achieve this, a range of bias has to be applied 

to the device, as will be done in detail in section 6.4.3.  

 

However, knowing the effective bias across the MOS device can get very complicated. This 

complication arises due to a difference between the applied bias and the effective bias occuring 

over the MOS gate stack, due to parasitic bias drops. This would lead to an unkown biasing across 

the device and hence might lead to a wrong analysis of the band energy results obtained from XPS 

measurements. An example of this kind of improper analysis was obtained, we think, in the work 

of Yamashita et al. [170], due to parasitic bias drops, leading to conficting results as shown in 

Figure 6.2. In this work, the authors have analysed the HKMG stack through the XPS CL BE shifts 

with bias. The goal was to compare gate stacks with two different metal gates. The authors 

concluded that a potential drop occurred at the Pt/HfO2 interface, and this voltage drop varies as a 

function of the applied voltage. Such an interpretation is difficult to understand because it implies 

some charge variation at the high-k/metal gate interface. Usually the state of charge at one interface 

is defined by their relative position to the adjacent Fermi level, and there are no reason that it would 

depend more on the Fermi level position of a remote electrode as suggested in Figure 6.2. 

 

 

Figure 6.2: Band diagram for the a) Ru/HfO2/SiO2/Si stack and (b) Pt/HfO2/SiO2/Si stack, at zero bias and a higher 

bias [170] 

 

 

The issue of estimating the effective biasing across the MOS device is the main concern for us, 

and will be further discussed, solutions will be presented  in the next section. 
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6.2   Test structures and their biasing issues  

6.2.1   Test structures and their process flow 

A basic requirement to perform XPS under bias measurements is the realization of specific test 

structures, that will allow to bias the device with simultaneous XPS measurements. For this, MOS 

capacitors were fabricated with a process flow quite similar to the one introduced in section 1.3.2. 

We discuss it in Figure 6.3, it consists of a 500 nm Silicon Trench Isolation (STI) SiO2 oxide 

deposited on a N-type or P-type Si substrate. Then, cavities are patterned by photolithography and 

etching, defining the active area for the MOS capacitances. Then, HKMG stack is deposited, 

consisting of 1.2 nm SiO2 interlayer (IL), HfSiON or HfON as the high-k and the sacrificial gate 

stack deposition by the approach of Figure 1.18, in order to introduce La or Al additives. The 

sacrificial gate is removed and finally a 5 nm TiN and poly-Si films are deposited, followed by 

source drain (S-D) anneal. Gate patterning is done by photolithography to isolate individual 

capacitors. As the depth of XPS beam analysis is less than 10 nm, the poly-Si layer is removed in 

order to analyze all the gate stack. As this poly-Si have endured the S-D anneal, it could not be 

removed by the chemical solutions that are normally implemented. Thus, a new wet etching 

solution was developed, that could remove the poly-Si layer after the S-D anneal. 

 

 

 

Figure 6.3: Process flow of MOS capacitors used for XPS under bias studies 

 

Inside the cavity (called the active area), the HKMG stack is in contact with the Si substrate 

and hence forms a MOS capacitor, which is termed as the device under test (DUT) or device. The 

advantage of this structure is that while the XPS measurements are performed inside the cavity, the 

device can be biased outside the cavity on the thick SiO2 part. The thick SiO2 insulating layer makes 

it possible to electrically isolate the cavities from each other and to electrically polarize the 

structures reliably and reproducibly, without damaging the MOS device located at the bottom of 

the cavities. 
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6.2.2   Biasing issues in the test structures 

Despite having several advantages for XPS under bias, these structures still face a few 

challenges.  A first difficulty comes from the need to illuminate, with the X-ray beam, only the 

cavity area (or DUT). Indeed, if some part of the X-ray beam falls on the thick SiO2 area, XPS 

measurements would be altered by the response of the signal from the high-k and SiO2 layers which 

are not part of the MOS device. This would lead to a distortion of the XPS spectrum and even to a 

shift in BE of the peaks. The second difficulty with these structures consists of a precise contol of 

the voltage applied to each of the different layers comprising the gate stack. In other words, when 

a voltage Vg is applied to a structure of sufficiently large size to allow XPS characterization, the 

distribution of voltage in the different layers is not known. Figure 6.4 schematically illustrates the 

biasing of the device, where voltage Vg is applied to the gate on the thick oxide part and the 

backside Si substrate is grounded. It shows that the device bias (VDUT) occuring across what we 

consider as the DUT, comprising of the HKMG stack and a part of the Si layer at the SiO2/Si 

interface and having a thickness of the order of 1 μm (depletion region), is different from the 

applied bias Vg.  

 

 

Figure 6.4: Description of serial resistances and bias drops present in the test structure used for XPS under bias 

 

The difference between Vg and VDUT (between gate bias VTiN and substrate bias Vb) must be 

accounted for, to know the exact device biasing, that would allow to obtain accurate BE for 

different layers. This difference DV (Vg - VDUT) or parasitic bias drop is a combination of bias 

drops DV1 and DV2, occuring due to series resistances of the metal gate (Rs1) and the bulk Si 

substrate (Rs2) respectively. The basic equations for this can be written as: 

 

DV1 = Vg-VTiN ; DV2 = Vb - VGnd ; VDUT = VTiN - Vb  6.1        

 

XPS under bias requires the use of relatively bigger devices (bigger cavity), which has the 

advantage of a better focusing of the XPS beam inside it, and thus avoiding an error signal from 

outside the cavity. Moreover, for a bigger cavity, a larger beam size could be used, which would 
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increase the XPS signal and thus significantly reducing the measurement time. Despite having these 

advantages for XPS measurements, bigger devices suffer from a large substrate serial resistance 

(Rs2) effect, that makes the parasitic voltage drop DV2 even more significant in these large devices. 

The impact of Rs2 on the bias drop DV2 increases as the device size increases. An evidence of the 

increase of DV2 with the device size can be seen in Figure 6.5, where the leakage current density 

J(V) decreases as the size increases due to an increase of DV2. In turn, this effect decreases the 

VDUT (VDUT = Vg - DV1 - DV2). 

 

 

Figure 6.5: Leakage current density versus applied bias for different square capacitances of edge size L, a same 

current density corresponds to a same device bias VDUT 

 

An ideal condition for band energies analysis of a MOS device is the flat band condition 

requiring a device biasing at VFB, shown in Figure 1.3b. C(V) characteristics can be used to identify 

VFB, as well as bias drops in the different gate stack layers. This includes the dielectric bias drop 

VOX and silicon substrate bias drop VSi, that we can estimate by using the Poisson-Schrödinger 

model introduced in section 2.1.1. However on bigger devices, like the leakage current density, a 

large substrate serial resistance effect also impacts the C(V) measurements [171]. Figure 6.6 shows 

the capacitance degradation as the device size increases. Thus, exact biasing of the device (control 

of VDUT) and analysis of biasing inside the gate stack from C(V) become great issues.  

 

Parasitic effects DV1 and DV2 on smaller devices (less than about 10 μm) are negligible due 

to a smaller leakage current, inducing a smaller bias drop in the serial resistances. This would mean 

that the applied bias Vg is equal to VDUT and negligible degradation on C-V characteristics will 

take place (as seen on Figure 6.5 and Figure 6.6). From an electrical point of view small devices 

seem almost perfect, but they can not be used for XPS measurements as the XPS beam size is much 

bigger than their size. 
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Figure 6.6: C-V measurements showing capacitance degradation with device size (L is the edge size) due to serial 

resistance 

6.2.3   Biasing solutions and electrical modelling  

In order to overcome these challenges, inherent to both bigger and smaller devices, a set of test 

structures with different cavity (device) sizes has been utilized in this work, with a combination of 

electrical modelling on smaller devices and XPS measurements on bigger ones [PK-3] [PK-5]. 

Figure 6.7 shows the top view of the test structures (maskset) used in this work, where test 

structures with different size of square cavities are represented, ranging from 1*1 μm2 to 5*5 mm2.  

 

 

Figure 6.7: Top view of the test structures with various device sizes, used for XPS and electrical measurements 
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Figure 6.7 shows the top view of the test structures that were introduced in Figure 6.3 (in cross 

section view). The black part represents the cavity (device) and the blue part is the gate contact 

outside the cavity on thick STI SiO2, on which the bias will be applied. The cyan color indicates 

the thick STI SiO2 without any metal contact, that is isolating the different test structures. There 

are mainly two types of devices that are relevant for our studies:  

 

• First are the devices for XPS measurements (or XPS device), with big square cavities 

ranging from 200 um to 5 mm in edge length. The area of the gate contact is large enough 

to allow a good contact during device biasing in an XPS equipment. Indeed the probe size 

used in an XPS equipment is quite large, in the mm range.   

 

• Second are the devices for electrical characterization (C(V) and I(V)), with relatively 

smaller square cavities ranging from 1 μm to 100 μm in edge length. The gate contact area 

for these devices is large enough to make a contact during measurements on an electrical 

bench.  

 

Next, using a combination of bigger and smaller devices, we will present a strategy for XPS 

under bias measurements. This involves the use of the smaller devices, for electrical measurements 

to determine VFB and device biasing (VDUT, DV1, DV2), and the bigger devices for XPS under bias 

measurements. The detailed procedure is described below: 

 

• VFB calculation: First, on smaller devices of area 10*10 μm2, leakage current density 

measurements JS(V) and C(V) measurements are conducted on an electrical 

characterization bench. Then, from the C(V) characteristics, flatband voltage is extracted 

by Poisson Schrödinger quantum simulations. As the bias drops DV1 and DV2 are 

negligible on this smaller device, JS(V) will be the ideal leakage current density 

characteristic of the HKMG stack. 

 

• DV calculation: On bigger devices (or XPS devices), and on the same electrical bench, 

leakage current density measurements JB(V) are conducted. As the gate stack is the same 

on big or small devices, the bias across them (or VDUT) will be the same on both the devices 

at the same leakage current density. Thus VDUT on bigger devices can be identified by 

comparing JB with JS, like has been done in Figure 6.5. In order to be at a certain current 

density, a bias VgB must be applied to the bigger device, which is higher than the VgS bias 

leading to the same current density on the smaller device. Then, by comparison at this same 

current density, VgS would be equal to the device bias VDUT
B for the bigger device, i.e. 

VDUT
B = VgS. Hence the total parasitic bias drop for the bigger device can be calculated as 

DVB = VgB - VDUT
B.  In this way, for a bigger device, the device bias VDUT and the total 

parasitic drop DV (= DV1+DV2) can be calculated for any applied bias Vg and leakage 

current. 

 

• DV1 and DV2 calculations: During DV calculation on the bigger device, DV1 can also be 

calculated individually by an additional measurement. Figure 6.8 shows the schematic of  

such measurement on a 200*200 μm2 cavity test structure, in cross sectional and top view. 

A bias Vg is applied on the metal contact over the thick SiO2 and the bias is measured at 

many points very close to the active area (in black) boundary (in white), but still on the 
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thick SiO2 part. Then an average is taken over these points to calculate the bias at the active 

area edge or VTiN. From the measurement of VTiN, DV1 and DV2 can be calculated by Eq. 

6.2 below: 

 

DV1 = Vg – VTiN ; DV2 = DV – DV1  6.2    

 

In this way, as shown in Figure 6.9, we can calculate for the bigger devices the VDUT, VTi, DV, 

DV1 and DV2 for each value of leakage current,. 

 

 

Figure 6.8: A XPS test structure in a) cross-section view and b) top view, and the method to calculate DV1 

 

 

Figure 6.9: Bias drop evaluations in the gate (DV1) and the Si substrate (DV2) 
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The presence of substrate bias drop DV2 in a bigger device (see Figure 6.4 and Figure 6.9) will 

shift the band energies of the entire gate stack by an amount DV2. Figure 6.10 compares the band 

energy diagrams, at the flatband condition, for a 10 μm device (ideal device) and a XPS device 

having a larger size and therefore a larger substrate bias drop DV2. As a reminder, the 10 μm device 

have a negligible substrate bias drop DV2 and therefore the Fermi level at the back side EFBS, 

which is grounded to the XPS spectrometer, is also the Fermi level at the silicon surface. On the 

contrary, in case of a bigger device, the pseudo Fermi level of holes follows the bias drop DV2. 

For the gate stack under test or DUT, the CL is still referenced to the Fermi level at the silicon 

surface EFSi, leading to the ECL energy level. But for the spectrometer, the same CL will be 

measured with reference to the EFBS, leading to the Eraw measured. In order to understand the band 

diagrams from an XPS point of view, we must keep in mind that the binding energies are increasing 

as we go to deeper core levels (contrary to what is done for classical analysis in semiconductor 

physics). Thus, EFSi - EFBS is equal to the bias drop in the substrate, leading to the relation between 

ECL and Eraw given in Eq. 6.3. 

 

More generally, the above equation will account for the effect of any bias drop in the gate stack, 

between real core level that we want to measure (ECL) and the measured CL (Eraw). 

 

 

 

Figure 6.10: Effect of substrate bias drop DV2 on energy bands at flatband condition during XPS under bias 

measurements 
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• XPS measurements: XPS is performed inside the cavity of a XPS device by using a 

Versaprobe II spectrometer from ULVAC-PHI equipped with a 4-contacts sample holder, 

as depicted in Figure 6.11. A copper film is placed on the sample holder and the sample 

which contains the test structure, is mounted on it (Figure 6.11b). Then, the test structure is 

biased by contacting two probe pins over the metal contact, one to apply the bias and the 

other to measure and check the bias. Two other pins are placed on the copper film, one to 

apply the ground potential and the other to measure and check this potential.   

 

 

Figure 6.11: a) Versaprobe II spectrometer used to perform XPS under bias measurements and b) test structure 

connection on a 4 probe sample holder, used inside the XPS equipment 

 

As a reminder, the relationship between the VDUT and leakage current for a bigger device has 

been calculated using the characteristic J(V) on a smaller device. During a XPS under bias 

measurement, control of the biasing can be performed by two ways: 1) Applying a constant leakage 

current value correponding to a particular VDUT  across the gate stack or, 2) Applying a constant 

Vg, and the VDUT value is calculated by measuring the leakage current during the XPS 

measurement. 

 

 

6.3   Issues related to the XPS equipment 

In the previous section, we have solved the biasing issues and have developed a strategy to bias 

the devices at any desired band energy condition of the gate stack. Before this technique can be 

applied to make XPS under bias measurements on the devices, several checks must be made and 

issues related to the XPS equipment should be solved. This will make this techique more robust 

and reliable, these issues are discussed below:  

 

6.3.1   Device location 

Inside the XPS equipment, the sample can be observed with the help of a secondary electron 

imaging. In normal cases, this image is used to localize the relevant area (device) on the sample, 

where XPS analysis would be done. In our case, the relevant area is the cavity containing the MOS 
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gate stack. Secondary electron imaging contrast corresponds to the chemical composition of the 

layer being analyzed, and this forms the basis to differentiate between various areas on the sample. 

In our test structures, the TiN layer on top is over the cavity, as well as outside (Figure 6.3). Thus, 

the cavity cannot be differentiated from the TiN contact area, this issue can be seen from the 

secondary electron image in Figure 6.12. Therefore, this becomes a big experimental hindrance in 

carrying out precise XPS measurements, when the device of interest cannot be located.         

 

Figure 6.12: Secondary electron imaging of the test structures, the cavity area cannot be seen, and only the border 

between thick SiO2 and TiN contact can be seen 

 

We have used two different ways to solve the problem of device location: 

  

• First, as we see in Figure 6.12, the border between thick STI SiO2 and the TiN metal contact 

can be clearly seen. The distance of the cavity area from the TiN contact/thick SiO2 border 

is known from the maskset or test structure dimension of Figure 6.7. Thus, by locating the 

TiN/SiO2 border from the secondary electron image, the location of the cavity can be 

determined and XPS analysis can be conducted. The precision of this method depends on 

the resolution of the TiN/SiO2 border, meaning on the border thickness in the image of 

Figure 6.12. This thickness was calculated on many samples and the maximum observed 

value was < 20μm, which is quite good considering the size of the cavity. 

 

• A complimentary method can be implemented to localize the cavity area by doing XPS 

anaysis of the suspected area and analysing its Si signal. Si substrate signal (Si0) will only 

be observed from inside the cavity, and on the TiN contact part it will be masked by the 

thick SiO2 layer. Thus, by analyzing the Si substrate signal, the cavity can be located in 

some way. Figure 6.13 shows the total Si signal for XPS measurements done inside and 

outside the cavity, and the Si substrate signal at a BE of around 99 eV disappears outisde 

the cavity. 
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Figure 6.13: Si-2p XPS spectra of the test structures a) inside the cavity and b) outside the cavity   

 

As the Si substrate signal is very low, the second method is not quantifiable, meaning that the 

area of the Si substrate peak can not be used to know if the XPS beam was partially outside the 

cavity. Therefore, in this work, we have used only the first method. Apart from device location 

issues and its errors, there can be an error in the size and position of the X-ray beam in space and/or 

time, which is discussed in the next section. 

 

6.3.2   XPS beam position error and size estimation 

In order to perform XPS measurements with minimum error, the XPS beam must be completely 

contained inside the cavity. If a part of the X-ray beam overlaps outside the cavity, SiO2 and Hf 

signal from that area can influence the main signal from the cavity. Thus, the precision in the 

position and size of the X-ray beam spot must be checked. The X-ray spot can be shifted in distance, 

and its position can also change with time as well. Certain measurements were conducted to check 

this point, such as: XPS analysis of the same area at two different times, and XPS analysis in a 

known area on the sample. These measurements showed that the XPS beam is quite precise in 

terms of position and it does not shift with time. 

The X-ray beam has a gaussian shape, with its intensity being maximum at the center and 

decreasing with the distance from the center, as shown in Figure 6.14a. Normally, in the equipment 

manuals, the data on beam size (theoretical) does not represent the total size of the beam but rather 

a value related to its full width at half maximum. In order to check the total or real size of the X-

ray beam, linescan measurements were conduced on an area containing both TiN and thick SiO2 

parts, as shown in Figure 6.14b. Starting from the SiO2 part and moving towards the TiN part, XPS 

measurements were conducted at many points with a theoretical beam size of 50 and 100 μm, and 

Ti signal was analysed. This Ti signal is plotted in Figure 6.15, with the distance from the starting 

point in SiO2. The distance between the Ti signal maximum and minimum will be equal to the total 

size of the X-ray beam. From this analysis, its is clear that the real size of the beam is almost twice 

of its expected size. The real beam diameter is about 100 μm and 200 μm, for beams having 

theoretical diameter of 50 μm and 100 μm respectively.  
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Figure 6.14: a) Gaussian profile of an X-ray beam [172] and b) method used to obtain its total size  

 

 

Figure 6.15: Line scan results showing the calculation of the total X-ray beam diameters, with theoretical diameters 

of a) 50 um and b) 100 um   

 

6.3.3   Impact of X-ray beam on the gate stack 

The X-ray beam used during XPS measurements interacts with the layers of the HKMG stack. 

Thus, it could change their properties and thereby cause an increase in the device leakage current. 

An increase in the leakage current of an XPS device would mean that its gate stack is not the same 

as that of a smaller device used for electrical measurements. Thus, the method presented earlier to 

calculate VDUT of an XPS device, by comparing its leakage current density with that of a smaller 

device, will need to be modified. In order to check this point, leakage current measurements I(V) 

were done with the sample mounted inside the XPS equipment, with or without the use of the XPS 

analysis beam. Figure 6.16 compares these two I(V) curves, and it is clear that the gate leakage 

current characteristic is independent of the use of the X-ray beam. This demonstrates the validity 

of the use of measured leakage current during XPS measurements to identify the VDUT. 
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Figure 6.16: Leakage current versus applied bias for device connected in the XPS equipment, with or without 

illumination with an X-ray beam 

 

6.3.4   Reduction of substrate resistance 

It has been stated earlier, that parasitic bias drop DV2, caused by the resistance in the Si 

substrate, gives rise to biasing issues and band energy shifts, and must be as low as possible. The 

DV values presented in Figure 6.9 are actually for samples on which a specific treatment was 

conducted on their back side. Intially on the raw samples, the value of parasitic substrate serial 

resistance (Rs2) was very high (>5000 Ω), instead of a usual value of < 500 Ω, which resulted in 

such a large value of DV2 that it would be impossible to perform reliable XPS under bias 

measurements. For normal electrical tests, the impact of this backside resistance is not a problem, 

because much smaller device are used and thus have a smaller leakage current. However, for XPS 

devices (> 200 μm) this became a major problem. The exact reason for this large back side 

resistance is still unknown, but it could result from a physical modification of the substrate backside 

induced during a step in the device process flow.  

 

Thus, in order to reduce the backside resistance, significant experimental efforts were made 

which resulted in resistance reduction by more than a decade. In order to achieve this, first the 

samples were etched by hand using a diamond stylus to remove any films possible with it. In order 

to further remove other films, not possible by diamond etch, the samples were etched by an Ar 

plasma sputtering. Then, a stack of highly conductive metal layer of Ni/Au was deposited on the 

back side, allowing a good electrical contact of the sample with the ground connection. Figure 6.17 

shows the total bias drop DV2 versus the device leakage current, for a raw sample and after the 

process described above (termed as gold), for 200 μm and 500 μm devices. A significant decrease 

in DV is obtained, from about 0.9 V to about 0.3 V.   
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Figure 6.17: Total parasitic bias drop before and after Ar etching and Au/Ni stack deposition on the sample back 

side, for 200 μm and 500 μm devices 

 

 

6.4   XPS under bias technique validation 

In the previous sections we have been able to solve the electrical biasing issues, by defining a 

methodology to calculate effective bias across the device and bias drops in the metal gate and Si 

substrate. Further, we have addressed the issues related to the XPS equipment in terms of X-ray 

beam size estimation, device location and decrease of substrate resistance. In this section, XPS 

measurements and electrical modelling will be used simultaneously to validate XPS under bias 

technique and to improve its use [PK-3] [PK-5].  

Analysis of the MOS device by electrical measurements, such as C(V) and I(V), to calculate Si 

surface potential (in section 2.1.1) and the potential drop in the metal gate (DV1 and VTi in section 

6.2.3) have been well established. It is the first time that the XPS under bias technique would be 

used in this manner, using this new measurement strategy presented in the above sections. To 

validate the accuracy of this technique, we must prove that the different CL BE shifts in the various 

gate stack layers correspond to the bias shifts expected from MOS gate stack simulations. 
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6.4.1   XPS spectra fitting methodology  

For these studies, XPS under bias measurements were performed on a 200*200 μm2 device. 

C(V) measurements, performed on a 10*10 μm2 device, allowed to obtain the flatband voltage. 

Moreover, combination of I(V) measurements performed on both these devices provided the 

relationship between the leakage current value and VDUT, VTi, DV1 and DV2 for the 200 μm device, 

with the method presented in section 6.2. A X-ray beam with a theoretical diameter of 100 μm and 

real diameter of about 200 μm (Figure 6.15b) was used for XPS measurements. The device size 

and the X-ray beam size were chosen by taking into account the serial resistance effect and the 

power of the beam. In other words, a 200 μm device size was chosen to minimize the substrate 

serial resistance effect (DV2 value) and that the X-ray beam can be contained completely inside 

the cavity.  

 

The device gate stack used here is as shown in Figure 6.3, with the HKMG stack consisting of 

the SiO2 interlayer, HfSiON as high-k and 5 nm TiN, deposited on a P-type Si substrate inside the 

cavity. This device does not contain any La or Al additives. The sample, containing the 200 μm 

device was mounted on the 4-probe sample holder, as shown in Figure 6.11, and placed inside the 

XPS equipment. The device was biased at different voltages between 0 and -2V and XPS 

acquisition were conducted for about 6 hours, for each bias. XPS signal of Ti-2p, Hf-4f and Si-2p 

were acquired from inside the cavity. These three signals originate from different gate stack layers 

and can correspond to various chemical compounds of Ti, Hf or Si elements. Each of these 

compounds will have several peaks in binding energy depending on the elements oxidation state, 

bonding atoms involved and doublets due to spin orbit coupling, as described in section 2.2.1. Thus, 

each signal is fitted with the convolution of its compounds, and their doublets. From these three 

signals, BE of one of the compounds was selected to represent each gate stack layer.  

 

 Figure 6.18, Figure 6.19 and Figure 6.20 shows the acquired Ti-2p, Hf-4f and Si-2p signal 

respectively, obtained on a device biased at 0 V. In Figure 6.18, Ti is present only in the metal gate, 

and so the entire signal corresponds to it. This Ti signal is well fitted by using a Shirley background, 

as well as three components: TiN, TiON and TiO2 and their respective doublets, for all our analysis. 

The binding energy difference between the compounds and their doublets, as well as area ratio 

between them was taken from literature and were fixed (given in Annex 1). The TiN peak has the 

largest area amongst the three peaks, which shows that it is present in the maximum amount inside 

the metal gate. Therefore in our studies, BE of the TiN-2p peak will be used as the BE reference 

for the metal gate. 

 

In Figure 6.19, Hf-4f XPS signal originates only from the high-k layer. Similar to Ti signal, the 

Hf signal is fitted using a Shirley background and three specific components: HfOSi, HfO2 and 

HfN and their respective doublets. As explained before, difference in binding energy from one 

oxidation state to another and between their doublets, were kept constant (Annex 1). Therefore, any 

of the peaks can be used as the BE reference for the high-k. For our studies, we decided to choose 

the HfO2-4f peak BE to represent the high-k.   
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Figure 6.18: XPS spectra of Ti-2p showing fitting with different components, BE of the TiN-2p peak is used as 

reference for the metal gate 

 

 

Figure 6.19: XPS spectra of Hf-4f showing fitting with different components, BE of the HfO2-4f peak is used as 

reference for the high-k 
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In Figure 6.20 for the Si-2p signal, contrary to the Ti-2p and Hf-4f signals, the XPS signal 

originates from three different layers in the device: the silicon surface at the SiO2/Si interface (Si0-

2p), the interlayer (SiO2-2p) and the high-k (SiOHf-2p). The total Si-2p signal is fitted with six 

components: Si0, Si+1, Si+2, Si+3, SiOHf+SiON and SiO2 (or Si+4), and the BE increases with the 

oxidation state of Si in the chemical compounds. The Si0-2p peak at a BE of 99.37 eV is taken as 

the reference BE for the Si surface and the SiO2-2p peak was taken as the reference for the 

interlayer. As the various Si-2p components are from different layers of the HKMG stack, their 

band energies will shift in a different manner as the bias is varied.  

 

Figure 6.20: XPS spectra of Si-2p showing fitting with different components, BE of the Si0-2p and SiO2-2p peak are 

used as reference for Si substrate and SiO2 IL respectively  

 

6.4.2   Shift of binding energies with bias 

XPS spectras for Ti, Hf and Si were acquired for each applied bias between 0 and strong 

accumulation (0 to -2 V). These signals were fitted with the method described in Figure 6.18, Figure 

6.19 and Figure 6.20, and the BE were extracted for TiN (TiN-2p), high-k (HfO2-4f), SiO2 (SiO2-

2p) and Si surface (Si0-2p). As the applied bias is varied, the band energies of the metal gate is 

expected to change and so the CL BE measured by XPS.  Indeed, the Ti signal from the metal gate 

shifts with bias, as seen in Figure 6.21. Similar shifts with bias were observed for Hf signal from 

the high-k and the Si signal, shown in Figure 6.23. The observation of such shifts with bias, as 

observed in previous work [131], is the proof that our system described in Figure 6.11 for in-situ 

XPS with bias is working properly.  
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A first thing to check will be that the biasing of the device does not affect the general shape of 

our various spectra, and so keeping the same spectra fitting procedure described in the section 

above. In order to do this, Ti, Hf and Si signals were fitted at each bias and a factor D is calculated 

for each signal as: 

 

D (Vg) = BE(0) – BE(Vg)  6.4        

 

where BE(Vg) and BE(0) are the extracted BE’s at a specific applied voltage Vg and at Vg = 0 

respectively. D is calculated for BE’s corresponding to different gate stack layers, i.e. TiN (TiN-

2p), high-k (HfO2-4f), Si surface (Si0-2p). Next the Ti, Hf and Si spectras at each bias are shifted 

by the value of D (Vg) calculated for TiN-2p, HfO2-4f and Si0-2p respectively. Figure 6.22, Figure 

6.23 and Figure 6.24 shows the summary of the shifted Ti, Hf and Si spectra. In these Figures, we 

have plotted the XPS spectras with BE + D, for which D changes with bias. Shifted Ti and Hf 

signals coincide with the signal at Vg = 0, which confirms that the same signal fitting, as done in 

Figure 6.18 and Figure 6.19, applies at every bias.  

  

 

Figure 6.21: Shift of Ti-2p XPS spectra with applied bias 
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Figure 6.22: Ti-2p spectra shifted by D, showing that TiN peaks at different bias merge with that at Vg=0 and thus 

the validity of the fitting technique at every bias 

 

 

Figure 6.23: Hf-4f spectra shifted by D, showing that Hf peaks at different bias merge with that at Vg=0 
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In the case of Si signal in Figure 6.24, where D is calculated from the Si0-2p signal, we notice 

that the Si0 peaks concide but the SiO2 peaks do not. This confirms that the Si spectra from the 

HKMG stacks corresponds to different layers in the gate stack. As the band bending with bias is 

different for SiO2 and Si, the SiO2 peaks in Figure 6.24 do not concide when Si0 peak does. Note 

that in the other case if D is calculated from the SiO2-2p peaks, the shifted SiO2 peaks will concide 

but not the shifted Si0 peaks. 

 

 

Figure 6.24: Si spectra shifted by D, showing that Si0 peaks at different bias merge with that at V=0 but not the SiO2 

peaks 

 

The shift of BE with bias (BE(Vg) - BE(0)) for each gate stack layer (TiN-2p, HfO2-4f, SiO2-

2p and Si0-2p) is plotted in Figure 6.25. The dotted black line respresents the expected ideal values 

for the metal gate, i.e. in case there is no bias drop in metal gate (DV1= 0 in Figure 6.4). BE of all 

the gate stack layers shift with bias, and the shift of TiN BE is lower than the expected shift of the 

gate (dotted line), revealing that parasitic bias drops in TiN gate (DV1) are not zero. HfO2 BE shift 

follows the TiN BE shifts very closely at all the applied bias, which means that the bias drop or 

band bending in the high-k layer is not significant. This result can be explained by the high 

permitivity value of the high-k layer and so from Eq. 1.4, the bias drop VOX inside the high-k layer 

would be very low.  Si0 and SiO2 BE shifts follows the TiN BE shift for low applied voltages, but 

deviates significantly at higher voltages. The difference between TiN and Si0 corresponds to bias 

drop inside the dielectrics, which will be mostly in the SiO2 interlayer. Moreover, the signal related 

to SiO2 is intermediate beween Si0 and TiN as expected, detailed explaination will be given in 

section 6.5.2. 
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Figure 6.25: Variation of binding energy (BE) of the gate stack layers, extracted from their respective signal fitting, 

with applied bias 

 

6.4.3   Technique validation 

As stated at the begining of this section, with a combination of measurements on the XPS device 

of 200 μm and a 10 μm device, we can evaluate for the 200 μm device the TiN potential VTiN, the 

bias across the device VDUT and the substrate bias drop DV2 at any applied gate bias (Vg). In order 

to validate XPS under bias technique, we must check that the shift of XPS binding energy of the 

different gate stack layers obtained in Figure 6.25 follows what is expected from their electrical 

modelling. This can be done by the analysis of two potentials: the TiN potential shift and the Si 

surface potential shift.  

 

TiN potential shift: VTiN was calculated for every applied bias Vg by the following equation: 

   

VTiN (Vg) = VDUT (Vg) + DV2 (Vg)  6.5        

 

VTiN and DV2 are calculated from the respective I(V) measurements of 200 μm and 10 μm 

devices, and the TiN-2p BE shift obtained from XPS signal fitting (of Figure 6.25) are compared 

at different device bias VDUT in Figure 6.26. We see that an accurate correlation is seen between 

the two measurements, demonstrating the validity of XPS TiN BE extraction and that, it can be 

used to estimate the potential of the metal gate VTi. 
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Figure 6.26: Comparison of TiN-2p BE shift, extracted from Ti-2p XPS signal fitting, with TiN bias VTiN (Calculated 

from leakage current modelling) 

 

Si surface potential shift: As explained in Figure 6.10, substrate bias drop DV2 will also result 

in a shift of gate stack band energies. Thus, Si surface potential for a 200 μm device (VSi), with 

respect to the backside substrate, will be obtained from the evaluation of the Si surface potential 

on a 10 μm device (ΨSi (10*10)) at a particular VDUT plus the substrate bias drop DV2, leading to the 

following equation: 

 

VSi (VDUT) = ΨSi (10*10) (VDUT) + DV2 (VDUT) 6.6 

 

Thus, apart from utilizing I(V) measurements to calculate DV2, the analysis of VSi requires the 

use of C(V) to calculate ΨSi (10*10). It can be calculated by fitting the C(V) curves obtained for the 

10 μm device, using a self consistent Poisson-Schrodinger simulation presented in section 2.1.1, 

from Eqs. 2.5 and 2.6. Now, we will compare the shift of VSi (∆VSi) with the shift in Si0-2p binding 

energy obtained in Figure 6.25. ∆VSi is the Si surface potential value at a particular VDUT with 

respect to the its value at 0 bias, given as: 

 

∆VSi (VDUT, 0) = VSi (VDUT) – VSi (0)  6.7 

 

Figure 6.27 compares Si0-2p BE shift obtained from XPS measurements with the Si surface 

bias shift ΔVSi, for the 200 μm device at different device bias VDUT. We see that Si0-2p BE shift 

matches quite accurately with the ΔVSi at low VDUT, but then deviates as the VDUT increases. This 

might mean that there is either a problem in the estimation of DV2 or in the extraction of ΨSi (10*10) 

from C(V) fitting. A good correlation of TiN shifts in Figure 6.26 shows that the calculated value 
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of DV2 is correct at every bias. Hence, we will investigate the extraction of ΨSi (10*10) from 

experimental C(V) curves fitting, as shown in Figure 6.28. 

 

 

Figure 6.27: Comparison of Si0-2p BE shift, calculated from Si-2p XPS signal, with Si surface bias (VSi) shift 

(calculated from CV modelling of a 10*10 device without Dit effect) 

 

 

Figure 6.28: Fitting of C-V curves by Poisson-Schrodinger model without Dit effect 
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Figure 6.28 shows that the fitting curve, obtained from Poisson-Schrödinger simulations, does 

not fit the experimental C(V) curve at low voltages. This type of behavior observed on the 

experimental curve is usually due to the presence of interface states Dit. Depending on the amount 

of Dit present and the bias applied, Dit will have two effects on the gate stack:  

 

1) First, depending on the small AC bias applied across the device in addition to the static bias, 

the Dit gets filled or unfilled, depending on the frequency of the AC signal. Thus, it can give rise 

to an additional component Cit in the total capacitance of Eq. 2.1, as follows: 

 
1

Cexp
=

1

COX
+

1

CSi+Cit
 

       6.8            

 

The added capacitance Cit affects the measured capacitance Cexp, and so changes the shape of 

the experimental C(V) curves (in black) in Figure 6.28.  

 

2) Secondly, due to filling of the Dit with the static bias, a charge Qit at the Si/SiO2 interface is 

necessarily generated, and will affect the substrate charge and its potential. 

 

Eq. 2.1 and 2.3 has been used to get the C(V) fit in Figure 6.28, by Poisson-Schrodinger 

simulations (as done in section 2.2.1) and gives the relationship between the applied bias across 

the gate stack VDUT and the total charge. For simplicity, Eq. 2.3 is used here again as Eq. 6.9.  

 

    

VDUT = VFB – QSi/COX + ΨSi   6.9     

 

As explained in point 2) above also, Eq .6.9 must be modified, leading then to the following 

equation 6.10. 

 

VDUT = VFB – (QSi* + Qit)/COX + ΨSi*     

6.10     

 

In Eq. 6.10, the bias drop in Si is then called ΨSi* because the relationship between ΨSi and 

VDUT will be modified, it is the same for QSi*. But we must notice that the relation ΨSi*(QSi*) is 

still the same relation as ΨSi (QSi), which is typical of the Si substrate. Moreover, in Eq. 6.10, Qit 

is a function of ΨSi*, and by definition at VFB (ΨSi* =0) QSi* = 0.We must also notice that, in Eq. 

6.8 we assume that the AC signal frequency is significantly low to allow the response of all the Dit. 

Then, Cit is given by Eq. 6.11: 

 

Cit= -dQit/dΨSi*  6.11 

 

and Qit is given by Eq. 6.12 

 

Qit= ∫ q ∙ Dit ∙dΨSi*

VG2

VG1

 

 

6.12 
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In Figure 6.29a, we propose a Dit profile given here as Qit(VDUT) that fits well on the 

experimental C(V) curve in Figure 6.29b. 

 

 

Figure 6.29: a) Dit charge (Qit) found, that fit experimental C(V) and b) fitting of C-V curves by Poisson-Schrödinger 

model including the Qit found in (a)  

  

 

Figure 6.30: Comparison of Si0-2p BE shift, calculated from Si-2p XPS signal, with Si surface bias (VSi) shift 

(calculated from CV modelling of a 10*10 device with Dit effect) 
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Thus, we determine for each VDUT, ΨSi* that would fit with XPS BE shift of Figure 6.27, leading 

to Eq .6.13. 

 

ΨSi* = [BESi
0(VDUT) - BESi

0(VFB)] – [DV2(VDUT) – DV2(VFB)] 6.13 

 

where BESi
0(VDUT) and BESi

0(VFB) are the Si0-2p BE’s, and DV2(VDUT) and DV2(VFB) are the 

substrate bias drops for the 200 μm device at a certain VDUT and at VFB respectively. After having 

calculated ΨSi*, the ΨSi (QSi) Poisson-Schrodinger database allows to calculate the substrate charge 

QSi* associated with ΨSi*. Two simulations, ΨSi*(VDUT) and ΨSi(VDUT), that account to a same 

C(V) shape in large accumulation (Figure 6.28) assume in fact a same VFB value in Eq. 6.9 and 

6.10.  Thus, Eq. 6.9 and 6.10 can be equated at the same VDUT and gives rise to Eq. 6.14 below. 

 

ΨSi* – (QSi*+Qit)/COX  =  ΨSi – QSi/COX 6.14 

 

Thus, from Eq. 6.14, Qit is given by: 

 

Qit = (ΨSi*– ΨSi)·COX – (QSi* – (QSi) 6.15        

 

Figure 6.31 presents the value of Qit, calculated from the above equation, versus the VDUT (red 

curve). A comparison with the Qit found in Figure 6.29a, by fitting the low frequency curve, is also 

made, and we see that both saturation value of Dit are close. Qit profile on the two curves are not 

exactly the same, and can be due to the fact that the C(V) curve used to obtain Qit (curve in black) 

is not done exactly at the lowest frequency required to obtain the entire Dit. Moreover, the profile 

obtained from Si0 BE shift (curve in red) has only a limited number of measurements or data points, 

and the level of Qit is also quite low compared to the accuracy and capability of XPS measurements, 

which leads to a noisy behavior in the Qit data. Nevertheless, if Qit values are high enough, it could 

be precisely measured by the method presented above.  

 

Figure 6.31: Dit charge (Qit) obtained from the difference between ΔVSi without Dit and Si BE shift 
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6.5   Dipole localization by XPS under bias 

In the previous sections, we have presented XPS and electrical measurements on a set of big 

and small devices, to solve the biasing issues related to the test structures used for XPS 

measurements. Then, a method to fit the different XPS signals, from the MOS device with the 

HKMG stack, was presented in order to obtain BE for the different layers. The accuracy of the 

biasing calculations and BE extraction is justified or validated, by comparison between XPS BE 

shifts and the bias drops calculated from our electrical modelling based on C(V) and I(V) 

measurements. Now, after having validated an XPS under bias methodology, we can apply it to 

localize various dipoles in the gate stack [PK-3]. 

 

6.5.1   Dipoles related to La and Al addition 

In section 1.2.4, La or Al additives were introduced to tune the flatband voltage of the MOS 

devices. These additives form dipoles inside the HKMG stack, causing MOS flatband voltage shift. 

In this section, these dipoles will be localized and quantified inside the HKMG stack, by the XPS 

under bias technique we have developed. The test structures and their process flow, for MOS 

devices used in this study, were introduced in section 6.2.1 and Figure 6.3. The HKMG stack 

consists of SiO2 interlayer, HfON or HfSiON as high-k and TiN as metal gate. La or Al addtives 

were introduced by the sacrificial gate process of Figure 1.18, with drive in anneal (DIA) 

temperature of 900°C and DIA time of 10 s or 30 s. The sacrificial gate stack, DIA conditions, 

diffused additive dose and the resulting flatband voltage modulation are shown in Table 6.1.  

 

 

Table 6.1: Sacrificial gate stack and its DIA conditions, used to introduce La and Al inside the gate stack, and the 

resulting diffused dose and flatband voltage of the MOS devices 

 

For each of the splits reported in Table 6.1, I(V) measurements were perfomed on a 10*10 μm2 

and a 200*200 μm2 device. Following the methodology introduced in section 6.2.3, I(V) 

measurements on both sizes were used to calculate for the 200 μm device, the relationship between 

the leakage current and device bias VDUT and substrate bias drop DV2. Identifying such relationship 

allows the calculation of the leakage current value (IFB) corresponding to a VDUT = VFB. XPS 

Sacrifical gate stack DIA 
conditions

Diffused dose 
(at/cm2)

Flatband
voltage VFB(V)

∆ VFB(V)

HfON/La-0/TiN 900°C, 10s 0 -0.553 0

HfON/La-2Å/TiN 900°C, 10s 2.36 ∙ 1014 -0.688 -0.135

HfON/La-4Å/TiN 900°C, 10s 4.5 ∙ 1014 -0.778 -0.225

HfON/TiN10Å/Al2.2Å/TiN 900°C, 30s -0.453 0.1

HfSiON/La-0/TiN 900°C, 10s 0 -0.53 0

HfSiON/La-6Å/TiN 900°C, 30s 1.2 ∙ 1014 -0.65 -0.12

HfSiON/TiN10Å/Al2.2Å/TiN 900°C, 10s 1.7∙ 1014 -0.488 0.042
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measurements were performed on the same 200 μm device, with a total XPS beam size of around 

200 μm. During the XPS measurement the device was biased to two different conditions: 1) at 0 V 

and 2) at the flatband condition. Ti-2p, Hf-4f and Si-2p signals were acquired during XPS 

measurements, at both 0 and flatband condition, and the BE for TiN-2p, HfO2-4f, SiO2-2p and Si0-

2p were extracted.  

 

For devices with different La or Al dose, we will present the results on BE at VFB, by comparing 

them with the reference devices without any La or Al additives (splits 1 and 5 in Table 6.1). Thus, 

we plot the shift in BE (∆BE) versus the shift in VFB (∆VFB). As stated earlier, the best condition 

to compare energy bands of different gate stacks is the flatband condition, because the BE signal 

from a specific layer inside the gate stack will be the same for its entire thickness. Thus, we would 

present the results at the flatband condition, to compare the BE of devices with different La or Al 

doses.  

 

These results are presented in Figure 6.32 for splits 1-4 in Table 6.1, at their respective flatband 

condition. From this figure, no clear trend is observed between ∆BE and ∆VFB, for BE of any of 

the gate stack layers. Indeed, modulation of dipole at an interface in the HKMG stack would have 

resulted in a linear relationship for some layers and constant for others. More importantly, Si0 BE 

at flatband, corresponding to the Si substrate, is expected to be the same irresepective of the 

additive dose (or gate stack). This means that ∆BE for Si0 should have been equal to 0, but this is 

not the case in Figure 6.32. The value of substrate bias drop DV2 at VFB is also shown for each 

split, and it is not constant for the different splits due to a different VFB and leakage current for 

each. The unexpected behaviour observed in Figure 6.32 is actually due to the parasitic bias drop 

in Si substrate DV2. As explained in Figure 6.10, DV2 will shift the BE of all the layers of the 

stack, and as its value varies among the four samples, the BE shift caused by it will be different.  

 

 

Figure 6.32: Raw binding energy shift at VFB, as well as DV2, versus flatband voltage shift 
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We assume that the lack of a regular trend in Figure 6.32 is due to DV2 variation among 

devices. It shows the importance of the methodology developed in this work to accurately estimated 

the value of DV2. In order to compare gate stacks with different values of DV2, their experimental 

BE values at flatband (raw values) must be corrected by their respective DV2 value at flatband 

(Figure 6.10), as given below: 

 

BEcorrected(VFB) = BEraw(VFB) - DV2(VFB) 6.16        

 

Figure 6.33 shows the corrected BE shift versus the flatband voltage shift. We see that Si0 and 

SiO2 BE’s remains quite constant for all the splits, meaning that no dipole modulation is taking 

place at this interface due to La or Al addition. On the other hand, TiN and HfO2 BE’s shift by the 

same amount and moreover follows a linear trend: ΔBE = qΔVFB. TiN and HfO2 BE’s shifting by 

the same amount and that of Si and SiO2 remaining constant, means that there is a dipole 

modulation only at the high-k/SiO2 interface and not at the others. Secondly, TiN and HfO2 BE’s 

following the trend ΔBE = qΔVFB means that the value of the dipole modulation by La or Al at this 

interface can by calculated by the shift in these BE’s. As the Si0 values should have been constant, 

its slight variation gives an indication of the accuracy of this technique, and we see that an excellent 

accuracy (< 50 meV) is obtained for our results. 

 

 

Figure 6.33: Binding energy shift at flatband, corrected by substrate bias DV2, versus the flatband voltage shift for 

samples with La and Al additives on HfON 
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of Al addition, the trend is not clear as the VFB shift caused by Al is only 42 meV, which is within 

the range of the accuracy of this XPS under bias technique.  

 

Figure 6.34: Binding energy shift at flatband, corrected by substrate bias DV2, versus the flatband voltage shift for 

samples with La and Al additives on HfSiON 

 

Thus, we prove here for the first time that Al and La additives induce no dipole modification 

at high-k/metal gate interface or at the SiO2/Si interface, but only at the SiO2/high-k interface that 

is equal to q∙ΔVFB as shown by the band diagram in Figure 6.35. 

 

 

Figure 6.35: HKMG stack band diagram at flatband, corrected by substrate bias DV2, showing the relative energy 

bands shifts. Relative energies change at the SiO2/ high-k interface due to La/Al dipole modulation that is 

responsible for flatband change 
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6.5.2   Methodology to reduce experimental difficulties  

In the previous section, we have presented the application of XPS under bias measurements, 

done at the flatband condition, to localize and quantify La or Al dipoles inside the HKMG stack. 

Indeed in terms of HKMG band energy analysis, measurements at the flatband condition are the 

most accurate, but experimentally it faces two major challenges: 

 

1) As the leakage current at VFB is non-zero, electrical modelling is required on small and big 

test structures, to be able to calculate device bias VDUT and to evaluate substrate bias drop 

DV2. 

 

2) In order to perform measurements at VFB, the XPS tool must be equipped with an additional 

system to apply a given bias to the test structure. This is generally not the case, and most 

XPS tools are compatible to apply only a ground potential to the device.  

  

On the contrary, XPS under bias measurements are easier to perform at zero bias, as there is no 

leakage current and so no need to calculate VDUT and DV2 by electrical modelling. Moreover, there 

is no need of specific biasing connection inside the XPS tool and so normal XPS tools can be 

utilized for these measurements. Even after these benefits at zero bias, we still need the binding 

energy values at the flatband condition. Thus, here we define a strategy to extrapolate from results 

at 0 bias, the expected BE values at VFB. Figure 6.36 reports ΔBE versus ΔVFB, for different La or 

Al doses, for measurements done at zero bias. 

 

 

Figure 6.36: Binding energy shift, at zero bias, versus flatband voltage shift 
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In order to extrapolate to the flatband condition, the BE values at zero bias are shifted by δ, 

where δ is calculated differently for each gate stack layer. By doing this, we will be extrapolating 

the values for an ideal device with a zero leakage current, meaning that it does not have any bias 

drops in the gate (DV1) or in the substrate (DV2). Therefore, from Eq. 6.1 and Figure 6.4, at any 

bias, the gate potential VTiN will be equal to the applied bias Vg. Thus, it will be equal to VFB at 

the flatband condition. 

 

VFB = VTiN = Vg 6.17        

 

From Figure 6.26, the difference between TiN BE at VFB and at zero bias matches well with 

the VTiN, and hence it can be used to estimate the TiN BE at the flatband condition by Eq. 6.18. 

   

BETiN(VFB) = BETiN(0) + VTiN = BETiN(0) + VFB 

 

6.18        

In Figure 6.25, there is very close correlation between the HfO2 BE shift and the TiN BE shift, 

at all the bias conditions. It means that bias drop inside HfO2, as well as its variation with gate bias, 

is not significant. Thus, the same shift applied for TiN must be applicable to the HfO2 BE levels, 

as given in Eq. 6.19. 

 

BEHfO2(VFB) = BEHfO2(0) + VFB  6.19        

 

By putting DV2 = 0 in Eq. 6.6, Eq. 6.7 for the silicon surface potential shift at flatband from 

zero bias, can be written as:   

 

∆ΨSi(VFB, 0) = ΨSi(VFB) – ΨSi(0)  6.20 

 

BE for Si0 is expected to follow the shift of biasing in silicon, leading to: 

 

BESi0(VFB) = BESi0(0) + ΨSi(VFB) – ΨSi(0) 

 

6.21        

As the silicon surface potential at flatband should be zero, Eq. 6.14 becomes 

 

BESi0(VFB) = BESi0(0) – ΨSi(0) 

 

6.22        

From zero bias to flatband, the band energy of SiO2 at the interface with Si will move by – 

ΨSi(0). Since the BE value measured at zero bias is an average over the entire SiO2 layer thickness, 

we must also consider the bias drop on the whole SiO2 layer (VOX). The measurement for SiO2 is 

an average on the two extreme shifts: – ΨSi(0) at Si interface and – [ΨSi(0) + VOX(0)] at the top of 

the interlayer, i.e. – (ΨSi(0) + VOX/2) .Thus SiO2 BE at flatband becomes:  

 

BESiO2(VFB) = BESiO2(0) – ΨSi(0) – VOX/2 

 

6.23        

If we neglect bias drop in HfO2, as done above, VOX is then equal to – (ΨSi(0) + VFB) , thus Eq. 

6.23 becomes: 

BESiO2(VFB) = BESiO2(0) + {VFB – ΨSi(0)}/2  6.24       
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Figure 6.37 reports the projected BE values extrapolated at flatband, using zero bias and the 

calculations described above.  

 

 

Figure 6.37: Extrapolated binding energy shift at flatband, from data at zero bias, versus flatband voltage shift for 

samples with La and Al additives 

The results are very similar to the one obtained experimentally at the flatband condition in 

Figure 6.33. The differences x between Figure 6.33 and Figure 6.37, shown in Figure 6.38, are very 

small, with a mean value x̄ = -1meV and a standard deviation of σ = 25 meV. These results 

demonstrates a very close correlation between the two methods, and a powerful way to obtain the 

BE values at the flatband condition from the XPS measurements done only at zero bias. 

 

Figure 6.38: Binding energy discrepancies at VFB condition between experimental results at VFB and projected values 

from measurements at Vg = 0 
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6.2.3   Dipoles related to TiN thickness modulation 

The effective workfunction or flatband voltage of MOS devices with HKMG stack usually 

increases as TiN thickness is increased. This effect is observed on both HfON and HfSiON high-k 

[37][164][165][166]. In a study conducted by Kai et al., the authors explained such behaviour by 

the variation of crystal behaviour of TiN films with its thickness, and then its further saturation 

[164]. In another study [165], it was shown that the effect of TiN thickness on VFB depends on the 

capping layer. Electrodes that contains less amount of silicon relative to poly-Si, such as tungsten 

(W), have negligible effect and it was related to the migration of oxygen from gate oxides and 

oxidation of the TiN and poly-Si layer, which changed the WFeff. An increase in TiN thickness 

reduces the oxidation of poly-Si layer on top and hence increaes its own oxidation, but TiN 

oxidation will be the same with W irrespective of its thickness due to low reactivity of W with 

oxygen [165]. However the main mechanism behind this flatband voltage modulation remains 

ambiguous, and the reported values in literature are quite different from one study to another.  

 

In order to solve this ambiguity in the effect of TiN on VFB, XPS under bias measurements 

were performed on devices with HKMG stack consisting of a bevel SiO2 interlayer, HfSiON as 

high-k and TiN as metal gate with a range of TiN thickness (3.5, 5, 6.5 and 10 nm). The 

measurements were only done at 0 bias, and the BE values at flatband were calculated from the 

methodology presented in the previous section. Extrapolated results at VFB, of ΔBE versus ΔVFB, 

are presented in Figure 6.39. As with La/Al additives results, the Si & SiO2 BE’s remain quite 

constant and TiN & HfO2 BE’s shift by the same amount and follows the line ΔBE = q∙ΔVFB. We 

prove here for the first time that it is the modulation of dipole at the SiO2/High-k interface that is 

responsible for VFB shift with TiN thickness, as depicted in the band diagrame of Figure 6.40. 

 

 

Figure 6.39: Extrapolated binding energy shift at flatband, from data at 0 bias, versus flatband voltage shift for 

samples with different TiN thickness 
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Figure 6.40: HKMG stack band diagram at flatband condition for TiN-35 Å and TiN-100 Å gate thicknesses, 

showing dipole modulation at the SiO2/ high-k interface 

 

6.6   Conclusion 

In this chapter, a robust and accurate XPS under bias technique has been developed, able to 

determine the different band energies shift inside the HKMG stack layers of MOS devices [PK-3] 

[PK-5]. New test structures has been presented that enable to perform XPS under bias 

measurements. The biasing issues related to these test structures, has been identified and modelled. 

Moreover, an electrical model and appropriate methodology are introduced for the first time, in 

order to determine the parasitic bias drops and correct biasing for the flatband condition and at 

other device biases.  

Experimental issues related to the XPS equipment such as device location and XPS beam size, 

that can influence XPS under bias measurements, has been identified and solutions has been found 

to deal with them. Moreover, it has been shown that the XPS beam does not have any electrical 

impact on the MOS device during XPS under bias measurements. The issue concerning a large 

parasitic substrate resistance, that presented a hindrance in performing accurate XPS 

measurements, have been significantly reduced. 

XPS under bias technique has been validated by first defining a robust fitting methodology for 

various XPS signals, and then comparing XPS binding energy shifts with what is expected from 

our electrical model. Moreover, a strategy has been presented, by combining XPS binding energies 

and capacitance measurements, to calculate the interface states present at the SiO2/Si interface. 

Finally, this technique has been applied to analyze the origin of effective work function (WFeff) 

shift related to La and Al additives or to TiN thickness modulation. It has been shown for the first 

time, by relative band energy measurements, that in all these cases the dipole modulation at the 

SiO2/high-k interface is responsible for these observed WFeff changes. Moreover, it has been shown 

that band energies at flatband condition can be obtained from measurements at zero bias condition. 

This technique has the potential to be used to characterize devices beyond CMOS, for other 

technologies. 
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Conclusions and perspectives 
 

This Ph.D. thesis has focused on the impact of high-k metal gate (HKMG) stack processes on 

the reliability parameters of the FD-SOI MOSFET devices, their effective workfunction (WFeff ) 

and the diffusion of additives in them. These parameters have been measured by combined 

electrical and physicochemical characterization techniques, and also involves the development of 

an innovative physical characterization technique (XPS under bias). The main objectives of this 

thesis were to investigate : 1) the effects of La and Al additives on the BTI (bias temperature 

instability) and TDDB (time dependent oxide breakdown) reliability, 2) the impact of DIA 

conditions on the diffusion of these additives and device WFeff, 3) the impact of TiN metal gate 

deposition conditions on its microstructure in the context of reducing threshold voltage (VT) 

variability, mechanical properties and device WFeff, and 4) the development of XPS (X-ray 

Photoelectron Spectroscopy) under bias technique to determine the band energies of the MOSFET 

HKMG stack.  

In the work we have focused on building an understanding of the working of the MOSFET 

device used in this thesis and its performance parameters, i.e. the effective work function (WFeff) 

and the impact of charges and dipoles in the gate stack on these parameters. We have presented a 

simplified process flow, used to fabricate the different MOS devices analyzed in this work. The 

importance of TiN microstructure on MOSFET VT variability has been shown. We have discussed 

on the current understanding and the mechanisms associated to the reliability phenomena studied 

in this work. Various techniques to characterize electrical, physical and mechanical properties of 

the gate stack have been presented and reviewed, such as the X-Ray Fluorescence (XRF), X-Ray 

Diffraction (XRD) and X-ray Photoelectron Spectroscopy (XPS). 

In the third chapter, we have investigated the reliability effects (NBTI, PBTI and TDDB) of La 

and Al addition into the HKMG stack, used for threshold voltage adjustment in FDSOI gate 

dielectrics [PK-1]. For the BTI studies, the VT shift follows, as expected, a power law in time and 

increases with the stress voltage amplitude. In literature, the latest mechanisms for BTI propose its 

dependence on the oxide field (EOX), instead of the gate voltage (Vg). Thus, we have primarily 

assumed an EOX dependence for BTI degradation and have analyzed our results accordingly. We 

have also made a distinction between device degradation at the same EOX and the same Vg, by 

comparing device degradation and lifetime results at both conditions. Moreover, in literature NBTI 

and PBTI mechanism are expected to be influenced by the defects inside the interlayer and the 

high-k respectively. Therefore, we have explained our results at the same EOX by the creation or 

passivation of these defects. Comparison at the same EOX shows that La causes significant 

enhancement of intrinsic NBTI and only a slight reduction of PBTI device lifetime. On the contrary, 

Al causes significant enhancement of PBTI and only slight reduction in case of NBTI device 

lifetime. We have explained the NBTI results by a possible defect creation by La and negligible 

impact of Al in the interlayer SiO2. For PBTI, we linked the results to the likely passivation of 

oxygen vacancies by La and defect creation by Al in HfON high-k. On the other hand, comparison 

at the same gate voltage shows no effect of La on NBTI and no clear effect on PBTI, contrary to 

the results at the same EOX. We explained these different results by our assumption of BTI 
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dependence on EOX: at the same Vg, BTI effect caused due to increasing La dose is influenced by 

the decreasing EOX due to dipole formation by La, which leads to an almost direct compensation 

on NBTI but on PBTI there seems to be a more complicated relationship. Effect of Al on NBTI 

and PBTI is quite similar if we analyze it at the same Vg or at the same oxide field due to the 

relatively smaller VT change by Al addition. We have also studied the effect of La and Al addition 

on TDDB reliability or device breakdown time (TBD). In all cases, as expected, the breakdown 

times fit the Weibull distribution over a large range of time and the average time to breakdown 

(TBD) follows a power law in voltage. Al addition in PMOS devices increases the device TBD. We 

have correlated this increase in TBD to the decrease in the leakage current with Al addition, which 

in turn seems responsible for lower defect creation in the gate, similar to mechanisms reported in 

literature. On the other hand, we found a non-monotonous effect of La addition on TBD of PMOS 

devices, TBD decreases with initial La addition but then increases for a higher La dose. Like Al 

addition, we correlated this effect by the variation of leakage current with La dose. In the case of 

La addition inside NMOS devices, the TBD first decreases and then saturates due to La addition, 

but unlike NMOS devices this behavior could not be explained by the leakage current variation. 

Similar to some studies in literature on NMOS, we have been able to explain these result by the 

SILC measurements, which have shown that defect generation is higher with initial La addition but 

it saturates for further La addition. It is important to note that classically La is used in NMOS, and 

there seems to be no drastic degradation for PBTI but an impact only on TDDB. Moreover, it will 

be a problem if La is used in PMOS in future technologies due to degradation of both NBTI and 

TDDB. Similarly, Al is classically used in PMOS and we only observed a slight degradation on 

NBTI and moreover a large positive impact on TDDB, so it will not be a big issue for PMOS. 

However, it will be a problem if Al is used in future NMOS devices. Lastly, TBD mechanism seems 

to depend on the use of pedestal TiN and in this case, it does not have a monotonous behaviour 

with La dose.  

The above reliability studies were conducted on HfON high-k. In a future work, it would be 

interesting to study the impact of these additives on HfSiON, to have additional results and to 

improve our understanding of the degradation behavior. Moreover, due to limited number of 

devices, TDDB studies with Al were conducted only on NMOS, investigations could be done also 

on PMOS devices. 

In the fourth chapter, we have investigated the effect of TiN metal gate RF-PVD deposition 

conditions (chamber pressure, RF power and substrate temperature) on the grain orientation, grain 

size, mechanical stress, resistivity, effective workfunction (WFeff) and wafer-level non-uniformity 

[PK-2]. First, we have measured the variation of TiN deposition rate with its deposition parameters. 

For CMOS process ultra-thin TiN metal gate films are required, and so information on the 

deposition rate becomes very important for a good thickness control of these TiN films. According 

to literature, a small grain size of metal gate or a unique orientation might have an impact on 

reducing threshold voltage variability. Thus, we have evidenced that the grain size and orientation 

are significantly modulated by varying RF power and chamber pressure during TiN RF-PVD 

process, and grain size as low as 5.2 nm has been obtained. Moreover, a unique TiN crystal 

orientation have been obtained for the first time, for few optimized process conditions [PK-2][PK-

6]. We have validated this unique grain orientation process for industrial applications, by showing 
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that the sheet resistance values and wafer non-uniformity in grain size and thickness are within or 

even lower than the process of reference. We have also investigated the modulation of MOS WFeff 

due to a change in TiN gate process. We found that RF power and pressure changes the WFeff, but 

the modulation in metal workfunction (WFM) value could not be extracted from WFeff due to a 

bigger change in the dipole at SiO2/high-k interface. However, we showed that WFeff variations 

were well correlated to the Ti/N ratio change, suggesting an effect related to this dipole. Lastly, we 

have shown that ASTAR technique is capable to map and image all crystal orientations present in 

the TiN metal layer with an excellent accuracy, which was not possible with XRD. The results on 

the grain size and relative amount of crystal orientations are quite similar to as obtained from XRD 

measurements. In a future work, TiN film with a unique orientation could be measured by ASTAR 

technique, to get information on all its grain orientations and so to measure the true crystallinity. 

 

In the fifth chapter, we have investigated the impact of the drive-in-anneal (DIA) conditions, 

of the sacrificial gate stack, on the diffusion of La and Al additives and their impact on the WFeff. 

We observed that for both the additives, the diffused dose changes significantly with temperature 

and follows the Arrhenius law of exponential behavior in the DIA temperature, and a power law in 

DIA time. Moreover, the diffusion of these additives, in steps other than the DIA, is significant and 

is taken into account to correct the dose. Thus, we have defined a methadology to correct the 

experimental dose and with this correction, we observed an increase in the temperature activation 

energy. The variation of dose with time does not necessarily follow the ideal power law, and in the 

case of Al the dose even saturates for higher DIA times. This non-ideal behaviour with time is in 

accordance with some results in literature, we have attributed this behaviour due to the ultrathin 

and bilayer gate stack, chemical reaction of dopants the gate oxides or due to formation of AlN 

clusters in them. The variation with time power law exponent. For both La and Al, the diffused 

dose in HfON is higher than in HfSiON, probably due to a lower mass density and higher number 

of defects in HfON. Moreover, in both HfON and HfSiON, diffused dose of Al is higher compared 

to La, which might be due by the smaller size of Al atoms compared to La. Dopant diffusion 

increases as the activation energy of diffusion decreases. We have correlated this increase in 

diffused dose with the activation energy, which can explain the differences in diffused dose 

between the different additives and high-k materials. Then, the effective workfunction shift with 

the DIA conditions has been correlated with the diffused additive doses. For La addition, on both 

HfON and HfSiON, the workfunction changes linearly with the diffused dose, quite similar to 

studies done earlier, irrespective of the method used to introduce the dose (by varing DIA time or 

temperature). In the case of Al addition, the dose follows a linear behaviour for small doses but 

then deviates and saturate for higher doses. Finally, these results show that for the same diffused 

dose, the electrical impact (WFeff shift) of Al or La dipole at the SiO2/high-k interface on HfON is 

stronger than on HfSiON. Moreover, we also show that this impact of La dipole is stronger than 

that of Al on both the high-k materials.  

 

We have presented many results on the diffusion of La and Al on different high-k materials and 

also correlated it to the WFeff, but we were limited by the measurement of only the total dose inside 

the HKMG stack but not its profile. However, a complete diffusion study can be conducted in order 
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to better understand the diffusion of these additives. This can involve SIMS measurements to 

evaluate additive dose profile inside the gate stack and also taking into account the diffusion of 

additives without the annealing step, by which the diffusion equations can be properly formulated. 

 

In the final chapter, we have developed a robust and accurate XPS under bias technique, able 

to determine the band energies relative positions of the HKMG stack layers of MOS devices [PK-

3][PK-5]. Dipoles and interface states inside the HKMG stack can modulate device electrical 

parameters, specially at the SiO2/high-k interface arising due to La or Al (chapter 4) or TiN process 

change (chapter 5). Thus, obtaining information of these dipoles and that of interface states at the 

SiO2/Si interface becomes very important, which is possible from band energy analysis of the gate 

stack. In previous studies, researchers have tried to obtain information on band energies through 

XPS, but faced many experimental challenges such as proper biasing of the devices. In this work, 

we have presented new test structures that enable to perform correct XPS under bias measurements. 

We have identified and modelled the biasing issues related to these test structures, to calculate the 

effective bias across the device. Addtionally, we have identified the experimental issues related to 

the XPS equipment such as a method to making sure that the XPS beam irradiates only the device 

under test. This was done by defining a strategy to correctly localize the device and knowing the 

correct XPS beam size. Moreover, we have been able to significantly reduce the issue concerning 

a large parasitic substrate resistance, that presented a hindrance in performing accurate XPS 

measurements. Solving these experimental problem then allowed us to validate the XPS under bias 

technique by first defining a robust fitting methodology for various XPS signals, and then 

comparing XPS binding energy shifts with what is expected from our electrical model. This 

correlation, done for the first time between two previosuly unrelated measurements, thus validated 

this technique. Then, we have applied this technique to measure gate stack electrical properties by 

first defining a strategy to calculate the interface states present at the SiO2/Si interface. Finally, this 

technique has been applied to analyze the origin of effective work function (WFeff) shift related to 

La and Al additives or to TiN thickness modulation. It has been shown for the first time, by relative 

band energy measurements, that in all these cases the dipole modulation at the SiO2/High-k 

interface is responsible for these observed WFeff changes. Moreover, it has been shown that band 

energies at flatband condition can be obtained from measurements at zero bias condition. This 

technique has the potential to characterize devices beyond CMOS, and for other technologies. 

In this work, we have conducted the most important part regarding XPS under bias technique, 

that was solving the biasing and experimental issues related to this technique and its development 

and validation. We have also localized and quantified dipoles formed due to additives and TiN 

thickness modulation. For future work, this technique can be used to localize the dipoles related to 

SiGe channel, modulation of TiN intrinsic workfunction by its process conditions, and the origin 

of the roll-off effect.  
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Annex 
 

In section 6.4.1, we presented the fitting procedures for Ti-2p, Hf-4f and Si-2p XPS signals of 

the HKMG stack. In fitting these signals, various area and binding energy constraints between the 

different components and their doublets were applied. First, the reference for the range of binding 

energies, used for different components in the fitting software, was taken from previous works on 

similar gate stacks [gaumer][rachid]. Secondly some fixed constraints were applied, that are 

reported in Table A1. 

 

 

Table A1: Binding energy and area ratio constraints used for the HKMG XPS signals between different components 

and their doublets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Constraints
used

Ti-2p Hf-4f Si-2p

Doublet Area 
ratio

0.32 0.75 0.5

Doublet BE 
difference

TiN-2p = 5.9 eV 
TiON-2p = 5.4 eV
TiO2 = 5.3 eV

1.71 eV 0.6 eV

Components BE 
difference

No constraint HfOSi - HfN = 2.07 eV
HfO2 - HfN = 1.09 eV

No constraint
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Résumé: Cette thèse concerne l’étude des procédés de fabrication des grilles HKMG des technologies  FDSOI 14 et 

28 nm sur les performances électriques des transistors MOS. Elle a porté spécifiquement sur l'aspect fiabilité et la 

maîtrise du travail de sortie effectif (WFeff), au travers de la diffusion des additifs comme le lanthane (La) et 

l’aluminium (Al). Ce travail combine des techniques de caractérisation électriques et physico-chimiques et leur 

développement. L'effet de l'incorporation de ces additifs sur la fiabilité et la durée de vie du dispositif a été étudié. Le 

lanthane dégrade les performances de claquage TDDB et de dérives suite aux tests aux tensions négatives. 

L’introduction d’aluminium améliore le claquage TDDB, mais dégrade les dérives aux tensions positives. Ces 

comportements ont été reliés à des mécanismes physiques. Par ailleurs, la diffusion  de ces additifs dans l’empilement 

de grille a été étudiée pour différents matériaux high-k en fonction de la température et de la durée de recuit de 

diffusion. Les doses d’additifs ont pu être ainsi mesurées, comparées et corrélées au décalage de travail de sortie effectif 

de grille. On a également étudié, les influences des paramètres du procédé de dépôt de grille TiN sur leur microstructure 

et les propriétés électriques du dispositif, identifiant certaines conditions à même de réduire la taille de grain ou la 

dispersion d’orientation cristalline. Toutefois, les modulations obtenues sur le travail de sortie effectif de grille 

dépendent plus du ratio Ti/N, suggérant un changement du dipôle à l'interface SiO2 / high-k. Enfin, une technique 

éprouvée de mesure de spectroscopie à rayon X sous tension a pu être mise en place grâce des dispositifs spécifiques 

et une méthodologie adaptée. Elle permet de mesurer les positions relatives des bandes d’énergie à l'intérieur de 

l’empilement de grille. Cette technique a démontré que le décalage du travail de sortie effectif induits par des additifs 

(La or Al) ou par des variations d'épaisseur de grille métallique TiN provient de modifications du dipôle à l'interface 

SiO2/ high-k. 

Mots-clés: grille métallique, fiabilité, XPS sous tension, travail de sortie effectif,  RF-PVD, microstructure, lanthane, 

aluminium, TiN, diffusion, dipôle, bandes d’énergie, NBTI, PBTI, TDDB, CV, CMOS, FDSOI, high-k   

 

Abstract: This Ph.D. thesis is focused on the impact of the 14 and 28 nm FDSOI technologies HKMG stack processes 

on the electrical performance of MOS transistors. It concerns specifically the reliability aspect and the engineering of 

effective workfunction (WFeff ), through diffusion of lanthanum (La) and aluminum (Al) additives. This work combines 

electrical and physicochemical characterization techniques, and their development. The impact of La and Al 

incorporation, in the MOS gate stack, on reliability and device lifetime has been studied. La addition has a significant 

negative impact on device lifetime related to both NBTI and TDDB degradations. Addition of Al has a significant 

negative impact on lifetime related to PBTI, but on the contrary improves the lifetime for TDDB degradation. These 

impacts on device lifetime have been well correlated to the material changes inside the gate oxides. Moreover, diffusion 

of these additives into the HKMG stack with annealing temperature and time has been studied on different high-k 

materials. The diffused dose has been compared with the resulting shift in effective workfunction (WFeff), evidencing 

clear correlation. In addition, impact of TiN metal gate RF-PVD parameters on its crystal size and orientation, and 

device electrical properties has been studied. XRD technique has been used to obtain the crystal size and orientation 

information. These properties are significantly modulated by TiN process, with a low grain size and a unique crystal 

orientation obtained in some conditions. However, the WFeff modulations are rather correlated to the Ti/N ratio change, 

suggesting a change in the dipole at SiO2/high-k interface. Lastly, using specific test structures and a new test 

methodology, a robust and accurate XPS under bias technique has been developed to determine the relative band 

energy positions inside the HKMG stack of MOS devices. Using this technique, we demonstrated that WFeff shift 

induced by La and Al or by variations in gate thickness originates due to modifications of the dipole at SiO2/high-k 

interface. 

Keywords: metal gate, reliability, XPS under bias, effective workfunction, microstructure, RF-PVD, lanthanum, 

aluminum, TiN, diffusion, dipole, band energy, NBTI, PBTI, TDDB, CV, CMOS, FDSOI, high-k   

 


