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Restricted Boltzmann Machines (RBM) are graphical models that learn jointly a probability distribution and a representation of data. Despite their simple architecture, RBM can learn very well complex data distributions such as the handwritten digits data base MNIST. Moreover, they are empirically known to learn compositional representations of data, i.e. representations that effectively decompose configurations into their constitutive parts. However, not all variants of RBM perform equally well, and few theoretical arguments exist for these empirical observations.

In the first part of this thesis, we ask how come that such a simple model can learn such complex probability distributions and representations. By analyzing an ensemble of RBM with random weights using the replica method, we have characterized a compositional regime for RBM, and shown under which conditions (statistics of weights, choice of transfer function) it can and cannot arise. Both qualitative and quantitative predictions obtained with our theoretical analysis are in agreement with observations from RBM trained on real data.

In a second part, we present the application of RBM to protein sequence analysis and design. Owing to their large size, it is very difficult to run physical simulations of proteins, and to predict their structure and function. It is however possible to infer information about a protein structure from the way its sequence varies across organisms. For instance, Boltzmann Machines can leverage correlations of mutations to predict spatial proximity of the sequence amino-acids. Here, we have shown on several synthetic and real protein families that provided a compositional regime is enforced, RBM can go beyond structure and extract extended motifs of coevolving amino-acids that reflect phylogenic, structural and functional constraints within proteins. Moreover, RBM can be used to design new protein sequences with putative functional properties by recombining these motifs at will.

Lastly, we have designed new training algorithms and model parametrizations that significantly improve RBM generative performance, to the point where it can compete with state-of-the-art generative models such as Generative Adversarial Networks or Variational Autoencoders on medium-scale data.

Les Machines de Boltzmann Restreintes (Restricted Boltzmann Machines, RBM) sont des modèles graphiques capables d'apprendre simultanément une distribution de probabilité et une représentation des données. Malgré leur architecture relativement simple, les RBM peuvent reproduire très fidèlement des données complexes telles que la base de données de chiffres écrits à la main MNIST. Il a par ailleurs été montré empiriquement qu'elles peuvent produire des représentations compositionnelles des données, i.e. qui décomposent les configurations en leurs différentes parties constitutives. Cependant, toutes les variantes de ce modèle ne sont pas aussi performantes les unes que les autres, et il n'y a pas d'explication théorique justifiant ces observations empiriques.

Dans la première partie de ma thèse, nous avons cherché à comprendre comment un modèle si simple peut produire des distributions de probabilité si complexes. Pour cela, nous avons analysé un modèle simplifié de RBM à poids aléatoires à l'aide de la méthode des répliques. Nous avons pu caractériser théoriquement un régime compositionnel pour les RBM, et montré sous quelles conditions (statistique des poids, choix de la fonction de transfert) ce régime peut ou ne peut pas émerger. Les prédictions qualitatives et quantitatives de cette analyse théorique sont en accord avec les observations réalisées sur des RBM entraînées sur des données réelles.

Nous avons ensuite appliqué les RBM à l'analyse et à la conception de séquences de protéines. De part leur grande taille, il est en effet très difficile de simuler physiquement les protéines, et donc de prédire leur structure et leur fonction. Il est cependant possible d'obtenir des informations sur la structure d'une protéine en étudiant la façon dont sa séquence varie selon les organismes. Par exemple, deux sites présentant des corrélations de mutations importantes sont souvent physiquement proches sur la structure. A l'aide de modèles graphiques tels que les Machine de Boltzmann, on peut exploiter ces signaux pour prédire la proximité spatiale des acides-aminés d'une séquence. Dans le même esprit, nous avons montré sur plusieurs familles de protéines que les RBM peuvent aller au-delà de la structure, et extraire des motifs étendus d'acides-aminés en coévolution qui reflètent les contraintes phylogénétiques, structurelles et fonctionnelles des protéines. De plus, on peut utiliser les RBM pour concevoir de nouvelles séquences avec des propriétés fonctionnelles putatives par recombinaison de ces motifs.

Enfin, nous avons développé de nouveaux algorithmes d'entraînement et des nouvelles formes paramétriques qui améliorent significativement la performance générative des RBM. Ces améliorations les rendent compétitives avec l'état de l'art des modèles génératifs tels que les réseaux génératifs adversariaux ou les auto-encodeurs variationels pour des jeux de données de taille intermédiaires.
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## INTRODUCTION

Over the last years, deep learning [1,2], a family of machine learning algorithms based on neural networks, has dramatically improved state-of-the-art performance in numerous fields, including image [3-5] and speech recognition [6, 7], natural language processing [8,9], text translation [10-12], computational medical diagnosis [13], artificial image/video generation [14, 15]. These successes were notably allowed by the availability of increasingly large data sets, computational resource and software frameworks. On the other hand, our theoretical understanding of neural networks has evolved at a slower pace, and although recent theoretical developments are emerging [16-19], numerous questions remain: how can such large models with hundreds of millions of parameters not overfit the data? Why does the non-convex optimization work so well in practice ? Why do some architectures and parameters outperform others ? Neural networks could benefit from a better theoretical understanding, as empirical knowledge can be hard to transfer from one experiment to the other. For instance, the image recognition challenge ImageNet 2015 was won using an ensemble of very deep neural networks, each consisting of 152 layers, a staggering number [5]. However, such very deep architectures should not be required to achieve human-like performance as the visual cortex is not as deep; but since the reason this model outperforms the others is unknown, we cannot reverse engineer it into a simpler architecture. Current progresses therefore essentially rely on improving optimization algorithm [20-22] and exploring increasingly more complex architectures [4,23].

Another issue raised by these successes is that as neural networks become more and more complex, they behave more and more as black-boxes whose outputs are difficult to interpret. In supervised learning, one may want to know what clues are picked up by the model to make a decision; in unsupervised learning, e.g. in probability distribution learning, one may want to know what are the characteristic features of a configuration that give it high probability. This is particularly crucial in the context of data analysis in biology, where models must be both quantitative and relatable to the underlying biological mechanisms. Owing to continuous progresses in data acquisition techniques, such as electrophysiological and fluorescence-based functional recordings of neurons in neuroscience, DNA sequencing, single RNA-sequencing and deep
mutational scans of protein fitness landscapes, the amount of available data has drastically increased. How to exploit these data in both a quantitative and easily interpretable fashion? Most often, interpretability comes at the expense of decreased quantitative performance: linear and logistic regression in supervised learning or mixture models in unsupervised learning are well understood, but rarely provide an sufficient description of data. On the other hand, deep neural networks, though powerful, may not be the best tools for the purpose of interpretation.

Statistical physics may play a key role in addressing both of these issues. Since the 8o's, ideas from statistical physics have led to both fundamental and practical developments in computer science and neural networks. The physicsinspired simulated annealing optimization procedure [24] had major impact in applied computer science and engineering. Statistical physics tools were used to study learning dynamics and maximum capacity of feed-forward and recurrent neural networks such as the perceptron and the Hopfield model [25-27]. More recently, statistical physics was applied to study transitions from polynomial to non-polynomial complexity in K-satisfiability problems [28,29], and theoretical investigation tools such as TAP and belief propagation were shown to efficiently address inference problems [30,31]. Nowadays, connections between deep neural network optimization landscapes and spin-glass energy landscapes and between dynamics of learning and Langevin dynamics are under active investigation $[16,19]$. From the perspective of data modeling, a key conceptual input from statistical physics is that very complex collective behaviors can emerge from simple interactions between individuals: the traditional example is the case of the Ising model, where long-range ferromagnetic order can arise from local couplings between spins. Conversely, this suggests that complex data may be explainable by relatively simple models. The recently developed inverse Ising procedure, which consists in finding interactions that reproduce data correlations found successes in numerous biological problems [32]. More generally, the physics top-down culture of explaining observations by minimalist models may find future applications for developing interpretable machine learning models.

My PhD, realized at the Laboratory of Theoretical Physics of ENS Paris, under the supervision of Pr. Rémi Monasson and in collaboration with Pr. Simona Cocco, at the interface between statistical physics, machine learning and bioinformatics takes place in this general context. This thesis focuses on Restricted Boltzmann Machines (RBM), a simple yet powerful generative neural network, and their application to protein sequence modeling. Though they are much simpler than deep feedforward or generative networks, they share the similar working principle of learning compositional representations of data.

Using theoretical tools from statistical mechanics, we show how and when does such representations emerge. In that case, RBM achieve a very good compromise between model expressivity and interpretability. We then present a new application for protein sequence modeling based on this principle.

In Part I, we introduce and illustrate through examples the key concepts required for this thesis: representations in machine learning, Boltzmann Machines (BM) and Restricted Boltzmann Machines (RBM). It is based on the following review article and currently unpublished material:
[33] S. Cocco, R. Monasson, L. Posani, S. Rosay, and J. Tubiana, "Statistical physics and representations in real and artificial neural networks," Physica A: Statistical Mechanics and its Applications, vol. 504, pp. 45-76, 2018.

Part II focuses on training algorithms for BM and RBM. We first review existing training methods, then introduce personal contributions developed over the course of my thesis. This part is based on the following article, currently under review:
[34] J. Tubiana and R. Monasson, "Efficient sampling and parametrization improve restricted boltzmann machines," 2018.

Part III is dedicated to the analysis of a model of RBM with random weights using statistical mechanics tools. After a review of network-based associative memory models and their statistical mechanics treatments, we present our model, present theoretical results and compare them to RBM trained on the MNIST handwritten digit data base. It is based on the following published article, as well as additional material to be published soon:
[35] J. Tubiana and R. Monasson, "Emergence of compositional representations in restricted boltzmann machines," Physical review letters, vol. 118, no. 13, p. 138301, 2017.

Finally, Part IV is dedicated to the application of RBM to protein sequence analysis. We start by reviewing major stakes of protein science, then present a short review of coevolution methods. It is based on the following two articles; the first is currently under review, and second will be submitted soon:
[36] J. Tubiana, S. Cocco, and R. Monasson, "Learning protein constitutive motifs from sequence data," arXiv preprint arXiv:1803.08718, 2018.
[37] J. Tubiana, S. Cocco, and R. Monasson, "Learning lattice proteins with restricted boltzmann machines : compositional regime and comparative analysis," 2018.

Part I

> INTRODUCTION TO REPRESENTATIONS, BOLTZMANN MACHINES AND RESTRICTED BOLTZMANN MACHINES

# 2 

## REPRESENTATIONS

### 2.1 DEFINITION

We start with the definition of a data representation. Suppose we are given a set of $P$ data samples $\mathbf{x}^{(\mathbf{1})}, \mathbf{x}^{(\mathbf{2})}, \ldots \mathbf{x}^{(\mathbf{P})}$ of a $N$-dimensional random variable $\mathbf{X}$ having joint density $P(\mathbf{X})$. A data transformation is a deterministic transformation from the multidimensional vector space of data into another one:

$$
\begin{equation*}
F: \mathbf{x} \in \mathbb{R}^{\mathbf{N}} \rightarrow \mathbf{x}^{\prime}=\mathbf{F}(\mathbf{x}) \in \mathbb{R}^{\mathbf{M}} \tag{2.1}
\end{equation*}
$$

where $M$ can be larger or smaller than $N$. In general, $F$ is assumed to be differentiable, but is not necessarily invertible. We say that the random vector $\mathbf{X}^{\prime}$ is a representation of the original random vector $\mathbf{X}$. Changing the representation of a random variable can be often extremely helpful in data science because: i) it allows for better visualization and understanding of the process that generated the data; ii) the performance of machine-learning algorithm, such as classification or clustering methods heavily depends on the choice of representation used.

Although it is not obvious that a given representation is good, it is clear that many representations are useless: if $F(\mathbf{x})=0, \forall \mathbf{x}$, then $\mathbf{X}^{\prime}$ is a trivial random variable, and does not carry any information about $\mathbf{X}$. More generally, it is clear that any transformation $F$ that does not vary strongly across the support of $\mathbf{X}$ is of little use. On the opposite, $F=I d$ is not of much use either, since the properties of the data distribution have not changed. Typically, a good data representation $\mathbf{X}^{\prime}$ must have helpful properties that $\mathbf{X}$ does not have, such as low dimensionality, independence between components or sparse values, while carrying information about the original random vector $\mathbf{X}$. Thus, the transformation $F$ must depend on $P(\mathbf{X})$ and should be learnt. Once learnt, a data representation can often shed light on how the data was generated: one can find so-called 'features', i.e. frequent collective modes of variation in the data, find a partition into classes, discover outliers,...

One fundamental reason for learning new data representations is that the vector space $\mathbb{R}^{N}$ and its associated euclidian distance do not reflect well the
underlying structure of the data distribution. For instance, an image of an object and its copy translated by a few pixels are often very far away from one another in terms of euclidian distance - in fact, often as far away as two images of different objects. Similarly, in the context of protein sequences, it is well known that sequence similarity (the Hamming distance) is not always a good predictor of functional similarity. Moreover, the support of the data occupies only an infinitesimal fraction of the vector space, as data very often lie in or close to a subspace of dimension much lower than $N$. This is the so-called 'manifold hypothesis'. Indeed, consider for instance a data set constituted by pictures of a person's face, taken in many different positions; each picture is made of, say, $1000 \times 1000$ pixels. It is clear that this data set is a very small subset of all possible $1000 \times 1000$ colored pictures, which is defined by a $3 \cdot 10^{6}$-dimensional vector. The reason is that, for a given face, there are only $\sim 50$ varying degrees of freedom (the position of all muscles), a very small number compared to $10^{6}$ [38]. Hence, all data points lie in a (non-linear) manifold, of very low dimension $M$ compared to $N$. More generally, the variability in the data often comes from a small number of explanatory latent factors that affect all components, and we would like to recover them. In practice, the perfect representation algorithm that would turn an image into this kind of 'muscle positions' representation does not exist, because our problem is mathematically ill-defined. Indeed, given a set of latent factors (e.g. the 'true' set of muscle positions), any invertible transformation $\mathbf{z}^{\prime}=G(\mathbf{z})$ also defines a set of latent factors that explains the variability in the data. A well-defined representation learning problem therefore requires making assumptions on the statistics and/or dimensionality of the latent factors, as well as on the transformation from factors to observations. We will present below some interesting representation learning algorithms based on these assumptions.

A good data representation can significantly improve the performance of subsequent machine learning tasks, by retaining only useful information about the data sample. For instance, in a so-called deep neural network, one learns a sequence of data transformations, e.g. to predict a label from an image. By using non-linearities and so-called pooling architectures, the learnt intermediate representations of the data can become invariant with respect noise, shifts, rotations,... hence learn quicker [17]. Deep neural networks led to remarkable breakthrough in many areas, such as visual and speech recognition, natural language processing [1,39].


Figure 2.1: (a) Pictures of a person with various facial expressions. They lie in a very low dimensional manifold of the vector space of pictures with $1000 \times 1000$ pixels. (b) Example of complex 2D manifold embedded in a 3 D vector space. Both examples are reproduced from Pr. Yann Lecun's lectures slides on Deep Learning (https://www.slideshare.net/yandex/yann-le-cun)

### 2.2 EXAMPLES

### 2.2.1 Clustering and mixture models

Arguably, the most simple representation of data is clustering. Clustering algorithms such as K-means or Dbscan identify subgroups within the data where the intra-cluster euclidian (or other) distance is low, and inter-cluster distance is high. Formally, it defines a deterministic mapping from the original data space $\mathbb{R}^{N}$ to a categorical variable $z \in[1, . . K]$. In the best cases, the subgroups identified by clustering are well separated and correspond to known categories, such as animal species in an image data base. In the worst cases, clusters found are unstable and do not relate to any known data structure. In particular, clustering depends on the choice of metric, and thus of the initial representation provided to the clustering algorithm.

Since allocation of a sample to a cluster can be ambiguous, probabilistic mapping $P(z=k \mid \mathbf{x})$ (so-called fuzzy clustering) can be derived instead, e.g. using a Gaussian Mixture Model. This defines a K-dimensional representation in which each dimension codes for a 'prototype' sample, and for most samples, a single component dominates over the others, see an example on MNIST, the handwritten digit data base in Fig. 2.2.


Figure 2.2: A. Some samples of MNIST, the data set of $28 \times 28$ images of handwritten digits. B. Selection of prototypes inferred by a mixture model on MNIST. Each one is essentially an average of few digits from the data set.

### 2.2.2 Dimensionality Reduction and PCA

One important subclass of data transformations are dimensionality reduction transformations. One aims at compressing a random vector $\mathbf{X}$ of typically high dimension $N$, into a smaller random vector $\mathbf{X}^{\prime}$ of dimension $M<N$, e.g. $M=2$ or 3 , while keeping as much information as possible about $\mathbf{X}$. Such compression is motivated by the manifold hypothesis described above. One example is Principal Component Analysis (PCA), in which dimensionality reduction is obtained through a simple linear transformation:

$$
\begin{equation*}
\mathbf{X}^{\prime}=W \mathbf{X} . \tag{2.2}
\end{equation*}
$$

where the weight $W$ is a $M \times N$ rectangular matrix that must be trained on the data in order to retain as much information as possible from $\mathbf{X}$. This is done by minimizing a square error between the original data and the data reconstructed from the representation $\mathbf{X}^{\prime}$. In practice, the PCA space is obtained by projecting the data onto the top $M$ eigenvectors of the data covariance matrix $C_{i j}=\left\langle X_{i} X_{j}\right\rangle-\left\langle X_{i}\right\rangle\left\langle X_{j}\right\rangle$, where the average is computed over the data. Such transformation mainly serves two purposes. The first one is to provide a qualitative understanding of the data by visualizing it: one computes a 2 or 3 dimensional-representation of the data; then each data point is represented in a 2 or 3D space. For example, one can compute the 2D PCA representation of $28 \times 28$ images of digits from the MNIST handrwitten digits dataset, vectorized as 784-dimensional vectors, see Fig. 2.3; the scatter plot shows two distinct clusters, corresponding to two digit types (os and 1s). A more interesting


Figure 2.3: (a) A 2-dimensional PCA representation of the MNIST handwritten digits data set. Each point is a different image with $x$ and $y$ coordinates being the value of the first and second components of the representation. Here, only the digits o's (blue) and I's (red) are represented. (b) Visualization of the weight matrix $W$. Each image is a principal component vector $W_{i, \text {, }}$; blue (resp. red) pixels denote large positive (resp. negative) values. the PCA representation is obtained by computing the set of overlaps between an image and each principal component vector
illustration is the interpretation of molecular dynamics simulation of complex systems, made of many strongly interacting and heterogeneous microscopic components. Observing the dynamics of such systems, e.g. a protein described at the atomic level, amounts in practice to look at thousands of correlated time series. Principal component analysis offers low-dimensional projections of these time traces, and allows one to visualize collective motions underlying the evolution of the system, see [40] for a recent review on applications to biomolecules, including nucleic acids and proteins.

The second purpose of dimensionality reduction is to overcome the so-called curse of dimensionality. In very high dimensional spaces, most datasets sample only very sparsely the vector space $\mathbb{R}^{N}$. Consider for instance the following supervised learning problem. We are given a training data basis of 10,000 $100 \times 100$ grayscale (normalized between o and 1) images of cats and dogs, with binary labels attached, and we want to train a parametric model to classify whether images are cats or dogs. At this point, it is useful to think that this classification task is essentially an interpolation problem: there exist a mathematical function $\theta: \mathbf{X} \rightarrow y \in\{0,1\}$ that assigns 0 to cats and 1 to dogs.

We observe pairs of values $\left(\mathbf{X}^{i}, y^{i}=\theta\left(\mathbf{X}^{i}\right)\right)$, with $i=1 \ldots 10,000$, and want to interpolate the values of $\theta$ for new test images. This interpolation problem would be trivial if the input space was densely sampled, e.g. if for any point in $\mathbb{R}^{N}$ there would be a training data point at distance $\leq \epsilon$. In practice, it is impossible because the latter condition requires about $\epsilon^{-\bar{N}}$ data points, which is out-of-reach when $N$ is large.

One possible way-out is to first learn a new data representation of lower dimension, $\mathbf{x}^{\prime}=\mathbf{F}(\mathbf{x})$, e.g. using PCA, and then train a classification model of the form: $y=\theta\left(\mathbf{x}^{\prime}\right)$. If the low dimensional representation keeps relevant information about the nature of the image, then learning can be performed. One popular application of PCA for supervised learning is the 'eigenface' face recognition algorithm. A PCA representation is trained on a data set of faces, before applying supervised learning [41]. The eigenface algorithm is considered among the first successful face recognition algorithms.

The main practical limitation of PCA is that it is generally difficult to identify the principal components with the latent factors mentioned above. As seen from Fig. 2.3(b), the weights are delocalized across all pixels, and cannot be related simply to the constitutents of digits. Weight delocalization is actually quite general: for any image data base featuring translational invariance, such as textures or natural images [42], the principal components are extended 2D Fourier modes ${ }^{1}$. In the next section, we briefly introduce discuss other feature extraction methods that aim at solving this issue.

### 2.2.3 Extracting latent features from data

The variability in real-world data, such as images, can often be decomposed into a set of largely independent modes of variation. For instance, two faces are different because some of their parts are different: nose, ears, lips... At a lower level of description, an image can contain or not an edge at a given location, or at some angle or scale, and two different images have different set of activated edges. Extracting these so-called 'features' is of particular interest for machine learning, in particular for classification, because the decision function $y=\theta(\mathbf{X})$ that must be learnt may be expressed more easily as a function of these 'features' $\mathbf{X}^{\prime}$ than from the raw pixels $\mathbf{X}$. For instance, one could achieve better results by expressing $\theta\left(X^{\prime}\right)$ as a linear function of $\mathbf{X}^{\prime}$, instead of a higher order polynomial
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Figure 2.4: The linear mixing model. Observed random variable $\mathbf{X}$ is generated by first drawing latent variables $z$ from a prescribed distribution, then linear transformation and addition of noise. Arrows indicate causal links
of $\mathbf{X}$. Moreover, the learnt representations have interesting statistical properties, such as low statistical dependence between modes, invariance with respect to irrelevant perturbations of the data such as corruption by noise. that can be used for denoising. Some notable algorithms for unsupervised feature extraction are Independent Component Analysis (ICA) [43], sparse dictionary learning [44] and sparse autoencoders [45].

Briefly, we assume in all cases the following directed graphical model, shown in Fig. 2.4, in which the latent factors $\mathbf{Z} \in \mathbb{R}^{M}$ are linearly mixed to produce the signal $\mathbf{X} \in \mathbb{R}^{N}$; the goal is to learn the mixing matrix. Since the mixing model is not unique (for any $\mathbf{Z}, \mathbf{W}, \mathbf{Z}^{\prime}=\mathbf{U Z}$ and $\mathbf{A}^{\prime}=\mathbf{A} \mathbf{U}^{T}$ with $\mathbf{U}$ unitary induce the same distribution on $\mathbf{X}$ ), all methods rely on a probabilistic prior on the latent factor distribution. In the standard Infomax ICA framework [46], it is assumed that the $z$ are non-gaussian and independent, there is no noise and $M \leq N$. The inference is carried out by finding $\mathbf{A}$ such that the $z$ are as independent as possible from one another, using high order moments criteria. In the sparse dictionary framework, it is assumed that $M>N$ and the $z$ are sparse, with a tunable sparsity prior $\lambda$. The inference is carried out by a double optimization process: for each sample $\mathbf{x}$, find the latent factor $\mathbf{z}$ that best compromises between reconstruction error and sparsity; then update $\mathbf{A}$ so as to reduce the reconstruction error and improve sparsity.

We display in Fig. 2.5 the features learnt by ICA on the MNIST digits data set. The features learnt correspond to individual handwritten strokes, i.e. parts of digits, unlike PCA where the principal component do not have a simple interpretation. Interestingly, the features found by sparse dictionary learning on natural images dataset qualitatively match very well the receptive fields of


Figure 2.5: Features learnt by Independant Component Analysis on MNIST. Most features are localized around a region, and strongly activated by handwritten strokes, parts of digits. The Scikit-learn implementation of FastICA algorithm was used [50]
neurons in the visual cortex of mammalians, such as in monkey [47,48]. Feature extraction carried out in the brain bear strong analogies with machine-learning procedures [49].

ICA, sparse dictionaries and other linear blind source separations methods found numerous applications in the fields of signal processing and neuroscience. Sparse dictionaries inspired the development of new image restoration and compression algorithms [51,52], and led to the theory of compressed sensing (see below). In neuroscience, they were both successful as a theoretical framework for understanding the brain's visual processing [53] and for data analysis of functional recording $[54,55]$. Their main strength is their expressivity: owing to a large choice of latent feature activations, latent models can encode a diversity of samples with a limited number of non-zero entries. There are two main practical limitations. First, the choice of prior limits the set of latent factors that can be inferred. 'True' latent factors may not be independent; for instance, in images of faces, the latent factors 'is a man' and 'has a mustache' are correlated but distinct. Similarly, they may not be sparse, but rather binary, multimodal,... Second, linear mixing model is too simplistic, because the latent factors interact to generate the sample. For instance, translating an image or changing its angle of view is essentially equivalent to performing a permutation of edges detectors activations. Generally speaking, the latent factor - sample mapping is highly non-linear, and most modern approaches for latent factor inferring are based on deep architectures.


Figure 2.6: (a) Features learnt by Sparse Dictionary Learning applied to natural images (woods,...). Most features are orientation-specific edge detectors, reminiscent of Gabor filters. Picture reproduced from Olshausen and Fields [44] (b) Receptive fields of $V_{1}$ simple cells in Macaque visual cortex, reproduced from [47]

### 2.2.4 Random Projections and Compressed sensing

One last interesting example of representation is the case of random projections, and its application to compressed sensing [56]. Here, we will assume that (i) there exists a known sparse dictionary such that $\mathbf{x}=\mathbf{A s} \in \mathbb{R}^{N}$, where $\mathbf{s}$ has at most $K$ non-zero entries for each $\mathbf{x}$ (ii) we compute a linear projection $\mathbf{x}^{\prime}=W \mathbf{x}$, with a random matrix $\mathbf{W}$ in which each entry of the weights $w_{i \mu}$ is random, drawn from a gaussian distribution independently from the others. Provided that the number of measurements $M$ is of the order of $K$ (the exact boundary is given by the Donoho-Tanner phase transition [57]), it is possible to reconstruct accurately the original $N$ dimensional signal, using e.g. LASSO optimization, see Fig. 2.7. Random projections are an extreme example of representation where all the information about the signal is present, but in a very intricate way; the individual components have no meaning on their own, and one must perform a complex non-linear transformation to recover the signal. In practice, many so-called incoherent bases, such as the Fourier representation in image processing share this property with random projections. Compressed sensing notably led to tremendous speed-up of MRI imaging [58].


Figure 2.7: Graphical summary of compressed sensing A signal $\mathbf{x}$ is generated from a sparse latent feature with dictionary A. A low-dimensional random projection is computed, from which reconstruction can be performed using LASSO reconstruction
2.3 SUMMARY

To summarize, we show in Fig. 2.8 the main types of representation:

- Original representation. Data typically forms a very sparse sampling of the high-dimensional space.
- Prototypic representations, such as clustering or mixture models. Each value or component encodes a specific portion of the data space, and for most samples, only one component is significantly active.
- Intricate representations, such as random projections. Representations are themselves high-dimensional vectors, whose component values are of similar amplitudes and all play similar roles across data space. Intricate representations can be very informative about the original data, but the individual components do not have simple interpretation.
- Compositional representations, such as sparse dictionaries. These representations are composed of elementary features that are activated by overlapping regions of the data space. Combining different activation patterns allows to describe a large diversity of data items all over the space.

Choosing one representation over the others ultimately depends on the kind of data and the subsequent intentions: it does not make sense to look for clusters when there are no natural classes within the data, or conversely to look for shared features in purely multimodal data. Moreover, not all representation learning algorithms can be allocated to one of the above mentioned types. We will show in particular that depending on the learning algorithm and the parameter values, RBM can behave in any of the last three representation types.


Figure 2.8: Nature of representations of data. A: Original data representation. B: Prototypic representation. C: Intricate representation. D: Compositional representation. Each dot represent a data sample, and each colored circle denote the region of the data space where a feature is significantly activated.

# BOLTZMANN MACHINES AND RESTRICTED BOLTZMANN MACHINES 

### 3.1 HISTORICAL BACKGROUND

Systems of interacting binary units were originally introduced as toy models of condensed matter systems in statistical physics. These coarse grained descriptions of interacting particles were designed as minimal models for studying collective phenomena in materials and phase transitions. Some famous examples include The Ising and Curie-Weiss model for studying ferromagnetism, paramagnetism and criticality in magnets [59,60], the Anderson model for studying conductor-insulator transition in materials [61,62], the Lebowitz-Penrose model of Liquid-Vapor phase transition [63], or the Sherrington-Kirkpatrick model of spin glasses [64].

These models were first brought to the to the domains of neuroscience and artificial intelligence in 8os, at the onset of the second wave of connectionism. In 1982, Hopfield showed that a system of coupled binary units mimicking a biological network of neurons connected by synapses could learn to store memories ('patterns'), and retrieve then under noisy conditions [65]. The main idea is to adjust the synapses such that each memory (a pattern of activation of the neurons) is an attractor of the dynamical system of interacting neurons; therefore, any dynamic starting around the attractor leads to the full retrieval of the pattern. The so-called Hopfield model of associative memory inspired a wide literature of attractor models in theoretical neuroscience [66]. In 1983, Ackley, Sejnowski and Hinton presented the Boltzmann Machine (BM), a system of coupled binary units whose biases and couplings could be trained by physics-like Monte Carlo simulations to learn implicit constraints from data [67]. BM were proven to be succesful for pattern completion tasks on toy examples, but the learning algorithm was prohibitively slow. In 1984, Geman and Geman showed a connection between Bayesian image denoising and bidimensional Ising-like lattice models of interacting spins: each spin plays the role of a pixel, and ferromagnetic couplings between neighbors arise from continuity priors in images. They then showed that the physics-inspired Gibbs sampling and simulated annealing were efficient for performing Maximum A Posteriori optimization
and denoising images. Finally, Smolensky presented the Harmonium - which is a special case of BM and is now known as Restricted Boltzmann Machine (RBM), in the context of the theory of language and symbolic computation [68].

Owe to their lack of computational efficiency, BM learning approaches were initially let down in favor of supervised learning algorithms based on backpropagation [69]. They reappeared in 2002 when Hinton proposed the Contrastive Divergence algorithm as a fast training algorithm for RBM [70], and RBM subsequently found interesting successes as representation learning algorithms [71] and for collaborative filtering (the Netflix problem) [72]. In particular, Hinton et al. showed that stacking RBM on the top of one another proved an efficient way of learning deep representations [73]; such deep belief networks could then be fine-tuned by backpropagation to reach state-of-the-art performance in classification tasks [74]. These results sparked a wave of interest in RBM [75], until the large amount of data, faster hardware and better regularizations rendered unsupervised pretraining of deep networks useless $[1,3,76]$. More recently, BM and RBM were also supplanted as generative models by new approaches, such as Variational Autoencoders [77] and Generative Adversarial Networks [14].

## Direct coupling



Figure 3.1: The Inverse Ising problem Correlations are either due to direct interaction or indirect interaction, as in the Ising model of statistical physics. The goal of the inverse Ising problem is to recover the interaction matrix from the data correlations

In parallel to these developments, Boltzmann Machines have witnessed a surge of interest in the statistical physics community over the last decade, under the names of inverse Ising problem or Maximum entropy modelling. In traditional statistical physics, macroscopic observables are derived from microscopic laws governing the system. In inverse problems the order is reversed: we are provided with observations of the system, and aim to go back to its microscopic laws. Inverse problems are particularly important for
studying complex systems in which the behaviour of individual units is well understood but not their collective behaviours. For instance, in neuroscience, the functional differentiation between various biological neural networks does not arise from neuronal types (there are only a few types across the whole brain), but rather by the way they interact: the set of axons, dendrites and synapses that mediates communication between neurons determines what computations are performed, how the network responds to external stimuli, and how it learns from experience. Each neural network has its own unique interaction graph, and it is essential to develop experimental or theoretical tools for elucidating network connectivity.

Since experimental measurement of all the synaptic couplings between all pairs of neurons is very challenging in vivo, recent approaches have focused on inferring them from observed neural activity only. The key idea is that a neuron receiving input from another excitatory or inhibitory neuron is respectively more or less likely to spike when the latter is spiking. Interactions between neurons therefore induce positive or negative spike correlations, and it may be possible to recover some information about the underlying network from the patterns of correlations. This can be formalized as an Ising inference problem: we look for a set of fields (the neural thresholds) and couplings (the synaptic interactions) that reproduces the mean and pairwise correlations from recordings. This problem is identical to learning a Boltzmann Machine with only visible units from the data. Numerous statistical physics methods were developed for solving the inverse Ising problem, such as message-passing algorithms [78], mean-field and TAP expansions [79,80], cluster expansions [81,82] see [32] for a review.

In the context of neuroscience, such approaches were shown successful at retrieving both structure of synaptic couplings and at predicting functional behavior (response to stimulus, replay, learning,...) in the retina [83, 84], prefrontal cortex [85] and hippocampus [86-88], see [89,90] for reviews. Other examples of application of inverse Ising problem (and related models) include modelling of bird flocks [91], financial markets [92], and structure prediction in proteins or RNA (see Part iv), see [32] for a review. We now define BM and RBM and present result.

### 3.2 DEFINITION

A Boltzmann Machine (BM) and a Restricted Boltzmann Machine (RBM) are both undirected graphical models, i.e., probability distributions over a multidimensional space, defined via an interaction graph, see Fig. 3.2. BM are constituted of a single set of random variables $\mathbf{v}$, interacting via a coupling


## Visible layer

Figure 3.2: Architectures of BM (A), RBM (B) and gBM (C). All models are defined on a bidirectional graph; with a visible layer (v) representing the data and, for RBM and gBM a hidden layer (h) supposed to extract statistically meaningful features from the data.
matrix J. RBM are constituted by two sets of random variables, a visible layer (v) -the data layer- and a hidden layer (h), which are coupled together by a weight matrix $\mathbf{W}$; there are no direct couplings between pairs of units in the same layer (hence, the name restricted). BM and RBM are both special cases of general Boltzmann Machines (gBM), originally formulated in [67], which have a visible layer, hidden layer and couplings between all pairs of variables. There are $N$ visible units indexed by $i$, and for RBM and gBM, $M$ hidden units indexed by $\mu$.

In all generality, the variables $v_{i}, h_{\mu}$ can take binary ( $0 / 1$ or $-1 / 1$ ), categorical (Potts state) or continuous $\left(\in \mathbb{R}, \mathbb{R}^{+},[0,1], \ldots\right)$ values; for simplicity of presentation we will assume here that the $v_{i}$ are binary; generalization to other kind of variables is straightforward. For BM, the probability distribution of the visible unit configuration $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)$ is given by the following Boltzmann distribution:

$$
\begin{align*}
& P(\mathbf{v})=\frac{1}{Z} e^{-E(\mathbf{v})} \\
& E(\mathbf{v})=-\sum_{i=1}^{N} g_{i} v_{i}-\sum_{1 \leq i<j \leq N} J_{i j} v_{i} v_{j} \tag{3.1}
\end{align*}
$$

Where $E$ is the energy function and $Z=\sum_{\mathbf{v} \in[0,1]^{N}} e^{-E(\mathbf{v})}$ is the partition function such that $P$ is normalized. The fields vector $g_{i}$ and couplings matrix $J_{i j}$ adjust respectively the mean and correlations of the units $v_{i}$. Similarly, for a RBM, the joint probability distribution of the visible and hidden unit configurations, $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)$ and $\mathbf{h}=\left(h_{1}, h_{2}, \ldots, h_{M}\right)$ is:

$$
\begin{align*}
& P(\mathbf{v}, \mathbf{h})=\frac{1}{Z} e^{-E(\mathbf{v}, \mathbf{h})} \\
& E(\mathbf{v}, \mathbf{h})=-\sum_{i} g_{i} v_{i}+\sum_{\mu=1}^{M} \mathcal{U}_{\mu}\left(h_{\mu}\right)-\sum_{i, \mu} w_{i, \mu} v_{i} h_{\mu} \tag{3.2}
\end{align*}
$$

where as before, $E$ is the energy function and $Z=\sum_{v, h} e^{-E(\mathbf{v}, \mathbf{h})}$ is the partition function. $\mathcal{U}_{\mu}$ are unary potentials that control the marginal distributions of the variables $h_{\mu}$, and the weight matrix $w_{i, \mu}$ couples the visible and hidden layers. The hidden potentials $\mathcal{U}_{\mu}$ can be chosen arbitrarily as long as sampling is feasible. Some useful examples are:

- The Bernoulli potential: $\mathcal{U}(x)=-g x \quad$ with $\quad x \in\{0,1\}$
- The Potts (multinomial) potential: $\mathcal{U}(x)=-g(x)$ with $\quad x \in\{1, . ., K\}$
- The Quadratic or Gaussian potential: $\mathcal{U}(x)=\frac{1}{2} \gamma x^{2}+\theta x$, with $x \in \mathbb{R}$
- The ReLU potential: $\mathcal{U}(x)=\frac{1}{2} \gamma x^{2}+\theta x, \quad$ with $x \in \mathbb{R}^{+}$
- The double ReLU potential: $U(x)=\frac{1}{2} \gamma^{+} x^{+2}+\frac{1}{2} \gamma^{-} x^{-2}+\theta^{+} x^{+}+\theta^{-} x^{-}, x \in$ $\mathbb{R}$ where $x^{+}=\max (x, 0), x^{-}=\min (x, 0)$.

Bernoulli and Quadratic potentials are standard in the RBM literature; Potts potential is a straightforward generalization of RBM to categorical variables such as protein sites, with value 1 out of 20 amino-acids. The ReLU and double ReLU potentials were introduced during this thesis and will be justified below ${ }^{1}$.

We stress that though the visible units are not directly connected, they are correlated thanks to common input from the hidden layer; RBM can therefore model correlated data. Indeed, consider the example of Fig. 3.3: a sample is collected from 4 binary variables that show strong Pearson correlations $\sim 0.5$ between all pairs. These samples could have been produced in two ways:

1 Nair and Hinton introduced ReLU for RBM in [93], but in an heuristic fashion: a conditional form $P\left(h_{\mu} \mid I_{\mu}\right)=\operatorname{ReLU}\left(I_{\mu}+\mathcal{N}(0,1)\right)$ is prescribed, without any associated potential. The RBM were shown to be efficient for feature extraction, but cannot be used for scoring / generation purpose


Figure 3.3: How to model correlations among a set of variables. A. Boltzmann Machine approach: The matrix of pairwise correlations between variables is computed from data, and a network of couplings is inferred to reproduce those correlations. B. Restricted Boltzmann Machine approach: observed correlations are due to one or more common input(s), whose values drive the configurations of the variables. A network of connection between the visible layer (support of data configurations) and a layer of hidden units (support of common inputs) is found to maximize the probability of the data items. The rightmost column indicates the magnitude $h$ of the hidden unit as a function of the visible configuration.

- Either by a BM with excitatory couplings $J_{i j}>0$ between all pairs of variables, such that a configuration with both $v_{i}=1$ and $v_{j}=1$ has lower energy (and higher probability) than a configuration with $v_{i}=1, v_{j}=0$ or $v_{i}=0, v_{j}=1$. Here, 'Ferromagnetic' interactions between each pair induce correlations.
- Either by a RBM with a single binary unit $h_{1}$, with positive coupling $w_{i 1}>0$ for all $i$. When $h_{1}=1$, each $v_{i}$ has a high probability to be 1 , $p\left(v_{i}=1 \mid h_{1}\right)=\frac{1}{1+e^{-(g+w)}}$ and conversely. In other words, the correlations between visible units arise come from a shared common input received by an unobserved unit.

Informally, the BM couplings represent causal links between units whereas the RBM hidden units represent collective modes of variation of the data. Formally, we can compute the probability distribution over the visible layer for RBM by marginalizing over the hidden units:

$$
\begin{equation*}
P(\mathbf{v})=\int \prod_{\mu=1}^{M} d h_{\mu} P(\mathbf{v}, \mathbf{h})=\frac{1}{Z} \exp \left(-\sum_{i=1}^{N} \mathcal{U}_{i}\left(v_{i}\right)+\sum_{\mu=1}^{M} \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)\right) \equiv \frac{1}{Z} e^{-E_{\text {eff }}(\mathbf{v})} \tag{3.3}
\end{equation*}
$$

Where:

$$
\begin{equation*}
I_{\mu}(\mathbf{v})=\sum_{i} w_{i \mu} v_{i} \tag{3.4}
\end{equation*}
$$

is the input received by hidden unit $\mu$, and:

$$
\begin{equation*}
\Gamma_{\mu}(I)=\log \left[\int d h e^{-U_{\mu}(h)+h I}\right] \tag{3.5}
\end{equation*}
$$

is the cumulant generative function associated to the potential $U_{\mu}$. For instance, for quadratic potential, $\Gamma_{\mu}(I)=\frac{1}{2 \gamma}(I-\theta)^{2}+\frac{1}{2} \log \frac{2 \pi}{\gamma}$; if $\gamma_{\mu}=1, \theta_{\mu}=0$, the effective energy is, up to an additive constant:

$$
\begin{equation*}
E_{e f f}(v)=-\sum_{i} g_{i} v_{i}-\frac{1}{2} \sum_{i, j}\left(\sum_{\mu} w_{i \mu} w_{j \mu}\right) v_{i} v_{j} \tag{3.6}
\end{equation*}
$$

In that case, we recognize a pairwise effective Hamiltonian with rank $M$ pairwise interaction matrix, i.e. the Hopfield model with $M$ patterns [65, 94]. In general, non-quadratic hidden-unit potentials have a non-quadratic cumulant generative function, and produce high-order interactions (obtained by Taylor of $\Gamma$ ). Interestingly, the number of high-order terms can be infinite but the number of parameters of the model is finite, scaling as $M N$; this is in stark contrast with high-order Boltzmann Machines, where each order adds $\mathcal{O}\left(N^{k}\right)$ parameters to the model. For both BM and RBM, training consists in fitting numerically the distribution $P(\mathbf{v})$ to the data by maximum likelihood, see section 3.4 and Part ii.

Thanks to its high-order interaction terms, RBM with Bernoulli hidden units are universal approximators, provided the number of hidden units is arbitrarily large [95]. In practice, the number of hidden units required can be relatively small or fairly large. For instance, the Curie-Weiss model, which is formally defined as a BM with i) $\pm 1$ visible units ii) $g_{i}=0 \forall i$ and iii) $J_{i j}=\frac{J}{N} \forall i, j$


Figure 3.4: Hidden units potentials $\mathcal{U}_{\mu}$ and corresponding cumulant generative function $\Gamma_{\mu}$, see Section 3.8 for analytical formula. Non-quadratic potential induce non-quadratic cumulant generative function and thus, high-order interaction terms.
with $J>0$ can be expressed as a RBM with i) $M=1$ hidden unit ii) a quadratic potential and iii) $w_{i 1}=\sqrt{\frac{J}{N}}$; this is because J is positive definite of rank 1 . On the other hand, the same model but with antiferromagnetic interactions $J<0$ requires $N-1$ hidden units, because $\mathbf{J}$ is negative definite. To view this, we can write the transformation $\mathbf{J} \rightarrow \mathbf{J}-J \mathbf{I d}$, which leaves the probability invariant but changes $\mathbf{J}$ into a positive definite matrix of rank $N-1$. Qualitatively, antiferromagnetic interactions induce a narrower distribution of the average magnetization $m=\frac{1}{N} \sum_{i} v_{i}$ than with the independent model, and such constraint cannot be encoded simply by a shared input between visible units. More formally, this is because the cumulant generative function is always convex.

### 3.3 SAMPLING

In both BM and RBM, one cannot sample directly the distribution like in univariate distribution or multivariate gaussians. Instead, we must use Markov chain Monte Carlo sampling, using the Gibbs sampling to update configurations. Let $\mathbf{x}$ be the complete vector of units (either $\mathbf{v}$ or $(\mathbf{v}, \mathbf{h})$ ). Gibbs sampling consists in updating each unit $x_{l}$ in a random order by drawing it from its conditional distribution $P\left(x_{l} \mid \mathbf{x} x_{l}\right)$. Gibbs sampling satisfies detailed balance, aperiodicity and in most cases irreducibility, such that given sufficient time, the Markov chain distribution converges toward the Boltzmann distribution. In RBM, the
connection with data representation algorithms is best seen when considering the sampling scheme. Since there are no connections within a layer, the hidden layer units are conditionally independent given the configuration of the visible layer, and conversely; hence the Gibbs sampling can be simplified as follows, schematized in Fig. 3.5:

- Compute hidden units inputs $I_{\mu}=\sum_{i} w_{i \mu} v_{i}$
- Sample each hidden unit independently $P\left(h_{\mu} \mid I_{\mu}\right) \propto \exp \left[-U_{\mu}\left(h_{\mu}\right)+h_{\mu} I_{\mu}\right]$
- Compute the visible layer inputs $I_{i}=\sum_{\mu} w_{i \mu} h_{\mu}$
- Sample each visible unit independently $P\left(v_{i} \mid I_{i}\right) \propto \exp \left[\left(g_{i}+I_{i}\right) v_{i}\right]$

The first two steps can be seen as a stochastic feature extraction from configuration $\mathbf{v}$, whereas the last two steps are a stochastic reconstruction of $\mathbf{v}$ from the features $\mathbf{h}$. One can define in particular a data representation as the most likely hidden layer configuration given a visible layer configuration, that is, through the set of

$$
\begin{equation*}
h_{\mu}^{*}(\mathbf{v})=\arg \max _{h_{\mu}} P\left(h_{\mu} \mid \mathbf{v}\right)=H_{\mu}\left(I_{\mu}(\mathbf{v})\right), \tag{3.7}
\end{equation*}
$$

where $H_{\mu}=\left(\mathcal{U}_{\mu}^{\prime}\right)^{-1}$ is the transfer function.
Another possiblity is to use the average hidden layer activity given the visible layer:

$$
\begin{equation*}
h_{\mu}^{*}(\mathbf{v})=\left\langle h_{\mu} \mid \mathbf{v}\right\rangle \equiv \frac{\partial \Gamma_{\mu}}{\partial I}\left(I_{\mu}(\mathbf{v})\right), \tag{3.8}
\end{equation*}
$$

Where the last equality stems from the definition of the cumulant generative function (we have similarly $\operatorname{Var}\left(h_{\mu} \mid \mathbf{v}\right) \equiv \frac{\partial^{2} \Gamma_{\mu}}{\partial I^{2}}\left(I_{\mu} \mathbf{v}\right)$ ). We show in Fig. 3.6 examples of transfer functions and average activity. The nature of the hidden potential determines the shape of the transfer function and average activity. For quadratic potential, both are linear, whereas for Bernoulli potential, they are respectively a Heavyside and sigmoid function, see Section 3.8. For the Rectified Linear Unit (ReLU) potentials, the transfer function is exactly a ReLU function (hence the name) $H(I)=\operatorname{ReLU}\left(\frac{I-\theta}{\gamma}\right)$, where $\operatorname{ReLU}(x)=\max (x, 0) . \operatorname{ReLU}$ is a popular non-linearity for neural networks, as they are easy to compute, can remove low signals by thresholding and do not saturate at large inputs, unlike sigmoids. For the double ReLU (dReLU) potential, the transfer function has two ReLU branches, see Fig. 3.6. Compared to Bernoulli hidden units, ReLU hidden units preserve information about the intensity of the input, and were shown to significantly outperform the former in the context of image recognition [93].


Figure 3.5: Back-and-forth sampling procedure in RBM. Hidden configurations $\mathbf{h}$ are sampled from visible configurations $\mathbf{v}$, and, in turn, define the distribution of visible configurations at the next sampling step.


Figure 3.6: Average activity and transfer function for various hidden units potentials $\mathcal{U}_{\mu}$, see Section 3.8 for analytical formula. Non-quadratic potentials correspond to to non-linear transfer function and average activity

We have chosen a truncated gaussian distribution rather than followed the construction based on duplicating Bernoulli units proposed in [93] in order to obtain a well-defined probability distribution. As seen from Fig. 3.6, the dReLU potential, which we introduced in [36] is the most general form, and can effectively interpolate between quadratic $\left(\theta_{+}=\theta_{-}, \gamma_{+}=\gamma_{-}\right)$, $\operatorname{ReLU}\left(\gamma_{-} \rightarrow \infty\right)$, and Bernoulli ( $\gamma_{ \pm}=\mp \theta_{ \pm} \rightarrow+\infty$ ) potentials. In practice, the parameters are adjusted during training and this flexibility is particularly useful for modeling both super-gaussian and sub-gaussian projections, see Section 3.7.

### 3.4 LEARNING

Training is achieved by maximizing the likelihood of the data $\mathcal{L}=\langle\log P(\mathbf{v})\rangle_{d}$. For any general parametric Boltzmann distribution $P_{\theta}(\mathbf{v})=\frac{1}{Z} e^{-E\left(\mathbf{v}{ }^{\prime}\right.}$, the gradient with respect to ` is given by:

$$
\begin{equation*}
\nabla \cdot \mathcal{L}=-\left\langle\nabla \cdot E\left(\mathbf{v},{ }^{`}\right\rangle_{d}+\left\langle\nabla \cdot E\left(\mathbf{v},{ }^{`}\right\rangle_{m}\right.\right. \tag{3.9}
\end{equation*}
$$

Where $\left\rangle_{m}\right.$ is the expectation over the current model distribution $P_{\theta}(\mathbf{v})$. For a Boltzmann Machine, this gives:

$$
\begin{align*}
& \frac{\partial \mathcal{L}}{\partial g_{i}}=\left\langle v_{i}\right\rangle_{d}-\left\langle v_{i}\right\rangle_{m} \\
& \frac{\partial \mathcal{L}}{\partial J_{i j}}=\left\langle v_{i} v_{j}\right\rangle_{d}-\left\langle v_{i} v_{j}\right\rangle_{m} \tag{3.10}
\end{align*}
$$

And for a Restricted Boltzmann Machine, with hidden unit potential $U_{\mu}$ and associated potential parameters $\xi_{\mu}$ (e.g. fields, threshold curvature,...):

$$
\begin{align*}
\frac{\partial \mathcal{L}}{\partial g_{i}} & =\left\langle v_{i}\right\rangle_{d}-\left\langle v_{i}\right\rangle_{m} \\
\frac{\partial \mathcal{L}}{\partial \xi_{\mu}} & =\left\langle\frac{\partial \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}{\partial \xi_{\mu}}\right\rangle_{d}-\left\langle\frac{\partial \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}{\partial \xi_{\mu}}\right\rangle_{m}  \tag{3.11}\\
\frac{\partial \mathcal{L}}{\partial w_{i \mu}} & =\left\langle v_{i}\left\langle h_{\mu} \mid \mathbf{v}\right\rangle\right\rangle_{d}-\left\langle v_{i}\left\langle h_{\mu} \mid \mathbf{v}\right\rangle\right\rangle_{m}
\end{align*}
$$

Where we used the identity $\left\langle h_{\mu} \mid \mathbf{v}\right\rangle=\frac{\partial \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}{\partial I}$. In all cases, the gradient is the difference between a moment from the data and its corresponding moment of the model distribution; at the maximum of likelihood, moment matching conditions are satisfied. The major difficulty lies in evaluating the second term $\langle f(\mathbf{v})\rangle_{m}=\frac{\sum_{\mathbf{v}} f(\mathbf{v}) e^{-E(\mathbf{v})}}{\sum_{\mathbf{v}} e^{-E(\mathbf{v})}}$, because it involves a weighted summation over $2^{N}$ configurations, which is impossible in practice. Beyond the computational difficulty, estimating the moments from interactions is fundamentally difficult, because as is known in statistical physics, very small changes in interaction parameters can induce phase transitions i.e. dramatic changes in the moments.

We discuss in Part ii current moment approximation methods, and present a new sampling algorithm, as well as new dynamic reparameterization techniques for addressing these issues.

The main differences between training BM and RBM are that:

- in BM, the data moments can be evaluated only once, whereas they must be recomputed as $\mathbf{W}$ evolves in RBM. Regular gradient descent is therefore best suited for BM, whereas stochastic gradient descent is faster for RBM.
- Sampling is slightly easier for RBM due to the conditional independence property, which allows parallel updates instead of sequential ones.
- RBM can be less computationally demanding, as one can choose $M \ll N$ (iv) the likelihood is a convex function for BM but not for RBM.


### 3.5 LIKELIHOOD ESTIMATION

Since the partition function $Z$ is intractable in both BM and RBM, the loglikelihood $\mathcal{L}=\log P(\mathbf{v})$ cannot be computed directly. Throughout this manuscript, we have used the Annealed Importance Sampling (AIS) algorithm for estimating the partition function and therefore the likelihood [96,97]. Briefly, the idea is to estimate partition function ratios. Let $P_{1}(\mathbf{x})=\frac{P_{1}^{*}(\mathbf{x})}{Z_{1}}, P_{0}=\frac{P_{0}^{*}(\mathbf{x})}{Z_{0}}$ two probability distribution with partition functions $Z_{1}, Z_{0}$. Then:

$$
\begin{equation*}
\left\langle\frac{P_{1}^{*}(\mathbf{x})}{P_{0}^{*}(\mathbf{x})}\right\rangle_{\mathbf{x} \sim P_{0}}=\sum_{\mathbf{x}} \frac{P_{1}^{*}(\mathbf{x})}{P_{0}^{*}(\mathbf{x})} \frac{P_{0}^{*}(\mathbf{x})}{\mathrm{Z}_{0}}=\frac{1}{Z_{0}} \sum_{\mathbf{x}} P_{1}^{*}(\mathbf{x})=\frac{\mathrm{Z}_{1}}{\mathrm{Z}_{0}} \tag{3.12}
\end{equation*}
$$

Therefore, provided that $Z_{0}$ is known (e.g. if $P_{0}$ is an independent model with no couplings), one can in principle estimate $Z_{1}$ by Monte Carlo. The difficulty lies in the variance of the estimator: if $P_{1}, P_{0}$ are very different from one another, some configurations can be very likely for $P_{1}$ and almost impossible for $P_{0}$; these configurations appear almost never in the Monte Carlo estimate of $\langle$.$\rangle , but the$ probability ratio can be exponentially large. In Annealed Importance Sampling, we address this problem by constructing a continuous path of interpolating distribution $P_{\beta}=P_{1}^{\beta} P_{0}^{1-\beta}$, and estimate $Z_{1}$ as a product of ratios of partition function:

$$
\begin{equation*}
Z_{1}=\frac{Z_{1}}{Z_{\beta_{l_{\max }}}} \frac{Z_{\beta_{l_{\max }-1}}}{Z_{\beta_{l_{\max }-2}}} \ldots \frac{Z_{\beta_{1}}}{Z_{0}} \times Z_{0} \tag{3.13}
\end{equation*}
$$

In practice, we choose $P_{0}$ as the closest (in terms of KL divergence) independent model to the data distribution $P_{d}$, and a linear set of interpolating temperatures of the form $\beta_{l}=\frac{l}{l_{\max }}$. To evaluate the successive expectations, we use a fixed number $M$ of samples initially drawn from $P_{0}$, and gradually anneal from $P_{0}$ to $P_{1}$ by successive applications of Gibbs sampling at $P_{\beta}$. Moreover, all computations are done in logarithmic scales for numerical stability purposes: we estimate $\log \frac{Z_{1}}{Z_{0}} \approx\left\langle\log \frac{P_{1}^{*}(\mathbf{x})}{P_{0}^{*}(\mathbf{x})}\right\rangle_{\mathbf{x} \sim P_{0}}$, which is justified if $P_{1}$ and $P_{0}$ are close. We refer interested readers to [97] for implementation details.

We show in Fig. 3.7 and 3.8 selected results of training of respectively BM and RBM with various potentials on the MNIST digits data set. For BM, Fig. 3.7A shows a selection of pixel-pixel couplings; each image corresponds to a coupling $J_{i}$. at fixed pixel $i$ (shown in red). The couplings are mostly non-zero in the neighborhood of the pixel, featuring short range excitation and intermediate range inhibition. Crucially, the distribution of coupling values is much sparser than the distribution of correlations (panel B). This is because a large fraction of the correlations $C_{i j}$ are indirect and can be explained by other couplings $J_{i k} J_{j k}$, see Fig. 3.1: in interacting systems such as the Ising model, long-range correlations can arise from local couplings.


Figure 3.7: Modeling MNIST with Boltzmann Machines A. Visualization of the interaction matrix $J_{i j}$ inferred. Each image shows the couplings $J_{i}$. for a fixed $i$, identified by the white pixel. Direct couplings are most important between close neighbors B. Distribution of the Pearson correlation coefficients. Distribution of the inferred coupling values


ReLU, M = 12


ReLU, $M=400$, short training


Figure 3.8: Modeling MNIST with Restricted Boltzmann Machines Selection of features inferred by RBM, with $M=12$ or $M=400$, and with ReLU, Bernoulli or Gaussian hidden unit potentials. We find prototypes, features or extended modes.


Figure 3.9: Weight evolution throughout training For ReLU RBM with $M=400$, as training converges, the weights become sparser and larger.


Figure 3.10: Properties of learnt representations Distribution of the hidden layer average activities $\left\langle h_{\mu} \mid \mathbf{v}\right\rangle$ (left), of the number of significantly activated hidden units (middle) and silent units (right), for ReLU (top) and Gaussian (bottom) potentials with $M=400$ and regular training.

The phenomenology is richer for RBM. We show in Fig. 3.8 a selection of features inferred using Bernoulli, Gaussian and ReLU hidden units, with $M=400$ or $M=12$, and short or regular training. The shape of the features and the nature of the representation depends on the training time, the number of hidden units and the nature of the potential. For ReLU potential (and Bernoulli,
not shown) and i) low $M$ or ii) large $M$ and short training time, each weight is extended, with a shape similar to a single digit, as was observed with the mixture model, see Fig.2.2. For Bernoulli and ReLU potentials with large M, as training converges, the weights get larger and sparser, reaching a fraction of nonzero weights $p \sim 0.1$, see Fig. 3.9. Each weight is localized, and encodes a stroke - as was found by ICA, see Fig. 2.5. The hidden layer representation is also similar to sparse dictionaries, showing a compositional behavior: each data image strongly activates a small number of hidden units $L \sim 20$ (see Part iii for mathematical definition of $p$ and $L$ ), whereas most hidden units are silent ( $I$ below ReLU threshold) or weakly activated, see Fig. 3.10. On the other hand, for Gaussian potentials, the features are delocalized, and seemingly unrelated to the image data base. Histograms of hidden average hidden unit activity $h_{\mu}$ are Gaussian, which is typical of intricate representations such as random projection (see Section 2.2.4). This can be explained by the fact that the marginal probability distribution $P(\mathbf{v})$ is invariant under a rotation of the weights $\mathbf{W} \rightarrow \mathbf{W O}$, where $O$ is a rotation matrix with $O^{T} O=I d$, see Eqn. (3.6). There is therefore a large degeneracy of equally performing models, and most have intricate representations.
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Figure 3.11: Artificially generated digits Samples from the various models and likelihood per pixel. See Fig. 2.2 for a comparison with digits from the original data base.

The match between the data distribution and the inferred probability distribution can be assessed by the quality of generated samples: for good matches, samples from the probability distribution should look like digits. Fig. 3.11 shows samples from all 4 distributions. We find decent looking digits for Bernoulli and ReLU RBM, but not BM and Gaussian RBM. Overall, this suggests that high-order moments are crucial both for the nature of representation
and for generative purpose. Log-likelihood estimates obtained by Annealed Importance Sampling (see section 3.5) confirm the visual impression, showing higher log-likelihood for high-order models than pairwise models.

Interestingly, the samples of ReLU RBM are also very diverse: the learnt probability distribution is very complex, with many local maxima of probability (much larger than the values of $N$ or $M$ ) as seen in Fig. 3.12. For each sample from the training and testing set, we perform a gradient ascent on $P(\mathbf{v})$ to find its closest attractor (i.e. local maximum of probability); we then count the number of distinct attractor at various phase of the training. At the beginning, the model is monomodal, with a single attractor. As training progresses, the number of attractors grows. After training, each data sample - both from training and test set - is within few pixels of a distinct local maximum of probability. Beyond the tested samples, the total number of attractors of the model is likely very large. Intuitively, this is because different combinations of activated features produce different visible layer configurations, such that combinatorics can create large sample diversity.


Figure 3.12: Probability landscape learnt on MNIST Counts of the number of distinct attractors (local maxima of $P(\mathbf{v})$ around the data samples. After training, each sample is very close ( $7-8$ pixel) to a single attractor, suggesting a very rough landscape.

Overall, depending on the choices of potentials, training time and number of hidden units, we found a diversity of learnt representations, model performances and probability landscapes. In particular, RBM switch between prototype, compositional and intricate representations. The motivation of Part iii is to better understand why these different representations occur.

### 3.7 WHAT DO HIDDEN UNITS LEARN?

In BM, it is fairly clear that the couplings are adjusted so as to match the data and model correlations. On the other hand, the moments $v_{i}\left\langle h_{\mu} \mid \mathbf{v}\right\rangle$ adjusted by RBM depend on the weight matrix $\mathbf{W}$ and on the non-linearity chosen, and they are dynamically evolving throughout training. What are the hidden units trying to model ? Here, we present a new short computation illustrating the process. In the following we assume that we sequentially add each hidden unit and update only its parameters $\mathbf{w}_{\mu}, \xi_{\mu}$ (and not the previous ones $\mathbf{w}_{\mu^{\prime}}, \xi_{\mu^{\prime}} \mu^{\prime}<\mu$ ) instead of performing a gradient descent over the entire set of parameters. Moreover, we will assume for now that the cumulant generative function $\Gamma_{\mu}(I)$ is arbitrary rather than parametric, i.e. such that its value for each $I$ can be adjusted. To this end, let $P_{\mu}$ be the marginal probability distribution over the visible layer where only the first $\mu$ hidden units are included:

$$
\begin{equation*}
\log P_{\mu}(\mathbf{v})=g^{T} v+\sum_{\mu^{\prime}=1}^{\mu} \Gamma_{\mu^{\prime}}\left(I_{\mu^{\prime}}\right)-\log Z_{\mu} \tag{3.14}
\end{equation*}
$$

Where $Z_{\mu}=\sum_{\mathbf{v}} e^{g^{T} v+\sum_{\mu^{\prime}=1}^{\mu} \Gamma_{\mu^{\prime}}\left(I_{\mu^{\prime}}\right)}$ is the associated partition function. The following recursion relation holds:

$$
\begin{align*}
P_{\mu} & =P_{\mu-1} e^{\Gamma_{\mu}\left(I_{\mu}\right)} \frac{Z_{\mu-1}}{Z_{\mu}} \\
& =P_{\mu-1} e^{\Gamma_{\mu}\left(I_{\mu}\right)-\log \left\langle e^{\Gamma_{\mu}\left(I_{\mu}\right)}\right\rangle_{P_{\mu-1}}} \tag{3.15}
\end{align*}
$$

For $\mu=0, P_{0}$ is an independent model with fields $g$. Initially, we set the fields $g_{i}(a)=\log f_{i}(a)$, i.e. the fields of the independent model closest to the data. Then, the RBM is recursively built: given $\left\{\mathbf{w}^{\prime}, \Gamma_{\mu}^{\prime}, \mu^{\prime} \in[1, \mu-1]\right\}$, we derive $w_{\mu}, \Gamma_{\mu}$ by maximum likelihood estimation. From Eqn. 3.15, the likelihood writes:

$$
\begin{equation*}
\mathcal{L}_{\mu}=\left\langle\log P_{\mu}(\mathbf{v})\right\rangle_{d}=\left\langle\log P_{\mu-1}(\mathbf{v})\right\rangle_{d}+\left\langle\Gamma_{\mu}\left(I_{\mu}\right)\right\rangle_{d}-\log \left\langle e^{\Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}\right\rangle_{P_{\mu-1}} \tag{3.16}
\end{equation*}
$$

Where the first term does not depend on $\Gamma_{\mu}, \mathbf{w}_{\mu}$. Deriving first with respect to $\Gamma_{\mu}(I)$ yields:

$$
\begin{align*}
\frac{\delta \mathcal{L}_{\mu}}{\delta \Gamma_{\mu}(I)} & =\left\langle\delta\left(I-I_{\mu}\right)\right\rangle_{d}-\frac{\left\langle\delta\left(I-I_{\mu}\right) e^{\Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}\right\rangle_{P_{\mu-1}}}{\left\langle e^{\Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}\right\rangle_{P_{\mu-1}}}  \tag{3.17}\\
& =P_{d}\left(I_{\mu}=I\right)-e^{\Gamma_{\mu}(I)-\log \left\langle e^{\Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}\right\rangle_{P_{\mu-1}} P_{\mu-1}\left(I_{\mu}=I\right)}
\end{align*}
$$

Where $P_{d}\left(I_{\mu}\right)$ (resp. $\left.P_{\mu-1}\left(I_{\mu}\right)\right)$ denote the induced probability density of the input $I_{\mu}$ under $P_{d}(\mathbf{v})$ (resp. $P_{\mu-1}(\mathbf{v})$ ). Solving for the critical point gives $\Gamma_{\mu}$ up to an additive constant:

$$
\begin{equation*}
\Gamma_{\mu}(I)=\log \left[\frac{P_{d}\left(I_{\mu}=I\right)}{P_{\mu-1}\left(I_{\mu}=I\right)}\right]+K \tag{3.18}
\end{equation*}
$$

The choice $K=0$ is convenient, as it gives $\log \left\langle e^{\Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)}\right\rangle_{P_{\mu-1}}=0 . P_{\mu}$ is given by:

$$
\begin{equation*}
P_{\mu}(\mathbf{v})=P_{\mu-1}(\mathbf{v}) \frac{P_{d}\left(I_{\mu}(\mathbf{v})\right)}{P_{\mu-1}\left(I_{\mu}(\mathbf{v})\right)} \tag{3.19}
\end{equation*}
$$

Note also that $\Gamma_{\mu}$ is such that $P_{\mu}\left(I_{\mu}\right)=P_{d}\left(I_{\mu}\right)$. Intuitively, for a fixed $\mathbf{w}^{-}$, $\Gamma_{\mu}$ is adjusted such that the histograms of $I_{\mu}$ under $P_{\mu}$ and $P_{d}$ match. After optimizing of $\Gamma_{\mu}$, the likelihood 3.16 rewrites:

$$
\begin{align*}
\mathcal{L}_{\mu} & =\left\langle\log P_{\mu}(\mathbf{v})\right\rangle_{d}=\left\langle\log P_{\mu-1}(\mathbf{v})\right\rangle_{d}+\left\langle\log \frac{P_{d}\left(I_{\mu}(\mathbf{v})\right.}{P_{\mu-1}\left(I_{\mu}(\mathbf{v})\right.}\right\rangle_{d}  \tag{3.20}\\
& =\mathcal{L}_{\mu-1}+D_{K L}\left(P_{d}\left(I_{\mu}\right)| | P_{\mu-1}\left(I_{\mu}\right)\right)
\end{align*}
$$

Where $D_{K L}$ denotes the Kullback-Leibler (KL) divergence. Hence, maximizing over $\mathbf{w}_{\mu}$ amounts to finding the linear projection that maximizes the KL divergence between the data distribution and the previous model distribution. In other words, hidden unit $\mu$ first finds the most discriminating feature between the target distribution and the current distribution $P_{\mu-1}$ (in a very similar spirit
to the discriminator in GANs [14]), then it is incorporated to the model and its potential is adjusted in order to exactly erase this difference. Since $D_{K L} \geq 0$, the process always increases the likelihood and is therefore guaranteed to converge to a local maximum. In practice, the cumulant generative function is not arbitrary but parametric; this biases the search of projections toward particular statistics: Bernoulli potentials favor projections with bimodal distributions, and so on. dReLU potentials, which can express all symmetric and asymmetric distributions, and gaussian, sub-gaussian or super-gaussian distributions (i.e. bimodal or sparse) are the least biased potentials.

This iterative scheme is very similar to the process of finding the top $K$ principal components of the data: one computes the data covariance matrix, then looks for the component with highest variance (the top eigenvector), substracts it to the covariance matrix, and repeats the cycle. The main differences are that (i) RBM aim at explaining data probability, whereas PCA solely explains variance and (ii) the iterative procedure described above gives the best possible result for PCA, but not for RBMs. Indeed, when adding a new hidden unit, one should also update all the previous units $1 \rightarrow \mu-1$, as the new hidden unit can perturb their statistics. Therefore, standard simultaneous optimization of all the hidden units is probably more effective than iterative optimization, but this formulation better highlights the individual roles of the hidden units and of the potential.

### 3.8 EXPLICIT FORMULA FOR SAMPLING AND TRAINING RBMS

We conclude this section with explicit formula for sampling and training RBMs. Due to the conditional independence property, sampling the conditional distributions is straightforward both for the visible and hidden layer; it requires sampling from $P\left(h_{\mu} \mid I\right) \propto e^{-\mathcal{U}_{\mu}\left(h_{\mu}\right)+I h_{\mu}}$. Here, we give explicit formula for the average activity, transfer function $H(I)=\arg \max P(h \mid I)$ cumulant generative functions and its derivatives for the various potentials useful for sampling and training; in the following, we drop the hidden unit index $\mu$.

### 3.8.1 Bernoulli

- $P(h \mid I)=\left\{\begin{array}{lll}\frac{e^{g+I}}{1+e^{g+1}} & \text { if } & h=1 \\ \frac{1}{1+e^{g+I}} & \text { if } & h=0 \\ 0 & \text { Otherwise }\end{array}\right.$
- $\Gamma(I)=\log \left(1+e^{g+I}\right)$
- $\langle h \mid I\rangle=\partial_{I} \Gamma(I)=\partial_{g} \Gamma(I)=\frac{1}{1+e^{-g-1}}$
- $\operatorname{Var}[h \mid I]=\partial_{I}^{2} \Gamma(I)=\frac{e^{-g-I}}{\left(1+e^{-g-I}\right)^{2}}$
- $H(I)=\mathbb{1}_{g+I \geq 0}$
3.8.2 Potts
- $P(z \mid I)=\frac{e^{g(z)+I(z)}}{\sum_{z^{\prime}} e^{g(z)+I(z)}}$
- $\Gamma(I)=\log \left(\sum_{z} e^{g(z)+I(z)}\right)$
- $H(I)=\arg \max _{z^{\prime}} g\left(z^{\prime}\right)+I\left(z^{\prime}\right)$

Note the degeneracy $g_{i}(z) \rightarrow g(z)+K_{i}$ and $w_{i \mu}(z) \rightarrow w_{i \mu}(z)+G_{i}$ for any $K_{i}$, $G_{i}$. In all experiments, we have removed the degeneracy by using the so-called zero-sum gauge: $\sum_{z} g_{i}(z)=0, \sum_{z} w_{i \mu}(z)=0 \forall i, \mu$. SGD updates preserve the zero-sum gauge for the fields but not for the weights, see the gradient equations 3.11; the weights must be modified after each update to restore the zero-sum gauge: $w_{i \mu}(v) \rightarrow w_{i \mu}(v)-\frac{1}{q_{v}} \sum_{v^{\prime}} w_{i \mu}\left(v^{\prime}\right)$, where $q_{v}$ is the number of Potts states (e.g. 20 amino-acids) of visible units.

### 3.8.3 Gaussian

We write $\mathcal{N}\left(\mu, \sigma^{2}\right)$ the Gaussian distribution of mean $\mu$ and standard deviation $\sigma$. Then:

- $P(h \mid I)=\mathcal{N}\left(\frac{I-\theta}{\gamma}, \frac{1}{\gamma}\right)$
- $\Gamma(I)=\frac{(I-\theta)^{2}}{2 \gamma}+\frac{1}{2} \log \frac{2 \pi}{\gamma}$
- $\langle h \mid I\rangle=\partial_{I} \Gamma(I)=-\partial_{\theta} \Gamma(I)=\frac{I-\theta}{\gamma}$
- $\operatorname{Var}[h \mid I]=\frac{1}{\gamma}$
- $H(I)=\frac{I-\theta}{\gamma}$
- $\partial_{\gamma} \Gamma(I)=-\frac{1}{2}\left\langle h^{2} \mid I\right\rangle=-\frac{1}{2 \gamma}-\frac{(I-\theta)^{2}}{2 \gamma^{2}}$


### 3.8.4 ReLU and dReLU

As ReLU are special cases of dReLU (with $\gamma_{-} \rightarrow \infty$ ), we provide formula only for the latter potentials. We first introduce $\Phi(x)=\exp \left(\frac{x^{2}}{2}\right)\left[1-\operatorname{erf}\left(\frac{x}{\sqrt{2}}\right)\right] \sqrt{\frac{\pi}{2}}$. Some useful properties of $\Phi$ are:

- $\Phi(x) \sim_{x \rightarrow-\infty} \exp \left(\frac{x^{2}}{2}\right) \sqrt{2 \pi}$
- $\Phi(x) \sim_{x \rightarrow \infty} \frac{1}{x}-\frac{1}{x^{3}}+\frac{3}{x^{5}}+\mathcal{O}\left(\frac{1}{x^{7}}\right)$
- $\Phi^{\prime}(x)=x \Phi(x)-1$

To avoid numerical issues, $\Phi$ is computed in practice with its definition for $x<5$ and with its asymptotic expansion otherwise. We also write $\mathcal{T} \mathcal{N}\left(\mu, \sigma^{2}, \theta,+\infty\right)$ the truncated Gaussian distribution of mode $\mu$, width $\sigma$ and support $[\theta,+\infty]$. Then, we see first that $P(h \mid I)$ is equivalent to a mixture of two truncated Gaussians:

$$
\begin{align*}
P(h \mid I) & =\left\{\begin{array}{l}
\frac{1}{Z} \exp \left[-\frac{\gamma^{+}}{2} h^{2}-\left(\theta^{+}-I\right)\right] \begin{array}{l}
\text { if } h \geq 0 \\
\frac{1}{Z} \exp \left[-\frac{\gamma^{-}}{2} h^{2}-\left(\theta^{-}-I\right)\right] \\
\text { if } h \leq 0
\end{array} \\
\\
\end{array} p^{+} 1_{h \geq 0} \frac{e^{-\frac{\gamma+}{2} h^{2}+\left(I-\theta^{+}\right) h}}{Z_{+}}+p^{-} 1_{h<0} \frac{e^{-\frac{\gamma^{-}}{2} h^{2}+\left(I-\theta^{-}\right) h}}{Z_{-}}\right. \tag{3.21}
\end{align*}
$$

Where $Z_{ \pm}=\Phi\left(\frac{\mp\left(I-\theta^{ \pm}\right)}{\sqrt{\gamma^{ \pm}}}\right) \frac{1}{\sqrt{\gamma^{ \pm}}}$, and $p_{ \pm}=\frac{Z_{ \pm}}{Z_{+}+Z_{-}}$. We deduce the following formula:

- $P(h \mid I)=p^{+} \mathcal{T} \mathcal{N}\left(\frac{I-\theta^{+}}{\gamma_{+}}, \frac{1}{\gamma_{+}}, 0,+\infty\right)+p^{-} \mathcal{T} \mathcal{N}\left(\frac{I-\theta^{-}}{\gamma^{-}}, \frac{1}{\gamma^{-}},-\infty, 0\right)$
- $\Gamma(I)=\log \left[\frac{1}{\sqrt{\gamma^{+}}} \Phi\left(\frac{-I+\theta^{+}}{\sqrt{\gamma^{+}}}\right)+\frac{1}{\sqrt{\gamma^{-}}} \Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)\right]$
- For $H(I)$ we distinguish two cases: the sparse case $\theta^{+}>\theta^{-}$(such as dReLU1 of Fig. 3.4,3.6), and the bimodal case $\theta^{+}<\theta^{-}$(dReLU2). For the former it writes:

$$
H(x)=\operatorname{ReLU}\left(\frac{I-\theta^{+}}{\gamma^{+}}\right)-\operatorname{ReLU}\left(\frac{-I+\theta^{-}}{\gamma^{-}}\right)
$$

Which justifies the name double ReLU 'dReLU'. Note the plateau betweeen $\left[\theta^{-}, \theta^{+}\right]$, which thresholds weak positive or negative inputs $I$ and promotes sparse distributions. For the latter, it writes:

$$
H(I)= \begin{cases}\frac{I-\theta^{+}}{\gamma^{+}} & \text {if } \quad I \geq \frac{\theta^{+} \sqrt{\gamma^{-}}+\theta^{-} \sqrt{\gamma^{+}}}{\sqrt{\gamma^{+}}+\sqrt{\gamma^{-}}} \\ \frac{I-\theta^{-}}{\gamma^{-}} & \text {if } \quad I \leq \frac{\theta^{+} \sqrt{\gamma^{-}}+\theta^{-} \sqrt{\gamma^{+}}}{\sqrt{\gamma^{+}}+\sqrt{\gamma^{-}}}\end{cases}
$$

Note the discontinuity, which pushes an input $I$ toward either strongly positive or negative values and promotes bimodal distribution. Both expressions are consistent for the equality case.

- $\langle h \mid I\rangle=p^{+}\left[\frac{I-\theta^{+}}{\gamma^{+}}+\frac{1}{\sqrt{\gamma^{+}} \Phi\left(\frac{-I_{+}+\theta^{+}}{\sqrt{\gamma^{+}}}\right)}\right]+p^{-}\left[\frac{I-\theta^{-}}{\gamma^{-}}-\frac{1}{\sqrt{\gamma^{-}} \Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)}\right]$
- $\operatorname{Var}[h \mid I]=\frac{p^{+}}{\gamma^{+}}+\frac{p^{-}}{\gamma^{-}}+p^{+} p^{-}\left(I\left(\frac{1}{\gamma^{+}}-\frac{1}{\gamma^{-}}\right)-\frac{\theta^{+}}{\gamma^{+}}+\frac{\theta^{-}}{\gamma^{-}}+\frac{1}{\sqrt{\gamma^{+}} \Phi\left(\frac{-I+\theta^{+}}{\sqrt{\gamma^{+}}}\right)}+\frac{1}{\sqrt{\gamma^{-}} \Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)}\right)$
$\frac{I\left(\frac{1}{\gamma^{+}}-\frac{1}{\gamma^{-}}\right)-\frac{\theta^{+}}{\gamma^{+}}+\frac{\theta^{-}}{\gamma^{-}}-\frac{1}{\sqrt{\gamma^{+} \Phi\left(\frac{-I+\theta^{+}}{\sqrt{\gamma^{+}}}\right)}+\frac{1}{\sqrt{\gamma^{-} \Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)}}} \frac{\Phi\left(\frac{-I+\theta^{+}}{\sqrt{\gamma^{-}}}\right)}{\sqrt{\gamma^{+}}}+\frac{\Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)}{\sqrt{\gamma^{-}}}}{}$
- $\partial_{\theta^{+}} \Gamma(I)=-\langle\max (h, 0) \mid I\rangle=-p^{+}\left[\frac{I-\theta^{+}}{\gamma^{+}}+\frac{1}{\sqrt{\gamma^{+}} \Phi\left(\frac{-I_{+}+\theta^{+}}{\sqrt{\gamma^{+}}}\right)}\right]$
- $\partial_{\theta^{-}} \Gamma(I)=-\langle\min (h, 0) \mid I\rangle=-p^{-}\left[\frac{I-\theta^{-}}{\gamma^{-}}-\frac{1}{\sqrt{\gamma^{-}} \Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)}\right]$
- $\partial_{\gamma^{+}} \Gamma(I)=-\frac{1}{2}\left\langle\max (h, 0)^{2} \mid I\right\rangle=-\frac{1}{2} p^{+}\left[\frac{1}{\gamma^{+}}+\left(\frac{I-\theta^{+}}{\gamma^{+}}\right)^{2}+\frac{I-\theta^{+}}{\gamma^{+} \Phi\left(\frac{-I+\theta^{+}}{\sqrt{\gamma^{+}}}\right)}\right]$
- $\partial_{\gamma^{-}} \Gamma(I)=-\frac{1}{2}\left\langle\min (h, 0)^{2} \mid I\right\rangle=-\frac{1}{2} p^{-}\left[\frac{1}{\gamma^{-}}+\left(\frac{I-\theta^{-}}{\gamma^{-}}\right)^{2}-\frac{I-\theta^{-}}{\gamma^{-} \Phi\left(\frac{I-\theta^{-}}{\sqrt{\gamma^{-}}}\right)}\right]$


## Part II

## LEARNING ALGORITHMS FOR BOLTZMANN MACHINES AND RESTRICTED BOLTZMANN MACHINES

This short part is dedicated to maximum likelihood training in BM and RBM. As shown in Section 3.4, both models require evaluation of the moments of the distribution, which is NP hard in the general case. Moreover, in the case of RBM with continuous units, ill-conditioning of the hessian complexifies training. Overall, feature extraction with RBM is fairly robust but reaching good generative performance can be challenging, and numerous articles have studied the subject. We will briefly review them, before presenting two developments introduced for the purpose of this thesis: a new sampling algorithm and a new reparameterization trick.

## 4

## THE MOMENT EVALUATION PROBLEM

### 4.1 BACKGROUND

We recall that the models are fitted through likelihood optimization, which can be carried out by a gradient ascent algorithm, consisting of successive updates of the form $\theta^{(t+1)}=\theta^{(t)}+\operatorname{lr}_{t} \nabla \cdot \mathcal{L}$, where $\operatorname{lr}_{t}$ is the learning rate at time $t$, until convergence is reached. For BM and RBM, the likelihood gradient takes the form of a difference between a data average and model average:

$$
\begin{equation*}
\nabla_{\theta} \mathcal{L}=-\left\langle\nabla_{\theta} E(\mathbf{v}, \theta\rangle_{d}+\left\langle\nabla_{\theta} E(\mathbf{v}, \theta\rangle_{m}\right.\right. \tag{4.1}
\end{equation*}
$$

A gradient update therefore consists in simultaneously pushing down the energy of the data configuration and pushing up the energy of the current model distribution; convergence is reached once the two effects compensate exactly. For BM and RBM, the left hand term can be easily evaluated from the data. For $\mathrm{BM}, \frac{\partial E(\mathbf{v})}{\partial g_{i}}=v_{i}$ and $-\frac{\partial E(\mathbf{v})}{\partial J_{i j}}=v_{i} v_{j}$, such that after averaging, we obtain exactly the first and second order moments $f_{i}=\left\langle v_{i}\right\rangle_{d}, f_{i j}=\left\langle v_{i} v_{j}\right\rangle_{d}$; they can be computed once before the training starts. For RBM, the derivatives are non-linear moments and depend on the current parameter estimates, see Eqn. (3.11); they must be evaluated after each parameter update. For speed purposes, we evaluate the data average using only a small mini-batch of data ( $N_{\text {batch }} \sim 100$ in most of our experiments), and iterate multiple time over all the mini-batches. Provided that the gradient can be evaluated and that the learning rate rate slowly decays to zero, this optimization method, termed Stochastic Gradient Descent (SGD) correctly converges toward a local maximum of the likelihood. Moreover, it exhibits increased speed and better behavior for non-convex optimization, see [98] for more information.

On the other hand, the right hand term is hard to evaluate, since neither analytical evaluation (cost is exponential in N ) nor direct sampling from $P$ are possible (i.e. when samples from $P$ can be obtained by transforming of uniformly distributed samples). In their original formulation of BM/RBM, Ackley, Hinton and Sejnowski used Markov Chain Monte Carlo (MCMC) to
simulate the model. We recall briefly that MCMC consists in constructing a Markov chain such that the desired distribution (here $P$ ) matches the Markov chain distribution of samples in the limit of an infinite number of Markov steps, see [99] for an introduction. The greater the number of steps, the closer the Markov chain distribution is to the desired distribution. In our context, at each step of the gradient descent, we launch a set of $N_{\text {chains }}$ Markov Chains, wait until convergence, then evaluate the moments from the samples obtained. Though this is possible in principle, the very long computational time presents a major difficulty for doing so. For instance, a naive Metropolis-Hasting or Gibbs MCMC of a Curie-Weiss model, i.e. RBM with $N \pm 1$ visible units, $M=1$ hidden unit, and uniform weight matrix $w_{i 1}=w / N$ ) requires of the order of $\exp \left(N w^{2}\right)$ steps to converge to the equilibrium distribution when $w>1$. More generally, naive MCMC generally fails whenever the regions of the configuration space with low-energy do not form a connected space, in the sense that one must transit through (very) high-energy configurations to go from one region to the other; transitions are therefore extremely rare, and convergence to the equilibrium distribution is never observed in practice for large $N$. The original experiments of Ackley et al. were therefore limited to toy data sets, and BM/RBM rapidly lost traction in favor of less computationally heavy methods such as backpropagation. Since then, numerous heuristics were developed for handling this problem and are briefly presented here.

### 4.1.1 Contrastive Divergence

Contrastive Divergence (CD) is a MCMC based method introduced by Hinton in 2002 for training RBM [70]. It is a simplification of the original MCMC sampling algorithm in which instead of starting Markov chains from random configurations and waiting until equilibrium is reached, each chain is initialized with a data sample, and only a few $N_{M C}$ Gibbs sampling steps are applied before evaluating the gradient. In practice, we set $N_{\text {chains }}=N_{\text {batch }}$, and for a given SGD step, we use the same data samples for evaluating the data average of Eqn. (4.1) and for initializing the MCMC chains that will be used; the gradient therefore quantifies a 'contrast' between the initial data and the chains that have 'diverged' away from them. The intuition behind CD is that if we have $P \sim P_{d}$, the Gibbs sampling leaves both the model and data distribution invariant, such that the gradient vanishes. Conversely, if we update the parameters such that the Gibbs sampling step(s) leave invariant the data distribution, we should bring $P$ close to $P_{d}$. For instance, for a data set constituted by two handwritten digits (a o and a 1), CD learns by 'digging' the energy landscape around the two original samples, see Fig. (4.1). More formally, Bengio and Delalleau later constructed a formal


Figure 4.1: CD learning on a data set constituted by two digits. Energy landscape in hidden layer representation $P(h)$ before (left) and after (right) training; red dots denote the two data samples. Here, CD successfully digs attractors around the two samples
series expansion of the log-likelihood via Gibbs updates, and showed that CD learning is equivalent to a gradient descent over the truncated log-likelihood expansion [100]. Compared to the original Monte Carlo learning algorithm, CD is biased but much faster: it avoids the long 'burn-in' time necessary for Markov Chains to reach high-probability configurations, and prevents them from being stuck in a mode of the model, as they are each time initialized in a different mode. Using CD, Hinton presented the first successful training of RBM on a data set of honorable size, namely the MNIST handwritten digits data set. Though strokes-like features can be found, the samples generated by the model are not very good. This is because the Monte Carlo sampling explores only a neighborhood of the data samples, such that regions far away from the original data are never seen. This is problematic because learning some samples can increase the probability of other configurations away from them; think for instance of the Hopfield model: learning $M$ patterns can generate high-probability spurious states. In Fig. (4.2), we show a similar example with three digits instead of two. CD learning fails to get rid of spurious states because samples (green dots) cannot escape from the local attractor, even after 500 Gibbs steps. As for PCD (see below) CD learning can lead to divergence of the likelihood [75, 101, 102].


Figure 4.2: Same with three digits. Green dots indicate CD samples with 500 steps, starting from the data instances; they cannot reach the low-energy spurious attractors, though they have low energy as well

### 4.1.2 Persistent Contrastive Divergence

Instead of initializing the Markov Chains from samples at each gradient update, Tieleman and Hinton later proposed to maintain the same set of (persistent) Markov chains from one gradient update to the other, performing only a few $N_{M C}$ steps between each update [103]. The intuition behind Persitent Contrastive Divergence (PCD) is that provided that the samples at a given time are effectively at equilibrium and the probability distribution varies slowly from one update to the other, then only a few steps should be required to adjust to the new equilibrium distribution. Indeed, it can be shown that when the learning rate tends to zero, PCD gives exactly samples from the probability distribution [104]. In practice, due to slow mixing rates, samples from PCD are often stuck in one mode, and the Markov Chains are unable to track global evolutions of $P_{m}$, such as the apparition of spurious modes, or the relative probabilities of each mode. Consider for instance a trivial data set with $N=2$ Bernoulli units, and $p_{00}=p_{11}=0.48, p_{01}=p_{10}=0.02$. We train a RBM with a single Bernoulli hidden unit, using either exact moment evaluation (there are only 8 states) or PCD (with 1 or 2 Gibbs steps between each update), using a fixed learning rate $\mathrm{lr}=0.1$, and $N_{\text {batch }}=N_{\text {chains }}=10$. The exact method quickly converges to the optimum, whereas PCD learning leads to divergence


Figure 4.3: PCD learning on a $N=2$ toy data set, using a RBM with $M=1$. Left: Evolution of the train set likelihood (exact computation). Full line denote the exponential smoothing of $\mathcal{L}(t)$ and error indicate fluctuations around the smoothing; Right: Evolution of one of the two weights $w_{11}$. PCD learning results in divergence, even for a trivial case. Parallel Tempering (PT, see below) with 2 replica (at $\beta=0,1$ ) correctly converges to the optimum
of the likelihood and the weights, see Fig. (4.3). Indeed, since transitions 00 to 11 are very rare (one must first get $h=1$ from 00 ), the persistent chains cannot track well the relative changes in $p_{00}, p_{11}$. For instance, if we start with a distribution having an excess of 11 , the gradient update will quickly increase the probability 00 but the samples will take a lot more time to adjust; such that the excess remains while learning continues, resulting in an overshoot with a very high probability of 00 . Though this divergence phenomenon can be reduced by using smaller learning rate and more updates, the mixing time typically increases as the model gets better (and the energy landscape steeper), such that PCD generally results in divergence of the likelihood [75, 101, 102]. In practice, we found that PCD can converge reasonably well provided that sufficient Monte Carlo updates are used and that we gradually anneal the learning rate to zero, so as to avoid divergence. Starting from an initial value $\mathrm{lr}_{i}$, a geometric decay of learning rate starts after da\% (e.g. $50 \%$ ) of the training until a final value $\operatorname{lr}_{f}\left(\right.$ e.g. $10^{-3} \times 1 \mathrm{rr}_{i}$ ). Results may however vary a lot on the training time: too few updates can result in underfit, whereas too many updates can lead to divergence.

### 4.1.3 Parallel Tempering

In an attempt to improve the efficiency of MCMC simulations, non-local Monte Carlo algorithms from the physics/chemistry literature were proposed instead of traditional Gibbs sampling for PCD learning [102,105,106]. One example is the replica exchange method i.e. parallel tempering [107]. Parallel Tempering (PT) consists in simulating in parallel several replica of the system $\left\{\left(\mathbf{v}_{\mathbf{r}}, \mathbf{h}_{\mathbf{r}}\right), r=1 . . N_{R}\right\}$ each drawn from the Gibbs distribution at inverse temperature $\beta_{r} \in[0,1]$ :

$$
\begin{equation*}
P_{\beta_{r}}(\mathbf{v}, \mathbf{h})=\frac{1}{Z_{\beta_{r}}} \exp \left[-\beta_{r} E(\mathbf{v}, \mathbf{h})-\left(1-\beta_{r}\right) E_{0}(\mathbf{v}, \mathbf{h})\right] \tag{4.2}
\end{equation*}
$$

Where the $\beta_{r}$ are ordered between o and I (the original distribution), with $\beta_{1}=0, \beta_{N_{R}}=1$, and where $E_{0}=$ $\sum_{i} \mathcal{U}_{i}^{0}\left(v_{i}\right) \sum_{\mu} \mathcal{U}_{\mu}^{0}\left(h_{\mu}\right)$ has no interaction terms, such that $P_{0}$ mixes instantaneously. The set of intermediate distributions effectively interpolates between the fast mixing $P_{0}$ and the target $P_{1}$. During sampling, we propose configurations swaps between $P_{\beta_{r}}$ and $P_{\beta_{r+1}}$ : $\left\{\mathbf{v}_{r}, \mathbf{v}_{r+1}\right\} \leftarrow\left\{\mathbf{v}_{r+1}, \mathbf{v}_{r}\right\}$ which are accepted with the Metropolis acceptance rate:


Figure 4.4: Principle
of Parallel Tempering
(PT)

$$
\begin{equation*}
A R_{r}=\min \left\{1, \frac{P_{\beta_{r}}\left(\mathbf{v}_{\mathbf{r}+\mathbf{1}}\right) P_{\beta_{r+1}}\left(\mathbf{v}_{\mathbf{r}}\right)}{P_{\beta_{r}}\left(\mathbf{v}_{\mathbf{r}}\right) P_{\beta_{r+1}}\left(\mathbf{v}_{\mathbf{r}+\mathbf{1}}\right)}\right\} \tag{4.3}
\end{equation*}
$$

Where $P_{\beta}(\mathbf{v})$ is the marginal of distribution $4.2^{1}$. The intuition behind PT is illustrated in Fig. 4.4: A particle trapped in a local energy minimum at $\beta=1$ is moved to higher temperature, where the energy barrier is lower and it can diffuse freely; once back at the original temperature, it has effectively escaped to another mode. For RBM trained on MNIST, this allows particles to switch significantly faster from one digit type to the other. In practice, exchanges are proposed after a Gibbs update of all replica chains, alternatively for all even $r$ or for all odd $r$ and $P_{0}$ is chosen as the closest independent model to the data

[^1](ie that minimizes $D_{K L}\left(P_{d} \mid P_{0}\right)$ ). Best results are obtained when the $\left\{\beta_{r}\right\}$ are not evenly spaced, as $P_{\beta}$ can change slowly or abruptly with $\beta$, e.g. at phase transitions; we present our approach for dynamically adjusting the $\beta$ in the next section.

PT sampling-based training with two replica of the system at $\beta=0$ and $\beta=1$ gracefully solves the mixing problem and subsequent divergence problem in the toy data set presented above for PCD, see Fig. 4.3. Indeed, the system at $\beta=0$ samples at each step visible layer configurations $00,01,10,11$ with equal probability $\frac{1}{4}$; therefore, a Markov Chain at $\beta=1$ stuck in 00 may swap its configuration its configuration with a 11 at any time. The acceptance rates of Eqn. 4.3 allow to maintain balance between the 4 possibles configurations: configurations 01,10 at $\beta=0$ are less likely to be swapped to $\beta=1$ than 00,11 . PT training was shown to be superior to regular CD/PCD training in terms of likelihood improvements in numerous cases [102, 105, 106]. In practice, although accepting moves with Metropolis rates guarantees unbiased samples, the acceptance rates can be very low when $P_{1}$ and $P_{0}$ are very different. In that case, large number of replica $N_{R}$ (10 to 40) are required to obtain significant acceptance rates, even for intermediate values of $N \sim 10^{2-3}$. Moreover, the above intuitive picture can become incorrect when entropic effects are taken into consideration: the particles may encounter entropic barriers at $\beta=0$ that break ergodicity. Indeed, if one of the modes has lower energy but higher diversity than the others (e.g. a mixture of two 1D gaussians with $\sigma_{1} \gg \sigma_{2}$ ), it will completely dominate at low, non-zero $\beta$, and there will be no way for a particle lying in other modes at $\beta=0$ to climb and reach $\beta=1$. In physicist's terms, Parallel Tempering does not work whenever a system undergoes a first order phase transition. For instance, consider a simple binary data set drawn from the following Mixture of Independent distribution:

$$
\begin{equation*}
P(\mathbf{v})=\frac{1}{3} \sum_{k=1}^{3} \frac{e^{g_{k} \sum_{i=1}^{N} v_{i}}}{\left(1+e^{g_{k}}\right)^{N}} \tag{4.4}
\end{equation*}
$$

Where $g_{k}=\log \frac{\mu_{k}}{1-\mu_{k}}$, and $\mu_{1}=0.1, \mu_{2}=0.5, \mu_{3}=0.9$. It is a trimodal distribution, with modes differentiated by their average activity $m=\frac{1}{N} \sum_{i=1}^{N} v_{i}$. The induced distribution $P(m)$ has three peaks at $\mu_{1}, \mu_{2}, \mu_{3}$ of identical area, see Fig. ( 4.5 b ). We now argue that an RBM trained to reproduce $P(\mathbf{v})$ cannot be sampled from using Gibbs or PT MCMC sampling. Clearly, whenever $N$ is large, no transitions between the three modes are observed and Gibbs sampling
fails. For PT, since $\left\langle v_{i}\right\rangle=0.5$, we have $E_{0}=0$, such that the intermediate distribution is simply:

$$
\begin{equation*}
P_{\beta}(\mathbf{v}) \propto\left(\sum_{k=1}^{3} \frac{e^{g_{k} \sum_{i=1}^{N} v_{i}}}{\left(1+e^{g_{k}}\right)^{N}}\right)^{\beta} \tag{4.5}
\end{equation*}
$$

One may expect that as the energy landscape is flat at $\beta=0$, particles should be able to diffuse freely and PT should thermalize. This is not the case, as they will actually encounter an entropic barrier. Indeed, summing over all $v_{i}$, we get for large $N$ :

$$
\begin{equation*}
P_{\beta}(m) \propto \exp \left[\beta \log \left(\sum_{k} e^{N m g_{k}}\right)+N(m \log (m)+(1-m) \log (1-m))\right] \tag{4.6}
\end{equation*}
$$



Figure 4.5: Counter example for PCD and PT learning. (a) Free energy $F(m) \sim$ $-\log P_{\beta}(m)$ of the average activity $m$, for various $\beta$ (b) Corresponding probability distribution. Crucially, the peaks at $m=0.1, m=0.9$ already exist at intermediate $\beta$, but are completely dominated by the central, highentropy mode $m=0.5$. When $\beta \rightarrow 1$, the distribution becomes brutally multimodal, and at no point intermediate values $m \sim 0.3,0.7$ are likely. (c) Learning $P$ with an RBM with two Bernoulli hidden units, for $N=500$. Both PCD, PCD10 (= 10 Gibbs updates) and PT10 (= 10 replica) fail, whereas APTio (see next section) correctly matches the performance of exact ML training.

The free energy (i.e. $-\log P_{\beta}(m)$ ) and the corresponding distribution are shown for various $\beta$ in Fig. (4.5 a). Clearly, Parallel Tempering will not work,
as for $\beta<1$ the overwhelming majority of configurations have $m \sim 0.5$ and the two other peaks are not populated. Moreover, even at $\beta \sim 1-\frac{\epsilon}{N}$ where all peaks are populated the intermediate regions $\mu_{2}<m<\mu_{3}, \mu_{1}<m<\mu_{2}$ are never populated, such that there are no path from one mode to the other. In practice, we indeed observe that training with Gibbs and PT fails, whereas Augmented Parallel Tempering (APT, introduced below) trivially works, as $P_{0}=P_{1}$, see panel c.

This counter-example may be ubiquitous in real data sets. First, whenever a mode has higher entropy than the others (such as mode 2 here), we expect it to dominate at low $\beta$. In MNIST, we have observed for instance that the set of digits 1 has much lower entropy that the others, such that they are unseen at low $\beta$. More broadly, whenever the system undergoes a first-order phase transition, i.e. when $\beta$ essentially changes the relative proportion of each mode but not their location, we expect PT to fail.

### 4.1.4 Methods not based on sampling

Finally, we briefly mention training methods that are not based on sampling. The moments can be evaluated using analytical approximations, such as the mean-field approximation [108], loopy belief propagation, TAP expansion, see [32] for a review. For instance, for BM with binary units taking values $\pm 1$, the first and second moments are, in the mean-field approximation:

$$
\begin{gather*}
C_{i j} \equiv f_{i j}-f_{i} f_{j}=-J_{i j}^{-1} \\
f_{i}=\tanh \left(h_{i}+\sum_{j} J_{i j} f_{j}\right) \tag{4.7}
\end{gather*}
$$

At fixed $f_{i}, f_{i j}$, these equations can be inverted to obtain directly an estimate for the fields and couplings. In the case of BM, mean-field like approximations often give reasonable estimates for the interaction matrix, but they are in general not generative, i.e. sampling from the distribution does not reproduce the moments from the data. Indeed, these approaches are justified only in the limit of weak interactions or of tree-like graphs of interactions. More recently, Cocco and Monasson proposed an Adaptive Cluster Expansion (ACE) for computing the moments $[82,109,110]$, that is justified when the interaction graph is sparse. Though the computational cost is much heavier than mean-field
or TAP approximations, ACE can correctly reproduce the data distribution, which is crucial for generative or scoring purposes.

In the case of RBM, the mean-field equations can be solved by fixed point iteration and be used to compute the gradient [111]; Tielemann and Hinton however showed that they produce neither meaningful features nor digits. More recently, Gabrie et al. showed that Thouless-Anderson-Palmer (TAP) expansion could retrieve meaningful features, and that the solutions of the TAP fixed point equations are reminiscent of original data samples [112,113]. TAP-based learning algorithms could be interesting for training RBM on proteins, as strong regularization is often used in that case; such that interactions are relatively weak. Generalization of ACE to RBM could be interesting as well for this purpose.

BM and RBM can also be trained using different objectives than maximum likelihood, such as pseudo-likelihood maximization (PLM) or minimum probability flow [114]. In particular, BM trained by PLM were found very successful in the context of structure predictions in proteins [115].

### 4.2 AUGMENTED PARALLEL TEMPERING

### 4.2.1 Principle

In an attempt to overcome the issues found in CD, PCD or PT sampling, we propose a new sampling algorithm, Augmented Parallel Tempering. It shares benefits with both CD and PT learning. As a starting point, we recall first that although Parallel Tempering is well suited for exploring an unknown energy landscape, our sampling problem is substantially easier because we already know where to look: samples should be located close to the data. We would like to use this available information very much like Contrastive Divergence, but within an unbiased framework. To this end, we propose to learn $P_{0}$ from data using a Mixture of Independent model (MoI):

$$
\begin{equation*}
P_{0}(\mathbf{v})=\sum_{z=1}^{\mathrm{Z}} \prod_{i} P_{0}\left(v_{i} \mid z\right) P_{0}(z) \tag{4.8}
\end{equation*}
$$

MoI are directed graphical models, can learn multimodal distribution and are relatively simple to fit to data using the Expectation-Maximization algorithm, combined with some tricks such as KM++ initialization [116] and Split-Merge


Figure 4.6: (a) Schematic view of a trajectory in Augmented Parallel Tempering (b) Augmented Architecture interpolating between the $\operatorname{MoI}(\beta=0)$ and the RBM $(\beta=1)$
heuristics [117]. Typically, each mixture corresponds to one of the different modes of the data, e.g. different digit types, see a visualization of the conditional probability $P\left(v_{i}=1 \mid z\right)$ in Fig. 2.2b. Crucially, MoI allow direct sampling, such that a Markov Chain on $P_{0}$, defined as successive direct samples is both ergodic and multimodal. In principle, using MoI rather than an independent model would replace long, connex trajectories in the $\beta \times$ Configuration space with shorter, non-local ones, see Fig.4.6a. Moreover, $P_{0}$ can be significantly closer to $P_{1}$, thus reducing the number of replica required to achieve reasonable acceptance rates. Overall, we expect this modification to overcome, at reasonable extra cost, the most obvious limitation of MCMC-based learning, namely its inability to fit multimodal, non-connected data distributions. In the following, we focus on an implementation for binary visible units RBM, but a similar algorithm can be derived for other RBM or BM.

### 4.2.2 Implementation

## Choice of interpolating distributions

Like standard PT, $P_{0}$ and $P_{1}$ can be embedded in a single parametric family; to derive $P_{\beta}$ for intermediate $\beta$, we observe first that an MoI parameterized by
$P_{0}(z), P_{0}\left(v_{i} \mid z\right)$ is equivalent to a RBM with a single categorical hidden unit $z$ with parameters:

$$
\begin{align*}
g_{i}^{0} & =\log \left(\frac{\left\langle v_{i}\right\rangle_{d}}{1-\left\langle v_{i}\right\rangle_{d}}\right) \\
w_{i}^{M o I}(z) & =\log \left(\frac{P\left(v_{i}=1 \mid z\right)}{1-P\left(v_{i}=1 \mid z\right)}\right)-g_{i}^{0}  \tag{4.9}\\
g_{z}(z, 0) & =\log P_{0}(z)-\sum_{i} \log \left[P\left(v_{i}=1 \mid z\right)\left(1-P\left(v_{i}=1 \mid z\right)\right)\right]
\end{align*}
$$

Where we chose arbitrarily, but without loss of generality the $g_{i}^{0}$ as in PT. Then, we define the augmented RBM architecture shown in Fig.4.6b: one visible layer, the RBM hidden layer and the mixture model node. At intermediate $\beta$, its distribution writes:

$$
\begin{array}{r}
P_{\beta}(\mathbf{v}, \mathbf{h}, z)=\frac{1}{Z_{\beta}} \exp \left(\sum_{i} \beta g_{i}+(1-\beta) g_{i}^{0}+\sum_{\mu}-\beta \mathcal{U}_{\mu}\left(h_{\mu}\right)-(1-\beta) \mathcal{U}_{\mu}^{0}\left(h_{\mu}\right)\right. \\
\left.+g_{z}(z, \beta)+\beta \mathbf{h}^{T} \mathbf{W} \mathbf{v}+(1-\beta) z^{T} \mathbf{W}^{\mathbf{M o I}} \mathbf{v}\right) \tag{4.10}
\end{array}
$$

Where $U_{\mu}^{0}$ are chosen as in PT and $g_{z}(z, 1)=\log P_{0}(z)$, such that $P_{1}(z)=$ $P_{0}(z)$. By construction, the marginal distributions $P_{1}(v)$ and $P_{0}(v)$ match respectively the RBM and MoI marginal probabilities. Crucially, $g_{z}(z, \beta)$ is not necessarily linear, because the marginal $P_{\beta}(z)$, and thus the probabilities of each mode would not be preserved. For instance, if $\mathbf{W}=0$, the linear interpolation $g_{z}(z, \beta)=g_{z}(z, 0)+\beta\left[g_{z}(z, 1)-g_{z}(z, 0)\right]$ gives $P_{\beta}(z) \propto$ $P_{0}(z) \prod_{i}\left(P\left(v_{i}=1 \mid z\right)^{\beta}\left(1-P\left(v_{i}=1 \mid z\right)^{1-\beta}\right)\right.$, which can brutally deviate from its initial/final value. In fact, some modes $z$ can be completely erased at intermediate $\beta$, see Fig. (4.7). Therefore, a particle lying in $z$ cannot be swapped to $\beta$, and is trapped either below or above $\beta$, resulting in poor ergodicity and slow mixing. Instead, we use a polynomial interpolation of the form:

$$
\begin{equation*}
g_{z}(z, \beta)=g_{z}(z, \beta)=g_{z}(z, 0)+\beta\left[g_{z}(z, 1)-g_{z}(z, 0)\right]+\sum_{k=0}^{D} \beta(1-\beta)(2 \beta-1)^{k} C(k) g_{z}^{(k)}(z) \tag{4.11}
\end{equation*}
$$



Figure 4.7: Repartition of samples into modes For a dReLU RBM trained on MNIST with 400 hidden units and a MoI with 50 modes, $P_{\beta}(z)$ for $N_{R}=10$ using a linear interpolation (top) and non-linear interpolation (bottom) of the fields $g_{z}(z, \beta)$. Using non-linear interpolation allows to maintain a balance between all modes, increasing ergodicity.

Where the normalization factor $C(k)=\frac{k+2}{2}\left(\frac{k+2}{k}\right)^{\frac{k}{2}}$ ensures that each additional term reaches a maximum 1 for $\beta \in[0,1]$, and the degree $D$ is 3 by default. We dynamically adjust the additional variables $g_{z}(k)(z)$ such that the marginals $P_{\beta_{r}}(z)$ remain as close as possible to $P_{0}(z)$ in terms of KL divergence:

$$
\begin{equation*}
g_{z}^{(k)}(z)=\arg \min \sum_{r, z} P_{0}(z) \log \left(\frac{P_{0}(z)}{P_{\beta_{r}}(z)}\right) \tag{4.12}
\end{equation*}
$$

In practice, the minimization is carried out by Newton method, with a block diagonal hessian approximation (each $z$ corresponds to a block). Let $M_{r k}=C(k) \beta_{r}\left(1-\beta_{r}\right)\left(2 \beta_{r}-1\right)^{k}$ be the matrix of coefficients, $M^{+}$its pseudoinverse (with default conditioning 0.1). Writing in vector notation $\mathbf{g}_{\mathbf{z}}(\mathbf{z})=$ $\left\{g_{z}^{(0)}(z), \ldots, g_{z}^{(D)}(z)\right\}$ and $\mathbf{P}(\mathbf{z})=\left\{P_{\beta_{2}}(z), \ldots, P_{\beta_{N_{R}-1}}(z)\right\}$ the observed probabili-
ties for the mini-batch of Markov chains and $\odot$ the elementwise product, we obtain the following update rule for $\mathbf{g}_{\mathbf{z}}(\mathbf{z})$ :

$$
\begin{equation*}
\mathbf{g}_{\mathbf{z}}(\mathbf{z}) \rightarrow \mathbf{g}_{\mathbf{z}}(\mathbf{z})+\rho\left(M^{+}\right)^{T}\left\{[\mathbf{P}(\mathbf{z})(\mathbf{1}-\mathbf{P}(\mathbf{z}))+\epsilon \mathbf{1}]^{\odot-1} \odot M^{+}\left(\mathbf{1} P_{0}(z)-\mathbf{P}(\mathbf{z})\right)\right\} \tag{4.13}
\end{equation*}
$$

Where $\epsilon$ is set to $\frac{1}{N_{\text {chains }}}$ to avoid divergence due to finite sampling, and the learning rate $\rho$ is initially set to 0.05 , and decays exponentially throughout learning. Example of fields inferred are shown in Fig. (4.7); the non-linear interpolation correctly maintains balance between modes at all sites.

## Choice of inverse temperatures

A common rule of thumb for choosing $\left\{\beta_{r}\right\}$ in physical simulations is to set $\beta$ such that the average acceptance rates $\left\langle A R_{r}\right\rangle$ are approximately uniform across all pairs of replica. To this end, the following heuristic works well in practice and adds limited computational overhead. We define a set of 'springs stiffness' between pairs of replicas as, and their associated 'elastic energy' as:

$$
\begin{align*}
K_{r} & =\max \left[1-\frac{\left\langle A R_{r}\right\rangle}{\frac{1}{N_{R}-1} \sum_{r^{\prime}}\left\langle A R_{r^{\prime}}\right\rangle}, 0\right]  \tag{4.14}\\
\mathcal{E}\left(\left\{\beta_{r}\right\}\right) & =\frac{1}{2} \sum_{r=0}^{N_{R}-1} K_{r}\left(\beta_{r}-\beta_{r+1}\right)^{2}
\end{align*}
$$

$K_{r}$ are zero if the swap $(r, r+1)$ have larger acceptance rate than average, and positive elsewhere. We then update the $\beta_{r}$ so as to minimize the 'elastic energy', with the boundary conditions $\beta_{1}=0, \beta_{N_{R}}=1$. Intuitively, it moves closer pairs of inverse temperature ( $\beta_{r}, \beta_{r+1}$ ) that have low swap acceptance rates, thus regressing it to the mean value. The average acceptance rates are computed using the current mini-batch and exponentially smoothed, and the update writes: $\beta^{(t+1)}=\operatorname{lr}_{\beta} \arg \min \mathcal{E}+\left(1-\operatorname{lr}_{\beta}\right) \beta^{(t)}$. Lastly, the total number of replica $N_{R}$ is adjusted dynamically during training so as to maintain high average swap acceptance rates. Starting from $N_{R}=2$ at the beginning of training, new replica are spawned so as to maintain an average acceptance rates above some target value, e.g. o.3. The new replica is added at inverse temperature 0 and its Markov chains are initialized with the previous $\beta=0$ samples. Additionally, to anticipate the subsequent readjustment of the $\beta^{\prime}$ 's, we


Figure 4.8: Adapting the set of inverse temperatures For a RBM with dReLU hidden units trained on MNIST, we perform a pure PT sampling phase while adapting the set of temperatures. Left: Trajectories of the temperatures (log scale). Right: Swap rates profiles at various number of Gibbs steps.
slightly push up the inverse temperature of the previous Markov chains, with $\beta^{(t+1)}=\frac{N_{R}-2}{N_{R}-1} \beta^{(t)}+\frac{1}{N_{R}-1}$ (the $\beta=1$ chain is not affected). This procedure is very similar to the one of [105]. In a pure sampling phase (no updates of the parameters), the set of temperatures converges fairly quickly (about 100 MC steps), while successfully reaching flat swap rates histograms, see Fig. (4.8).

## Adaptive APT

One major issue with RBM training is that the minimal number of Monte Carlo steps required to learn correctly the model varies a lot from one data-set to another, because some distributions are harder to thermalize than others. Interestingly, the same MoI used for sampling can be used for monitoring the mixing rate at almost no additional computational cost. First, given a Markov Chain $\mathbf{v}^{(\mathbf{t})}$, we assign to each sample its corresponding mode $z^{(t)}=$ $\arg \max P_{0}(z \mid \mathbf{v})$. Then, we can monitor the transitions from one mode to another by measuring the transition matrix $Q\left(z, z^{\prime}\right)=\left\langle z^{(t)}=z \mid z^{(t-1)}=z^{\prime}\right\rangle$. A wellmixing Markov Chain will exhibit large off-diagonal terms, for all $z$, whereas a bad mixing one will have mostly diagonal entries equal to one; this can be quantified by the effective convergence time $\tau=-\frac{1}{\log \lambda_{2}}$, where $\lambda_{2}$ is the second
largest eigenvalue of $Q$. Starting from $N_{M C}=1$ step between each gradient update, we increase $N_{M C}$ until $\tau<\tau_{\max }$ where e.g. $\tau_{\max }=10$, and decrease $N_{M C}$ by 1 if $\tau \leq \tau_{\max } \frac{N_{M C}}{N_{M C}-1}$. Note that $\tau$ cannot be identified directly with the true convergence time of the Markov Chain, as $z^{(t)}$ is not itself a Markov Chain; $\tau$ is only a lower bound, as it does not take into account intra-mode thermalization time, nor memory effect such as back-and-forth swaps between replica. Nonetheless, it is easier to interpretate and much less costly to evaluate than the autocorrelation function.

### 4.2.3 Results

We first compare Gibbs, PT and APT sampling on a RBM with 400 dReLU hidden units trained on MNIST. Clearly, APT improves over PT: as seen from Fig. $4.9(\mathrm{a}, \mathrm{b})$, samples at lower $\beta$ are much closer to the target distribution, resulting in higher swap rates and shorter trajectories in the $\beta$ ladder (Fig. 4.10). Quantitatively, the autocorrelation function Fig. 4.9(c) confirms that APT decorrelates samples faster than both Gibbs and PT, at about equal computational cost. Transition matrices displayed in Fig. 4.9 (d) show that transitions between modes are significantly more frequent and homogeneously distributed with APT, resulting in smaller thermalization time $\tau$.

In terms of training, as expected, APT can successfully learn the mixture model shown in Fig. (4.5) onto which both PCD and PT fail. Quantitative results on non-trivial data sets are discussed in the next chapter.


Figure 4.9: Samples produced by dReLU RBM $M=400$ trained on MNIST, (a) using PT (b) using APT. (c) Markov Chains Autocorrelation Function $C(\tau)=$ $\left(\sum_{i} P\left[v_{i}^{(t+\tau)}=v_{i}^{(t)}\right]-\left[P\left(v_{i}\right)^{2}+\left(1-P\left(v_{i}\right)\right)^{2}\right]\right) /\left(2 \sum_{i} P\left(v_{i}\right)\left(1-P\left(v_{i}\right)\right)\right)$ for Gibbs, PT and APT. (d) Transition matrices measured using the MoI shown in Fig. (2.2). Modes are ordered by similarity.


Figure 4.10: Evaluating ergodicity in the $\beta$ space for Parallel Tempering and Augmented Parallel Tempering. Average acceptance rates (left) and last time since the $\beta=1$ particle $\mathbf{v}_{\mathbf{N}_{\mathbf{R}}}$ was at $\beta=0$ (i.e. half of round-trip time). The minimum time ( $\sim 700$ ) is 3 times lower for APT than for PT ( $>2000$ ), and reached for a smaller number of replica $N_{R}$.

THE PARAMETERIZATION PROBLEM

### 5.1 BACKGROUND

Besides the gradient evaluation problem, maximum likelihood training of RBM is impaired by the non-convexity and bad conditioning of the hessian. We illustrate first the problem on few examples.
(a) Performance drops with trivial data transformation. As discussed in the literature [118], the naive SGD algorithm for RBM with Bernoulli hidden units gives much worse results on 1-MNIST (i.e. MNIST with all pixels flipped) than on MNIST, see likelihood curves in Fig. (5.1)A. As seen from panel B , this is because at the end of the training, a significantly larger number of hidden units are either always active or silent $\left(\left\langle h_{\mu}\right\rangle \sim\right.$ $0 / 1$ ); these units are therefore essentially useless in practice, as they are compensated by the fields. This 'inactivation' can occur when the distribution of input $I_{\mu}$ shifts quickly (e.g. its mean increases) and the field $g_{\mu}$ are not compensated fast enough. Once a hidden unit is inactivated, both gradients over $g_{\mu}$ and $w_{i \mu}$ cancel out, such that it stays inactivated. For instance, a small random move $w_{i \mu} \rightarrow w_{i \mu}+0.01 * N(0,1)$ yields a shift of mean of order $0.01 \times \sqrt{\sum_{i}\left\langle v_{i}\right\rangle^{2}}$. For MNIST and 1 -MNIST, this gives respectively 6 and 24 ; moves are therefore much larger for the later and inactivation is more frequent. Reducing the learning rate could overcome this issue, but it would slow learning considerably.
(b) Several ReLU hidden units do not learn The same problem can be observed with ReLU hidden units. For a given sample, the initial input distribution $I_{\mu} \sim \mathcal{N}(0,1) \times 0.01 \times \sqrt{\sum_{i}\left\langle v_{i}\right\rangle^{2}}$, which can be fairly negative. If a hidden unit has initial inputs significantly below its threshold, its activity will be very small, and so are the gradients with respect to $w_{i \mu}$ and $\theta_{\mu}$. It will therefore learn slower than the others; if not at all. This is seen from the evolution of the weight amplitude $W_{\mu}=\sqrt{\sum_{w} i \mu^{2}}$ in Fig. (5.2): some weights grow very quickly whereas others lag behind. We note that this effect is dynamical rather than a characteristic of the optimum. Indeed, if


Figure 5.1: Comparing Training on MNIST and 1-MNIST A. Likelihood throughout training B. Distribution of hidden unit entropies $S\left(h_{\mu}\right)=-\left\langle h_{\mu}\right\rangle \log \left\langle h_{\mu}\right\rangle-$ $\left(1-\left\langle h_{\mu}\right\rangle\right) \log \left(1-\left\langle h_{\mu}\right\rangle\right)$. Many hidden units are inactivated with 1-MNIST.
the wide distribution of weight amplitude was a property of the optimum (like in PCA where the distribution of variance drops quickly), the small components would be reproducible from one training to another, which is not the case.
(c) RBM with continuous hidden units tend to diverge Literature [119] and numerical experiments (see Table 5.1) report that RBM with continuous hidden units require much smaller learning rate in order to avoid divergence; which often makes them much less effective in practice. Consider for instance the case of Gaussian hidden unit. Since there is a redundancy between the parameters of the potential $\mathcal{U}_{\mu}(h)=\frac{\gamma_{\mu} h^{2}}{2}+\theta_{\mu} h$ and the weight amplitude and fields ${ }^{1}$, we can set $\gamma_{\mu}=1, \theta_{\mu}=0 \forall \mu$ without loss of generality. This is the standard choice reported in the literature; although simple, it is such that the scale of the hidden units activity $h_{\mu}$ depends on the scale of the weights, $w$, and on the number of visible units, $N$. Indeed, $\Gamma_{\mu}^{\prime}\left(I_{\mu}\right) \equiv \frac{I_{\mu}-\theta_{\mu}}{\gamma_{\mu}}=I_{\mu}$, which can get as large as $w N$ when a visible configuration is strongly overlapping with the weight vector. As the support of $h$ is not bounded, neither are the gradients of the log-likelihood with respect to $w_{i \mu}(v)$, and divergence can occur. Moreover, the hessian is ill-conditioned as well: for instance, its diagonal elements $\partial_{w_{i \mu}}^{2} \sim h_{\mu}^{2}$ can range from 1 to $w^{2} N^{2}$. Therefore, we also expect large discrepancy between its highest and lowest eigenvalues, such that small learning rates

1 the model distribution is invariant under rescaling transformations $\gamma_{\mu} \rightarrow \lambda^{2} \gamma_{\mu}, w_{i \mu} \rightarrow \lambda w_{i \mu}$, $\theta_{\mu} \rightarrow \lambda \theta_{\mu}$ and offset transformation $\theta_{\mu} \rightarrow \theta_{\mu}+K_{\mu}, g_{i} \rightarrow g_{i}-\sum_{\mu} w_{i \mu} \frac{K_{\mu}}{\gamma_{\mu}}$


Figure 5.2: Evolution of weight amplitude for all hidden units in a ReLU RBM trained on MNIST. Some units learn very quickly and many others not at all.
are required to achieve convergence. Lastly, the support of $h_{\mu}$ fluctuates a lot during training (unlike Bernoulli hidden units), which complicates the moment estimation and can harm convergence.

In general, these defects, typical of first order methods, can be overcome by using quasi-second order methods such as L-BFGS [120] or adaptive learning rates such as momentum [121] and ADAM [20]. For instance, in ADAM optimization, the learning rate is adapted to the scale of each parameter component; allowing smaller updates for more sensitive parameters and vice-versa. Unfortunately, all these method require taking differences of gradients at successive time steps - either to estimate the hessian or to evaluate the variance of the update direction. This is not possible for RBM trained by PCD/PT/APT, as the successive gradients estimations are correlated owe to the model averages evaluated by MCMC. Hence taking difference of successive gradients or low-pass filtering it can give very inaccurate direction estimates.

Best improvements were obtained by methods that rely on reparametrization of the model, such as the enhanced gradient [118] or the centering trick [122] for Bernoulli hidden units; we propose to generalize this approach to continuous hidden units.

### 5.2 A NEW REPARAMETERIZATION TRICK FOR RESTRICTED BOLTZMANN MACHINES

In both Bernoulli and Gaussian hidden units, changes in one parameter must be accompanied by another change to maintain the hidden unit activity. This covariate shift phenomenon [123] is general to all neural network, and an interesting solution, batch normalization, has been recently proposed for feedforward networks [21]. The idea is to reparametrize the network such that all intermediate activities have zero mean and unit variance. For the quadratic potential, we adapt this idea and choose $\gamma_{\mu}$ and $\theta_{\mu}$ such that:

$$
\begin{equation*}
\left\langle h_{\mu}(\mathbf{v})\right\rangle_{d}=0, \quad \operatorname{Var}\left[h_{\mu}(\mathbf{v})\right]_{d}=1 \tag{5.1}
\end{equation*}
$$

where Var denotes the variance. These implicit equations over $\gamma_{\mu}, \theta_{\mu}$ can be solved analytically:

$$
\begin{equation*}
\gamma_{\mu}=\frac{1+\sqrt{1+4 \operatorname{Var}\left[I_{\mu}(\mathbf{v})\right]_{d}}}{2}, \quad \theta_{\mu}=\left\langle I_{\mu}(\mathbf{v})\right\rangle_{d} \equiv \sum_{i} w_{i \mu}\left\langle v_{i}\right\rangle_{d} \tag{5.2}
\end{equation*}
$$

Since $\gamma_{\mu}, \theta_{\mu}$ must be updated after each SGD step and evaluating $\operatorname{Var}\left[I_{\mu}(\mathbf{v})\right]_{d}$ using the entire data set is computationally expensive, we compute it using only the current mini-batch (before performing the gradient update), and use an exponential moving average over $\gamma_{\mu}$. Moreover, since $\gamma_{\mu}, \theta_{\mu}$ are functions of $\mathbf{w}$, the gradients with respect to the weights must be updated accordingly as:

$$
\begin{equation*}
\frac{\partial}{\partial w_{i \mu}} \mathcal{L} \leftarrow \frac{\partial}{\partial w_{i \mu}} \mathcal{L}+\frac{\partial \gamma_{\mu}}{\partial w_{i \mu}} \frac{\partial}{\partial \gamma_{\mu}} \mathcal{L}+\frac{\partial \theta_{\mu}}{\partial w_{i \mu}} \frac{\partial}{\partial \theta_{\mu}} \mathcal{L} \tag{5.3}
\end{equation*}
$$

Which gives, after taking derivative of Eqn. 5.2:

$$
\begin{align*}
\frac{\partial \mathcal{L}}{\partial w_{i \mu}} & =\left\{\left\langle v_{i} h_{\mu}\right\rangle_{d}-\left\langle v_{i}\right\rangle_{d}\left\langle h_{\mu}\right\rangle_{d}\right\}-\left\{\left\langle v_{i} h_{\mu}\right\rangle_{m}-\left\langle v_{i}\right\rangle_{d}\left\langle h_{\mu}\right\rangle_{m}\right\} \\
& +\frac{\operatorname{Cov}\left[I_{\mu}(\mathbf{v}), v_{i}\right]_{d}}{\sqrt{1+4 \operatorname{Var}\left[I_{\mu}(\mathbf{v})\right]_{d}}}\left\{\left\langle h_{\mu}^{2}\right\rangle_{d}-\left\langle h_{\mu}^{2}\right\rangle_{m}\right\} \tag{5.4}
\end{align*}
$$

Eqn. 5.4 generalizes the centering trick to Gaussian hidden units. Crucially, the normalization condition Eqn. 5.1 guarantees that each gradient (and hessian)
component are of order 1 regardless of the size of the network, contrary to Eqn. 4.1. The same idea can be adapted for dReLU potentials, but with significant technical complication. First, the potential must be reparameterized to express the two invariance conditions in terms of two independent parameters. Second, the condition $\langle h\rangle_{d}=0$ cannot be satisfied without loss and generality and must be slightly changed. Lastly, solving analytically $\operatorname{Var}[h]_{d}$ is impossible due to the non-linearity of the transfer function; instead a fixed-point equation over $\gamma_{\mu}$ is derived. Interested reader are refered to Annex A. 3 for the technical details.

### 5.3 RESULTS

We now evaluate generative performance improvements. RBM with various potentials, sampling methods and SGD parameters were trained on the MNIST and Caltech Silhouettes dataset. We run SGD for 40 (resp. 1000) epochs, with an initial learning rate lr , and an a exponential decay of the learning rate to $\operatorname{lr}_{f}=10^{-3} \operatorname{lr}$ after $25 \%$ of the updates. The partition function is evaluated using Annealed Importance Sampling [96], $n_{\beta}=510^{4}, M=100$. As shown from Tables 5.1,5.2, training benefits from dReLU hidden units, better sampling and reparametrization. The most important factor is the choice of hidden unit potentials and parametrization. Surprisingly, better sampling is not crucial for these two data sets provided that the learning rate is properly annealed. Compared to over studies, the values of up to -65 nats for MNIST are significantly higher than most reports in the literature which are around -8o nats, both with undirected graphical models (RBM, DBM,...) [124] and variational autoencoders [125, 126]. Similarly, 100 continuous hidden units performs better for Caltech Silhouettes than 4000 Bernoulli hidden units (-107 nats as reported in [118]). These results must be taken with caution, as the AIS procedure can result in large overestimation of the likelihood. However, we did find consistent results with i) larger $M, n_{\beta}$, ii) another implementation of AIS and iii) the reverse AIS procedure, which underestimates the likelihood. This suggests that despite their simple architecture, RBM can be very effective generative models provided a proper training algorithm is used.

Table 5.1: Test set likelihood on MNIST for several hidden unit potentials, learning rates and with (left) or our without reparametrization (right)

|  | $\operatorname{lr}=10^{-3}$ | $\operatorname{lr}=10^{-2}$ | $\operatorname{lr}=5.10^{-2}$ | $\operatorname{lr}=10^{-1}$ |
| :--- | :--- | :--- | :--- | :--- |
| Gaussian | $-102.1 /-104.3$ | $-81.2 /-85.9$ | $-76.8 /$ Diverge | $-75.9 /$ Diverge |
| dReLU | $-96.6 /-88.7$ | $-71.2 /-73.0$ | $-71.7 /$ Diverge | $-71.0 /$ Diverge |

Table 5.2: Test set likelihood for MNIST (left) and $28 \times 28$ Caltech Silhouettes 101 dataset (right). Standard deviations of order 0.1 (resp. o.5)

|  | Gibbs $\left(N_{M C}=1\right)$ | Gibbs $\left(N_{M C}=10\right)$ | PT $\left(N_{P T}=10\right)$ | APT $\left(N_{P T}=10\right)$ | Adaptive APT |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Bernoulli | $-70.7 /-145.0$ | $-70.4 /-142.7$ | $-70.5 /-143.6$ | $-70.4 /-143.0$ | $-\mathbf{- 7 0 . 2} /-\mathbf{1 4 2 . 4}$ |
| Gaussian | $-77.0 /-105.7$ | $-76.0 /-104.4$ | $-76.9 /-105.8$ | $-76.8 /-105.7$ | $-76.7 /-105.2$ |
| dReLU | $-68.0 /-106.2$ | $-65.7 /-106.2$ | $-67.3 /-105.9$ | $-66.8 /-106.1$ | $-66.4 /-\mathbf{1 0 5 . 5}$ |

Overall, training BM and RBM is not obvious: numerous methods exist, with their advantage and liabilities. If one were to start reimplementing RBM from scratch, our experiments suggest that:

- Careful initialization matters. We initialize fields from the independent model, and weights as $\mathcal{N}\left(0, \sigma^{2}=\frac{0.01}{N}\right)$, so as to avoid early hidden units saturations.
- Parameterization is critical: highest performance and best results were obtained using a dynamic reparametrization trick, chosen such that hidden units have $\left\langle h_{\mu}\right\rangle \sim 0, \operatorname{Var}\left[h_{\mu}\right]=1$. When using it, dReLU potentials systematically outperform Bernoulli and quadratic potentials. If no regularization over the weights is used, the simple Gaussian gauge is enough. Otherwise, a lengthy computation is unfortunately required, see Annex A. 3 .
- In general, Persistent Contrastive Divergence, combined with a proper annealing procedure of the learning rate is a fairly reliable gradient approximation scheme. One must however play with the number of gradient updates until a satisfactory result is reached, as there is currently no way to know in advance how many updates are required. Moreover, no simple early stopping procedure exists, as the likelihood is noisy and costly to evaluate. At the expense of tougher programming, gains - or at least guarantees - can be obtained using Parallel Tempering or Augmented Parallel Tempering, a new method introduced in this thesis. APT is a principled way to overcome the main limitation of MCMC sampling, namely its inability to explore efficiently multimodal, non-connected data distribution. APT consistently outperforms PT, but we have yet to find real-life situations where APT finds results that cannot be obtained by using PCD with many Gibbs steps, many gradient updates and slowly annealing learning rate.

Several directions can improve the current developments. First, in our APT implementation, the mixture model is fitted first to the data, and remains fixed. We have also tested variants where the mixture model is dynamically fitted to the RBM samples rather than to the data; swap rates were slightly higher but
similar results were obtained. An interesting application of this procedure is the case where $N \gg M$ : we can dynamically fit a MoI to the hidden layer, which could allow decent thermalization even when $N$ is very large. Another possibility is to use Coupled Simulated Tempering [124] instead of Parallel Tempering; it could significantly reduce the computational burden.

Altogether, we have reported several algorithmic improvements for training RBM that significantly improve their generative performance. Interestingly, for the MNIST data set, the likelihood scores from RBM are significantly higher than in the scores reported in the literature that were obtained with deep directed graphical models such as variational autoencoders. Though a careful validation of the likelihood scores and further experiments are required, this work suggests that shallow undirected models, which are often easier to interpretate can perform on-par with deep directed graphical models. Future prospects include generalizing to other undirected graphical models, and more broadly designing new learning algorithm that associate the expressivity of undirected graphical models with the sampling efficiency of directed graphical models.

## Part III

## STATISTICAL MECHANICS OF RESTRICTED BOLTZMANN MACHINES

We have presented in Section 3.6 a rich phenomenology of behaviors for RBM trained on real data. When tested on MNIST, a nontrivial real data-set, RBM can learn different types of representations depending on the training and model parameters. Moreover, in some cases, they can learn surprisingly well such complex datadistribution despite their very simple architecture. This phenomenology raises several questions. Firstly, how can such simple networks generate a complex distribution with a large variety of local minima, matching the original data points? Secondly, why do some hidden unit potentials give good results, whereas others do not? Lastly, can we connect this behavior to the one of the Hopfield model, corresponding to the case of quadratic hidden unit potential? It is hopeless to provide analytical answers to these questions in full generality for a given RBM with parameters fitted from real data. However, statistical physics methods and concepts allow us to study the typical energy landscape and properties of RBM drawn from appropriate random ensembles. In this part, we will first review some background on network-based models of associative memory. We then present an ensemble of Random-RBM inspired from Hopfield's work and based on the main properties of RBM trained on real data. We present theoretical results and phase diagram, and compare theoretical predictions with RBM trained on real data.

# 6 

BACKGROUND ON NETWORK-BASED ASSOCIATIVE MEMORY MODELS

### 6.1 THE HOPFIELD MODEL OF ASSOCIATIVE MEMORY

We present first the Hopfield network, originally studied by Little in 1974 [127] and popularized by Hopfield in 1982 [65]. The original task was to design content-addressable memory systems based on brain-like parallel architectures - and conversely, understand how neural network could store memories. It was initially defined as the following dynamical system. We consider a set of $N$ binary (McCulloch-Pitts) neurons, with associated activities $S_{i} \in\{-1,1\}$ ${ }^{1}$, modeled as either silent $S_{i}=-1$ or spiking at maximum rate $S_{i}=1$. Let $J_{i j}, 1 \leq i<j \leq N$ a neural connectivity matrix modeling the synaptic couplings. Positive and negative entries correspond respectively to excitatory and inhibitory synapses. We consider the following asynchronous evolution of neural activity:

$$
\begin{equation*}
S_{i} \leftarrow \operatorname{Sign}\left(\sum_{j \neq i} J_{i j} S_{j}\right) \equiv \operatorname{Sign}\left(I_{i}\right) \tag{6.1}
\end{equation*}
$$

Eqn. (6.1) defines a dynamical system in which each neural state is updated depending on its input received: the neuron is activated when the total input is positive and not otherwise. Let $\xi_{i \mu} \in\{-1,1\}, \mu=1$.. $M$ a finite set of $M$ 'patterns' of neural activity that ought to be stored within the system. For simplicity, we assume here that each memory entry is drawn randomly and independently from the others $P\left(\xi_{i \mu}=1\right)=P\left(\xi_{i \mu}=-1\right)=\frac{1}{2}$. Then provided that:

$$
\begin{equation*}
J_{i j}=\sum_{\mu} \xi_{i \mu} \xi_{j \mu} \tag{6.2}
\end{equation*}
$$

[^2]Each memory state $S_{i}=\xi_{i \mu}$ is a fixed point of the dynamical system. Indeed, starting from a memory state with e.g. $\mu=1$, the input received by neuron $i$ writes:

$$
\begin{align*}
I_{i} & =\sum_{j \neq i} J_{i j} \xi_{j 1}=\sum_{j \neq i, \mu} \xi_{j 1} \xi_{j \mu} \xi_{i \mu} \\
& =\xi_{i 1}(N-1)+\sum_{j \neq i, \mu \neq 1} \xi_{j 1} \xi_{j \mu} \xi_{i \mu} \tag{6.3}
\end{align*}
$$

Since each memory is drawn randomly from the others, they are quasiorthogonal from one another, such that $\sum_{l} \xi_{i \mu} \xi_{i \mu^{\prime}} \sim \sqrt{N} \mathcal{N}(0,1)$. It follows that the first term in Eqn. (6.3) is of order $N$ and same sign as $\xi_{i 1}$, whereas the second term is of order $\sqrt{N M} \ll N$ if $M$ is finite (or of order $\log N$ ) and $N$ is large. Therefore, $\operatorname{Sign}\left(I_{i}\right)=\xi_{i 1}$ and the pattern is stable. Interestingly, the memory is also marginally stable: starting from a neural state sufficiently close to $\xi_{i 1}$ (essentially with overlap $\sum S_{i} \xi_{i 1} \sim \mathcal{O}(N)$ ), the network dynamic also converges to the memory state. The Hopfield network can therefore be seen as a content-addressable memory: a dynamical system in which each memory is stored as an attractor that can be queried with an initial cue (a small part of memory) to retrieve memories.

This new memory concept raises several questions. Firstly, how robust is the memory with respect to noise, as is the case in biological neural networks. Indeed, biological neurons are inherently stochastic, and the deterministic update Eqn. (6.1) is not realistic. A more reasonable model is to assume a probabilistic response, in which the neuron is activated with logistic probability:

$$
\begin{equation*}
P\left(S_{i}=1 \mid I_{i}\right)=\frac{1}{1+e^{-\beta I_{i}}} \tag{6.4}
\end{equation*}
$$

The noise level is controlled by the 'inverse temperature' $\beta$ : small and large $\beta$ correspond respectively to pure noise and pure deterministic behaviors. Secondly, what is the capacity of the memory system, i.e. how many systems can be retrieved? As seen from Eqn. (6.3), trouble is expected when $M$ is of order $N$. Thirdly, is the system specific, i.e. are all attractors of the dynamical system stored patterns? In particular, it is easy to show that the so-called spurious states, defined as:

$$
\begin{equation*}
\Xi_{i,\left\{\mu_{1}, \mu_{2}, \mu_{3}\right\}}=\operatorname{Sign}\left(\xi_{i \mu_{1}}+\xi_{i \mu_{1}}+\xi_{i \mu_{1}}\right) \tag{6.5}
\end{equation*}
$$

are stable under the noiseless dynamics, despite a finite overlap with all three patterns $\left(\sum_{i} \Xi_{i,\left\{\mu_{1}, \mu_{2}, \mu_{3}\right\}} \xi_{i \mu_{1}} \sim 0.5 N\right)$. More generally, any finite combination of $L$ patterns with $L$ odd is also a stable state of the dynamic. This suggests that false memories could arise, but the subsequent error rate in memory retrieval is unknown. In his original paper, Hopfield addressed these questions with numerical simulations, and showed in particular that (i) the memory is stable with respect to noise and asymmetry in neuronal couplings $J_{i j}$ (ii) the system can store about $M \sim 0.15 N$ patterns (iii) most initial configurations converge toward one of the original patterns.

### 6.2 STATISTICAL MECHANICS OF ASSOCIATIVE MEMORY NETWORKS

The first theoretical results supporting these observation were obtained by Amit, Gutfreund and Sompolinsky (AGS) in $1985[26,128,129]$ using the replica theory, a statistical mechanics tool developed for studying disordered materials [130]. The connection with statistical mechanics between the Hopfield model can be seen as follows. We first define the following Hamiltonian over neural configurations $\mathbf{S} \in\{-1,1\}^{N}$ and its associated Boltzmann distribution:

$$
\begin{align*}
H(\mathbf{S}) & =-\frac{1}{2 N} \sum_{i, j}\left(\sum_{\mu} \xi_{i \mu} \xi_{j \mu}\right) S_{i} S_{j}  \tag{6.6}\\
P_{T}(\mathbf{S}) & =\frac{e^{-\frac{1}{T} H(\mathbf{S})}}{Z_{T}}
\end{align*}
$$

Within this framework, the noiseless and noisy update rule of Eqn. $(6.1,6.3)$ directly correspond to the zero-temperature and the finite temperature (with $\beta=\frac{1}{T}$ ) Monte Carlo Gibbs update of the probability distribution (6.6). In particular, a recall trajectory using the noisy update converges toward a sample from the probability distribution (6.6). Therefore, the questions raised above can be answered by studying what are the 'typical' macroscopic configuration states dominating the system, and how do they vary with $T$ and $\alpha \equiv \frac{M}{N}$. In this language, the Hopfield network behaves correctly as an associative memory if the probability distribution concentrates around the original patterns ${ }_{s} \mu$. This way, a dynamic with any initial configuration will quickly converge around one of the patterns.

In particular, the StatMech framework allows to understand easily why the spurious states are not problematic in practice for finite $M$. First, we rewrite the Hamiltonian as:

$$
\begin{equation*}
H=-\frac{N}{2} \sum_{\mu} m_{\mu}(\mathbf{S})^{2} \tag{6.7}
\end{equation*}
$$

Where the overlap (or magnetization) is defined as $m_{\mu}(\mathbf{S})=\frac{\sum s_{i} \tau_{i \mu}}{N} \in[-1,1]$. Their energy can be computed analytically as:

$$
\begin{equation*}
E_{L}=-\frac{L}{2^{2 L-1}}\binom{L-1}{\frac{L-1}{2}}^{2} \tag{6.8}
\end{equation*}
$$

Which is significantly higher for $L>1$ (e.g. $E_{3}=-\frac{3 N}{4}$ ) than for the memory states $L=1\left(E_{1}=-\frac{1}{2}\right)$. Intuitively, this comes from the 'winner-takes-all' structure of the Hamiltonian. Since the patterns are essentially orthogonal and the neural state has fixed norm $N$, one cannot have, say, both $m_{1}=1$ and $m_{2}=1$. In fact, starting from $\xi_{1}$ and switching one at a time the $S_{i}$ from $\xi_{i_{1}}$ to $\xi_{i_{2}}$ produces a set of configurations with $\left|m_{1}\right|+\left|m_{2}\right| \sim 1$. By convexity of $x \rightarrow x^{2}$, the lowest energies are reached on the border $m_{1}=1, m_{2}=0$ or $m_{1}=0, m_{2}=1$, i.e. on the patterns. Therefore, the spurious states are almost non-existent provided that $N$ and the inverse temperature $\beta$ are sufficiently large. On the other hand, the case of $M=\mathcal{O}(N)$ is trickier, because though each spurious state has higher energy than the original patterns, their number is exponentially increasing with $N$, and they could be entropically favored. AGS addressed this question by assuming random uniform patterns and computing the average (over the patterns) free energy landscape of the model. They deduced the following phase diagram, reproduced in Fig. (6.1):

- A paramagnetic phase, dominant at high temperature, in which the system is mostly driven by noise. The system essentially explores almost uniformly the set of configurations, and the vast majority of these configurations have weak overlap with all patterns.
- A ferromagnetic or retrieval phase, dominant at low temperature and low ratio $\alpha$, in which the system focuses on configurations near the patterns. Starting from any random configuration, the system quickly converges toward one of the patterns.
- A Spin Glass phase, similar to the one of the Sherrington-Kirkpatrick model [64], in which a large number of metastable states with weak overlap with all patterns dominate.
- A metastable retrieval state, in which both ferromagnetic phase and spin glass phase coexist, but the latter is dominant. Memory retrieval is still possible provided the initial overlap with the memory is large enough.


Figure 6.1: Phase diagram of the Hopfield model. Derivation presented in [26], and diagram reproduced from [131]

In particular, AGS find at $T=0$ a critical capacity $\alpha_{c}=0.138$, in very good agreement with the original numerical experiments of Hopfield. The AGS computation sparked interest in the study of associative memory models. Several researchers investigated more biologically plausible models [132], how non-symmetrical or correlated patterns could be stored [133-135], and how other learning approaches could increase the total capacity of the network. A notable example is the pseudo-inverse rule, another way to encode memories into synaptic coupling [136,137] showing robustness to correlations and increased capacity. Irrespective of the learning rule, Gardner showed that the maximum capacity was $\alpha_{c}=2$ [25], a number that can be reached by the perceptron learning algorithm.

### 6.3 MULTITASKING IN ASSOCIATE MEMORY NETWORKS

In the following two decades, most of the theoretical neuroscience community moved on to study other network models, such as feedforward architectures or chaotic neural networks, which are not relevant for our work. We move away from neuroscience and jump in time to a recent series of papers by Agliari, Barra
and collaborators introduced in the context of immunology [138,139, 139,140]. In this series of works, a connection was suggested between i) the Hopfield model and ii) Networks of interacting T-cells and B-cells; in this context, memory retrieval corresponds to pathogen recognition and response. Contrary to the original Hopfield model, several pathogens must be retrieved (and dealt with) simultaneously. Agliari et al. showed that provided that the patterns (i.e. interaction matrix between the set of T-cells and B-cells) are sparse, taking values $+1,-1$ with probability $\frac{p}{2}$ or o with small probability $p$, the network is able to retrieve several patterns/pathogen simultaneously. The key factor is that sparsity breaks the 'winner-takes-all' structure of the Hamiltonian discussed previously. Since patterns are weakly overlapping, one can find configurations with both high $m_{1}, m_{2}, m_{3}$, see Fig. 6.2. This allows multi-memory states such as the spurious states described in Eqn. (6.1) to become thermodynamically favorable against single memory states.


Figure 6.2: Example of multi-patterns configuration Each memory $\xi_{i \mu}$ defines a region $R_{\mu}$ of units with $\left|\xi_{i \mu}\right| \neq 0$ (colored circle). A configuration taking $S_{i}=\xi_{i \mu}$ in the regions where there is no conflict and a spurious state-like $S_{i}=\sum_{\mu}^{\prime} \xi_{i \mu^{\prime}}$ in overlapping regions is constructed. It has lower energy than a single memory $S_{i}=\xi_{i 1}$ if $i \in R_{\mu}, \pm 1$ otherwise.

Agliari et al. proposed different Ansatz for the ground state of the system, such as the Parallel States and Hybrid States which have lower energy than the spurious states, and studied phase transitions. We show the set of rescaled
magnetizations $\frac{m_{1}}{p}, . . \frac{m_{L}}{p}$ found as function of $p$ for various Ansatz in Fig. 6.3. The main take-away message is that as $p$ decreases (i.e. the sparsity increases), they reach lower energy than the single-memory state. Moreover, they match pretty closely as $p \rightarrow 0$, suggesting a universal behavior at low $p$.

The main limitation of the proposed model is that it cannot be generalized to an infinite number of patterns $M \sim N$. Indeed, there is no mechanism preventing the explosion of the number of patterns in practice. For instance, in a model with finite connectivity $p=\frac{c}{N}$, Sollich et al. showed a critical capacity $\alpha_{c} \sim c^{-2}$ [140]. For $\alpha<\alpha_{c}$, the connectivity is so diluted that the graph is not connex - such that multitasking occurs but is trivial, whereas for $\alpha \geq \alpha_{c}$, a giant component emerges and the system falls in a spin glass phase. Our Random-RBM ensemble, which we will introduce can overcome this issue.


Figure 6.3: Energy and magnetization of combined states Rescaled energy $\frac{E}{p}$ (top) and magnetizations $\frac{m}{p}$ of the single memory configuration and various multiple memory configurations involving $L=3,5$ patterns. Each line style (full, dot, dash), denotes a different configuration Ansatz. For the magnetization, magnetizations $m_{\mu}$ are not equal for all patterns in the multiple state and each color is one of the $L$ magnetization values.

## THE RANDOM-RBM MODEL

### 7.1 MODEL DEFINITION

### 7.1.1 Main model ingredients

In Part 3.6, we presented results of training on the MNIST handwritten data set. We review here the main observations:
(a) Importance of non-linearity Non-linear models perform better than linear ones, and learn meaningful representation.
(b) Sparse weight matrix Shortly after the beginning of the training, weights are similar to digits; as training converges, each weight focus on individual strokes. The weight matrix $w_{i \mu}$ becomes sparser, and with larger entries, see Fig. 3.9. At the end of training, we find a fraction of non-zero weights $p \sim 0.1$, see Section 8.2 for details of the estimation.
(c) Low effective temperature As training converges, the system is effectively at very low temperature. This can be seen from the conditional average $\left\langle v_{i} \mid \mathbf{h}\right\rangle$, shown in Fig. 7.1A: all conditional averages are essentially either black (o) or white (1), with very few grey (intermediate) values. Another way to see this is to evaluate the pseudo-likelihood:

$$
\begin{equation*}
\mathcal{P} \mathcal{L}=\left\langle\operatorname { l o g } P \left( v_{i}\left|\left\{v_{j}, j \neq i\right\}\right\rangle\right.\right. \tag{7.1}
\end{equation*}
$$

The pseudo-likelihood quantifies how much a component varies given the other components. As seen from Fig. 7.1B it is fairly close to zero, suggesting that for a given configuration, all the visible units are essentially frozen.
(d) Compositional Representations At the end of the training, the hidden layer representation shows a compositional behavior, with $1 \ll L \ll M$ strongly activated hidden units for each sample. At the end of training, see Section 8.2 for details of the estimation.


Figure 7.1: A. Conditional means $\left\langle v_{i} \mid \mathbf{h}\right\rangle$ for two hidden units configurations sampled at equilibrium. Most pixels $v_{i}$ are frozen, with $\left\langle v_{i} \mid \mathbf{h}\right\rangle$ in $\{0,1\}$ B. Evolution of the per-pixel log-likelihood and pseudo-likelihood of the model. After training, each unit value is almost completely determined by the value of the other units.
(e) Complex Energy landscape The number of attractors steadily increases from 1 to a very large number, $\gg M$.

A last observation which will be important for quantitative fit is that the degree of connectivity of the visible units is heterogeneous. As seen from Fig. 3.8 some pixels, e.g. are the border are almost disconnected from the hidden layer whereas others are connected to a large number of hidden units.

### 7.1.2 Random-RBM ensemble

Inspired by these observations, we define the following Random-RBM ensemble model for ReLU hidden units:

- $N$ binary visible units, $M$ ReLU hidden units. We will take the thermodynamic limit $N, M \rightarrow \infty$ where $\alpha=\frac{M}{N}$ is finite.
- uniform visible layer fields, i.e. $\mathcal{U}_{v}\left(v_{i}\right)=-g v_{i}, \forall i$.
- uniform hidden layer thresholds, $\mathcal{U}_{h}=\left\{\begin{array}{rc}\frac{h^{2}}{2}+\theta h & \text { If } h \geq 0 \\ +\infty & \text { Otherwise }\end{array}, \forall \mu\right.$.
- a random weight matrix $w_{i \mu}=\frac{\xi_{i \mu}}{\sqrt{N}}$, where each 'pattern' $\xi_{i \mu}$ is drawn independently, taking values $+1,-1$ with probabilities $\frac{p_{i}}{2}$ and 0 with


Figure 7.2: The Random-RBM ensemble, with its control parameters: threshold $\theta$ of hidden ReLU, ratio $\alpha$ of the sizes of the hidden and visible layers, field $g$ on visible units, sparsities $p_{i}$ of the weights.
probability $1-p_{i}$. The degree of sparsity $p=\frac{\sum_{i} p_{i}}{N}$ is the fraction of non-zero weights.

Given a realization of the weight matrix, the energy and probability writes ( for $h_{\mu}>0 \forall \mu$ ):

$$
\begin{align*}
E(v, h) & =-g \sum_{i=1}^{N} v_{i}+\frac{1}{2} \sum_{\mu=1}^{\alpha N} h_{\mu}^{2}+\theta \sum_{\mu=1}^{\alpha N} h_{\mu}-\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{\alpha N} \xi_{i \mu} v_{i} h_{\mu}  \tag{7.2}\\
P_{\beta}(v, h) & =\frac{e^{-\beta E(v, h)}}{Z_{\beta}}
\end{align*}
$$

The control parameters of our model are $\alpha, p \equiv \frac{\sum p_{i}}{N}, g$ and $\theta$. We recall that several variants or special cases have already been addressed in the literature. Choosing Gaussian hidden units, full patterns ( $p_{i}=1 \forall i$ ) and $\pm 1$ visible units with $g=0$ leads exactly to the original Hopfield model, see the equivalence between Gaussian RBM and the Hopfield model in Eqn.( 3.6). Choosing Gaussian hidden units, uniform sparse weight distribution $p_{i}=p<1 \forall i$ and $\pm 1$ visible units with $g=0$ corresponds to the model of Agliari et al.

### 7.1.3 The Hopfield model revisited

We briefly reinterpret the behavior of the Hopfield model in light of this connection. In the Gaussian-RBM model, each hidden unit is associated with a single pattern. Indeed, from Eqns. (7.2) and (3.4) we identify pattern magnetizations (overlaps) and hidden unit inputs:

$$
\begin{equation*}
I_{\mu}=\sqrt{N} m_{\mu} \tag{7.3}
\end{equation*}
$$

A recall state $\mathbf{v}=\xi_{i 1}$ therefore corresponds to a hidden layer with hidden layer activity $h_{1}^{*}(\mathbf{v})=\sqrt{N}$ (see definition in Eqn. $(3.7,3.8)$ ). For all remaining hidden units, $m_{\mu}=\frac{1}{N} \sum_{i} \xi_{i 1} \xi_{i \mu} \sim \sqrt{N} \mathcal{N}(0,1)$, such that $h_{\mu}^{*}(\mathbf{v}) \sim \mathcal{N}(0,1)$. To evaluate the stability of the recall state, let us write the outcome of a single Gibbs sampling update at zero temperature:

$$
\begin{align*}
& \mathbf{v} \rightarrow \mathbf{h}=\arg \max P(\mathbf{h} \mid \mathbf{v})=\left(\sqrt{N}, h_{2}^{*}, . ., h_{M}^{*}\right) \\
& \mathbf{h} \rightarrow \mathbf{v}=\arg \max P(\mathbf{v} \mid \mathbf{h})=\Theta\left(\xi_{i 1}+\frac{1}{\sqrt{N}} \sum_{\mu \neq 1} \xi_{i \mu} h_{\mu}^{*}\right) \tag{7.4}
\end{align*}
$$

The recall state will be stable provided that the total input $I_{i}$ received by each visible unit is dominated by the one received from hidden unit 1 . This is true if $\frac{1}{\sqrt{N}} \sum_{\mu \neq 1} \xi_{i \mu} h_{\mu}^{*} \sim \frac{M}{N}<1$, e.g. for finite $M$. Clearly, choosing a non-linear transfer function such as ReLU is a also very simple way to suppress this undesired input. A ReLU with a threshold $\theta$ of order 1 can silence off most of the $h_{\mu}^{*}, \mu \neq 1$, (e.g. $\theta=2.58$ to suppress about $99 \%$ of the hidden units), while not changing $h_{1}$ at leading order.

We note that one should be cautious and not attempt to derive an estimate of the critical capacity from this single equation only: as $N, M \rightarrow \infty$, there is always at least one component $v_{i}$ whose input is dominated by the noise rather than by $h_{1}$, such that the initial state is not perfectly stable. This may increase the value of the others $h_{\mu}$, which could in turn flip additional units, and so on, until the pattern is unstable. To obtain a rigorous metastability limit, we must study the free energy landscape with a replica computation, as in the Hopfield model.

Similarly, this back-and-forth sampling also allows to better understand the process of recalling a pattern from a partial cue. Starting from a visible layer
configuration with small overlaps $m_{\mu}$, we compute the hidden layer activity h. Then, the visible units receive a larger input from the strongest hidden unit $h_{\max }$, and will tend to align to the corresponding pattern $\xi_{\mu}$. The overlap $m_{\max }$ increases, and at the next iteration the dominant hidden unit will be even more strongly activated. The hidden units therefore follow a 'winner-take-all' dynamic, where hidden units compete for magnetization, and the one with largest initial overlap tends to reach maximum value. In this regard, the spurious states with $L$ strong magnetizations correspond to an equilibrium between $L$ competing hidden units; and it is clearly unstable. We can also interpret the Spin Glass phase from this perspective: when $M$ is too large, no single hidden unit can dominate over the others, such that all magnetizations $m_{\mu}$ are weak.

To illustrate how hidden units effectively interact with one another, we can compute the effective energy $E_{\text {eff }}(\mathbf{h}) \equiv-\log P(\mathbf{h})$ by summing over the visible layer configurations $\mathbf{v}$, as was done for computing $P(\mathbf{v})$ in Eqn. 3.3. We get:

$$
\begin{equation*}
E_{\mathrm{eff}}(\mathbf{h})=\frac{1}{2} \sum_{\mu} h_{\mu}^{2}-\sum_{i} \log \cosh \left(\sum_{\mu} w_{i \mu} h_{\mu}\right) \tag{7.5}
\end{equation*}
$$

Then, a 4th order Taylor expansion of the log cosh gives:

$$
\begin{equation*}
E_{\mathrm{eff}}(\mathbf{h})=\frac{1}{2} \sum_{\mu} h_{\mu}^{2}-\frac{1}{2} \sum_{\mu, \mu^{\prime}}\left(\sum_{i} w_{i \mu} w_{i \mu^{\prime}}\right) h_{\mu} h_{\mu^{\prime}}+\frac{1}{2} \sum_{\mu, \mu^{\prime}} h_{\mu}^{2} h_{\mu^{\prime}}^{2}\left(\sum_{i} w_{i \mu}^{2} w_{i \mu^{\prime}}^{2}\right)+\ldots \tag{7.6}
\end{equation*}
$$

Where we have not written the terms in $h_{\mu}^{3}, h_{\mu}^{4}$. This expansion sheds light on two points. First, strong positive overlaps between patterns induce strong pairwise positive couplings; it is therefore difficult to find recall state configurations with one strongly activated hidden unit and not the other overlapping ones. This explains the observation by Hopfield that strongly correlated patterns tend to merge in practice, and cannot be recovered individually. Second, the binary nature of the visible units (which is responsible for high-order terms) induces an effective repulsion term between each pair of hidden units. The magnitude of the repulsion depends on the overlap between the supports of the hidden units: the repulsion is maximal for the Hopfield model $\left(\sum_{i} w_{i \mu}^{2} w_{i \mu^{\prime}}^{2}=\frac{1}{N}\right)$ and much smaller when the patterns are sparse $\left(\sum_{i} w_{i \mu}^{2} w_{i \mu^{\prime}}^{2}=\frac{p^{2}}{N}\right)$. This illustrates why hidden unit may compete or collaborate depending on the statistics of the weight matrix.

### 7.2 REPLICA COMPUTATION AND MEAN-FIELD EQUATIONS

We now sketch the main steps of the replica computation. The goal it to compute the average free energy of the model:

$$
\begin{equation*}
f\left(\alpha,\left\{p_{i}\right\}, g, \theta\right) \equiv \lim _{N \rightarrow \infty}-\frac{1}{\beta N} \overline{\log Z\left(\alpha, \beta,\left\{p_{i}\right\}, g, \theta,\left\{\xi_{i \mu}\right\}\right)}, \tag{7.7}
\end{equation*}
$$

where the overline denotes the average over the $\left\{\tilde{\zeta}_{i \mu}\right\}$ and the partition function reads

$$
\begin{equation*}
Z\left(\alpha, \beta,\left\{p_{i}\right\}, g, \theta,\left\{\xi_{i \mu}\right\}\right)=\sum_{\mathbf{v} \in\{0,1\}^{N}} \int \prod_{\mu=1}^{M} d h_{\mu} e^{-\beta E(\mathbf{v}, \mathbf{h})} \tag{7.8}
\end{equation*}
$$

In particular, our goal is to evaluate the free energy as function of the number $L$ of strongly activated hidden units, i.e. with $h_{\mu}=\sqrt{N} m$ as in the Hopfield model, and of their associated magnetizations (supposed identical for simplicity). Following the replica trick $\overline{\log Z}=\lim _{n \rightarrow 0} \frac{Z^{n}-1}{n}$, we write the partition function for $n$ replica (indexed by $a$ ) of the system sharing the same quenched weights:

$$
\begin{equation*}
Z^{n}=\sum_{v_{i}^{a}} \int \prod_{\mu, a} d h_{\mu}^{a} e^{\sum_{\mu, a} \beta \mathcal{U}_{h}\left(h_{\mu}^{a}\right)+\beta \sum_{i, a} \mathcal{U}_{v}\left(v_{i}^{a}\right)-\beta \sum_{i, \mu} w_{i \mu} \sum_{a} v_{i}^{a} h_{\mu}^{a}} \tag{7.9}
\end{equation*}
$$

We fix $h_{1}^{a}=h_{2}^{a}=\ldots=h_{L}^{a}=m \sqrt{N}$, and assume the others are of order 1. As in the AGS computation, we treat both subsets separately, and average over the quenched disorder on the second subset first:

$$
\begin{equation*}
\overline{\exp \left(\beta \sum_{i, \mu \geq L+1, a} v_{i}^{a} h_{\mu}^{a} w_{i \mu}\right)} \sim \prod_{i, \mu \geq L+1} \exp \left(\frac{\beta^{2} p_{i}}{2 N} \sum_{a, b} v_{i}^{a} v_{i}^{b} h_{\mu}^{a} h_{\mu}^{b}\right) \tag{7.10}
\end{equation*}
$$

Where we have used $\operatorname{Var}\left(w_{i \mu}\right)=\frac{p_{i}}{N}$, and have kept the extensive term in $N$ only. We formally decouple the visible and hidden layer by introducing the order parameters:

$$
\begin{equation*}
q^{a b}=\frac{\sum_{i} p_{i} v_{i}^{a} v_{i}^{b}}{\sum_{i} p_{i}} \equiv \frac{1}{N} \sum_{i} \frac{p_{i}}{p} v_{i}^{a} v_{i}^{b} \tag{7.11}
\end{equation*}
$$

And its Lagrange conjugate: $\hat{q}^{a b}$, so as to replace the integrand as follows:

$$
\begin{array}{r}
\sum_{v_{i}^{a}} \phi\left(\sum_{i} \frac{p_{i}}{p} v_{i}^{a} v_{i}^{b}, \mathbf{h}^{\mathbf{a}}, \mathbf{h}^{\mathbf{b}}, \ldots\right) \\
=\int \prod_{a \leq b} \frac{d \hat{q}^{a b} d q^{a b}}{2 \pi / N \beta} \phi\left(q^{a b}, \mathbf{h}^{\mathbf{a}}, \mathbf{h}^{\mathbf{b}}, \ldots\right) \sum_{v_{i}^{a}} \exp \left[-\beta N \sum_{a \leq b} \hat{q}^{a b}\left(q^{a b}-\sum_{i} \frac{p_{i}}{N p} v_{i}^{a} v_{i}^{b}\right)\right] \tag{7.12}
\end{array}
$$

After some manipulation, the partition function rewrites:

$$
\begin{array}{r}
\overline{Z^{n}}=\int \prod_{a \leq b} \frac{d \hat{q}^{a b} d q^{a b}}{2 \pi / N \beta} \exp \left[-\beta N \sum_{a \leq b} \hat{q}^{a b} q^{a b}-\beta n L \times \mathcal{U}_{h}(m \sqrt{N})\right] \\
\times \prod_{i}\left(\sum_{v_{i}^{a}} \exp \left[-\beta \sum_{a} \mathcal{U}_{v}\left(v_{i}^{a}\right)+\beta \sum_{a \leq b} \hat{q}^{a b} v_{i}^{a} v_{i}^{b} \frac{p_{i}}{p}+\beta m\left(\sum_{\mu=1}^{L} \sqrt{N} w_{i \mu}\right)\left(\sum_{a} v_{i}^{a}\right)\right]\right) \\
\times\left(\prod d h_{a} \exp \left[-\beta \sum_{a} \mathcal{U}_{h}\left(h^{a}\right)+\frac{\beta^{2} p}{2} \sum_{a, b} q^{a b} h^{a} h^{b}\right]\right)^{\alpha N-L} \tag{7.13}
\end{array}
$$

We now assume a replica-symmetric Ansatz, with both $q_{a b}, \hat{q}_{a b}$ taking only two values (on diagonal and off-diagonal). They are parameterized as follows:

$$
\begin{align*}
& q_{a b}=q+\delta_{a, b} \frac{C}{p \beta} \\
& \left.\hat{q}_{a b}=\frac{\alpha \beta p}{2}\left[2 r\left(1-\delta_{a, b}\right)+\delta_{a, b}\left(r+\frac{B}{p \beta}\right)\right)\right] \tag{7.14}
\end{align*}
$$

Where $q, r, B, C$ are assumed to have finite limit as $\beta \rightarrow \infty$. Note that in $\hat{q}_{a b}$, we have $2 r$ in the off-diagonal because the matrix has only lower diagonal indices $a \leq b$. The parameterization is justified by their interpretation, see Section 7.2.1.

Then the three lines of Eqn. (7.13) can be computed. The first term gives, at leading order in $\beta, N$ and $n$ :

$$
\begin{equation*}
1-n \beta L \times \mathcal{U}_{h}(m \sqrt{N})-\frac{n \beta N \alpha}{2}[q C+r B]+\mathcal{O}\left(n^{2}\right) \tag{7.15}
\end{equation*}
$$

The third term writes:

$$
\begin{align*}
& \prod_{a} d h_{a} \exp \left[-\beta \sum_{a} \mathcal{U}_{h}\left(h^{a}\right)+\frac{\beta^{2} p}{2} q\left(\sum_{a} h_{a}\right)^{2}+\frac{\beta C}{2}\left(\sum_{a} h_{a}^{2}\right)\right] \\
& =\int D z\left(\int d h \exp \left[-\beta \mathcal{U}_{h}(h)+\beta \sqrt{q p} z h+\frac{\beta C}{2} h^{2}\right]\right)^{n}  \tag{7.16}\\
& =1+n \int D z \log \left(\int d h \exp \left[-\beta \mathcal{U}(h)+\beta \sqrt{q p} z h+\frac{\beta}{2} C h^{2}\right]\right)+\mathcal{O}\left(n^{2}\right) \\
& \approx 1-n \beta \int D z \min _{h}\left[\mathcal{U}(h)-\sqrt{q p} z h-\frac{C}{2} h^{2}\right]+\mathcal{O}\left(n^{2}\right)
\end{align*}
$$

Where $D z$ denote a Gaussian measure $\frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}}$, and where the last line was obtained by a saddle point approximation of the integral over $h$.

Similarly, the second one gives:

$$
\begin{equation*}
1-n \beta \int D z \min _{v}\left[\mathcal{U}_{v}(v)-\left[m\left(\sum_{\mu=1}^{L} \sqrt{N} w_{i \mu}\right)+z \sqrt{\alpha p_{i} r}\right] v-\frac{\alpha}{2} B \frac{p_{i}}{p} v^{2}\right]+\mathcal{O}\left(n^{2}\right) \tag{7•17}
\end{equation*}
$$

Finally, summing all contributions and keeping the first order term in $n, N, \beta$ gives the following free energy value:

$$
\begin{aligned}
f\left(\alpha,\left\{p_{i}\right\}, g, \theta\right) & =\frac{L}{2} m^{2}+\frac{\alpha}{2}(q B+r C) \\
& -\frac{1}{N} \sum_{i}\left\langle\int D z \min _{v}\left[\mathcal{U}_{v}(v)-\left(m W+z \sqrt{\alpha p_{i} r}\right) v-\frac{\alpha}{2} B \frac{p_{i}}{p} v^{2}\right]\right\rangle_{W=\sqrt{N} \sum_{\mu=1}^{L} \xi_{i \mu}} \\
& \alpha \int D z \min _{h}\left(\mathcal{U}_{h}(h)-\frac{C}{2} h^{2}-z \sqrt{p q} h\right)
\end{aligned}
$$

Where we used $\mathcal{U}_{\mu}(x) \sim_{x \rightarrow \infty} \frac{x^{2}}{2}$, valid for both quadratic and ReLU potentials. The weight sum $W=\sqrt{N} \sum_{\mu=1}^{L} w_{i \mu}$ takes integer values between $-L$ and $L$.

### 7.2.1 Interpretation of the order parameters

Here, we have expressed the free energy as function of the number $L$ and magnetization $m$ of the strongly activated hidden units, and have introduced
another set set of order parameters in the process: $q, r, C, B$. What is their physical interpretation? By taking the derivative of Eqn. (7.13) with respect to $q_{a b}, \hat{q}_{a b}$, we find a simple relation between the saddle point values of the order parameters and the moments of the Random-RBM distribution:

$$
\begin{align*}
q & =\overline{\frac{1}{N} \sum_{i} \frac{p_{i}}{p}\left\langle v_{i}\right\rangle^{2}} \approx_{\beta \rightarrow \infty} \overline{\frac{1}{N} \sum_{i} \frac{p_{i}}{p}\left\langle v_{i}\right\rangle} \\
r & =\overline{\frac{1}{M-L} \sum_{\mu>L}\left\langle h_{\mu}\right\rangle^{2}} \\
C & =\lim _{\beta \rightarrow \infty} \frac{\overline{\beta p}}{N} \sum_{i} \frac{p_{i}}{p}\left\langle v_{i}\right\rangle\left(1-\left\langle v_{i}\right\rangle\right)  \tag{7.18}\\
B & =\lim _{\beta \rightarrow \infty} \frac{\beta p}{M-L} \sum_{\mu>L}\left\langle h_{\mu}^{2}\right\rangle-\left\langle h_{\mu}\right\rangle^{2}
\end{align*}
$$

In other words, $q$ is the (weighted) mean activity in the visible layer, $r$ is the square average activation of the weakly activated hidden units, and $C, B$ are the rescaled variance of the visible (resp. hidden) units. $C$ and $B$ can also be interpreted as susceptibilities. Indeed, we have the following fluctuationdissipation relationship (similar as in Eqn. (3.8) ):

$$
\begin{equation*}
\frac{\partial<h_{\mu} \mid I_{\mu}>}{\partial I_{\mu}}=\frac{\partial}{\partial I_{\mu}} \frac{\int d h^{\mu} e^{-\mathcal{U}_{\mu}\left(h_{\mu}\right)} e^{\beta h^{\mu} I_{\mu}} h_{\mu}}{\int d h^{\mu} e^{-\mathcal{U}_{\mu}\left(h_{\mu}\right)} e^{\beta h^{\mu} I_{\mu}}}=\beta \operatorname{Var}\left(h_{\mu} \mid I_{\mu}\right) \tag{7.19}
\end{equation*}
$$

And similarly for the visible layer. Therefore, we have:

$$
B=\frac{C=\frac{p}{N} \sum_{i}\left\langle\frac{\partial v_{i}}{\partial I_{i}}\right\rangle}{\frac{p}{M-L} \sum_{\mu}\left\langle\frac{\partial h_{\mu}}{\partial I_{\mu}}\right\rangle}
$$

$C, B$ measure local gains, i.e. how a small additional input of one layer to the other affect the activity of the other layer.

### 7.2.2 Saddle-point equations

The previous computation was general for any hidden unit potential; we now focus on ReLU. We further assume that the $p_{i}$ have a density of the form $\rho\left(\frac{p_{i}}{p}\right)$, such that the average over visible sites can be replaced by an integral over $x=\frac{p_{i}}{p}$. Let:

$$
\begin{equation*}
H^{(k)}(x)=\int_{z=x}^{\infty} D z(z-x)^{k} \tag{7.21}
\end{equation*}
$$

The free energy rewrites:

$$
\begin{align*}
f & =\frac{L}{2} m^{2}+\frac{\alpha}{2}(q B+r C) \\
& -\sqrt{\alpha p r} \int \rho(x) \sqrt{x}\left\langle H^{(1)}\left(-\left[g+\frac{\alpha}{2} B x+m W\right] / \sqrt{\alpha p x r}\right)\right\rangle_{W} d x  \tag{7.22}\\
& -\frac{\alpha p q}{2(1-C)} H^{(2)}\left(\frac{\theta}{\sqrt{p q}}\right)
\end{align*}
$$

Deriving with respect to $m, r, q, B, C$ gives the following set of self-consistency equations for the order parameters:

$$
\begin{align*}
m & =\frac{1}{L} \int \rho(x)\left\langle W H^{(0)}\left(-\left[g+\frac{\alpha}{2} B x+m W\right] / \sqrt{\alpha p x r}\right)\right\rangle_{W} d x  \tag{7.23}\\
q & =\int \rho(x)\left\langle H^{(0)}\left(-\left[g+\frac{\alpha}{2} B x+m W\right] / \sqrt{\alpha p x r}\right)\right\rangle_{W} d x  \tag{7.24}\\
C & =\frac{\sqrt{p}}{\sqrt{2 \pi \alpha r}} \int \rho(x)\left\langle\exp \left(-\frac{1}{2}\left[g+\frac{\alpha}{2} B x+m W\right]^{2} / \alpha p x r\right)\right\rangle_{W} d x(7 \cdot 25) \\
r & =p q /(1-C)^{2} H^{(2)}(\theta / \sqrt{p q})  \tag{7.26}\\
B & =\frac{p}{1-C} H^{(0)}(\theta / \sqrt{p q}) \tag{7.27}
\end{align*}
$$

Briefly, we explain how to solve numerically these equations. In the case where $p_{i}=p \forall i$, we use the change of variables $M=\frac{m}{\sqrt{\alpha p r}}, \theta_{v}=-\frac{g+\frac{\alpha B}{}}{\sqrt{\alpha p r}}, \theta_{h}=$ $\frac{\theta}{\sqrt{p q}}$. The above equations can be rewritten so as to express all order parameters $m, r, q, B, C$ and model parameters $\alpha, g, \theta$ as function of $M, \theta_{v}, \theta_{h}$ only. Therefore,
instead of varying $\alpha, g, \theta$ and solving the equations by fixed-point iteration, we directly scan through $M, \theta_{v}, \theta_{h}$ to obtain a set of model/order parameter pairs of values $(\alpha, g, \theta),(m, q, r, B, C)$. In the general case where the degree distribution is not uniform, we make the approximation $g+\frac{\alpha}{2} B x+m W \sim g+\frac{\alpha}{2} B+m W$, justified when $B$ is small (e.g. for large threshold), and repeat the procedure.

## 7•3 RESULTS

### 7.3.1 Effect of the non-linearity

We first study the non-sparse case with $p=1$ and a single pattern $L=1$, such that $W= \pm 1$. Moreover, we set the fields as $g=-\frac{\alpha B}{2}$ to compensate for the asymmetry of o-1 units and the ReLU. ${ }^{1}$. By symmetry $H^{(0)}(x)+H^{(0)}(-x)=1$, we recover $q=\frac{1}{2}$, and the equations over $B$ is decoupled from the other, such that we find three equations over $m, C$ and $r$ very similar to the original AGS computation (see Eqn 6.41-6.43 page 300 of [66] ):

$$
\begin{align*}
m & =\frac{1}{2} \operatorname{erf}\left(\frac{m}{\sqrt{2 \alpha r}}\right) \\
C & =\frac{1}{\sqrt{2 \pi r}} \exp \left[-\frac{m^{2}}{2 \alpha r}\right]  \tag{7.28}\\
r & =\frac{1}{2(1-C)^{2}} H^{(2)}(\theta \sqrt{2})
\end{align*}
$$

The only difference lies in the factors $\frac{1}{2}$ in the magnetization (because $m \in$ $\left[-\frac{1}{2}, \frac{1}{2}\right]$ for o-1 units) and $\frac{1}{2} H^{(2)}(\theta / \sqrt{2})$ in the noise equation. The later very quickly decays as $\theta \rightarrow \infty$, and illustrates how the thresholds damps the activity of the weakly activated hidden units. Since the change of variables $m \rightarrow \tilde{m}=\frac{m}{2}$, $r \rightarrow \tilde{r}=\frac{2 r}{H^{(2)}(\theta / \sqrt{2})}$ and $\alpha \rightarrow \tilde{\alpha}=\frac{\alpha}{2 H^{(2)}(\theta \sqrt{2})}$ gives back the exact equations as in AGS, the phenomenology is qualitatively identical with the original Hopfield model, featuring a ferromagnetic phase and a spin glass phase. The critical capacity is given by:

$$
\begin{equation*}
\alpha_{c}(\theta)=\frac{\alpha_{c}^{A G S}}{2 H^{(2)}(\theta \sqrt{2})} \tag{7.29}
\end{equation*}
$$

If we have $+1 /-1$ spins and a symmetric ReLU such as the dReLU1 graph in Fig. 3.6, then setting $g=0$ would give the same results



Figure 7.3: Critical capacity of ReLU RBM as function of the threshold. Thresholding cuts off the activity of the weakly activated hidden units (left), resulting in higher storate capacity

The capacity strongly increases with the threshold: as the level of crosstalk due to nonmagnetized hidden units diminishes larger ratios $\alpha$ can be supported by R-RBM without entering the glassy phase. For instance, $\theta=0$ gives $\alpha_{c}=$ $\alpha_{c}^{A G S}=0.138$, and $\theta=0.5$ gives $\alpha_{c}=0.5$, see Fig. 7.3. Such values of $\alpha$ are closer to the typical values used in practice for RBM. As $\theta$ increases, we reach very quickly infinite capacity $\alpha_{c}=\infty$. It is however not necessarily a good idea in practice for a model to let $\theta \rightarrow \infty$ at fixed $\alpha$, as it reduces the size of the basins of attraction of the model: the larger $\theta$, the larger the initial overlap required to ensure convergence to the pattern.

### 7.3.2 $p<1$ and the compositional phase

For small $p$, in addition to the ferromagnetic phase $(L=1)$ and the spin glass phase $(m=0)$, a new intermediate qualitative behavior emerges: a compositional phase, in which visible configurations have strong overlap with $\bar{L}$ features, where $1 \ll L \ll M$, see Fig. 7.4. To see this, we solve numerically the equations for fixed $L>1$, using $p=0.1 g=-0.02$ and varying $\theta$. We show results in Fig. 7.5. For each value of $L$, there is a limit value $\alpha_{c}(L)$ above which a solution with $m>0$ cannot exist. $\alpha_{c}(L)$ decays quickly with $L$ but as in the non-sparse case, it can be made arbitrarily large by adjusting the threshold of the ReLU function. Interestingly, the normalized magnetization $\tilde{m}=m /(p / 2)) \in[0,1]$ decays relatively slowly with $L$, unlike in the Hopfield model; the same effect is observed in the parallel and hybrid states described by Agliari et al. at low $p$. Therefore, unlike the Hopfield model, solutions with $L>1$ have lower free energy than the $L=1$ phase (ferromagnetic) or spin glass phase $(m=0)$; see section below. All these observations are in very


Ferromagnetic


Spin Glass


Compositional

Figure 7.4: The three regimes of operation of Random RBM, see text. Red, grey and white hidden units symbolize, respectively, strong $(h \sim \sqrt{N})$, weak $(h \sim \pm 1)$ and null $(h=0)$ activations. In the Ferromagnetic phase, one hidden unit is strongly activated and the others are weakly activated. The number of attractors is linear in $N$. In the spin glass phase, all hidden units are weakly activated, and there is a large number of metastable states. In the compositional phase, several hidden units are strongly activated, and the others are quiet. The number of attractors is polynomial in $N$
good agreement with numerical simulations of Random-RBM instances with $N=10^{42}$. Starting from an initial configuration with a small finite overlap with $L$ patterns, we quickly converge toward a configuration in which the $L$ patterns are strongly activated and not the others. The magnetizations are not exactly identical for each pattern, but the average magnetization $\frac{\sum_{\mu=1}^{L} m_{\mu}}{L}$ matches well the theoretical prediction $m$. Moreover, as observed for RBM trained on real data, a combinatorial diversity of local minima is obtained by different choices of $\left\{\mu_{1}, \ldots, \mu_{L}\right\}$ of strongly activated hidden units.

### 7.4 RANDOM-RBM IN THE HIGH SPARSITY LIMIT $p \rightarrow 0$

### 7.4.1 Scaling law and limit regime

The nature of the large- $L$ phases and the selection of the value of $L$ are best understood in the limit case of highly sparse connections, $p \ll 1$. The RRBM model exhibits an interesting limit behaviour, which we call hereafter compositional phase. In this regime the number of strongly magnetized hidden units is unbounded, and diverges as $L=\ell / p$, with $\ell>0$ and finite. The strongly magnetized hidden units have a magnetization $m=\frac{p}{2} \tilde{m}$ with $\tilde{m}$ finite; i.e. such that the normalized between the visible layer configuration and the
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Figure 7.5: Compositional regime in R-RBM. (a) Critical lines in the $\theta, \alpha$ plane below which $L$ hidden units may be strongly activated. Parameters are $p_{i}=p=$ $0.1, g=-0.02$. (b) Comparison of theoretical (red crosses) and numerical simulations ( $N=10^{4}$, colored points) for the rescaled magnetizations $\tilde{m}=m /(p / 2))$ as a function of the number $L$ of strongly activated hidden units in R-RBM. 7,500 zero temperature MCMC, each initialized with a visible configuration strongly overlapping with $L=1,2, \ldots$ 'features', were launched; color code indicates the probability that the same $L$ hidden units are magnetized after convergence (see bottom scale), and the corresponding average magnetization $\tilde{m}$.
weight is $\frac{\sum_{i} w_{i \mu} v_{i}}{\sum_{i}\left|w_{i \mu}\right|} \sim 1$. 3 . Nonmagnetized hidden units have activities of the order of $\sqrt{r} \sim \sqrt{p}$, and can be shutdown by choosing thresholds $\theta \sim \sqrt{p}$; hence crosstalk between those units can be suppressed, allowing for large relative size $\alpha$ of the hidden layer. The input received by a visible unit from the large number of magnetized units is, after transmission through the dilute weights, of the order of $L m p=\frac{1}{2} \ell^{*} \tilde{m} p$; it can be modulated by a (positive or negative) field $g \sim p$ to produce any finite activity $q$ in the visible layer, as soon as the effective temperature gets below $\sim p$.

$$
\left\{\begin{align*}
& \beta=\frac{\tilde{\beta}}{p}, \quad g=p \tilde{g}  \tag{7.30}\\
& \theta=\sqrt{p} \tilde{\theta}, \quad f=p \tilde{f} \\
& m=\frac{p}{2} \tilde{m}, L=\frac{\ell}{p} \\
& r=p \tilde{r}, \quad B=p \tilde{B}
\end{align*}\right.
$$

Under these scaling laws, the random weight variable $W_{i}=\sqrt{N} \sum_{\mu=1}^{\frac{l}{p}} w_{i \mu}$ is a sum over $\frac{l}{p}$ terms, with a fraction $p_{i}=x_{i} p$ are non-zero; in the limit $p \rightarrow 0$, its probability law is well defined, given by the modified Bessel function of the first kind:

$$
\begin{gather*}
P_{\ell x_{i}}\left(W_{i}=w \in \mathbb{Z}\right)=e^{-l x_{i}} I_{w}\left(l x_{i}\right) \\
I_{\alpha}(x)=\sum_{k=0}^{\infty} \frac{1}{k!\Gamma(k+\alpha+1)}\left(\frac{x}{2}\right)^{2 k+\alpha} \tag{7.31}
\end{gather*}
$$

Then, rescaled free energy and saddle-point equations have a well-defined limit:
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$$
\begin{align*}
m & =\frac{2}{\ell} \int \rho(x)\left\langle W H^{(0)}\left(-\left[\tilde{g}+\frac{\alpha}{2} \tilde{B} x+\frac{1}{2} \tilde{m} W\right] / \sqrt{\alpha x \tilde{r}}\right)\right\rangle_{W \sim P_{\ell x}(W)} d x(7.32) \\
q & =\int \rho(x)\left\langle H^{(0)}\left(-\left[\tilde{g}+\frac{\alpha}{2} \tilde{B} x+\frac{1}{2} \tilde{m} W\right] / \sqrt{\alpha x \tilde{r}}\right)\right\rangle_{W \sim P_{\ell x}(W)} d x  \tag{7.33}\\
C & =\frac{1}{\sqrt{2 \pi \alpha \tilde{r}}} \int \rho(x)\left\langle\exp \left(-\frac{1}{2}\left[\tilde{g}+\frac{\alpha}{2} \tilde{B} x+\frac{1}{2} \tilde{m} W\right]^{2} / \alpha x \tilde{r}\right)\right\rangle_{W \sim P_{\ell x}(W)} \\
\tilde{r} & =q /(1-C)^{2} H^{(2)}(\tilde{\theta} / \sqrt{q})  \tag{7.35}\\
\tilde{B} & =\frac{1}{1-C} H^{(0)}(\tilde{\theta} / \sqrt{q}) \\
\tilde{f}_{\ell} & =-\frac{1}{8} \ell \tilde{m}^{2}-\tilde{g} q-\frac{\alpha}{2}(q \tilde{B}+\tilde{r} C)+\frac{\alpha q}{2} \frac{\tilde{\theta}}{\sqrt{q}} H^{(2)}\left(\frac{\tilde{\theta}}{\sqrt{q}}\right) \tag{7.37}
\end{align*}
$$
\]

Where in the last line, we injected the saddle-point values of the order parameters in the rescaled free energy. Under this low $p$ regime, the phases mentioned above correspond to the three possible scenarios:

- Spin glass phase The global minimum of $f$ is reached with $m=0$.
- Ferromagnetic phase The global minimum is reached with $m>0$, and $\ell^{*}=0 . f_{\ell}$ is an increasing function of $l$. Typical configurations have a single hidden unit activated.
- Compositional phase The global minimum is reached with $m>0$, and $f_{\ell}$ is a non-monotonous function of $l$, reaching its minimum at $\ell^{*}$. Typical configurations have about $\ell^{*} / p$ simultaneously activated hidden units.

A phase diagram can be derived as function of $\alpha, \tilde{\theta}, \tilde{g}$. Briefly speaking, given $\alpha, \tilde{\theta}$ should be large enough (as in the finite $p$ case) and $|\tilde{g}|$ should be neither too large to penalize the ferromagnetic phase, nor too small to avoid the spin glass regime, see Fig. 7.6.

Selection of $\ell^{*}$ for $\alpha=0.5, \tilde{\theta}=1.5$


Figure 7.6: Phase transitions in the low-p limit For several values of $\tilde{g}$, curves $f_{\ell}$, after optimizing over all the other order parameters (with $\tilde{m}>0$, and comparison with the spin-glass free energy (with $\tilde{m}=0$ ). As $\tilde{g}$ increases, two phase transitions occur.

### 7.4.2 Geometry of the attractors

We have therefore shown mathematically the existence of a compositional phase, which is characterized by a large diversity of local maxima $\mathbf{v}_{k}^{*}$ of $P(\mathbf{v})$ indexed by a subset $k=\left(k_{1}, \ldots, k_{L}\right)$ of $L^{*}=\ell^{*} / p$ strongly activated hidden units. We also found a traditional spin glass phase, in which there are also many metastable states, but hidden units are weakly activated. The two phases clearly differ by the coordinates in hidden layer representation of the local maxima $\mathbf{v}_{k}^{*}$, but are the marginal probability landscapes intrinsically different? Indeed, two models may differ by hidden representations but not by their energy landscape. Consider for example the two following ensembles of Random-RBM:

- The traditional Hopfield model, with $\pm 1$ visible units, $g=0, p=1, w_{i \mu}=$ $\frac{\xi_{i \mu}}{\sqrt{N}}$ with random $\xi_{i \mu}= \pm 1$, and $\alpha<\alpha_{c}$.
- The Rotated Hopfield model, with $\pm 1$ visible units, $g=0, p=1$, $w_{i \mu}=$ $\frac{1}{\sqrt{\mathrm{~N}}} \sum_{\mu, \mu^{\prime}} O_{\mu \mu^{\prime}} \xi_{i \mu^{\prime}}$, with a random orthonormal matrix $O$, and with random $\xi_{i \mu}= \pm 1$

By invariance of $W^{T} W$, the marginal $P(\mathbf{v})$ is identical, such that both models produce exactly the same set of local energy minima. In the first case however, the energy minima have a hidden layer representation with a single strongly
activated hidden units, whereas for the other case, due to the random rotation, they correspond to hidden units with weak (yet stereotyped) activities $O_{\mu 1}$ for all hidden units. Therefore, different representations do not necessarily mean different landscapes, and it is important to ask what differentiates the compositional and spin glass phase from the perspective of the visible layer only. Intuitively, the difference lies in the geometry of the local energy minima, see Fig. 7.7. In the ferromagnetic phase, the attractors take the form $\mathbf{v}_{k}^{*} \sim\left(1+_{\varsigma k}\right) / 2$, and are therefore all equidistant from one another, with Hamming distance $d\left(\mathbf{v}_{k^{\prime}}^{*}, \mathbf{v}_{k^{\prime}}^{*}\right)=\frac{N}{2}\left(1-\delta_{k, k^{\prime}}\right)$. In the spin glass phase, Parisi and collaborators showed that the metastable states were arranged in an ultrametric fashion, forming a hierarchy of clusters; some states are very close whereas other are very far away $[142,143]$. On the other hand, we expect a different behavior in the compositional phase. Different attractors sharing a subset $\delta \ell / p$ of similar strongly activated hidden units should be gradually farther away from one another. This defines a different geometry in which distances are heterogeneous, but any pair of distant attractors $\left(\mathbf{v}_{k^{\prime}}^{*}, \mathbf{v}_{k^{\prime}}^{*}\right)$ can be joined by a path of intermediate attractors sharing hidden units with both $k, k^{\prime}$, see Fig. 7.7.


A path connecting two attractors in Compositional phase
Figure 7.7: Geometry of attractors Top left: Ferromagnetic phase; all attractors are equidistant and far away. Top middle: Spin glass phase, reproduced from [143]; metastable states group into a hierarchy of clusters. Top right: Compositional phase; attractors are gradually away from one another, and can be linked by hopping from one attractor to the next. Bottom: Example of path between two distant attractors in the compositional phase

To validate this intuition, we propose to compute, through a real-replica approach, the average Hamming distance $d$ (per pixel) between the visible configurations $\mathbf{v}^{(1)}, \mathbf{v}^{(2)}$ minimizing the free energy (7.22) for two hidden configurations $\mathbf{h}^{(1)}, \mathbf{h}^{(2)}$ sharing $(\ell-\delta \ell) / p$ hidden units among the $\ell / p$ strongly activated ones. We repeat the replica computation of the previous section but consider $2 n$ replica of the system. In the first $n$ replica, hidden units $\mu \in[1, L=\ell / p]$ are strongly activated, and in the second $n$ replica, hidden units $\mu \in\left[L-L^{\prime}=\frac{\ell-\delta \ell}{p}, 2 L-L^{\prime}\right]$ are activated. The replica overlap $q_{a b}=\sum_{i} \frac{p_{i}}{N p}<v_{i}^{a} v_{i}^{b}>$ now takes three distinct values: $q+\frac{C}{\beta p}$ for $a=b, q$ for $a \neq b$, with both $a, b \in[1, n]$ or $a, b \in[n+1,2 n]$, or $q^{\prime}$ if $a \in[1, n]$ and $b \in[n+1,2 n] ; q^{\prime}$ denotes the average overlap between configurations sharing $\delta \ell / p$ strongly activated hidden units. Similarly, a hidden layer overlap between weakly activated hidden units $r^{\prime}=\overline{\left\langle h_{\mu}^{a}><h_{\mu}^{b}>\right.}$ is introduced in the computation. Moreover, we add coupling terms of the form $J_{v} \sum_{i} \frac{p_{i}}{N p} v_{i}^{a} v_{i}^{b}$, and $J_{h} \frac{1}{M-L} \sum_{\mu>L} h_{\mu}^{a} h_{\mu}^{b}$ (with $a \leq n$ and $b>n$ or inversely) to the Hamiltonian. We then repeat the free energy computation and derivate with respect to $J_{v}, J_{h}$, in the limit $J_{v}, J_{h} \rightarrow 0$ to obtain equations over $q^{\prime}, r^{\prime}$. Let $\eta=\frac{r^{\prime}}{r}$, and $\phi=\frac{q^{\prime}}{q}$. We obtain the following equations:

$$
\begin{aligned}
\phi & =\int \rho(x) x d x \int D z\left\langle\left\langle H^{(0)}\left[-\frac{\tilde{g}+\alpha \tilde{B} x / 2+2 \tilde{m}\left(W+W_{1}\right)}{\sqrt{\alpha \tilde{r} x(1-\eta)}}-z \sqrt{\frac{\eta}{1-\eta}}\right]\right\rangle_{W_{1} \sim P_{\delta \ell x}\left(W_{1}\right)}^{2}\right\rangle_{W \sim} \\
\eta & =(1-\phi)\left(\int D z H^{(2)}\left[\frac{\tilde{\theta} / \sqrt{q}-z \sqrt{\phi}}{\sqrt{1-\phi}}\right]^{2}\right) / H^{(2)}[\tilde{\theta} / \sqrt{q}]
\end{aligned}
$$

Numerical results are shown in Fig. 8.3. The Hamming distance $D$ monotonously increases from $D=0$ for $\delta \ell=0$ up to $D=2 q(1-q)$ (complete decorrelation of visible units) for $\delta \ell=\ell$, in very good quantitative agreement with results for RBM trained on MNIST. Such gradual change have deep dynamical consequences. As seen from MCMC simulations of MNIST-trained RBM 4, gradual changes may occasionally lead to another digit type, by passing through welldrawn, yet ambiguous digits. The progressive replacement of feature-encoding hidden units (small $\delta \ell$ steps) along the transition path does not increase much the energy, and the transition process is fast compared to activated hopping between deep minima taking place in the Hopfield model. Studying quantitatively the Monte Carlo dynamics of Random-RBM model is an interesting lead for future work.

## QUANTITATIVE COMPARISON WITH RBM TRAINED ON MNIST

In this chapter, we compare theoretical predictions from the Random-RBM ensemble and real RBM trained on MNIST. We first derive numerical proxies for the model parameters $(p, \beta, g, \theta, \rho(x))$, then show results.

### 8.1 FINDING ATtRACTORS IN RBM TRAINED ON MNIST

In RBM trained on real data, an attractor is defined as a local maximum of the marginal distribution $P(\mathbf{v})$. Importantly, the attractors of $P(\mathbf{v})$ are not necessarily the attractors of $P(\mathbf{v}, \mathbf{h})$; this is because at finite temperature, the entropy of the hidden layer matters. Though sampling from $P_{\beta}(\mathbf{v})$ is not possible in general, it can be done for integer $\beta$, see Section 13.1.2. In particular, when $\beta \rightarrow \infty$, it can be shown that the zero temperature sampling Gibbs step is given by:

$$
\begin{align*}
& h_{\mu} \leftarrow \mathbb{E}\left[h_{\mu} \mid v\right] \\
& v_{i} \leftarrow \Theta\left[g_{i}+\sum_{\mu} w_{i \mu} h_{\mu}\right] \tag{8.1}
\end{align*}
$$

It is in general very difficult to enumerate all the attractors of the model, as there may be an exponential number of them. Here, we computed a subset of attractors for Figures 3.12 and 8.3 by starting from the train set configurations, and performing zero temperature sampling until convergence.

### 8.2 NUMERICAL PROXIES FOR CONTROL AND ORDER PARAMETERS

Several control and order parameters are well defined for R-RBM in the thermodynamical limit, but not for typical RBM trained on data. For R-RBM instances,
the average weight sparsity $p$ is well defined because the weights take only three distinct values $\left\{-\frac{1}{\sqrt{N}}, 0, \frac{1}{\sqrt{N}}\right\}$, but for RBM trained on data, the weights $w_{i \mu}$ are never exactly equal to zero. Similarly, the number of strongly activated hidden units $L$ is well-defined for R-RBM in the thermodynamic limit $N \rightarrow \infty$ because their activity scales as $\sqrt{N}$; but in general, all hidden units have finite activation. Proxies are therefore required to compare theoretical and numerical results. We consider 'consistent' proxies, giving back (in the large size limit), the original parameters for RBMs drawn from the R-RBM ensemble.

### 8.2.1 Participation Ratios PR

Participation ratios are used to estimate numbers of nonzero components in a vector, while avoiding the use of arbitrary thresholds. The Participation Ratio $\left(P R_{a}\right)$ of a vector $\mathbf{x}=\left\{x_{i}\right\}$ is

$$
P R_{a}(\mathbf{x})=\frac{\left(\sum_{\mathbf{i}}\left|\mathbf{x}_{\mathbf{i}}\right|^{\mathbf{a}}\right)^{\mathbf{2}}}{\sum_{\mathbf{i}}\left|\mathbf{x}_{\mathbf{i}}\right|^{\mathbf{2 a}}}
$$

If $\mathbf{x}$ has $K$ nonzero and equal (in modulus) components $P R$ is equal to $K$ for any $a$. In practice we use the values $a=2$ and 3: the higher $a$ is, the more small components are discounted against strong components in $\mathbf{x}$.

### 8.2.2 Number $L$ of active hidden units

In both numerical simulations of R-RBM and on RBM trained on MNIST, we estimate $L$, for a given hidden-unit configuration $\mathbf{h}$, through

$$
\hat{L}=P R_{3}(\mathbf{h})
$$

To understand the choice $a=3$, consider a typical activation configuration $\mathbf{h}$ for a R-RBM :

$$
h_{\mu}=\left\{\begin{array}{ccc}
m \sqrt{N} & \text { if } & 1 \leq \mu \leq L  \tag{8.2}\\
\sqrt{r} x_{\mu} & \text { if } & L+1 \leq \mu \leq M,
\end{array}\right.
$$

where the magnetization $m$ and mean square activity $r$ are $\mathcal{O}(1)$, and $x_{\mu}$ are random variables with zero mean, and even moments of the order of unity. The first $L$ hidden units are strongly activated $(\mathcal{O}(\sqrt{N})$ activity), whereas the
remaining $N-L$ others are not (activations of the order of 1 ). Here, we assume $L$ to be finite as $N \rightarrow \infty$. One computes :

$$
\begin{gather*}
P R_{2}(h) \sim \frac{\left(L m^{2} N+(N-L) r\right)^{2}}{L m^{4} N^{2}+(N-L) r^{2}}=L \times \frac{\left(1+\frac{N-L}{N} \frac{r}{L m^{2}}\right)^{2}}{1+\frac{N-L}{N^{2}} \frac{r^{2}}{L m^{4}}} \underset{N \rightarrow \infty}{\longrightarrow} L\left(1+\frac{r}{L m^{2}}\right)^{2} \\
P R_{3}(h) \sim \frac{\left(L m^{3} N^{3 / 2}+(N-L) r^{3 / 2}\right)^{2}}{L m^{6} N^{3}+(N-L) r^{3}}=L \times \frac{\left(1+\frac{N-L}{N^{3 / 2}} \frac{r^{3 / 2}}{L m^{3}}\right)^{2}}{1+\frac{N-L}{N^{3}} \frac{r^{3}}{L m^{6}}} \underset{N \rightarrow \infty}{\longrightarrow} L \tag{8.3}
\end{gather*}
$$

Hence choosing coefficient $a=3$ ensures that the participation ratio (a) does not take into account the weak activations in the thermodynamical limit, and (b) converges to the true value $L$ if all magnetizations are equal.

### 8.2.3 Normalized Magnetizations

Given a RBM and a visible layer configuration, we define the normalized magnetization of hidden unit $\mu$ as the normalized overlap between the configuration and the weights attached to the unit:

$$
\tilde{m}_{\mu}=\frac{\sum_{i}\left(2 v_{i}-1\right) w_{i \mu}}{\sum_{i}\left|w_{i \mu}\right|} \in[-1,1]
$$

This definition is consistent with the Hopfield model. For R-RBM, we also have, in the thermodynamical limit, $\hat{m}_{\mu}=\frac{2 I_{\mu}}{p \sqrt{N}}$, where $I_{\mu}$ is the input received by the hidden unit from the visible layer; $m_{\mu}$ is $\mathcal{O}(1)$ for strongly activated hidden units, and $\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)$ for the others.

For a given configuration $\mathbf{v}$, with $\hat{L}$ activated hidden units, the normalized magnetization of the activated hidden units $\tilde{m}=\frac{m}{p / 2}$ can be estimated as the average of the $\hat{L}$ highest magnetizations $\hat{m}_{\mu}$.

### 8.2.4 Weight sparsity $p$

A natural way to estimate the fraction of non-zero weights $w_{i \mu}$ would be to count the number of weights with absolute value above some threshold $t$. However, there is no simple satisfactory choice for $t$. Indeed, the fraction of non-zero weights should not depend on the scale of the weights, i.e. it should be invariant under the global rescaling transformation $\left.\left\{w_{i \mu}\right\} \rightarrow \overline{\{\lambda} w_{i \mu}\right\}$. As the scale of
weights vary from RBMs to RBMs and, for each RBM, across training it appears difficult to select an appropriate value for $t$. A possibility would be to use a threshold adapted to each RBM, e.g. $t \propto \kappa \sqrt{\frac{W_{2}}{M}}$, where $\kappa$ would be some small number. Our experiments show that it is not accurate enough, due to the scale disparities across the hidden-unit weight vectors $\mathbf{w}_{\mu}$. Rather than adapting thresholds to each hidden unit of each RBM, we use Participation Ratios, which naturally enjoy the scale invariance property. We estimate the fraction of nonzero weights through

$$
\hat{p}=\frac{1}{M N} \sum_{\mu} P R_{2}\left(\mathbf{w}_{\mu}\right)
$$

For R-RBM with $w_{i \mu} \in\left[-W_{0}, 0, W_{0}\right]$ with corresponding probabilities $\left[\frac{p}{2}, 1-\right.$ $\left.p, \frac{p}{2}\right]$, the estimator is consistent: $\hat{p}=p$.

Other consistent estimators for $p$ are possible, such as averaging the fraction of nonzero weights for a given visible unit, $p_{i}=\frac{P R_{2}\left(\mathbf{w}_{i}\right)}{M}$. For RBMs trained on MNIST, they typically have similar numerical values.

### 8.2.5 Weights heterogeneities

Not all visible units are equally connected to the hidden layer. To better capture this effect, one can study R-RBM with any arbitrary distribution of $p_{i}$. Analogously to the homogeneous case a high sparsity limit is obtained when the average sparsity, $p=\frac{1}{N} \sum_{i} p_{i}$, vanishes. We define the distribution of the ratios $\tilde{p}_{i}=\frac{p_{i}}{p}$ in the $p \rightarrow 0$ limit. In practice the ratios are estimated through

$$
\begin{equation*}
\tilde{p}_{i}=\frac{\sum_{i} w_{i \mu}^{2}}{\frac{1}{M} \sum_{i, \mu} w_{i \mu}^{2}} . \tag{8.4}
\end{equation*}
$$

For a heterogeneous R-RBM, we have consistently $\tilde{p}_{i}=\frac{\hat{p}_{i}}{p}=\frac{p_{i}}{p}$. Looking at the histogram of values of $\tilde{p}_{i}$ across all RBM inferred on MNIST, we find a non-negligible spread around one, see Fig. 8.1. We also display for each visible unit $i$ the average of $\tilde{p}_{i}$ accross all RBM inferred; we can see that the visible units at the border are indeed the least connected (smaller $\tilde{p}_{i}$ ), whereas the ones at the center are strongly connected (larger $\tilde{p}_{i}$ ).


Figure 8.1: (a) Histogram of $\tilde{p}_{i}=\frac{p_{i}}{p}$ values, across all visible units and RBMs inferred on MNIST. (b) Average across all RBM of $\tilde{p}_{i}=\frac{p_{i}}{p}$, for each visible unit

### 8.2.6 Effective Temperature T

Although RBM distributions are always defined at temperature $T=1$, the effective temperature is not 1 . This is very much like in the Ising model : the behavior of the system depends on an effective temperature $\hat{T}=\frac{T}{J}$ where $J$ is the coupling strength; a low effective temperature phase correpond to high values of $J$. For ReLU RBM, the probability distribution of configurations at temperature $T$ is defined as:
$P_{\mathbf{w}}[\mathbf{v}, \mathbf{h}]=e^{-\frac{E[\mathbf{v}, \mathbf{h}]}{T}} \quad$ with $\quad \frac{E[\mathbf{v}, \mathbf{h}]}{T}=-\sum_{i} \frac{g_{i}}{T} v_{i}+\sum_{\mu}\left(\frac{h_{\mu}^{2}}{2 T}+\frac{h_{\mu} \theta_{\mu}}{T}\right)-\sum_{i, \mu} \frac{w_{i \mu}}{T} v_{i} h_{\mu}$.

Let $\overline{\mathbf{h}}=\frac{\mathbf{h}}{\sqrt{T}}$. The probability can be rewritten as $P[\mathbf{v}, \overline{\mathbf{h}}]=e^{-\bar{E}[\mathbf{v}, \overline{\mathbf{h}}]}$ with

$$
\begin{equation*}
\bar{E}(\mathbf{v}, \overline{\mathbf{h}})=-\sum_{i} \frac{g_{i}}{T} v_{i}+\sum_{\mu}\left(\frac{\bar{h}_{\mu}^{2}}{2}+\bar{h}_{\mu} \frac{\theta_{\mu}}{\sqrt{T}}\right)-\sum_{i, \mu} \frac{w_{i \mu}}{\sqrt{T}} v_{i} \bar{h}_{\mu} . \tag{8.6}
\end{equation*}
$$

Since the marginal $P[\mathbf{v}]$ is not affected by the change of variable, a ReLU RBM at temperature $T$ is therefore equivalent to another ReLU RBM at temperature $T=1$, with new fields, thresholds and weights : $\overline{\mathbf{g}}=\frac{\mathbf{g}}{T}{ }^{\prime}{ }^{-}=\frac{{ }^{\prime}}{\sqrt{T}}, \overline{\mathbf{w}}=\frac{\mathbf{w}}{\sqrt{T}}$. Therefore, changing the temperature is equivalent to rescaling the parameters,
and in turn, the effective temperature of a given RBM can be deduced from the amplitude of its weights. For a R-RBM at temperature $T$ :

$$
W_{2}=\frac{1}{M} \sum_{\mu, i} \bar{w}_{i \mu}^{2} \underset{N \rightarrow \infty}{\sim} \frac{p}{T} .
$$

We therefore estimate the temperature of a given RBM through

$$
\hat{T}=\frac{\hat{p}}{\frac{1}{M} \sum_{\mu, i} w_{i \mu}^{2}} .
$$

From this definition, it can be seen that the low temperature regime of the compositional regime, $T \ll p$, is equivalent to $W_{2} \gg 1$. In RBM trained on MNIST, we typically find $W_{2} \sim 7$

### 8.2.7 Fields $g$

Similarly to the weights, the fields $g_{i}$ and normalized fields could be estimated respectively as:

$$
\begin{align*}
& \hat{g}_{i}=\hat{T} \bar{g}_{i} \\
& \hat{\tilde{g}}_{i}=\frac{\hat{T}}{\hat{p}} \bar{g}_{i}=\frac{\bar{g}_{i}}{\frac{1}{M} \sum_{\mu, i} w_{i \mu}^{2}} \tag{8.7}
\end{align*}
$$

A naive estimate for the normalized field $\tilde{g}$ would be to average the fields: $\hat{\tilde{g}}=\frac{1}{N} \sum_{i} \hat{\tilde{g}}_{i}$. It is however not really meaningful, as the $\hat{\tilde{g}}_{i}$ are extremely heterogeneous: for instance, the mean value over the sites $i$ of a single RBM is equal to -0.48 , and is comparable to the standard deviation, 0.40 . This range of variation spans all the phases of R-RBM. To achieve quantitative predictions, we instead adjust the R-RBM parameter $g$ so that $q$, the mean value of $v_{i}$ in the visible layer, averaged over thermal fluctuations and quenched disorder, matches the value 0.132 obtained from MNIST data. This gives $\frac{\hat{\delta}}{\hat{p}}=-0.1725$ for homogeneous R-RBM, and $\frac{\hat{\tilde{p}}}{\hat{p}}=-0.21$ for heterogeneous R-RBM.

### 8.2.8 Thresholds $\theta$

The thresholds and normalized thresholds can be estimated as

$$
\begin{align*}
& \hat{\theta}_{\mu}=\sqrt{\hat{T}} \bar{\theta}_{\mu} \\
& \hat{\tilde{\theta}}_{\mu}=\sqrt{\frac{\hat{T}}{\hat{p}}} \bar{\theta}_{\mu}=\frac{\bar{\theta}_{\mu}}{\sqrt{\frac{1}{M} \sum_{\mu, i} w_{i \mu}^{2}}} \tag{8.8}
\end{align*}
$$

Again, a naive estimate for the normalized threshold $\tilde{\theta}$ would be the average $\hat{\tilde{\theta}}=\frac{1}{M} \sum_{\mu} \hat{\tilde{\theta}}_{\mu}$ but this estimate is not meaningful. Indeed, contrary to the R-RBM case, the inputs $I_{\mu}$ of the hidden units $\mu$ are not evenly distributed around zero: $\mathbb{E}\left[I_{\mu}\right] \neq 0$. Hence, even if the threshold is equal to zero, the activation probability can be different from 0.5 . We take this effect into account by substracting the average value of the inputs from the average of $\theta$, and find that the difference is equal to 0.33 , with standard deviation 1.11. This range of value for $\theta$ again spans all phases. In order to use a well-defined value, we choose $\theta$ such that the critical capacity $\alpha_{c}^{R-R B M}\left(\ell_{\max }\right)=0.5$, where $\ell_{\max } \sim 1.5$ is the maximum average index number observed across all RBMs trained. This estimation gives $\hat{\hat{\theta}} \sim 1.5$.

### 8.3 Results

We first evaluate the scaling law $L \propto \frac{\ell}{p}$. Compared to Fig. 3.8, we add a regularization penalty $\propto \sum_{\mu}\left(\sum_{i}\left|w_{i \mu}\right|\right)^{x}$ to control the final degree of sparsity; the case $x=1$ gives standard $L_{1}$ regularization, while, for $x>1$, the effective penalty strength $\propto\left(\sum_{i}\left|w_{i \mu}\right|\right)^{x-1}$ increases with the weights, hence promoting homogeneity among hidden units. After training we generate Monte Carlo samples of each RBM at equilibrium, and monitor the average number of active hidden units, $\hat{L}$, and the normalized magnetization, $\tilde{m}$. Figure 8.2(a) shows $\hat{L}$ vs. $\hat{p}$, in good agreement with the R-RBM theoretical scaling $L \sim$ $\frac{\ell^{\star}}{p}$. Figure $8.2(\mathrm{~b})$ shows that $\tilde{m}$ is a decreasing function of $\ell=\hat{L} \times \hat{p}$, as qualitatively predicted by theory, but quantitatively differs from the prediction of R-RBM with homogeneous $p$. This disagreement can be partly explained by the heterogeneities in the sparsities $p_{i}$ in RBMs trained on MNIST, e.g. units on the borders are connected to only few hidden units, whereas units at the center of the grid are connected to many. Using the empirical heterogeneous degree distribution $\rho(x)$ yields improved fit accuracy for both $\ell^{\star}$ and $\tilde{m}$.


Figure 8.2: Quantitative predictions in the compositional regime of R-RBM compared to RBMs inferred on MNIST. Each point represent a ReLU RBM trained with various regularizations, yielding different weight sparsities $p$. Solid lines depict predictions found by minimizing $f_{\ell}$, and dashed line expected fluctuations at finite size $(N)$ and temperature. (a) Average number $L$ of active hidden units vs. $p$. (b) Average magnetization $\tilde{m}$ vs. $\ell=L \times p$.


Figure 8.3: Distance (per pixel) between pairs of visible attractors vs. relative distances in the hidden-unit activation patterns. Purple and cyan lines are theoretical R-RBM predictions from Eqn. (7.38). Blue lines denote mean and standard deviations for pairs of attractors of RBM inferred from MNIST. For MNIST RBM, $\delta \ell / \ell$ is computed using participation ratios as $\hat{L}$.

## DISCUSSION

ReLU and Bernoulli RBM were shown empirically to be efficient as feature extraction algorithm, as well as good generative models. By studying an ensemble of RBM with random weights, we found theoretical insights consistent with these observations. The combination of sparse weights, low effective temperature, fields and non-linearities allows to drive RBM in a compositional phase, in which i) typical visible layer configurations drawn from the model have a simple hidden layer representation, with a few strongly activated hidden units ii) the probability $P(\mathbf{v})$ is very rough, with a large diversity of local maxima arranged in a specific geometry. The phenomenology of RandomRBM matches well the one of RBM trained on real data, both qualitatively and quantitatively.

Beyond quantitative modeling, the compositional phase refines our understanding of how and why RBM work well:

- RBM are good feature extractors because in the compositional phase, there is a simple relationship between the typical configurations from $P(\mathbf{v})$ and the weight matrix; and therefore between the real data used from training and the weights. Configurations are essentially generated by recombining the extracted features.
- RBM are good generative models because they can produce a large diversity of 'well-formed' (i.e. not noisy) configurations. In particular, the ability of RBM to generate configurations that are significantly different from the ones in the training set arises directly from this compositionality: high-probability attractors can be obtained by recombining features in a way that was unseen in the training data.
- Higher-order (i.e. non-linear) RBM outperform pairwise model because the non-linearity prevents the cross-talks between the hidden units, which can severely impair performance.
- In a compositional phase, one can transit from one attractor to the other by gradual changes of the hidden layer representation. Though a quantitative analysis is clearly desired, this may explain why RBM MCMC mix well in practice, and PCD is good enough.

Our work may be challenged both from a technical and a conceptual point of view. First, several technical shortcuts were taken:

- We used a simple uniform Ansatz for the magnetized solution $m_{\mu}=$ $m \forall \mu \leq L$, despite the fact that the real ground state is in general nonuniform, as seen from the case $\alpha=0$. Differences of order $p$ are expected.
- We assumed a replica symmetric Ansatz, but it is known to be inexact at low temperature both for the Hopfield and SK models. Although quantitative differences are very small for the Hopfield model in practice, we acknowledge that a more cautious computation is required.
- A combinatorial diversity of solutions of the free energy minimization was found, but we have not checked how many of them are significantly contributing at finite temperature. In particular, it would be important to compute the average entropy $S(T)$ so as to estimate an effective number of possible combinations.

Secondly, the scope of the computation is limited to simple cases. RandomRBM are a fairly crude model of real RBM: for instance, weights are not randomly distributed but often concentrated in regions, such that the overlaps between the patterns or their supports are not uniformly identical $\sim p^{2}$ for all hidden units pairs. Patterns overlaps, which are also missing, are notably important for explaining correlations between hidden units. Though we acknowledge this limitation, we also argue that we are not trying to design an accurate model of RBM learnt from MNIST specifically, but rather to learn general properties of RBM trained on data. Moreover, the computation requires $\mathcal{U}(h) \sim h^{2}$, and therefore it does not generalize to Bernoulli hidden units. Indeed, a ferromagnetic or compositional regime may be observed only if one or few hidden units can dominate over the $\sim \alpha N \rightarrow \infty$ others; and therefore $h$ must be unbounded. With Bernoulli hidden units, we speculate two different scenarios: either $p \sim \frac{1}{N}$, such that each hidden unit is effectively always in a finite $N$ regime, or $p \sim 0.1$ and there is a 'copy' mechanism, such that several hidden units share the same weights $w_{i \mu}$. Indeed, Nair and Hinton have shown that duplicating Bernoulli hidden units with identical weights and varying thresholds effectively resulted in a single ReLU-like hidden unit [93]; Bernoulli RBM may therefore work in practice just like ReLU RBM, provided the features are strongly overlapping. In our experiments on proteins, we have observed larger overlaps between hidden unit patterns for Bernoulli hidden units than Gaussian or ReLU, which is consistent with this hypothesis.

We have not studied explicitly the training dynamics in maximum likelihood. It would be interesting to study in particular the observed transition between

Prototypic and Compositional representation. Moreover, it would also be important to understand why in some cases weight sparsity naturally arise from maximum likelihood as in MNIST and in others it does not, as in proteins (see next part). Since the publication of our paper, two works aimed at better understanding the dynamic of learning in RBM were recently published [144, 145]; future work in this direction are welcome. Generalizations of our computation to deep models is also another important study. Nethertheless, regardless of the training procedure (maximum likelihood or other principle, regularization,...), a RBM will behave in a compositional phase provided that the weights are sparse. We will heavily rely on this property for modeling RBM trained on protein sequences by enforcing sparsity through regularization.

MODELING PROTEIN SEQUENCES WITH RESTRICTED BOLTZMANN MACHINES

## 9

## BACKGROUND

### 9.1 CONTEXT

Proteins form the basis of life. Proteins are large macromolecules constituted by sequences of amino-acids linked together by peptidic bonds. After transcription from the DNA, the protein, initially in a linear conformation, folds into a sequence-specific three-dimensional structure that defines its functional properties. Its unique shape allows the protein to interact selectively with other molecules or proteins with complementary shape in order to perform various tasks, such as catalyzing metabolic reactions, detecting biochemical stimuli, structuring the cell, transporting molecules,... Beyond this simple picture and despite decades of intensive research in structural biology, computational protein modeling and bioinformatics, we still have a limited mastery over the relationship between the sequence, structure and function of proteins. Indeed, several factors seriously limit our ability to emulate the physical processes underlying proteins life.

First and foremost, the space of possible proteins sequences is huge: with 20 different amino-acids, there are $\sim 10^{130}$ possible sequence of length 100 , which clearly makes exhaustive experimental characterization of all proteins impossible. Though impressive, this number would not be a barrier if only there were simple symmetry or continuity properties of the function mapping sequence to structure / function: after all, there is an infinity of possible electric charge and current spatial distributions, yet we can predict very accurately the induced electromagnetic field thanks to the Maxwell equations. This is because satisfying the constraints of space-time symmetries and continuity (in the sense of the Euclidian distance) leave very few candidate mappings; yielding relatively easy identification and very good predictive power. Unfortunately, the picture is not so simple for proteins, because high sequence identity does not necessarily imply structural similarity. On the one hand, two proteins, e.g. Kunitz domains from a bacterial (resp. eukaryote) organism may have as few as $20 \%$ sequence identity, yet have almost identical structure and function. On the other hand, a single mutation of amino-acid may completely impair a protein's ability to fold and function properly, resulting in potentially deadly genetic


Figure 9.1: The Sequence - Structure - Function relationship for the WW domain: A given sequence, initially produced in a linear conformation folds into a specific structure, which allows it to interact with target ligands. PDB Structure: 1eom [146]. Right panel from [147]
disorder for the carrier. Finding suitable metrics, as well as efficient ways to navigate through the space of functional sequences is therefore a fundamental challenge of bioinformatics.

Secondly, each of these sequences has many degrees of freedom (namely the set of torsion angles from one amino-acid to the next), yielding a very large numbers of possible spatial configurations. As stated in the Levinthal's paradox, finding the native conformation of a 100 length sequence by exploring each of these configurations at the speed of light would take $10^{75}$ years [148]. Fortunately for us, natural folding is guided by free energy decrease and takes only of the order of few millisecond [149]. Unfortunately for us, it is very difficult to emulate this process using numerical simulations. Indeed, an accurate Ab Initio Molecular Dynamics requires modeling each atom of the protein, plus dozens of solvent molecules which are key of hydrophobic interactions, on a temporal scale from pico-seconds to milliseconds. Overall, this adds up to a tremendous computational cost, and it takes a specially designed Anton Supercomputer to fold a protein with 80 residues [150]. Coarse grained models, which simulate the protein at the level of amino-acids using knowledge-based potentials are less costly, but not as accurate and can fail to find the native structure for large proteins [151,152].

Lastly, it is difficult - though not as hard as folding - to predict whether and how a folded protein will bind to a target molecule or another protein. Docking algorithm such as Haddock and Patchdock [153,154] can evaluate complementarity of two protein surfaces by scanning through the different relative positions of two rigid structures and estimating their interaction energy using knowledge-based potentials. It is particularly powerful for drug-design applications, but remains limited in practice by conceptual flaws: the structure
of a protein in complex often differs from its unbound structure, either due to conformation selection (i.e. another ground state is selected through the interaction) or induced fit (the ground state is perturbed by the interaction) [155]. In practice, this can result in a large number of false positive solutions for docking.

These limitations have several very concrete practical consequences. Because we cannot predict systematically and accurately protein structures and complexes from their sequences only, it can be very hard to elucidate the behavior of complex protein networks. A famous example is the case of the Alzheimer disease, in which amyloid $\beta$ protein aggregates form in the brain, causing neurons death and neurodegenerescence [156]. To this day, it remains unclear what is the cascade of molecular malfunction that triggers the accumulation, or even what is the original functional role of the Alzheimer Precursor Protein (APP, the protein that degenerates into amyloid plaques) in the first place [157].

Even for well-understood diseases, our practical ability to design drugs is also limited. Current docking algorithm are often good enough to design compounds that can bind very well to a target protein and inhibit its interactions with other proteins $[158,159]$. However, because conformational changes within protein complexes are not well understood, it is very difficult to design drugs that, when complexed with a target malfunctional protein, can restore its original structure and functionality [160].

Finally, the ability to design artificial proteins with desired properties remains limited. The most commonly used protein strategy is Directed Evolution (DE), which mimics in vitro natural evolution cycle. Starting from an initial protein, a library of variants -each with a few mutations/insertions/deletions is created, and these variants are expressed in organisms, e.g. on the surface of phages [161]). The library is then subjected to functional selection: for instance, a target substrate is set on a solid support, and only the phages expressing a protein that strongly binds to the substrate stick on the support. The surviving phages are then amplified, and another cycle can be performed. DE techniques notably led to the development of therapeutic monoclonal antibodies, and were recently awarded the 2018 Chemistry Nobel Prize. The main limitation of DE is that it can only explore a limited region of the sequence space around the initial sequence, and therefore, one must start from an initial sequence that is already functional. This limits DE to the optimization of protein function (binding affinity, solvability, thermal stability,...) rather than to the development of radically new functionality.

Computational methods of Ab initio protein design have the potential to better explore the sequence space and have found interesting successes, but
they are also limited in practice. Initial computational design were based on so-called threading algorithm, which are based on heuristic free energy functions that assesses whether a sequence is well fit to a given fold. The first successful $A b$ initio protein design simulations reported small artificial sequences whose structure was very close to the target natural [162] or artificial fold [163]. However, as for folding and docking, these heuristic often fail to take into account important effects, such as the role of competing folds. In particular, designing flexible protein parts such as loops, which are often key to binding function is challenging. Lastly, threading-based design of sequences with a target fold and high-binding affinity with some substrate requires knowledge of the protein complex, which is not always available. More recently, computational approaches using Molecular Dynamics or frameworks such as Rosetta have found encouraging successes [164-166] but designing new, large, folds remains exceptional $[167,168]$. Developing principled, accurate and affordable protein design strategies could lead to giant leaps for both basic research and industrial applications. For instance, new fluorescence calcium indicators similar to GCaMP [169] could help probing large biological neural networks at shorter time scales, whereas artificial ion channels could lead to new filtering water systems as efficient as our cell's.

In parallel to these developments, the last two decades have witnessed tremendous improvements in DNA sequencing techniques. As a consequence, the number of available protein sequences has exploded: there are currently $\sim 120$ millions sequences on the UniprotKB database, of which only about $0.5 \%$ are annotated and have a known function (SwissProt database [170]). This raises both important challenges and opportunities. On the one hand, we do not know what do most of these proteins do at all and it is crucial to develop automated structure and function prediction tools. On the other hand, the statistics of these sequences carry information about their underlying structure and function. For instance, amino-acid conservation suggests structural or functional importance, whereas correlation between amino-acid mutations can indicate proximity on the 3 D structure. The main goal of coevolution is to develop systematic methods to unveil such properties. As such, coevolution lies at the interface between Bioinformatics, Statistical Physics and unsupervised Machine Learning, and our thesis takes place in this context. Important improvements over traditional methods of structural and functional predictions were recently brought by including coevolution forecasts. They will be reviewed briefly in section A.

### 9.2.1 Natural Selection and conservation

The starting point of coevolution methods is the observation that all existing natural protein sequences are good at something. Simply said, if one protein sequence was not doing its job correctly - whatever it is - its host would die and we would never have seen this sequence! Conversely, 5 billion years of evolution could not have left a useless protein in the genome of a modern organism. As an introductory example, consider the following set of sequences of the WW domain shown in Fig. 9.2, which have identical structure and function. As highlighted, essentially all sequences carry a Tryptophan (W) at positions 5 and 29. Or - to rephrase it - we never see a sequence that does not carry a Tryptophan. Clearly, over the billions of years of existence of the WW domain, mutations of these sites have arised many times, yet we do not see it. This makes sense only if $\mathrm{W}_{5}, \mathrm{~W}_{29}$ are crucial for function, such that sequences carrying these mutations were selected away by evolution. As a matter of fact, experimental structures of the WW domain have indeed shown that these two sites are the main binding sites of the WW domain, i.e. sites in direct proximity with the ligand (target molecule) and directly responsible for the complex formation. In order to go beyond this simple evolutionary pattern, a few notions are required:

- Amino-acids The full list of the 20 amino-acids is available on Table 9.1 and their properties are visualized on Fig. 9.3. Amino-acids differ by their side chain chemical properties, including size, electrical charge, aromaticity, hydrophobicity. Some amino-acids such as Isoleucine (I) and Leucine (L) are very similar and are often exchangeable within a sequence, whereas others are radically different, such as Aspartic Acid (D, acidic, negatively charged) and Lysine (K, basic, positively charged). For visualization purposes, we have divided them in 8 subgroups based on their properties, and assigned a color to each.
- MSA A Multiple Sequence Alignment (MSA) is a way of arranging the sequences of proteins to identify similarities and differences between them. Two evolutionary-related sequences may differ by substitutions at selected sites, but also by insertions and deletions of sites. To account for this, we build an MSA by identifying and aligning the matching sites across the various proteins, and treat the others residues as insertions; missing sites due to a deletion are represented by the gap symbol (-). The final result is a matrix where each row is a sequence, each column


Figure 9.2: A. Multiple Sequence Alignment of the WW Domain. Rectangles highlight conserved sites. B. Corresponding Sequence Logo visualization
is a site and each entry either one of the 20 amino-acids or a gap, see Fig. 9.2. Building an MSA from a given set of sequences amounts to finding a sequence correspondence that maximizes homology between sequences while minimizing the number the of gaps; such optimization is implemented in practice using dynamic programming such as the Needleman-Wunsch algorithm.

- Conservation Score Let $f_{i}(a)$ be the observed frequency of each of the 20+1 amino-acids $a$, and $S_{i}$ its corresponding Shannon entropy: $S_{i}=$ $-\sum_{a} f_{i}(a) \log f_{i}(a)$. Then the conservation score of a site $i$ is :

$$
\begin{equation*}
C_{i}=\log 21-S_{i} \tag{9.1}
\end{equation*}
$$

By construction, $C_{i}=0$ if a site is completely unconserved, i.e. when all amino-acid plus gap have identical frequency $\frac{1}{21}$, and $C_{i}=\log 21 \sim 4.4$ bits when it is completely conserved.

- A Sequence logo, such as the one shown in Fig. 9.2, is a standard data visualization of the pattern of conservation within a MSA. Each column represents a site, with total height equal to $C_{i}$; it is filled with letters representing the amino-acids, sorted by frequency (top ones are most frequents) and with height proportional to $f_{i}(a)$.

Here, the Sequence Logo of the WW-domain MSA shown in Fig. 9.2 allows us to find more complex patterns of conservation. For instance, sites 17 and 18 are not perfectly conserved, but only two amino-acids (Tyrosine or Phenylalanine) are possible, both of which are aromatic. Similarly, sites 23, 26 and 27 are almost always occupied by polar hydrophilic residues and never by hydrophobic residues, suggesting that this site may often be in contact with water molecules of the solvent. More broadly, it is the combination of the various structural and functional chemical constraints, such as solvent exposure, steric interactions, surrounding charge... that determines which amino-acids can be present at a given site of a given sequence.

Beyond conservation, such structural and functional constraints also induce non-trivial second order moments of the amino-acid distribution. In particular, sites that are far away on the sequence but close in the tertiary structure of the protein can undergo coevolution, i.e. correlations between mutations. For instance, if the first residue is positively charged ( $\mathrm{H}, \mathrm{K}, \mathrm{R}$ ), then the second cannot be positively charged as well, because eletrostatic repulsions would destabilize the structure; instead, negatively charged residues ( $\mathrm{D}, \mathrm{E}$ ) may be observed. In other sequences of the alignment, the first residue may itself be negative, and conversely positively charged residues are favored on the

| Alanine | Ala | A | Leucine | Leu | L |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Arginine | Arg | R | Lysine | Lys | K |
| Asparagine | Asn | N | Methionine | Meth | M |
| Aspartic Acid | Asp | D | Phenylalanine | Phe | F |
| Cysteine | Cys | C | Proline | Pro | P |
| Glutamic Acid | Glu | E | Serine | Ser | S |
| Glutamine | Gln | Q | Threonine | Thr | T |
| Glycine | Gly | G | Tryptophan | Trp | W |
| Histidine | His | H | Tyrosine | Tyr | Y |
| Isoleucine | Ile | I | Valine | Val | V |

Table 9.1: List of Amino-Acids and their abbreviations


Figure 9.3: Venn Diagram summarizing the amino-acid properties. The following color code is used hereafter: red = negative charge ( $\mathrm{E}, \mathrm{D}$ ), blue = positive charge (H, K, R), purple = non-charged polar (hydrophilic) ( $\mathrm{N}, \mathrm{T}, \mathrm{S}, \mathrm{Q}$ ), yellow $=\operatorname{aromatic}(\mathrm{F}, \mathrm{W}, \mathrm{Y})$, black = aliphatic hydrophobic $(\mathrm{I}, \mathrm{L}, \mathrm{M}, \mathrm{V})$, green $=$ cysteine $(C)$, grey $=$ other, tiny $(A, G, P)$.


Figure 9.4: Two coevolving sites on the WW domain
second site. Statistically, we would thus observe a negative correlation, i.e. $C_{i j}(a, b) \equiv f_{i j}(a, b)-f_{i}(a) f_{j}(b) \ll 0$ for $a, b \in\{D, E\}$, and sometimes a positive correlations for $C_{i j}(a, b)>0$ for $a \in\{D, E\}, b \in\{H, R, K\}$ and vice-versa. In the example of the WW domain, we measure negative correlations between negatively charged residues of sites 4 and 22, which are in contact, see Fig. 9.4.

Can we exploit this signal to predict whether two sites are in contact or not? In principle, this is possible. Starting from a sequence or a group of sequences with similar structure, we can build a large MSA by looking for homologous sequences with presumed similar structure and function in a sequence data basis (e.g. UniprotKB) using BLAST or Hidden-Markov Models such as HMMER [171]. This MSA can then be used to compute various coevolution scores such as the mutual information for each pair of sites [172]. In practice, predicting contacts from such pairwise metrics yields a large number of false positive predictions. Besides, even more sophisticated metrics based on supervised learning approaches [173] give quite low performance. The main difficulty lies in separating efficiently this coevolution signal from the other sources of correlations in the data-set, such as phylogenic and indirect correlations. About 10 years ago, graph-based approaches such as the Direct Coupling Analysis (DCA), briefly introduced below, have brought tremendous improvements to coevolution-based contact predictions. Coevolution is now routinely used in several structure and function prediction pipelines.


Figure 9.5: Boltzmann Machines for modeling sequence coevolution

### 9.2.2 Direct-Coupling Analysis

## Principle

The starting point of Direct-Coupling Analysis is the idea, at the core of statistical physics, that short range interactions can induce long range correlations. The most famous example is the case of the Ising model: in a system of magnetic spins, short range ferromagnetic interactions, which encourage a spin to align with its neighbours can result in large scale ordering, and correlations of spin orientations spanning across scales well beyond the interaction length. In the context of protein structure predictions, we should therefore expect that interaction between residues in close vicinity may induce so-called indirect correlations between far away residues. Therefore, a good structure predictor should try to infer the underlying interaction network rather than use the correlation directly. The Direct-Coupling Analysis method, developed by Martin Weigt and collaborators [174] is one such example. It consists in modeling the MSA using a Boltzmann Machine model in which each site of the alignment is a Potts state with $20+1$ state see Fig.9.5. Let $\mathbf{v}$ a sequence of the alignment. The BM defines a probability distribution over the sequence space:

$$
\begin{align*}
& P(\mathbf{v})=\frac{1}{\mathrm{Z}} e^{-E(\mathbf{v})} \\
& E(\mathbf{v})=-\sum_{i} g_{i}\left(v_{i}\right)-\sum_{i<j} J_{i j}\left(v_{i}, v_{j}\right) \tag{9.2}
\end{align*}
$$

Where Z is the partition function, such that $P$ is normalized. Here, the fields $g_{i}(a)$ and couplings $J_{i j}(a, b)$ model respectively conservation and coevolution and can be inferred from the data by maximum a posteriori. Besides traditional Boltzmann Machine Learning (see Section X), several more efficient inference and regularization methods were developed [82,110,115,175], see [32] and [176]


Figure 9.6: Contact map prediction on WW using Boltzmann Machines and Mutual Information. Top Left: True contact map, equal to 1 if residues $i, j$ have a distance between their $C_{\alpha}$ atoms shorter than $8 \AA$. Top Middle: Predictions using a pairwise trained with BM learning. Top Right: Normalized mutual information between each pair of site defined as $\frac{M I\left(v_{i}, v_{j}\right)}{\min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right)}$. Bottom: Fraction of correctly predicted contacts against the number of predicted contacts.
for a review. After inference, a measure of the intensity of the interactions between each pair of sites can be computed, using for instance the Frobenius norm: $J_{i j}=\sqrt{\sum_{a, b} J_{i j}(a, b)^{2}}$, sometimes together with the Average Product Correction [176]. In the example of the WW domain, as seen from Fig. 9.6, these interaction scores reproduce the true contact map very well. In contrast, Mutual Information produces a large number of non-zero entries (top right panel) arising from indirect correlations, resulting in larger number of false positive contacts.

## Main achievements

Since their emergence, DCA and other graph-based methods such as GREMLIN [177] and PSICOV [178] have been used intensively for protein structure prediction, notably in conjunction with traditional protein folding methods. For instance, Sergey Ovchinnikov and collaborators accurately predicted two targets of the Critical Assessment for Structure Prediction 11 (CASP) by using coevolutionary contacts to constrain template-based folding within the Rosetta framework [179]. In a recent large scale study, they proposed plausible structures for representatives of 614 large protein families for which no structure was previously known [180]. Lastly, current state-of-the-art models of contact prediction from evolutionary data are supervised deep learning algorithms that combine DCA predictions with contextual information, such as solvent accessibility and secondary structure predictions [181,182].

DCA structure prediction can also be extended to predict the structure of protein complexes. For instance, several proteins such as Hsp7o can form a complex with themselves, yielding transient contacts between sites that are distant in the tertiary structure. Since the ability to form homodimer can be important for activity regulation purpose, evolutionary pressures favoring complementary shapes can arise on these interfaces, yielding coevolution that can be detected by DCA [183]. In two systematic studies [184, 185], the authors showed that DCA could predict accurately inter-protein contacts of several known protein complexes, provided that a joint MSA of both proteins can be constructed and is large enough. In practice, this typically limits the approach to proteins families that have bacterial representatives. More recently, Yu and collaborators have shown that incorporating inter-protein coevolutionary information into docking algorithms could significantly improve prediction accuracy by sorting docking solutions found by traditional algorithms [186].

DCA can also be used for modeling the fitness landscape of proteins. It is indeed very tempting to identify the energy function inferred by DCA with the biochemical fitness of the protein. If we think of the evolutionary process as an ergodic, time-reversible exploration of a fixed fitness landscape, then there is a direct link between the equilibrum probability distribution and the underlying fitness, given by the Boltzmann law. Under this (simplistic) assumption, we can identify $E(\mathbf{v}) \equiv-$ Fitness $(\mathbf{v})$. Recent studies have shown that the energy landscape inferred by DCA was a better fitness predictor than Position Weight Matrices (PWM), which correspond to the independent model $\left(J_{i j}(a, b)=0\right)$ [187-189]. In particular, epistatic effects, i.e. non-additive effects of two or more mutations could be predicted as well. Shekhar et al. [187] showed that DCA
could identify compensatory mutations in HIV, and used this information to find HIV protein sites that are least likely to mutate and escape vaccines.

Conversely, the energy function of DCA can be used to find artificial sequences with potentially high experimental fitness. In an experiment on the WW domain, Russ et al. [147] generated a library of artificial sequences by recombining the natural sequences in a way that preserves conservation and correlations - which is essentially the same thing as sampling from the Boltzmann machine probability distribution [190,191]. They then showed that a significant fraction of these artificial sequences folded well, and had natural-like functional properties, including similar binding affinity and specificity patterns. Though DCA-generated sequences were not directly used, this experiment illustrates the potential of using a statistical energy function rather than a heuristic physical free energy function (as in folding or threading algorithms) for designing artificial sequences. Beyond structural stability, statistical energy implicitly takes into account several other factors such as binding affinity, allowing the design of putative functional proteins without knowledge of the protein-ligand complex structure, or even of the protein structure itself. From a computational efficiency perspective, we also note that Boltzmann Machines are vastly superior to threading algorithm, as they can scan very quickly through the sequence space for low energy sequences. This is done by Monte Carlo sampling of the Boltzmann distribution, at temperature $T=1$ or $T<1$; which directly biases the search toward low-energy sequences.

## Limitations of DCA

Despite these successes, identifying the statistical energy to the experimental fitness function is too simplistic. First and foremost, the notion of fitness is plural rather than unique. Indeed, the ability for a protein to accomplish its function well in-vivo depends on numerous properties, such as:

- Stability, i.e. the ability for a protein to fold into a unique, low energy structure, and maintain its structure even at higher temperatures.
- Binding affinity and specificity, i.e the strength and specificity to which the protein binds to its target ligand. It is experimentally characterized by the catalytic rate $k_{\text {cat }}$ and Michaelis constant $K_{M}$ of the Michaelis-Menten dynamics. Within the same protein family, different proteins may have high homology and very similar structure but different binding specificities. For instance, the WW domain family can be split into four subclasses, depending on which proline-rich linear motif they recognize. Another
well known example is the case of the serine protease family: trypsin and chymotrypsin are both proteins cleavers important for digestion, but they cleave proteins at different sites.
- For enzymatic proteins, the catalytic activity, i.e. the efficiency at which the protein promotes a reaction of ligand. In the case of the trypsin/chymotrypsin, the reaction is the hydrolysis of the peptide bond.
- Allostery i.e. the ability for a protein to undergo conformational changes when binding another protein. For instance, the Hsp7o chaperone protein has two main conformations, depending on whether it is complexed to ATP or ADP. The ATP conformation allows the protein to bind to its substrate whereas the ADP conformation prevents the substrate from being released. More broadly, allostery is a fundamental mechanism for proteins involved in signaling pathways such as PDZ.
- Evolvability, i.e. the ability for a protein sequence to be discovered by a biological evolutionary process. For instance, a known evolutionary strategy is to reuse parts of sequences from other proteins (termed domains) for building new proteins.

Each of these properties induces a distinct evolutionary pressure, and it is the combination of all these factors that shape the probability distribution of the sequence space. In fact, these pressures can be sometimes be antagonistic: in the case of the WW domain, reaching high enough binding affinity can result in substantial loss of structural stability [192]. Therefore, although interesting similarities exist [193], it is way too simplistic to identify the statistical energy (i.e. negative log-probability) with the physical energy. In fact, several groups showed that there exist coevolutionary signals directly related to allostery [194] or binding specificity [195].

Once this point is raised, it is difficult to adapt DCA so as to disentangle the various evolutionary pressures. Expressing the energy as a sum of pairwise interactions 9.2 is well suited for finding causal links between pairs of residues, but much less effective for describing collective behaviors. In a sense, pairwise models suffer from their qualities: on the one hand, local interactions are enough for inducing large-scale collective modes, but on the other hand, characterizing and visualizing these collective modes from the fields and couplings inferred is very hard - and essentially the core of traditional statistical physics. For instance, allostery requires propagation of physical energy perturbations across many sites and as such, delicate equilibrium between each many pairs sites. Finding which of the $N(N-1) / 2 q^{2}$ statistical couplings are involved in maintaining allostery would prove very difficult. Moreover, different binding specificity
patterns can divide protein families in several subgroups, and even though Potts model can generate multimodal data (e.g. the Hopfield model), there is no simple way to recover these subgroups from the couplings.

Lastly, we should also point out that there is experimental evidence for high-order epistasis in proteins, suggesting that pairwise interactions are not enough [196, 197].

### 9.2.3 Statistical Coupling Analysis and Sectors

## Principle

An interesting approach that partially addresses these issues is the Statistical Coupling Analysis and protein sectors, proposed by Ranganathan and colleagues [198, 199]. The idea is to identify subset of sites that evolve independently from one another, using a spectral analysis of the correlation matrix, similar to principal component analysis. In details, the main steps of the analysis are:

- Compute the first and second order moments $f_{i}(a), f_{i j}(a, b)$ and covariance $\operatorname{matrix} C_{i j}(a, b)=f_{i j}(a, b)-f_{i}(a) f_{j}(b)$
- Compute a reweighted correlation matrix $\tilde{C_{i} j}(a, b)=C_{i j}(a, b) \phi_{i}(a) \phi_{j}(b)$, where $\phi_{i}^{a}=\log \left[\frac{f_{i}(a)(1-q(a))}{\left(1-f_{i}(a)\right) q(a)}\right]$, and $q(a)$ is a baseline amino-acid distribution (e.g. $q(a)=\frac{1}{20}$ or the global empirical distribution). The purpose of the reweighting is to enhance the contribution of conserved sites in the covariance matrix.
- Sum over amino-acids $\tilde{C}_{i j}=\sqrt{\sum_{a, b} C_{i j}(a, b)^{2}}$, and compute the eigenvectors $\lambda_{i \mu}$ and corresponding eigenvalues.
- Select only the eigenvectors having eigenvalues significantly above the noise level. The noise level is obtained by repeating the procedure for a shuffled MSA in which all sites are independent and correlations are only due to finite sampling size. In some protein families, the top eigenvector was also discarded as well.
- For each eigenvector, identify the subgroup of sites, termed sector, having significantly large component $\left|\lambda_{i \mu}\right|$.

Sectors essentially define a partition of the sequence in which (i) intra-sector correlations are high (ii) inter-sector correlations are weak and (iii) sites not belonging of any sector have weak correlations with all sites.

Results

The sector analysis was applied to several protein families, including the WW domain [147], SIA serine protease [198], PDZ domain [200], $\beta$-lactamase [199] and Hsp7o [201]. Depending on the protein and sample size, from 1 to 3 sectors could be found and in all cases, sectors define physically contiguous regions of the protein structure. Interestingly, mutagenesis experiments suggested that different sectors control different biochemical properties of the protein. In the case of serine protease (trypsin), three sectors were found, and mutations of their respective sites impaired respectively catalytic activity, binding specificity and structural stability. In the cases of PDZ and Hsp70, one sector was found and was linked to allostery. Overall, these results suggest an organization of proteins into identifiable subgroups that are subject to distinct evolutionary pressures.

## Limitations

However, sector analysis suffer from lack of statistical robustness and predictive power. Firstly, the number of relevant sectors, found through step 4 of the procedure described above, is essentially determined by the noise level of the data rather than by the protein itself; it may therefore fluctuate from one MSA to the other. Secondly, determining whether a given site belongs to a sector or not (step 5) relies on an thresholding procedure with no clear scale separation. Finally, step 2 somewhat artificially enhances the importance of conserved sites in sectors; and in cases where a single sector is extracted, it may merely consist in conserved sites rather than coevolving ones [202].

From a conceptual point of view, there is no guarantee that the various evolutionary pressures are exerted on non-overlapping subgroups of amino-acids; we rather expect them to be intertwined: for instance, a mutation important for targeting a given ligand may induce compensatory neighboring mutations to re-stabilize the structure accordingly. Lastly, the sector analysis has limited predictive power: it merely highlights sites that are more vulnerable to mutations than others, whereas DCA attempts to quantify the effect of each mutation.

# 10 

LEARNING PROTEIN CONSTITUTIVE MOTIFS FROM SEQUENCE DATA WITH RBM

The lack of a unique, quantitative framework capable of extracting the structural and functional features common to a protein family, as well as the phylogenetic variations specific to sub-families motivates this project pursued during my PhD. Hereafter, we consider Restricted Boltzmann Machines (RBM) for this purpose. Like Boltzmann Machines / DCA, RBM is a probability distribution suited for fitness landscape predictions and sequence generation. Like Principal Component Analysis, RBM can learn a representation of the sequence space that can be related to phenotype. The difficulty lies in finding the right conditions under which RBM are good at both in the context of protein sequence modeling. Here, we show that provided a compositional regime is enforced, RBM is a powerful and versatile tool to unveil and exploit the genotype-phenotype relationship. This chapter is organized as follows. In section I, we detail the implementation of RBM in the context of protein sequence analysis. In section II, we apply RBM on several synthetic and real protein families, and show that the features inferred reflect biological properties and can be interpreted in terms of structure, function or phylogeny. In section III, we focus on structure, and present a contact map prediction algorithm based on RBM. Section IV shows sequence design applications of RBM. Section V focuses on model selection. 10.1.1 Definition
10.1 DEFINITION AND IMPLEMENTATION

In the context of protein sequence analysis, a Restricted Boltzmann Machine (RBM) is a joint probabilistic model for sequences and representations, see Fig. 10.1. Protein sequences $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)$ are displayed on the Visible layer, and representations $\mathbf{h}=\left(h_{1}, h_{2}, \ldots, h_{M}\right)$ on the Hidden layer. Each visible unit takes one out of $q=21$ values ( 20 amino acids +1 alignment gap). Depending on the potential, hidden-layer unit values $h_{\mu}$ are either real or binary. The formal definition is very similar to that of the binary case:

Joint probability distribution The joint probability distribution of $\mathbf{v}, \mathbf{h}$ is:

$$
\begin{equation*}
P(\mathbf{v}, \mathbf{h})=\frac{1}{Z} \exp \left(\sum_{i=1}^{N} g_{i}\left(v_{i}\right)-\sum_{\mu=1}^{M} \mathcal{U}_{\mu}\left(h_{\mu}\right)+\sum_{i, \mu} h_{\mu} w_{i \mu}\left(v_{i}\right)\right) \tag{10.1}
\end{equation*}
$$



B

## Sequence space <br> Representation space



Figure 10.1: Reverse and forward modeling of proteins. A. A Restricted Boltzmann Machine (RBM) for protein sequence modeling. Weights $w_{i \mu}$ connect the visible layer (carrying protein sequences $\mathbf{v}$ ) to the hidden layer (carrying representations $\mathbf{h}$ ). Biases on the visible and hidden units are introduced by the local potentials $g_{i}\left(v_{i}\right)$ and $\mathcal{U}_{\mu}\left(h_{\mu}\right)$. B. Sequences $\mathbf{v}$ in the MSA (dots in sequence space, left) code for proteins with different phenotypes (dot colors). RBM define a probabilistic mapping from sequences $\mathbf{v}$ onto the representation space $\mathbf{h}$ (right), indicative of the phenotype of the corresponding protein, and encoded in the conditional distribution $P(\mathbf{h} \mid \mathbf{v})$ (black arrow). The reverse mapping from representations to sequences is $P(\mathbf{v} \mid \mathbf{h})$ (black arrow). Sampling a subspace in the representation space (colored domains) defines in turn a complex subset of the sequence space (colored circles), and allows one to design new sequences with putative phenotypic properties (blue domain and arrow).

Where $Z$ is the usual partition function. Here, the fields $\mathbf{g}$ and weights $\mathbf{w}$ are tensors of size respectively $N \times q$ and $M \times N \times q$, indexed by the visible layer index $i$, amino-acid index $v$ and for $\mathbf{w}$ the hidden layer index $\mu$.

Hidden unit input Given a sequence $\mathbf{v}$ on the visible layer, hidden unit $\mu$ receives the following input $I_{\mu}$ :

$$
\begin{equation*}
I_{\mu}(\mathbf{v})=\sum_{i} w_{i \mu}\left(v_{i}\right) \tag{10.2}
\end{equation*}
$$

This expression is analogous to the score of a sequence with a position-specific weight matrix. Large and small $\left|I_{\mu}\right|$ correspond to, respectively, good and bad matches between the weights and the sequence.

Hidden unit potential As for binary visible units, the input $I_{\mu}$ determines the conditional probability of the activity $h_{\mu}$ of the hidden unit:

$$
\begin{equation*}
P\left(h_{\mu} \mid \mathbf{v}\right) \propto \exp \left(-\mathcal{U}_{\mu}\left(h_{\mu}\right)+h_{\mu} I_{\mu}(\mathbf{v})\right), \tag{10.3}
\end{equation*}
$$

up to a normalization constant. The nature of the potential $\mathcal{U}$ is crucial to determine how the average activity $\left\langle h_{\mu} \mid \mathbf{v}\right\rangle$ varies with the input $I$. Unless stated explicitely, we use a dReLU potential for $\mathcal{U}_{\mu}$, see Section 3.2. For dReLU potentials, the average activity is an adaptive non-linear function of the input, that can interpolate between linear, ReLU, sigmoid, and double ReLU. dReLU potentials can adjust to gaussian, sparse, multimodal or skewed input distributions and induces effective high-order interactions in the visible layer. We justify the choice of dReLU potential over Bernoulli and quadratic potentials in Section V.

From representation to sequence Given a representation (set of activities) $\mathbf{h}$ on the hidden layer, the residues on site $i$ are distributed according to

$$
\begin{equation*}
P\left(v_{i} \mid \mathbf{h}\right) \propto \exp \left(g_{i}\left(v_{i}\right)+\sum_{\mu} h_{\mu} w_{i \mu}\left(v_{i}\right)\right) \tag{10.4}
\end{equation*}
$$

Hidden units with large activities $h_{\mu}$ strongly bias this probability, and favor values of $v_{i}$ corresponding to large weights $w_{i \mu}\left(v_{i}\right)$.

Gauge choice Since the conditional probability Eqn. 10.4 is normalized, the transformations $g_{i}(a) \rightarrow g_{i}(a)+\lambda_{i}$ and $w_{i \mu}(a) \rightarrow w_{i \mu}(a)+K_{i \mu}$ leave the conditional probability invariant. We choose the zero-sum gauges, defined by $\sum_{v} g_{i}(v)=0, \sum_{v} w_{i \mu}(v)=0$.

Marginal probability distribution The probability of a sequence, $P(\mathbf{v})$, is obtained by summing (integrating) $P(\mathbf{v}, \mathbf{h})$ over all its possible representations $\mathbf{h}$ :

$$
\begin{equation*}
P(\mathbf{v})=\int \prod_{\mu=1}^{M} d h_{\mu} P(\mathbf{v}, \mathbf{h})=\frac{1}{Z} \exp \left(\sum_{i=1}^{N} g_{i}\left(v_{i}\right)+\sum_{\mu=1}^{M} \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right)\right) \tag{10.5}
\end{equation*}
$$

Where $\Gamma_{\mu}(I)=\log \left[\int d h e^{-U_{\mu}(h)+h I}\right]$ is the cumulant generative function associated to the potential $U_{\mu}$. Its derivative with respect to the input, $\frac{\partial \Gamma_{\mu}}{\partial I}$, is the average activity of hidden unit $\mu$

Sampling As for binary RBM, sampling from $P(v, h)$ is obtained by alternating sampling from $P(h \mid v)$ and $P(v \mid h)$. We discuss in Section IV biased sampling techniques relevant for protein design.

### 10.1.2 Learning

As for binary data, the weights $w_{i \mu}(v)$ and the defining parameters of the potentials $g_{i}(v)$ and $\mathcal{U}_{\mu}$ are learned by maximizing the average likelihood $\langle\log P(\mathbf{v})\rangle_{M S A}$ of all sequences $\mathbf{v}$ within the Multiple Sequence Alignment (MSA). To correct for the heterogeneous sampling of the sequence space (some animal kingdoms such as primates are over-represented against others such as archaea), we apply a standard reweighting scheme: each sequence $\mathbf{v}^{\ell}$ with $\ell=1, \ldots, B$ is assigned a weight $w_{\ell}$ equal to the inverse of the number of sequences with more than $90 \%$ amino-acid identity (including itself). In all that follows, the average over the sequence data of a function $f$ is defined as

$$
\begin{equation*}
\langle f(\mathbf{v})\rangle_{M S A}=\left(\sum_{\ell=1}^{B} w_{\ell} f\left(\mathbf{v}^{\ell}\right)\right) /\left(\sum_{\ell=1}^{B} w_{\ell}\right) . \tag{10.6}
\end{equation*}
$$

We also add penalty terms over the weights and fields to prevent overfitting and to create interpretable sequence representations. A standard $L_{2}$ regularization term over the fields $\propto g_{i}(v)^{2}$ prevents them from diverging when an amino-acid was never seen at a given position. A $L_{1}^{2}$ regularization term over the weights $\propto \sum_{\mu}\left(\sum_{i, v}\left|w_{i \mu}(v)\right|\right)^{2}$ is crucial to avoid overfitting and to produce sparse weights. As shown in part iii, sparse weights are crucial for learning
compositional representations. Though sparsity naturally emerge during training in MNIST, it does not in proteins, and sparsity must be enforced. Overall, the cost function writes:

$$
\begin{equation*}
\langle\log P(\mathbf{v})\rangle_{M S A}-\frac{\lambda_{f}}{2} \sum_{i, v} g_{i}(v)^{2}-\frac{\lambda_{1}^{2}}{2 q N} \sum_{\mu}\left(\sum_{i, v}\left|w_{i \mu}(v)\right|\right)^{2} \tag{10.7}
\end{equation*}
$$

Choosing the value of the sparse penalty is not trivial but not arbitrary; we discuss rationales for this choice in Section V. As for binary data, the optimization is carried out by stochastic gradient ascent, evaluating the model averages by Monte Carlo. We initialize the fields with the ones of the best fitting independent model:

$$
\begin{equation*}
g_{i}^{0}(v)=\log \left\langle\delta_{v_{i}, v}\right\rangle_{M S A}-\frac{1}{q} \sum_{v} \log \left\langle\delta_{v_{i}, v}\right\rangle_{M S A} \tag{10.8}
\end{equation*}
$$

And the weights and hidden potentials are initialized as usual. During training, the only notable difference is that the gauges must be maintained. For the fields $g_{i}(a)$, the gradient updates directly preserve the zero-sum gauge. For the weights, we add the following line after each update:

$$
\begin{equation*}
w_{i \mu}(v)=w_{i \mu}(v)-\frac{1}{q} \sum_{v^{\prime}} w_{i \mu}\left(v^{\prime}\right) \tag{10.9}
\end{equation*}
$$

Lastly, we have used traditional Persistent Contrastive Divergence for the training algorithm, with from 1 to 10 Monte Carlo steps. Tests on small proteins showed that provided the model is regularized, there is little improvement in likelihood between traditional sampling and Parallel Tempering / Augmented Parallel Tempering methods. We did not have time to investigate this on larger proteins.

### 10.1.3 Weight Visualization

To visualize the weights tensors inferred by the machine, we introduce the weight logo representation. Each weight logo represents a weight attached to one hidden unit $\mu, w_{i \mu}(v)$. As in a sequence logo, the $x$-axis is the site index. At each site, the height of each letter is proportional to the corresponding weight coefficient $w_{i \mu}(v)$; positive weights are above the $x$-axis and negative weights below; letters are sorted by weight amplitude. Examples follow in next section.

## A PHENOMENOLOGY OF FEATURES INFERRED BY RBM

We present in this section results of RBM trained on five protein families:
(a) Lattice-protein in silico data $[203,204]$ to benchmark our approach on an exactly solvable model with known fitness function [205].
(b) The WW domain, a short module binding different classes of ligands [206] important for signaling pathway.
(c) The Kunitz domain, a protease inhibitor, historically important for protein structure determination [207].
(d) The Serine protease protein family, an important family of protein-cleaving enzymes such as trypsin.
(e) The Hsp7o protein, a large chaperone protein [208]

We have found structure-related features, either local, such as tertiary contacts, or extended, such as secondary structure motifs ( $\alpha$-helix and $\beta$-sheet) or characteristic of intrinsically disordered regions (2) functional features, i.e. groups of amino acids controlling specificity or activity; (3) phylogenetic features, related to sub-families sharing evolutionary determinants. Some of these features involves two residues only (as direct pairwise couplings do), others extend over large and not necessarily contiguous portions of the sequence (as in collective modes extracted with PCA). A selection of features follows now. We kindly warn the physicist reader that this section might be hard for the eye, as we will dive head-first into the terminology-rich world of structural biology. The features found will be extensively compared to current knowledge about these proteins, acquired through years of genomics, structural studies and mutagenesis experiments. The main purpose of this section is to show that RBM can extract very detailed and specific information about each protein family. But beyond this zoology of proteins and features, we hope to convince the reader that RBM open a window into the general principles underlying natural protein design.


Figure 11.1: Lattice Protein (LP) Sequence alignments LP are synthetic multiple sequence alignments that share several features with natural multiple sequence alignments. (a) A native structure $S_{A}$ (b) A subset of sequences generated by Monte Carlo that fold specifically in $S_{A}$ (c) Sequence logo of the MSA, featuring non-conserved and partly conserved sites. (d) Average covariance between pairs of sites in contact: $C(a, b)=\frac{1}{28} \sum_{<i, j>} C_{i j}(a, b)$, highlighting the preferred amino-acid interaction. (e) Histogram of the first principal component of the MSA: sequence cluster into two subfamilies.

### 11.1 LATTICE PROTEINS

### 11.1.1 Description

Lattice Proteins models have been introduced in the ' 90 to investigate the uniqueness of folding shared by the majority of real proteins [203,204]. In this model, a 'structure' is defined as a self-avoiding path of the 27 amino-acid-long chains, on a $3 \times 3 \times 3$ lattice cube [203]. Each structure defines a set of 28 tertiary contacts. A 'protein' of $N=27$ amino acids may fold into one of the $\mathcal{N}=103,406$ possible structures, with probabilities depending on its sequence. The probability that the protein sequence $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{27}\right)$ folds in one of these, say, $S$, is

$$
\begin{equation*}
P_{\text {nat }}(\mathbf{v} ; S)=\frac{e^{-\mathcal{E}(\mathbf{v} ; S)}}{\sum_{S^{\prime}=1}^{\mathcal{N}} e^{-\mathcal{E}\left(\mathbf{v} ; S^{\prime}\right)}}, \tag{11.1}
\end{equation*}
$$

where the energy of sequence $\mathbf{v}$ in structure $S$ is given by

$$
\begin{equation*}
\mathcal{E}(\mathbf{v} ; S)=\sum_{i<j} c_{i j}^{(S)} E\left(v_{i}, v_{j}\right) . \tag{11.2}
\end{equation*}
$$

In the formula above, $c^{(S)}$ is the contact map: $c_{i j}^{(S)}=1$ if the pair of sites $i j$ is in contact, i.e. $i$ and $j$ are nearest neighbors on the lattice and zero otherwise. The pairwise energy $E\left(v_{i}, v_{j}\right)$ represents the amino-acid physicochemical interactions, given by the the Miyazawa-Jernigan (MJ) knowledgebased potential [209].

A MSA of 36,000 sequences that fold specifically on structure $S_{A}$, i.e. with high probability $P_{n a t}\left(\mathbf{v} ; S_{A}\right)>0.99$, through Monte Carlo sampling from the Boltzmann distribution with $\mathcal{H} \propto-\log P_{\text {nat }}$ [205]. As in real MSA, Lattice Protein data feature conservation, short- and long-range correlations between amino-acid on different sites, as well as high-order interactions that arise from competition between folds [205], see Fig. 11.1. However, unlike real proteins, the fitness function - structural stability - is mathematically well defined and it is also fairly intuitive: a good protein must fold specifically into its native conformation; otherwise it is useless half of the time. Moreover, sequences are statistically independent and the MSA can be arbitrarily large, so noise levels are arbitrarily low. LP are therefore great candidates for benchmarking RBM.

### 11.1.2 Results

A RBM with $M=100 \mathrm{dReLU}$ hidden units and $\lambda_{1}^{2}=0.025$ is learned from the MSA. We present in Fig. 11.2 a selection of structural LP features inferred by the model. For each hidden unit $\mu$, we show in panel A the weight logo of $w_{i \mu}(v)$ and in panel B the distribution of its hidden unit input $I_{\mu}$, as well as the conditional mean function $\left\langle h_{\mu} \mid I_{\mu}\right\rangle$. In all cases, the weights are significant only for a limited number of sites; this will guide our interpretation. As seen from panel A, weight 1 focuses mostly on sites 3 and 26, which are in contact in the structure (black contour). Positively charged residue ( $\mathrm{H}, \mathrm{R}, \mathrm{K}$ ) have a large positive (resp. negative) component on site 3 (resp. 26), and negatively charged residues (E,D) have a large negative (resp. positive) components on the same sites. The histogram of its input distribution (panel B) shows three main peaks in the data. Since $I_{1}(v)=\sum_{i} w_{i 1}\left(v_{i}\right)$, the peaks (i) $I_{1} \sim 3$, (ii) $I_{1} \sim-3$ and (iii) $I_{1} \sim 0$ correspond respectively to sequences having (i) positively charged amino-acids at site 3 and negatively charged amino-acids at site 26 (ii) conversely, negatively charged amino-acids at site 3 and positively charged at site 26 and (iii) identical charges or non-charged amino-acids. We knew a priori that this pair of sites could take different values since they are not very conserved (see sequence logo Fig. 11.1 D), but the fact that hidden unit 1 focuses on these sites signals an excess of sequences having significantly high $\left|I_{1}\right|$ compared to an independent model. Indeed, the contribution of the hidden
unit to the log-probability is $\Gamma_{1}\left(I_{1}\right) \sim I_{1}^{2}$, since the conditional mean $\Gamma_{1}^{\prime}$ is close to linear (see panel B). In other words, sequences folding into $S_{A}$ often have residues with opposite charges on sites 3 and 26 , forming an electrostatic contact (or salt bridge). Feature 2 is another weight focusing on sites 3 and 26. Its positive components are similar to the negative components of weight 1 , but the negative components corresponds to hydrophobic amino-acids (I,L,V,M,A) in both sites 3 and 26. The negative peak at $I_{2} \sim-2$ therefore identifies sequences having hydrophobic amino-acids at both sites. To summarize, here, 'evolution' favored sequences having complementary amino-acids at sites 3 and 26, and the resulting statistical signal (positive and negative correlations) was caught by hidden units 1 and 2.

Interestingly, RBM can extract features involving more than two sites. Weight 3 and 4 are related to, respectively, the triplets of neighboring amino acids 8-15-27 and 2-16-25, each realizing two overlapping contacts on $S_{A}$ (blue and orange dashed contours). Both highlight collective mode spanning over more than two sites: sequences having very negative $I_{3} \sim-2$ are characterized by an electrostatic 'triangle' $(15,+) \leftrightarrow(8,-) \leftrightarrow(27,+)$, whereas sequences having very negative $I_{4} \sim-2$ have all three sites 2-16-25 occupied by hydrophobic amino-acids. Both subsets are relatively small but again, it is still in excess with respect to what would be expected from an independent model. In fact, the strong non-linearities could even suggest an excess with respect to a pairwise model. This will be discussed later in Section V.

Weight 5 is located mainly on sites 5 and 22, with weaker weights on sites $6,9,11$. It codes for a cisteine-cisteine disulfide bridge located on the bottom of the structure and present in about a third of the sequences $\left(I_{5} \sim 3\right)$. The weak components and small peaks $I_{5} \sim 4$ also highlight sequences with a triplet of cisteines. We note however that this is an artifact of Lattice Proteins, as a cisteine may form only one disulfide bridge.

Weight 6 is an extreme version of the electrostatic triangle. It has important components on sites $23,2,25,16,18$ corresponding to the upper side of the protein. Again, the region is contiguous, and the weight logo indicates a pattern of alternate charges present in many sequences ( $I_{6} \gg 0$ and $I_{6} \ll 0$ ).

The collective modes defined by RBM may not be contiguous. Weight 7 codes for an electrostatic triangle 20-1-18, and the electrostatic $3-26$, which is far away from the former. This indicates that despite being far away, sites 1 and 26 often have the same charge. The latter constraint is not due to the native but impedes folding in the 'competing' structure, $S_{G}$, in which sites 1 and 26 are neighbours. Such so-called negative design was also reported through analysis with pairwise model [205]. Besides weight 7, we have found other weights
indicating negative design; in particular pairs of distant sites that must not have cisteine together, as they would form a disulfide bridge in structure $S_{G}$.

To summarize, we have shown that RBM can retrieve many biological features directly related to the underlying structure and competitors of the protein. The scenario was of course ideal owe to small protein size, simple fitness function and infinite sampling. We note however that many initial implementations failed to pass this test. We now turn to real-protein families.


Figure 11.2: Modeling Lattice Proteins with RBM A. Seven weight logos, visualizing the weights $w_{i \mu}(v)$ attached to seven selected hidden units. B Distribution of inputs received by the corresponding hidden units, and conditional mean function (full line and left scale). Right: Structure of $S_{A}$ and $S_{G}$, one of $S_{A}$ 's main competing structure with dashed contour highlighting the main sites of hidden units $1 / 2$ (black), 3 (blue), 4 (orange), 5 (green) and 7 (red).
11.2 WW DOMAIN

### 11.2.1 Description

The majority of natural proteins are obtained by concatenating functional building blocks, called protein domains, that can fold and function independently of the rest of the sequence. The WW domain is one of the smallest domains, with $N=31$ residues. WW is a protein-protein interaction domain found in many eukaryotes and human signalling proteins, involved in essential cellular processes such as transcription, RNA processing, protein trafficking, receptor signalling. One example of WW-domain is YAP1, a protein that activates the transcription of genes involved in cell proliferation and suppresses apoptotic genes. It folds into a three-stranded antiparallel $\beta$-sheet, see Fig. 11.4D. The domain name stems from the two conserved tryptophans (W) at positions 5-28 (Fig. 3A), which serve as anchoring sites for the ligands. WW domains bind to a variety of proline ( P )-rich peptide ligands, and can be divided into four groups, based on their preferential binding affinity [210]. Group I binds specifically to PPXY motif - where X is any amino acid; Group II to PPLP motifs; Group III to proline-arginine containing sequences (PR); Group IV to phosphorylated serine/threonine-proline sites $[\mathrm{p}(\mathrm{S} / \mathrm{T}) \mathrm{P}]$. Modulation of binding properties allow hundreds of WW domain to specifically interact with hundreds of putative ligands in mammalian proteomes.

### 11.2.2 Results

We have trained a RBM with dReLU potential, $M=100$ hidden units and $\lambda_{1}^{2}=0.25$ on the PFAM alignment PFoo397. We show five hidden units, with their weight logos and corresponding input distribution in Fig.11.4 B,C. We also map the important sites of each weight logo onto the structure of WW in Fig. 11.4D. In all following, a site $i$ is considered important if $\sum_{v}\left|w_{i \mu}(v)\right|>$ $40 \% \times \max _{i} \sum_{v}\left|w_{i \mu}(v)\right|$. Lastly, we show the distribution of Hamming distances (i.e. fraction of sites with different residues) within the alignment, and within the top-20 sequences that have highest activation on the feature. This allows us to check whether the feature inferred is activated only for a small subset of the sequence space or for many distantly related sequences.

Weight 1 is reminiscent of Lattice Proteins, as it codes for a contact between sites 4-22 realized either by two amino acids with oppositive charges ( $I_{1}<0$ ), or by one tiny and one negatively charged amino acid ( $I_{1}>0$ ).

Weight 2 shows a $\beta$-sheet-related feature, with large entries defining a set of mostly hydrophobic $\left(I_{2}>0\right)$ or hydrophilic $\left(I_{2}<0\right)$ residues localized on the $\beta_{1}$ and $\beta_{2}$ strands and in contact on the ${ }_{3} \mathrm{D}$ fold. The input distribution, with a large peak on negative $I_{2}$, suggest that this part of the WW domain is in contact with the solvent in most, but not all, natural sequences.

Hidden unit 3 is negatively activated by few evolutionary-related sequences (see Hamming distance distribution) carrying the W28X mutation, with nonaromatic $X$; this rare mutation is accompanied by a complex mutation pattern around the $\beta_{1}-\beta_{2}$ extremities. Notably, many sequences with positive $I_{3}$ have a glycine at site 14 , whereas those with negative $I_{3}$ do not have it, having either a glycine or a gap at site 15 . Since glycine often appear right before $\beta$ strands, this suggests a slightly different structure compared to consensus. This is consistent with the observation that sequences lacking tryptophan are not functional for linear motif recognition, suggesting a completely different functional role.

Weights 4 and 5 involve sites on the $\beta_{2}-\beta_{3}$ binding pocket and on the $\beta_{1}-\beta_{2}$ loop of the WW domain. The distributions of activities highlight different groups of sequences in the MSA that strongly correlate with experimental ligand-type identification, see Fig. 11.3. We find that (i) Type I domains are characterized by $I_{4}<0$ and $I_{5}>0$; (ii) Type II/III domains are characterized by $I_{4}>0$ and $I_{5}>0$; (iii) There is no clear distinction between Type II and Type III domains; (iv) Type IV domains are characterized by $I_{4}>0$ and $I_{5}<0$. These findings are in good agreement with various studies:
(i) Mutagenesis experiment have shown the importance of sites 19, 21, 24, 26 for binding specificity $[211,212]$. For the YAP1 WW domain, as confirmed by various studies (see [212] Table 2), the mutations H21X and T26X reduce the binding affinity to Type I ligands, while Q24R increases it and $S_{12} X$ has no effect. This is in agreement with the negative components of weight $4: I_{4}$ increases upon mutations H21X and T26X, decreases upon Q24R and is unaffected by S12X. Moreover the mutation L19W alone, or combined with H21[D/G/K/R/S] could switch the specificity from Type I to Type II/III [211]. These results are consistent with Fig. 11.3 YAP1 (blue cross) is of Type I but one or two mutations move it to the right side, closer to the other cluster (orange crosses). Espanel and Sudol [211] also proposed that Type II/III specicity required the presence of an aromatic amino acid (W/F/Y) on site 19, in good agreement with weight 3.
(ii) The distinction between Types II and III is unclear in the literature, because WW domains often have high affinity with both ligand types.
(iii) Several studies [147,192,213] have demonstrated the importance of the $\beta_{1}-\beta_{2}$ loop for achieving Type IV specificity, which requires a longer, more


Figure 11.3: Scatter plot of inputs $I_{4}$ vs. $I_{5}$. Gray dots represent the sequences in the MSA; they cluster into three main groups. Colored dots show artificial or natural sequences whose specificities, given in the legend, were tested experimentally. Upper triangle: natural, from [147]. Lower triangle: artificial, from [147]. Diamond: natural, from [214]. Crosses: YAPI (o) and variants ( 1 and 2 mutations from YAP1), from [211]. The three clusters match the standard ligand type classification.
flexible loop, as opposed to short rigid loop for other types. The length of the loop is encoded in weight 4 through the gap symbol on site 13: short and long loops correspond to, respectively, positive and negative $I_{5}$. The importance of residues Ri1 and R13 was shown in [213] and [147], where removing R13 of Type IV hPinı WW domain reduces its binding affinity to $[p(S / T) P]$ ligands. These observations agree with weight 4, authorizing substitutions between K and $R$ on sites 11 and 13 .
(iv) A specificity-related sector of eight sites was identified in [147], five of which carry the top components of weight 4 (green balls in Fig. 11.4D). Our approach not only provides another specificity-related feature (weight 5) but also the motifs of amino acids affecting Type I \& IV specificity, in good agreement with the experimental findings of [147].


Figure 11.4: Modeling WW Domain with RBM. A. Sequence logo and secondary structure of the WW domain (PFoo397) B. Weight logos for four representative hidden units C. Corresponding inputs, average activities and distances between top-20 feature activating sequences D. 3D visualization of the features, shown on the PDB structure 1eom [146]. White spheres locate the two W . Green spheres locate residues $i$ with high $\sum_{v}\left|w_{i \mu}(v)\right|$

### 11.3 KUNITZ DOMAIN

### 11.3.1 Description

The Kunitz domain, with $N=53$ residues is present in several genes and its main function is to inhibit serine protease such as trypsin. Kunitz domains play a key role in the regulation of many important processes in the body such as tissue growth and remodeling, inflammation, body coagulation and fibrinolysis. They are implicated in several diseases such as tumor growth, Alzheimer, cardiovascular and inflammatory diseases and therefore they have been largely studied and shown to have a large potential in drug-design [215,216].

Some examples of Kunitz domain-containing proteins include the Basic Pancreatic Trypsin Inhibitor (BPTI, 1 Kunitz domain), the Bikunin (2 domains) [217], Hepatocyte growth factor activator inhibitor (HAI, 2 domains) and tissue factor pathway inhibitor (TFPI, 3 domains) [215, 216].

Structurally, the Kunitz domain is characterized by $2 \alpha$ - helices and $2 \beta-$ strands and, as frequently observed for small protein, cysteine-cysteine disulfide bridges largely contribute to its thermodynamic stability. Figure 11.5A shows the MSA sequence logo and the secondary structure motifs. BPTI structure was the first one ever resolved [207], and is often used to benchmark folding predictions based on simulations [218] and coevolutionary approaches [175, 177,219-221].

### 11.3.2 Results

We have trained a RBM with dReLU potential, $M=100$ hidden units and $\lambda_{1}^{2}=0.25$ on the PFAM alignment (PFooo14 $B=7503$ sequences, [222])

Weight 1 in has large components on sites 45 and 49, in contact in the final $\alpha_{2}$ helix. The distribution of the inputs $I_{1}$ partitions the MSA in three subfamilies (top histogram). The two peaks in $I_{1} \simeq-2.5$ and $I_{1} \simeq 1.5$ identify sequences in which the contact is due to an electrostatic interaction with, respectively, $(+,-)$ and $(-,+)$ charged amino acid on sites 45 and 49; the other peak in $I_{1} \simeq 0$ identify sequences realizing the contact differently, e.g. with an aromatic amino acid on site 45 . Weight 1 shows also a weaker electrostatic component on site 53; the 4 -site separation between sites 45-49-53 fits well with the average helix turn of 3.6 amino acids.

Weight 2 focuses on the contact between residues 11-35, realized in most sequences by a C-C disulfide bridge (negative $I_{2}$ peak in input distribution). A
minority of sequences in the MSA, corresponding to $I_{2}>0$ and mostly coming from nematode organisms (Fig. 11.6A), do not show the bridge. A subset of these sequences strongly and positively activate hidden unit 3 ( $I_{3}>0$ peak in input distribution and Fig. 11.6A). Positive components in weight 3 logo suggest that these proteins stabilize their structure through electrostatic interactions between sites 10 ( - charge) and 33-36 (+ charges both, see Fig. 11.6B), to compensate the absence of C-C bridge on the neighbouring sites 11-35.

Both weights 4 and 5 describe features mostly localized on the loop preceding the $\beta_{1}-\beta_{2}$ strands (sites 7 to 16). Structural studies of the trypsin-trypsin inhibitor complex have shown that this loop binds to the proteases [223]; site 12 is notably in contact with the active site of the protease and is therefore key to the inhibitory activity of the domain. The two amino acids ( $R, K$ ) having a large positive contribution to weight 4 in position 12 are basic and bind to negatively charged residues ( $\mathrm{D}, \mathrm{E}$ ) on the active site of trypsin-like serine protease. While several Kunitz domains with known trypsin inhibitory activity, such as BPTI, TFPI, TPPI-2,... give rise large and positive inputs $I_{4}$, Kunitz domains with no trypsin/chymotrypsin inhibition activity, e.g. associated to COL7A1 and COL6A3 genes [224,225], correspond to negative or vanishing values of $I_{4}$. Hence, hidden unit 4 possibly separates the Kunitz domains having trypsin-like protease inhibitory activity from the others.

This interpretation is also in agreement with mutagenesis experiments carried out on sites 7 to 16 to test the inhibitory effects of Kunitz domains BPT1, HAI-1, and TFP1 against trypsine-like proteases [215,216,226-228]. In [226] it was shown that mutation R12A on the first domain (out of two) of HAI-1 destroyed its inhibitory activity; a similar effect was observed in the presence of non basic residues on site 12 in the first two domains (out of three) of TFP1 as discussed in [216]. The affinity between human serine proteases and the mutants $\mathrm{G} 9 \mathrm{~F}, \mathrm{G9S}$, GgP of bovine BPTI was shown to decrease in [227]. Conversely, in [225] it was shown that the set of mutations P10R, D13A, F14R could convert the COL6A3 domain into a Trypsin inhibitor. All these results are in agreement with the above interpretation of weight 4 . Note that, though quite few sequences have large $I_{4}$, many correspond to small or negative values. This may be explained by the facts that (i) many of the Kunitz domains analyzed are present in two or more copies, and as such, are not all required to strongly bind trypsin [216] and (ii) Kunitz domain may have other specificities encoded by other hidden units. In particular, weight 5 displays on site 12 large components associated to medium to large size hydrophobic residues ( $\mathrm{L}, \mathrm{M}, \mathrm{Y}$ ), and is possibly related to other serine protease specificity classes such as chymotrypsin.

Weight 6 is an example of phylogenetic feature. It codes for a complex extended mode, negatively activated by a small subset of the MSA composed
of evolutionary close sequences (see Hamming distance distribution). These sequences correspond to the protein Bikunin present in most mammals and some other vertebrates [215]. In our analysis, most protein families exhibited several phylogenetic modes with distribution similar to weight 6 .

Lastly, we show in Fig.11.7 a selection of so-called gap modes. Gap modes code for long stretches of gaps, often but not always located at the extremeties of the sequence [220]. They are activated by the few sequences within the alignment that lack the corresponding missing sites. These sequences are often, but not always evolutionary close (see panel D). Though gap modes are essentially artifacts of the alignment procedure, visual inspection suggests that their distribution of positions may not be random. In some cases, it seems that they extend exactly over secondary structure elements of the protein, such as $\beta$ strands. We have found gap modes in every real protein family studied, and further investigation of this effect would be very interesting.

### 11.4 TRYPSIN AND SERINE PROTEASE

### 11.4.1 Description

Serine protease are enzymes that cleave peptide bonds in proteins. They are found in both eukaryotes and prokaryotes, and involved in various physiological process such as digestion and blood coagulation and immune response. Some examples include trypsin and chymotrypsin, whose role is to cleave nutrient proteins for digestion, elastase, which break down membrane proteins of bacteria, and plasmin, which degrades blood plasma proteins. Structurally, serine protease have length about 220 residues, and are composed by two beta-barrels converging at the catalytic site, as well as 4 alpha-helices and six disulfide bridges, see Fig. 11.9. All members of the family share a common catalytic mechanism for cleaving proteins, involving a catalytic triad of Histidine, Serine, and Threonine [230]. A catalysis event begins by the insertion of the peptide bond within the catalytic triad, followed by a binding of the hydroxyl group of the Serine to the carbonyl group of the peptide bond (hence the name), and results in hydrolysis of the bond. Depending on the composition of the active site [231,232], Serine-Protease target specific peptide bonds: Trypsin specifically cleave bonds containing a positively charged amino-acid ( $\mathrm{R}, \mathrm{K}$ ), whereas Chymotrypsin targets hydrophobic aromatic amino-acids ( $\mathrm{F}, \mathrm{Y}, \mathrm{W}$ ) and elastase targets small amino-acids (A,G,V).


Figure 11.5: Modeling Kunitz Domain with RBM. Same panels as Fig. 11.4. The weights are visualized on PDB structure 2knt [229]. White spheres denote the positions of the 3 disulfide bridges in the wild type sequence.


Figure 11.6: Identifying phylogenetic identity of feature-activating sequences A. Scatter plot of inputs of hidden units 2 and 3. Most of the sequences that lack the disulfide bridge come from nematodes B Sequence logo of the 137 sequences above the dashed line ( $I_{3}>3$ ), showing the electrostatic triangle that putatively replaces the disulfide bridge. C Input distribution for 5 Kunitz-containing genes


Figure 11.7: Example of gap modes for the Kunitz domain Gap modes arise in almost all protein families, and model sequences lacking several sites of the protein.

The mechanism of action and specificity of this family are well understood, with a large body of computational studies such as sector analysis [198, 199]. One particular topic of interest is to better understand how did the serine protease family evolve to diversify its functionalities [233], and in particular how can one given protein evolve into a different functionality [234, 235]. We present in the next section features differentiating the various subfamilies, and discuss in chapter IV how RBM can probe these functional transitions.

### 11.4.2 Results

We have trained a RBM with $M=200$ dReLU hidden units and $\lambda_{1}^{2}=0.25$, on the MSA from [189], with $B=47913$ sequences and $N=217$ sites. We found, as usual several traditional gap modes and structural features, such as disulfide bridge and contact modes. Moreover, we found several hidden units with bimodal input distribution reminiscent of what was found in the WW domain. To assess whether these modes separate the various subfamilies described above, we used available labeled data from UniprotKB [199], and looked for subgroups of hidden units that partitioned the sequence space into functionally distinct regions. This is done automatically as follows:

- Each hidden unit defines a binary of the sequence space, e.g. with $\Gamma_{\mu}^{\prime}\left(I_{\mu}\right) \lessgtr 0$. The minimum of $\Gamma$ corresponds to a minimum of probability for the hidden input $I_{\mu}$; it matches in practice a gap between two modes when the distribution is bimodal.
- Each set of $l$ hidden units defines a partition of the sequence space into $2^{l}$ subsets. There are $\binom{M}{l}$ such partitions.
- For fixed $l=2,3,4$, we looked for the partitions that maximize the mutual information between the partition index $\operatorname{Part}(\mathbf{v}) \in\left[1,2^{l}\right]$ and the functional class.

Here, sequences were split in 7 functional subgroups: Trypsin, Chymotrypsin, Tryptase, Kallikrein, Granzyme, Elastase, Haptoglobin. We chose $l=4$ in this example, and selected the first four features shown in Fig. 11.8 among the best partitions.

As seen from the input histograms and scatter plots in Fig.11.9, the combination of hidden units allows to separate well the different subclasses. In particular, weight 1 separates sequences with trypsin specificity from sequences
with chymotrypsin specificity. It is experimentally known that D168 and S168 are respectively important for Trypsin and Chymotrypsin specificity, in agreement with weight 1 . The other sites are located around the active site of the enzyme, in agreement with their presumed functional role, see Fig. 11.9C. Similarly, weight 5 is localized on the catalytic triad, and separates the haptoglobin (which are non-enzymatic) from the rest of sequences.

Lastly, weight 6 codes for a collective mode located on the surface of the protein. Its amino-acid content is very similar for all positions, with negative components for uncharged hydrophilic residues (A,G,S,T,N,Q) and positive components for charged residues ( $\mathrm{K}, \mathrm{R}, \mathrm{H}, \mathrm{E}, \mathrm{D}$ ). Inspection of the sequences having large positive or negative $I_{6}$ shows that some sequences have as few as one charged residue over the 59 most important important sites of weight 6 , whereas other sequences have more than 30. Weight 6 therefore separates proteins based on their surface charge density. Functionally, this could be related to the modulation of the enzyme's activity by pH . Another possible explanation is related to autolysis, namely the ability for one protease to cleave another protease. Autolysis, in particular for trypsin, is key for the regulation of the protease's concentrations, and higher charge density may lead to higher electrostatic repulsion and thus reduced autolysis [236]. Though further investigation is clearly required, we remark that this is an interesting example of biological feature with a graded input distribution rather than bimodal; it illustrate the importancy of using flexible hidden unit potentials rather than simply binary.
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Figure 11.8: Modeling Serine Protease with RBM. A. Sequence logo and B. Selected weight logos


Figure 11.9: Modeling Serine Protease with RBM. Corresponding A. Input distribution, B. input scatter plots and C. Structures, on PDB 3TGI [237]. White spheres denote the catalytic triad

### 11.5 HSP7O PROTEIN

### 11.5.1 Description

70-kDa heat shock proteins (Hsp7o) form a highly-conserved family represented in essentially all organisms. Hsp7o, together with other chaperone proteins, perform a variety of essential functions in the cell: they can assist folding and assembly of newly synthetized proteins, trigger refolding cycles of misfolded proteins, transport unfolded proteins through organelle membranes, and when necessary, deliver non-functional proteins to the proteasome, endosome or lysosome for recycling [208,238,239]. There are 13 HSP70s protein-encoding genes in humans, differing by where (nucleus/cytoplasm, mitochondria, endoplasmic reticulum) and when they are expressed. Some, such as HSPA8 (Hsc7o) are constitutively expressed whereas others such as HSPA1 and HSPA5 are stress-induced (respectively by heat shock and glucose deprivation). Notably, Hsc7o can make up to $3 \%$ of the total total mass of proteins within the cell, and is thus one of its most important housekeeping genes. Structurally, Hsp7o are multi-domain proteins of length of $600-670$ sites ( 631 for E-Coli DNaK gene). They consist of

- A Nucleotide Binding Domain (NBD, 400 sites) that can bind and hydrolyse ATP. It is homologous to other ATPase domains such as the one in Actin [240].
- A Substrate Binding Domain (SBD sites), folded in a beta-sandwich structure, which binds to the target peptide or protein.
- A flexible, hydrophobic interdomain-linker linking the NBD and the SBD.
- A LID domain, constituted by several (up to 5) $\alpha$ helices, which encapsulates the target protein and blocks its release.
- An unstructured C-terminal tail of variable length, important for detection and interaction with other co-chaperones, such as Hop proteins [241].

Hsp7o functions by adopting two different conformations, see Figs. 11.11C\&D. When the NBD is bound to ATP, the NBD and the SBD are held together and the LID is open, such that the protein has low binding affinity to substrate peptides. After hydrolysis of ATP to ADP, the NBD and the SBD detach from one another, and the LID is closed, yielding high binding affinity and effectively trapping the peptides between the SBD and the LID. By cycling between both conformations, Hsp7o can bind to misfolded proteins, unfold them by stretching (e.g. with two


Figure 11.10: Hsp7o functional cycle Graphical summary reproduced from [239]. Red/Brown = Nucleotide Binding Domain. Blue $=$ Substrate Binding Domain. Green $=$ Substrate protein. Purple $=$ J-protein. Cyan $=$ Nucleotide Exchange Factor

Hsp7o bound at two ends of the protein) and release them for refold cycles. Since Hsp7o alone have low ATPase activity, this cycle requires another type of co-chaperone, J-protein, which simultaneously binds to the target protein and the Hsp7o to stimulate its ATPase activity, as well as a Nucleotide Exchange Factor (NEF) that favors swaps of the ADP back to ATP and hence release of the target protein. Fig. 11.10 summarizes the Hsp7o functional cycle; it is reproduced from the review by Zuiderweg et al. [239].

### 11.5.2 Results

We have constructed a multiple sequence alignment for HSP $_{7 \text { o }}$ with $N=$ 675 residues and $B=32,170$ sequences: starting from the seeds of [183], and querried SwissProt and Trembl UniprotKB databases using HMMER3 [171]. Annotated sequences were grouped based on their phylogenetic origin and functional role. Prokaryotes mainly express two Hsp7o proteins: DnaK ( $B=17,118$ sequences in the alignment), which are the prototype Hsp70, and HscA $(B=3,897)$, which are specialized in chaperoning of Iron-Sulfur cluster containing proteins. Eukaryotes Hsp7o were grouped by location of expression (Mitochondria: $B=851$, Chloroplaste: $B=416$, ER: $B=433$, Nucleus/Cytoplasm and others: $B=1,452$ ). We also singled out Hspi1o
sequences, which, despite the high homology with Hsp70, correspond to nonallosteric proteins $(B=294)$. We have then trained a dReLU RBM over the full MSA with $M=200$ hidden units. We show below the weight logos and input distributions for ten selected hidden units.

Nucleotide Binding Domain Weights 1,2,3 focus on the loop within the IIB subdomain of the NBD, see Fig. 11.11A,B. As seen from the stretches of gaps, both weights 1 and 2 encode for a variability of the length of the loop. Depending on the sequence, the loop can be long ( $I_{1}, I_{2}>0$ ), short ( $I_{1}<0, I_{2}>04-5$ sites shorter) or very short ( $I_{1}, I_{2}<08$-10 sites shorter). This classification corresponds respectively to the Prokaryotic DnaK, Eukaryotic Hsp7o and Prokaryotic HscA. This structural difference between the three families was previously reported and is of high functional importance to the NBD [242,243]. Shorter loops increase the nucleotide exchange rates (and thus the release of target protein) in the absence of NEF, and the loop size controls interactions with NEF proteins [243-245]. Hsp7o proteins having long and intermediate loop size interact specifically with respectively GrpE and Bag-1 NEF proteins, whereas short, HscA-like loops did not interact with any of them. This cochaperone specificity allows for functional diversification within the cell; for instance, Eukaryotic Hsp7o proteins expressed within mitochondria and chloroplasta, such as the human gene HSPA9 and the Chlamydomonas reinhardtii HSP7oB share the long loop with prokaryotic DNaK proteins, and therefore do not interact with Bag proteins. As shown by weight 3, the amino-acid content of the loop also varies within the prokaryotic DNaK subfamily, with at least two distinct subfamilies (middle and right peaks of $I_{3}$ ). Though we did not find mention of these subfamilies in the literature, they suggest a diversity of NEF-protein specificity within the DNaK subfamiliy.

Feature-based classification of Eukaryotic Hsp7o Weight 4 encodes a small collective mode localized on $\beta_{4}-\beta_{5}$ strands, at the edge of the $\beta$ sandwich within the SBD. Weight are quite large ( $w \sim 2$ ), and the input distribution is bimodal, separating notably HscA and chloroplastal Hsp7o $\left(I_{2}>0\right)$ from mitochondrial Hsp7o and the other Eukaryotic Hsp7o ( $I_{2}<0$ ). We note also a similarity in structural location and amino-acid content with weight 4 of the WW-domain, which controls binding specificity (Fig. 11.3). We have not found trace of this motif in the literature either, but its location, strength and amino-acid content suggest that it could be important for binding substrate specificity. Besides chloroplastic and mitochondrial-specific Hsp7o, we also found an inter-domain mode separating Endoplasmic reticulum-specific Hsp7o proteins from the other Eukaryotic proteins (Weight 5, green spheres in Fig. 11.12, weight logo not shown).
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Figure 11.11: Modeling HSP7o with RBM: Nucleotide Binding Site A. Truncated sequence logo of weights 1-3. Due to the large protein length, we show only weights for positions $i$ with large weights $\left(\sum_{v}\left|w_{i \mu}(v)\right|>\right.$ $\left.0.4 \times \max _{i} \sum_{v}\left|w_{i \mu}(v)\right|\right)$, with surrounding positions up to $\pm 5$ sites away; dashed lines vertical locate the left edges of the intervals. B. Structure of the ATP-bound state conformation of E-Coli DNaK (PDB: 4jne [246]), and C. of the ADP-bound state (PDB: 2kho [247]).Protein backbone colors: Blue=NBD, Cyan=Linker, Red=SBD, Gray=LID. Orange spheres = weights 1 and 3; Yellow spheres $=$ weight 2 C. Corresponding input distribution, and D. Scatter plots


Figure 11.12: Modeling HSP7o with RBM: Classification A. Truncated sequence logo of weight 4 B. Structure of the ATP-bound state conformation of E-Coli DNaK (PDB: 4jne [246]), and C. of the ADP-bound state (PDB: 2kho [247]). Same backbone colors as above. Black spheres $=$ weights 4; Green spheres $=$ weight 5 D. Corresponding input distribution, and E. Scatter plots

Inter-domain collective modes and allostery RBM can also extract collective modes of coevolution spanning multiple domains, such as weights $6,7,8$. The residues supporting Weight 6 are physically contiguous in the ADP conformation, but not in the ATP conformation, see Fig. 11.13 (weight logo not shown). Hence, weight 6 captures inter-domain coevolution between the SBD and the LID domains.

Weight 7 also codes for a wide, inter-domain collective mode, localized at the interface between the SBD and the NBD domains. When the Hsp7o protein is in the ATP conformation, the sites carrying weight 7 are physically contiguous, whereas in the ADP state they are far apart. Moreover, its input distribution separates the non-allosteric Hspiso subfamily ( $I_{4} \sim 0$ ) from the other subfamilies ( $I_{4} \sim 40$ ), suggesting that this motif is important for allostery. Weight 8 is another weight separating non-allosteric from allosteric sequences. Several mutational studies have highlighted 21 important sites for allostery within E-Coli DNaK [201]; 7 of these positions are present in the top 38 most important sites of Weight 7, 4 appear in Weight 8, and several others are highly conserved and do not coevolve at all.

Unstructured tail Weight 9 codes for a collective mode located mainly on the unstructured C-terminal tail, with few sites on the LID domain, see Fig. 11.14A. ${ }^{1}$. Its amino-acid content is strikingly similar across all sites: positive weights for hydrophilic residues (in particular, lysine), and negative weights for tiny, hydrophobic residues. Indeed, as seen from Fig. 11.14B-D hydrophobic-rich or hydrophilic-rich sequences are found in the MSA. This motif is consistent with the role of the tail for cochaperone interaction: hydrophobic residues are important for formation of Hsp7o-Hspi1o complexes via the Hop protein [241]. High-charge content is also frequently encountered and at the basis of recognition mechanism in intrinsically disordered protein regions [248], which could suggest the existence of different protein partners.

Dimerization In its ATP-bound conformation, the Hsp7o protein can form an antiparallel homo-dimer. This dimer is formed with the help of J-protein, and presumed to facilitate transfer of the substrate protein to another chaperone protein, Hspgo [249, 250]. We found a statistical trace of this homo-dimer: Weight 10 codes for a collective mode located on two sides of the protein, that are in contact in the dimer, see Fig. 11.15. Its input distribution is trimodal, which could suggest different dimerization modalities, or some subgroups that do not form any dimer at all.

Comparison with other methods Some of the results presented here were previously obtained with others coevolutionary methods. In [183], the authors

[^5]
## $\mathrm{W}_{6}$ (LID-SBD interdomain)


$\mathrm{W}_{7}$ Allosteric mode

$\mathrm{W}_{8}$ Allosteric mode 2


Figure 11.13: Modeling HSP70 with RBM: Inter-domain collective modes and allostery Structures and input distribution of weights 6,7,8 (weight logo not shown)


Figure 11.14: Modeling HSP7o with RBM: Unstructured tail A. Weight logo of weight 9. B-D Statistics of length and amino-acid content of the tail, as compared to a null model The distribution of the number of hydrophilic ( $\mathrm{E}, \mathrm{D}, \mathrm{K}, \mathrm{R}, \mathrm{T}, \mathrm{S}, \mathrm{N}, \mathrm{Q}) /$ tiny $(\mathrm{A}, \mathrm{G})$ amino-acid on the tail is wide and nongaussian ( B , left and middle), but this could be due to the variability in tail length ( B, right). To assess the enrichment, we build a null model where the tail size is random (same statistics as Hsp7o), and each aminoacid is drawn randomly, independent from the others, using the same amino-acid frequency as in the tail of Hsp7o. The null model statistics (orange histograms and lower contour plots) are clearly different, validating the significance of weight 9 .

## $\mathrm{W}_{10}$ : Dimer mode



Figure 11.15: Modeling HSP70 with RBM: Dimer mode Visualization of weight 10 on the ATP-bound, ADP-bound structure and ATP-bound/ATP-bound dimer. In the later, the second Hsp7o is in yellow, and orange spheres denote the corresponding positions of weight 10
showed that Direct Coupling Analysis could detect conformation-specific contacts; this is similar to hidden units, respectively, 3 and 4 presented here, located on contiguous sites in the, respectively, ADP-bound and ATP-bound conformations. In [201], an inter-domain sector of sites discriminating between allosteric and non-allosteric sequences was found. This sector share many sites with our weight 4, and is also localized at the SBD/NBD edge. However, only a sector could be retrieved with sector analysis, whereas many other meaningful collective modes could be extracted using RBM.

## CONTACT PREDICTION WITH RESTRICTED BOLTZMANN MACHINES

### 12.1 PRINCIPLE

As illustrated in the previous chapter, co-occurrence of large weight components in highly sparse features often correspond to nearby sites on the 3D fold. To extract structural information in a systematic way, we present here a method to derive effective pairwise interactions matrix $\int_{i j}^{e f f}(a, b)$ from any probability distribution over the sequence space $P(\mathbf{v})$. This matrix can then be used to estimate contacts as in direct-coupling based approaches [176]. ${ }^{1}$. The main idea is to estimate second-order epistasis coefficients using $P(\mathbf{v})$, then rewrite these coefficients into effective couplings. We consider a sequence $\mathbf{v}^{a, b}$ with residues $a$ and $b$ on, respectively, sites $i$ and $j$. Single mutations $a \rightarrow a^{\prime}$ or $b \rightarrow b^{\prime}$ on, respectively, site $i$ or $j$ are accompanied by changes in the log probability of the sequence indicated by the full arrows in Fig. 12.1. Comparing the change resulting from the double mutation with the sum of the changes resulting from the two single mutations provides the model-based estimate of the epistatic interaction:

$$
\begin{equation*}
\Delta \Delta \mathcal{L}_{i j}\left(\mathbf{v} ; a, a^{\prime}, b, b^{\prime}\right) \equiv \log \left[\frac{P\left(\mathbf{v}^{a, b}\right) P\left(\mathbf{v}^{a^{\prime}, b^{\prime}}\right)}{P\left(\mathbf{v}^{a^{\prime}, b}\right) P\left(\mathbf{v}^{a, b^{\prime}}\right)}\right] \tag{12.1}
\end{equation*}
$$

I In the case of RBM, $P(\mathbf{v})$ is the marginal probability distribution, defined in Section II


Figure 12.1: Principle of epistatic-based contact prediction. The change in log probability resulting from a double mutation (purple arrow) is compared to the sum of the changes accompanying the single mutations (blue and red arrows)

Applying the definition to a DCA model, with marginal distribution

$$
\begin{equation*}
P(\mathbf{v}) \propto \exp \left(\sum_{i} g_{i}\left(v_{i}\right)+\frac{1}{2} \sum_{i \neq j} J_{i j}\left(v_{i}, v_{j}\right)\right) \tag{12.2}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Delta \Delta \mathcal{L}_{i j}\left(\mathbf{v} ; a, a^{\prime}, b, b^{\prime}\right)=J_{i j}(a, b)+J_{i j}\left(a^{\prime}, b^{\prime}\right)-J_{i j}\left(a, b^{\prime}\right)-J_{i j}\left(a^{\prime}, b\right), \tag{12.3}
\end{equation*}
$$

independently of the sequence $\mathbf{v}$. With the zero-sum gauge $\left(\sum_{b} J_{i j}(a, b)=\right.$ $\sum_{a} J_{i j}(a, b)=0$ ) for the couplings, equation (12.3) can be inverted, yielding:

$$
\begin{equation*}
J_{i j}(a, b)=\frac{1}{q^{2}} \sum_{a^{\prime}, b^{\prime}} \Delta \Delta \mathcal{L}_{i j}\left(\mathbf{v}, a, a^{\prime}, b, b^{\prime}\right) \tag{12.4}
\end{equation*}
$$

Thus, assuming a pairwise model implies that $\Delta \Delta \mathcal{L} i j$ is constant, i.e. independent of the background sequence, and equation (12.4) shows that the reciprocal is also true. For a general distribution $P(\mathbf{v})$, we do not expect $\operatorname{Delta} \Delta \mathcal{L}$ to be constant as higher-order interaction terms may be present. We can nonetheless define an effective coupling matrix through:

$$
\begin{equation*}
J_{i j}^{\mathrm{eff}}(a, b)=\left\langle\frac{1}{q^{2}} \sum_{a^{\prime}, b^{\prime}} \Delta \Delta \mathcal{L}_{i j}\left(\mathbf{v} ; a, a^{\prime}, b, b^{\prime}\right)\right\rangle_{M S A} \tag{12.5}
\end{equation*}
$$

From there, we can construct a contact map estimator based on the Frobenius norms of the effective couplings, with the Average Product Correction, see [176]. This estimator is defined for any tractable probability distribution, but it may be costly in practice, as it requires $\mathcal{O}\left(B q^{2} N^{2}\right)$ evaluation of $P(\mathbf{v})$. In the case of RBM, each probability evaluation has complexity $\mathcal{O}(N M)$, but it is possible to reduce the complexity. Starting from the definition of $P(\mathbf{v})$ Eqn. (3.3) and writing $\tilde{I}_{\mu}^{i j}(\mathbf{v})=\sum_{l \neq i, j} w_{l \mu}\left(v_{l}\right)$, we have:

$$
\begin{align*}
& \left\langle\Delta \Delta \mathcal{L}_{i j}\left(\mathbf{v} ; a, a^{\prime}, b, b^{\prime}\right)\right\rangle_{M S A} \\
& =\sum_{\mu}\left\langle\Gamma_{\mu}\left[\tilde{I}_{\mu}^{i j}(\mathbf{v})+w_{\mu i}(a)+w_{\mu j}(b)\right]+\Gamma_{\mu}\left[\tilde{I}_{\mu}^{i j}(\mathbf{v})+w_{\mu i}\left(a^{\prime}\right)+w_{\mu j}\left(b^{\prime}\right)\right]\right.  \tag{12.6}\\
& \left.-\Gamma_{\mu}\left[\tilde{I}_{\mu}^{i j}(\mathbf{v})-w_{\mu i}(a)+w_{\mu j}\left(b^{\prime}\right)\right]-\Gamma_{\mu}\left[\tilde{I}_{\mu}^{i j}(\mathbf{v})-w_{\mu i}\left(a^{\prime}\right)+w_{\mu j}(b)\right]\right\rangle_{M S A}
\end{align*}
$$

Since the expression is a sum over hidden units, it involves only marginal statistics of $\tilde{I}_{\mu}^{i j}(\mathbf{v})$. For a fixed $\mu, i, j$, one can replace the $\langle.\rangle_{M S A}$ by an average
over the distribution of $\tilde{I}_{\mu}^{i j}(\mathbf{v})$, which can be approximated with an histogram of, say, $n_{b i n s}=100$ bins (total cost $\mathcal{O}\left(M N^{3} B\right)$ ). Then, we scan through $a, b$ and compute the $q^{2}$ coefficients. The overall cost is therefore $\mathcal{O}\left(N^{3} M B+\right.$ $\left.n_{b i n s} N^{2} M q^{2}\right)$, instead of $\mathcal{O}\left(N^{3} M B q^{2}\right)$.

A fast approximation can also be derived by writing a second-order Taylor expansion of $\Gamma_{\mu}$ in Eqn. (12.6). After rearrangement, we obtain:

$$
\begin{equation*}
J_{i j}^{e f f}(a, b)=\frac{1}{2} \sum_{\mu} w_{i \mu} w_{j \mu}\left\langle\Gamma_{\mu}^{\prime \prime}(\mathbf{v})\right\rangle_{M S A} \tag{12.7}
\end{equation*}
$$

The Taylor expansion is exact when $\Gamma_{\mu}^{\prime \prime}$ (The conditional variance) is constant, i.e. for quadratic potential, and we recover exactly the original expression of the couplings of Eqn. (3.6). For a non-quadratic potential, this equation illustrate the dependency of the coupling with the sequence. In particular, an 'inactive' hidden unit, i.e. such that $I_{\mu}$ lies in a saturation of the average activity $\Gamma_{\mu}^{\prime}$ does not produce any epistatic effect around the sequence.

Overall, this estimator of contacts is fairly natural and its definition coincides with the ones of pairwise models. For non-pairwise models, we note that other averaging schemes could be investigated, such as computing quantiles rather than average.

### 12.2 RESULTS

### 12.2.1 Contact prediction

We use the above method to derive effective couplings and predict contact maps from the RBM trained on the Kunitz Domain, WW domain and lattice protein families shown in Section III. The main results are summarized in Figure 12.2. Panels A-E focus on the Kunitz domain; panel A,B illustrate how the true contact map is faithfully reproduced by the estimator based on RBM. From a quantitative point of view, the Positive Predicted Value curves of predicted contacts (Panel C) and distant contacts (panel D) show comparable performance as contact map prediced using DCA, trained either via pseudolikelihood maximization (PLM, [115]) or Monte Carlo learning (BM). Moreover, the effective couplings of Eqn. (12.5) correlate well with the ones inferred by DCA, see panel E. Similar performance and behavior are found for WW and LP.


Figure 12.2: Contact predictions using RBM, applied to Kunitz domain (A-E), WW domain (F) and Lattice Proteins (G) . A Binary contact map of the Kunitz domain, based on PDB structure 2 knt [229]. It equals 1 if two residues $i, j$ have a distance between their $C_{\alpha}$ atoms shorter than $8 \AA$. B Predicted contact map using RBM. C,D Fraction of correctly predicted contacts against the number of predicted contacts, for all contacts (C) or distant contact only ( $|i-j|>4, \mathrm{D})$. E Scatter plot of pairwise couplings inferred by DCA against effective couplings inferred by RBM. F,G Same as panel C for the WW domain and Lattice Proteins.

### 12.2.2 Dependence on the parameters of the RBM

We now assess how the quality of contact predictions depends with the parameters of the RBM: hidden-unit potential, number of hidden units and regularization choice. We repeat the contact predictions process on the three protein families with various parameters and show main results in Fig. 12.3. We find that the quality of predictions:

- strongly increases with the number of hidden units. This dependence is not surprising, as the number $M$ of hidden units acts in practice as a regularizor over the effective coupling matrix between residues. In the case of Gaussian RBM, the value of $M$ fixes the maximal rank of the matrix $J_{i j}\left(v_{i}, v_{j}\right)$. The value $M=100$ of the number of hidden units is small compared to the maximal ranks $R=20 \times N$ of the couplings matrices of the Kunitz $(R=1060)$ and WW $(R=620)$ domains, and explains why Direct-Coupling Analysis gives slightly better performance than RBM in the contact predictions of Fig. 12.2.
- (i) is slightly better for quadratic and dReLU potentials than Bernoulli potentials, and (ii) there is little to no difference between quadratic and dReLU potentials. It is somewhat expected that Bernoulli potentials perform less at fixed $M \ll R$, as they are less expressive than Gaussian and dReLU potentials. On the other hand, the fact that Gaussian and dReLU potentials perform almost the same, despite strongly non-linear activation functions and different generative performance (see Section V) is more puzzling, and requires further investigation.
- tends to improve with the weight sparsity, see panel E and F. We indeed expect small regularization to improve contact predictions as it prevents overfitting; it is the case in pseudo-likelihood maximization for instance. We note that stronger regularization seem to slighly improve performance as well (upper left corner of panels E,F), and it would be interesting to investigate why.


### 12.2.3 Conclusion

Overall, it is possible to exploit RBM for contact prediction purposes, and we can reach performance equivalent to pairwise couplings methods for small protein families. We note however that the larger the protein, the larger the number of hidden units required to reach the performance of pairwise model.


Figure 12.3: Dependence of contact predictions on the RBM parameters (A-D) Positive Predicted Values plots for Lattice Proteins, with Bernoulli (A), Quadratic (B) and dReLU (C) potentials and pairwise models (D). (E) Kunitz, (F) WW Area under curve metric (defined as the integral of the PPV - Rank curve, integrated up to the true number of contacts) for various models with different training parameters, regularization choice and hidden units number/potentials, against the weight sparsity.

Therefore, using RBM for contact prediction shows little speed gain compared to Boltzmann Machine Learning in practice. In the absence of an efficient approximate inference algorithm, it is currently preferable to use other standard algorithm such as plmDCA. Future investigation for the application of RBM for contact prediction include the design of more efficient learning algorithm and different effective coupling computation (e.g. different averaging schemes, selecting only subset of hidden units,...).

# PROTEIN DESIGN WITH RESTRICTED BOLTZMANN MACHINES 

As discussed in Section 9.2.2, generative models like BM and RBM can be used to score sequences and generate artificial sequences with putative natural-like structure and function. However, as illustrated in Section 11, several protein families feature a diversity of functional specializations: substrate specificity, protein partners, biological expression,... Could we specify in advance what is the functionality of these sequences? This is particularly important for achieving controlled protein design. Similarly, an ideal theoretical fitness function should take into account the specific details of an experiment: nature of the substrate, experimental $\mathrm{pH}, \ldots$. How can we modify the statistical energy function in order to take into account these information ? Here, we show how the biologically interpretable representation learnt by RBM can guide quantitatively protein design and scoring. Beyond designing natural-like sequences, we illustrate how RBM can generate sequences in regions of the sequence space not seen in the alignment. Such approaches could provide rationales for better understanding the necessary conditions to functionality, and designing proteins with nonnatural properties.
13.1 METHODS OF BIASED SAMPLING

### 13.1.1 Conditional sampling

We have shown in Section 11 that several hidden units reliably identified functional subgroups within a protein family. In the context of design, a natural way to leverage this property is to sample while fixing the value of these hidden units. Numerical implementation of conditional sampling is straightforward in

RBMs. For instance, the distribution of sequences $\mathbf{v}$ conditioned hidden unit $\mu$ having activity equal to $h_{\mu}^{c}$ gives

$$
\begin{align*}
& P\left(\mathbf{v} \mid h_{\mu}=h_{\mu}^{c}\right) \\
& =\frac{1}{P\left(h_{\mu}=h_{\mu}^{c}\right)} \int \prod_{v(\neq \mu)} d h_{v} P(\mathbf{v}, \mathbf{h})  \tag{13.1}\\
& \propto \exp \left[\sum_{i} g_{i}\left(v_{i}\right)-\sum_{v(\neq \mu)} \mathcal{U}_{v}\left(h_{v}\right)+\sum_{v(\neq \mu), i} w_{i v}\left(v_{i}\right) h_{v}+\sum_{i} w_{i \mu}\left(v_{i}\right) h_{\mu}^{c}\right]
\end{align*}
$$

which is formally the probability distribution of another RBM with $N$ visible units, $M-1$ hidden units, visible layer fields $\tilde{g}_{i}(v)=g_{i}(v)+w_{i \mu}(v) h_{\mu}^{c}$ and identical weights and potentials $\tilde{w}_{i v}(a)=w_{i v}(a), \tilde{\mathcal{U}}_{v}=\mathcal{U}_{v}$, for all $v \neq \mu$. Conditioning is therefore equivalent to removing the hidden unit and multiplying the distribution by a factor exponential in the input $I_{\mu}(\mathbf{v})$. More generally, simultaneous conditioning over $K$ hidden units yields an RBM with $M-K$ hidden units. Such conditioned RBM model can be used either for sampling or scoring.

### 13.1.2 Low temperature sampling

Traditional sampling of $P(\mathbf{v})$ produces artificial sequences with average statistical energy. To increase the chance of finding sequences with high statistical fitness, one important trick is to bias sampling toward sequences having low statistical energy. For a traditional exponential model such as Boltzmann Machines, this is achieved by low temperature sampling. We define the modified distribution $P_{\beta}(\mathbf{v})=\frac{e^{-\beta E(v)}}{Z_{\beta}}$, where $\beta$ is the inverse temperature. For instance, $P_{2}(\mathbf{v}) \propto P_{1}^{2}(\mathbf{v})$, thus reducing the importance of low probability sequences. In the case of RBM, biased sampling is not straightforward, as the low temperature of the marginal distribution $P_{\beta}(\mathbf{v})$ is not in general the marginal of the low temperature of the joint probability $P_{\beta}(\mathbf{v}, \mathbf{h})$. The trick is to duplicate the hidden units, the weights, and the local potentials acting on the visible units, as shown in Fig. 13.1. By doing so, the sequences $\mathbf{v}$ are distributed according to:

$$
\begin{equation*}
P_{2}(\mathbf{v}) \propto \int \prod_{\mu} d h_{\mu 1} d h_{\mu 2} P\left(\mathbf{v} \mid \mathbf{h}_{1}\right) P\left(\mathbf{v} \mid \mathbf{h}_{2}\right)=P(\mathbf{v})^{2} \tag{13.2}
\end{equation*}
$$

In other words, sampling from $P_{\beta}(\mathbf{v})$ for integer $\beta>1$ is possible, and done by duplicating $\beta$ times the hidden layer and visible layer fields.


Figure 13.1: Duplicate RBM for biasing sampling toward high-probability sequences. Visible-unit configurations $\mathbf{v}$ are sampled from $P_{2}(\mathbf{v}) \propto P(\mathbf{v})^{2}$.

### 13.1.3 Focused sampling

One last useful tool is to bias sampling around a known experimental sequence $\mathbf{v}^{W T}$. This is done by adding a field $\delta g_{i}(v)=\lambda \delta_{v, v_{i}^{W T}}$, where $\lambda \geq 0$ is a Lagrange multiplier. Larger $\lambda$ allows to sample closer to $\mathbf{v}^{W T}$ in terms of Hamming distance.
13.2 RESULTS
13.2.1 Conditional Sampling and feature recombination

The biological interpretation of the features inferred by the RBM guides us to sample new sequences $\mathbf{v}$ with putative functionalities. For WW domains, we condition on the activities of hidden units 4 and 5 , related to binding specificity, see Fig. 11.3. Fixing $h_{4}$ and $h_{5}$ to levels corresponding to the peaks in the histograms of inputs in Fig. 11.3C allows us to generate sequences belonging specifically to each one of the three ligand-specificity clusters, see Fig. 13.2A. In addition, sequences with combinations of activities that are not encountered in the natural MSA can be engineered. As an illustration, we generate by conditional sampling hybrid WW-domain sequences with strongly negative values of $h_{3}$ and $h_{4}$, corresponding to a Type I-like $\beta_{2}-\beta_{3}$ binding pocket and a long, Type IV-like $\beta_{1}-\beta_{2}$ loop (red dots in panel A and corresponding sequence logo D). For Kunitz domains, the property 'no 11-35 disulfide bond' holds only for some sequences of nematode organisms, whereas the Bikunin-AMBP gene
is present only in vertebrates; they are thus never observed simultaneously in natural sequences. Sampling our RBM conditioned to appropriate levels of $h_{2}$ and $h_{5}$ allows us to generate sequences with both features activated (red dots in panel B and corresponding sequence logo E). In Lattice Proteins, the sampling is ergodic but the MSA is of finite size. Hidden units 3 and 4 of RBM shown in Fig. 11.2 are independent, but both have very sparse activity, such that we never observe a sequence with both strong activations. RBM can generate sequences having both activities (blue and cyan dots, panel C).

### 13.2.2 The fitness - diversity trade-off

A good generative model must be able to generate sequences that have both high fitness and high diversity, i.e. sequences that are far away from one another and from the training set sequences. Indeed, since RBM are universal approximators (see Section 3.2), they could very well overfit the training set, such that samples are copies of the original sequences (up to a few quasi-neutral mutations). As shown in panels A and B of Fig. 13.3, the sequences designed by RBM are far away from all natural sequences in the MSA, but have comparable probabilities. The sequences are also compatible with a DCA model trained on the same data (panels C and D). The general trend is that the farther away from natural sequences, the lower the likelihood - this is expected. However, we can also find high likelihood sequences that are significantly different from natural sequences using low temperature sampling. Interestingly, sequences generated by conditional sampling with unseen combination also have high likelihood, despite never being seen in the data. This extrapolation is directly related to the compositional phase: recombining compatible, non-overlapping features yields sequences with similar likelihood as regular ones.

The capability of RBM to design new sequences with desired features and high values of fitness can be validated on Lattice Proteins, as the fitness function is well-defined in this case. This was previously done for BM in [205]. Figure 13.3E shows that the log-likelihood correlates well with the fitness $P_{\text {nat }}$, both for training and test set sequences. Sequences designed by RBM are diverse and have high $P_{\text {nat }}$ (panel F); in particular those designed by combining $h_{3}$ and $h_{4}$. Remarkably, low temperature sampling allowed to find several sequences with higher $P_{\text {nat }}$ than the highest value in the training MSA.


Figure 13.2: Sequence design with RBM. A. Conditional sampling of WW domainmodeling RBM. Sequences are with activities $\left(h_{4}, h_{5}\right)$ fixed to $\left(h_{4}^{-}, h_{4}^{+}\right)$, $\left(h_{4}^{+}, h_{5}^{-}\right),\left(h_{4}^{+}, h_{5}^{+}\right)$and $\left(3 h_{4}^{-}, h_{5}^{-}\right)$see red points indicating $h_{4}^{ \pm}, h_{5}^{ \pm}$in Fig. 11.3 C. Natural sequences in the MSA are shown with gray dots, and generated sequences with colored dots. B. Conditional sampling of Kunitz domain-modeling RBM, with activities $\left(h_{2}, h_{6}\right)$ fixed to $\left(h_{2}^{ \pm}, h_{6}^{ \pm}\right)$, see red dots indicating $h_{2}^{ \pm}, h_{6}^{ \pm}$in Fig. 11.5 C. Similar conditional sampling of Lattice Proteins RBM. D Sequence logo of the red sequences in panel A, with 'long $\beta_{1}-\beta_{2}$ loop' and 'type I' features. E. Sequence logo of the red sequences in panel B, with 'no disulfide bridge' and 'bikunin' features.


Figure 13.3: Sequence design with RBM. A. Scatter plot of the number of mutations to the closest natural sequence vs log-probability, for natural (gray) and artificial (colored) WW domain sequences. Same color code as panel 13.2A; dark dots were generated with the low temperature sampling.B Same as panel A, but with the log-probability of a pairwise model trained on the same data. C,D Same for Kunitz domain. E Log-probability of Lattice Protein RBM vs true fitness evaluated on sequences from the MSA used (train) or not (test) for training. F Scatter plot of the number of mutations to the closest natural sequence vs the Lattice Protein fitness $P_{\text {nat }}$ for RBMgenerated sequences.

### 13.2.3 Converting protein specificities

Beyond the determination of specificity-determining positions within a protein family, one important question is to find plausible evolutionary paths between subfamilies. Consider the case of two protein subfamilies, such as the serine protease family, and trypsin/chymotrypsin-specificity, with a set of associated specificity-determining positions (SDP) $S=\left\{s_{l}\right\}$, with amino-acid $a_{l}$ (for the first family), $a_{l}^{\prime}$ (for the second family). Sequences having $v_{s_{l}}=a_{l}$ likely functionally belong to the first family, and conversely. Given a sequence $\mathbf{v}_{\mathbf{1}}$ belonging to the first family, we ask what sequence of mutations should we perform in order to bring it to the second subfamily. We should at least mutate the SDPs, but in which order, so as to maintain some functional fitness ? Moreover, is mutating only the SDPs enough, or additional mutations are required to restore structural stability? We show in a simple scenario that RBM may provide an answer. In the case of trypsin, we found that a single hidden unit, $h_{1}$ differentiated trypsin-type specificity ( $I_{1} \ll 0$ ) from chymotrypsin-type specificity $\left(I_{1}>0\right)$, see Fig. 11.8 and Fig. 11.9). As seen from the weight logo, this amounts to about 18 SDPs. Given the wild type (say, rat chymotrypsin), we define a conditional focused RBM, by conditioning the RBM on $h_{1}$ (value $h_{1}^{c}$ ) and focusing it around the wild type (with lagrange parameter $\lambda$ ). In the limit where $\lambda \rightarrow \infty$, all samples collapse on the wild type. Conversely, when $h_{1} \rightarrow+\infty$ and $\lambda=0$, we obtain traditional samples with $I_{1}>0$, such as the rat trypsin. For intermediate value of $h_{1}$ and $\lambda$, low temperature samples of the conditional focused RBM are gradually farther away from the wild type, while going from $I_{1} \ll 0$ to $I_{1}>0$. Scanning through values of $h_{1}, \lambda$ allows to find low energy transition paths connecting the wild type and the $I_{1} \gg 0$ subspace, putatively corresponding to chymotrypsin specificity, see Fig. 13.4. Compared to simply switching the SDPs amino-acids, the path found by RBM have a relatively low (statistical) energetic cost. We are currently collaborating with the Statistical Biology group of Rivoire and Nizak at College de France, and look forward for experimental tests of these transition paths. More generally, finding a path between two sequences or subspaces involves more than a single hidden unit switch, and more general transition path sampling techniques should be developed in the future. It would be very interesting to estimate the number of possible transition path between two proteins, as was partially done experimentally by Poelwijk et al. between two fluorescent proteins [197].


Figure 13.4: Protein specificity conversion with RBM. Scatter plot of the hidden input $I_{1}$ to the RBM free energy, for sequences gradually mutated from the rat chymotrypsin. Black line marks the hidden input value of rat trypsin. Green dot denotes the wild type, Red dots denote naive specificity conversion (Mutating in random order the SDPs), while blue dots are proposed RBM conversion path

MODEL SELECTION

We presented in the previous sections various results from trained RBM, without justification for the model parameters chosen (strength of regularization, number of hidden units, shape of hidden-unit potentials, ...). We motivate these choices a posteriori in this chapter, based on model performance and interpretability.

Here, performance is measured by the accuracy of the fit of the model distribution to the empirical data distribution. It is evaluated by the average $\log$-likelihood, divided by the number of visible units $\frac{1}{N}\langle\log P(\mathbf{v})\rangle_{M S A}$ on a train set - to assess the capacity of the model and on a held-out test set, not used for training, to assess the ability to generalize. For visible-unit variables with $q=21$ possible values ( 20 amino acids + gap symbol), this number typically ranges from $-\log 21 \simeq-3.04$ (uniform distribution) to o. Evaluating the likelihood requires knowledge of the partition function, see Part I Section 3.5. We acknowledge that log-likelihood is not the ultimate metric of model performance: in the context of sequence design and scoring, that would be the quality / diversity of generated sequences or the correlation with the true fitness landscape. However, we found a good correlation between log-likelihood and sequence quality in the case of Lattice Proteins, see Fig. 14.1, which justifies model selection based on this criteria.

We say that a model is interpretable when (i) there is a simple link between weight matrices and typical configurations from the data or model distribution, and (ii) weights can be easily related to the biological constraints underlying protein structure and function. A simple weights - configuration relationship is achieved in the Random-RBM model with sparse weights, under the compositional phase introduced in Part iii. A typical hidden layer configuration consists in $L$ strongly activated hidden units, and the rest are silent, and the corresponding visible layer configuration have high overlaps with the $L$ selected weights. Since weights do not overlap, all combinations are possible, and each sequence can be mapped into one such combination, as in Fig. 2.8. Of course, the Random-RBM model is a poor depiction of real protein fitness landscape: $N$ is small and the effective temperature can be fairly high, such that there is not always a nice scale separation between active and inactive hidden units, and
importantly, features are overlapping. We will assess under which conditions the inferred model tends to the Random-RBM case.

### 14.1 GENERATIVE PERFORMANCE

### 14.1.1 Number of hidden units

The number of hidden units is critical for the generative performance. We trained RBMs on the Lattice Protein and WW data set for various potentials (Bernoulli, quadratic and dReLU), number of hidden units (1-400) and regularizations ( $\lambda_{1}^{2}=0, \lambda_{1}^{2}=0.025, \lambda_{1}^{2}=0.25$ ). The likelihood estimation shows that, as expected, the larger $M$, the better the ability to fit the training data, see Fig. 14.1. Overfitting i.e. a decrease in test set performance may occur for large $M$, low regularization and/or for low $B$.

### 14.1.2 Hidden-unit potentials

A priori, the major difference between Bernoulli, quadratic and dReLU potentials are that (i) Bernoulli hidden unit take discrete values whereas quadratic and dReLU take continuous ones and (ii) After marginalization, quadratic potentials create pairwise effective interactions whereas Bernoulli and dReLU create non-pairwise ones. It was shown in the context of image processing and text mining that non-pairwise models are more efficient in practice, and theoretical arguments also highlight the importance of high-order interactions, see Partiii. In terms of generative performance, the above numerical experiments on Lattice Proteins and WW domain MSAs show that at equal number of parameters, dReLU RBM perform better than Gaussian and Bernoulli RBM. Similar results, not shown, were obtained for the Kunitz domain MSA. Although RBM with Bernoulli hidden units are known to be universal approximators as $M \rightarrow \infty$ [95], they require more hidden units than the other types; hence more data. This can be intuitively explained by the fact that Bernoulli units cannot naturally express modulation in the degree of presence of a feature. To overcome this issue, one needs more than one hidden unit to encode each feature, as in [93]. This is consistent with the heavier distribution of hidden units correlations observed in all data sets, see Fig. 14.2. For example, for RBM for Bernoulli potentials, 51 out of 100 hidden units encode gap stretches, as opposed to 23 for quadratic and 15 for dReLU potentials; on WW, the numbers are respectively 18, 15 and 9. For both data sets, dReLU encode more efficiently the gap modes.


Figure 14.1: Model selection for RBM trained on LP and WW. Top, Middle: Likelihood estimates for various potentials and number of hidden units, evaluated on train and held out test set. Top: LP. Middle: WW. Left: without regularization $\left(\lambda_{1}^{2}=0\right)$. Right: With regularization $\left(\lambda_{1}^{2}=0.025 / 0.25\right)$. Bottom Left: Distributions of fitness $p_{n a t}$, for LP sequences generated by various models. Bottom Right: Distribution of distances from a randomly selected wild type, and entropy. The quality and diversity of sequences generated correlates well with the model log-likelihood


Figure 14.2: Hidden layer representation redundancy as function of the hidden-unit potentials. Distribution of Pearson correlations coeffcients between hiddenunit average activities, for RBM trained with $M=100$, on (a) Lattice Proteins MSA, (b) Kunitz domain MSA, (c) WW domain MSA. Bernoulli RBM feature higher correlations

One of the key aspect that explains the difference of performance between dReLU and Gaussian RBM is the ability of the former to better model 'outlier' sequences, with rare extended features such as Bikunin-AMBP in Kunitz domain (Weight 6 in Fig. 11.5) or non-aromatic W28-substitution feature (Weight 3 in Fig. 11.4). Indeed, thanks to the thresholding effect of the average activity, dReLU can account for outliers, without altering the distribution for the bulk of other sequences - unlike quadratic potentials. To illustrate this idea, we compare in Fig. 14.3 the likelihoods for all sequences of two RBMs trained with quadratic (resp. dReLU) potentials, $M=100, \lambda_{1}^{2}=0.25$ on the Kunitz domain MSA. The color code measures the degree of anomaly of the sequence, which is obtained as follows:
(a) Compute average activity $h_{\mu}^{l}$ of dReLU RBM for all data sequences $\mathbf{v}^{l}$,
(b) Normalize (z-score) each dimension: $\hat{h}_{\mu}=\frac{h_{\mu}-\left\langle h_{\mu}\right\rangle_{M S A}}{\sqrt{\operatorname{Var}\left[h_{\mu}\right]_{M S A}}}$,
(c) Define:

$$
\begin{equation*}
c^{l}=\arg \max _{\mu}\left|\hat{h}_{\mu}^{l}\right| \tag{14.1}
\end{equation*}
$$

For instance, a sequence $\mathbf{v}^{l}$ with $c^{l}=10$ has at least one hidden-unit average activity that is 10 standard deviations away from the mean. Clearly, most sequences have very similar likelihood but the outlier sequences are better modeled by dReLU potentials.


Figure 14.3: Comparison of Gaussian and dReLU RBM with $M=100$ trained on the Kunitz domain MSA. Scatter plot of likelihoods for each model, where each point represents a sequence of the MSA. The color code is defined in Eqn. 14.1; hot colors indicate 'outlier' sequences

### 14.1.3 Sparse regularization

Weight Sparsity, which is crucial for both interpretability and compositionality, does not arise naturally from training RBM on protein sequences; a sparse penalty term is required. We have introduced the $L_{1}^{2}$ penalty $\propto \frac{1}{2 N q} \sum_{\mu}\left(\sum_{i, v}\left|w_{i \mu}(v)\right|\right)^{2}$, and we will compare it now to the $L_{1}$ penalty $\propto \sum_{\mu, i, v}\left|w_{i \mu}(v)\right|$. As seen from Figs. 14.4 (Lattice Proteins) and (WW), sparsity is a standard regularizer: high penalties produce a sharp decrease of the training set likelihood, but only a mild decrease, if not an increase of the test set likelihood. For both $L_{1}$ and $L_{1}^{2}$ regularizations, sparsifying largely reduces the effective number of parameters, which is crucial for modeling small data sets. We note however that for $L_{1}$ regularization, several hidden units become disconnected (i.e. $w_{i \mu}(v)=0$ for all $i, v$ ) as we increase the penalty strength (Fig. 14.4 E). Moreover, the likelihood drops more abruptly for the $L_{1}$ penalty than the $L_{1}^{2}$, which makes model selection harder. Overall, the $L_{1}^{2}$ penalty achieves sparse weights without disconnecting hidden units when the penalty is too large, hence it is more robust and requires less fine tuning.

In practice, the values of $\lambda_{1}^{2}$ maximizing the test set log-likelihood produce weights that are not really sparse, see Fig. 14.5. To pick a regularization value in


Figure 14.4: Role of regularization for RBM trained on the MSA of the Lattice Protein $S_{A}$. Panels A-D: Likelihood as function of regularization strength, for $L_{1}^{2}$ (top) and $L_{1}$ (bottom) sparse penalties, on train (left) and test (middle) sets. E: Number $M_{e f f}$ of connected hidden units (such that $\max _{i, v}\left|w_{i \mu}(v)\right|>0$ ) against effective strength penalty, for $L_{1}$ and $L_{1}^{2}$ penalties. For $L_{1}$ penalty $\lambda_{1}^{\text {eff }}=\lambda_{1}$; for $L_{1}^{2}, \lambda_{1}^{e f f}=\lambda_{1}^{2} \frac{1}{N M q} \sum_{\mu, i, v}\left|w_{\mu i}(v)\right|$.


Figure 14.5: Sparsity-performance trade-off for RBM trained on the MSA of WW domain. Left: log-likelihood vs $\lambda_{1}^{2}$. Right: Selected features at $\lambda_{1}^{2}=0,0.03$


Figure 14.6: Sparsity-performance trade-off on Lattice Proteins. (a),(b) Weight sparsity - Likelihood scatter plots; each point is a RBM trained with a different regularization parameter.
practice, we also evaluate the weight sparsity $p$. We show the sparsity-likelihood scatter plot in Fig. 14.6 for Lattice Proteins. We observe a plateau in the test likelihood, which shows a large degeneracy of solutions with identical test set performance. If we choose a penalty value such that the model is around the elbow of the curve, we obtain a model having both high likelihood performance and high interpretability.

### 14.2 TRANSITION TO COMPOSITIONAL PHASE

Besides generative performance, the nature of the representation also changes when varying $M$ and $\lambda_{1}^{2}$. For LP data sets, we fix $\lambda_{1}^{2}=0.025$, and vary $M \in[1,400]$. For very low $M$, each hidden unit tries to explain as much site covariation as possible, whereas for large $M$, units focus more on smaller modes such as contacts and the sparsity of the weights decreases, see Fig. 14.8(a). After some point $M \sim 100$, the modes of covariation cannot be decomposed into thinner ones anymore, and duplicate features appear, as can be seen from the distribution of nearest-neighbour overlaps $O_{\mu \nu}=\frac{\sum_{i, v} w_{\mu i}(v) w_{v i}(v)}{\sqrt{\left(\sum_{i, v} w_{\mu i}(v)^{2}\right)\left(w_{v i}(v)^{2}\right)}}$ in Fig. 14.8(b). Conversely, the number of simultaneously active hidden units per sequence $L$ grows, with a continuous transition from a ferromagnetic-like phase to a compositional one. Interestingly, once a reweighting is applied to account for overlaps, we find that $L$ does not scale as $M$, see Fig. 14.8(c). $L$ tends to saturate at about 12 for $M \sim 100$, a number that arise by the data distribution rather than by M. Lastly, Fig. 14.8(d) shows the scaling $L \sim \frac{1}{p}$ is qualitatively correct. We note that though generative performance is best for


Figure 14.7: Typical weights learnt by RBMs on Lattice Proteins for $M \in[1,400], \lambda_{1}^{2}=$ 0.025. For each RBM, one weight is shown, with sparsity $p_{\mu}$ close to the median sparsity $p$
very large $M$, these values are not optimal for interpretation, as the overlaps between hidden units become large. This gives rise to large correlations, such that an evolutionary pattern may be 'split' in two overlapping hidden units. Intermediate values of $M \sim 100$ are therefore optimal for intepretability.


Figure 14.8: Evolution of the representation as function of the number of hidden units. (a) Distribution of weight sparsities $p_{\mu}$ : larger $M$ induce sparser weights (b) Distribution of maximum weight overlaps $O_{\mu}=\max _{\nu \neq \mu}\left|O_{\mu \nu}\right|$ : for large $M$, weights are strongly overlapping. (c) Distribution of the number of simultaneously activated hidden units $L(\mathbf{v})$. We use reweighted participation ratios to correct for overlapping features. (d) Scatter plot $p-\langle L\rangle$

To summarize, the systematic study suggests that:

- More general potentials like dReLU perform better than the simpler quadratic and Bernoulli potentials;
- $L_{1}^{2}$ regularization is more robust than standard $L_{1}$ regularization.
- There exist values of sparsity regularization penalties allowing for both good generative performance and interpretability.
- As the number of hidden units increases, more features are captured and generative performance improve. Moreover, a compositional regime appears, in which a few hidden units are significantly active for each sequence. Beyond some point, increasing $M$ simply adds duplicate hidden units and marginally enhances performance, while making interpretation trickier.

Currently, selecting $M$ and $\lambda_{1}^{2}$ relies on manual or exhaustive searching. It would be very helpful to find good rationales for specifying these factors a priori, and possibly adjust them throughout training.

To summarize, we have shown that RBM could be a promising tool for studying protein coevolution. RBM are capable of extracting a variety of structural, functional and phylogenic information about protein families, with surprising accuracy. To the best of our knowledge, this is unique, compared to other coevolutionary approaches such as DCA, Sectors or Specificity-Determining Positions. The key idea is to enforce RBM to lie in a compositional regime, in which each sequence activates a few hidden units. These hidden units, which may be activated by very different sequences, therefore reflect the underlying function of the sequences rather than their phylogenic origin. Here, we have benchmarked RBM on well-studied protein families, but application to less known protein families could prove very useful for formulating hypothesis before performing experiments. In contrast, traditional approaches are based on knowledge of the protein structure and manual or phylogenic analysis of MSA; they are therefore limited both in the size of data that must be handled and in the complexity of the formulated hypothesis.

Then, RBM combined with conditional and low temperature sampling can be used to design new artificial sequences with predicted function, based on the hidden unit interpretations. In particular, artificial sequences corresponding to unseen combinations of hidden unit activities could have a different function than all of the existing natural sequences. RBM protein design could be used in conjunction with traditional protein design strategies based on physical models of protein folding/docking. For instance, several protein design pipelines begin by computing a position-weight matrix from available natural sequences; they are then used to score sequences first, and keep only sequences with relatively high score before testing them with the physical model [165]. This is basically equivalent to drawing sequences to be tested from an independent model learnt on data. Instead, we could use RBM or conditional RBM for that purpose: they have significantly lower entropy than independent models, such that the size of the sequence space to be tested by costly physical methods could be largely reduced.

Compared to PCA or DCA, an important downside is the requirement to adjust three hyperparameters, namely the hidden unit potential, weight sparsity regularization $\lambda_{1}^{2}$ and the number of hidden units $M$. We have provided rationales for this: dReLU hidden units are always better, and $M, \lambda_{1}^{2}$ are adjusted
so as to achieve both high likelihood and high interpretability. Moreover, even though improvements were introduced for this purpose, training is only approximate and significantly longer, as well as less reproducible as the likelihood is not convex. Therefore, it is important to check the robustness of the conclusions drawn from weight logo by repeating the training with different seed and parameters. Better training algorithms, automated parameter selection and perhaps different regularization schemes would certainly improve the method.

We have briefly investigated on Lattice Proteins whether other feature extraction algorithm, such as ICA, Sparse PCA and Sparse autoencoders - which are all simpler to train - could reproduce the results found here. Though some similarities exist, results were significantly worse in practice, with many false positive contacts, or non biological modes [37]. The takeaway message is that both probabilistic modeling (rather than variance explanation or sequence reconstruction) and interaction-based representations (hidden nodes must encode collective mode rather than single site variability) are crucial for retrieving the results presented here. Moreover, besides RBM, other algorithms that learn both a data representation and a probability distribution were recently developed for this purpose: Variational Autoencoders (VAE) [77] and Generative Adversarial Networks (GAN) [14]. We have ruled out GAN fairly quickly, as i) there is currently no robust method for training GAN on discrete data; for instance text generation is based on Recurrent Neural Networks architectures ii) One cannot compute easily the probability of a configuration using a GAN. Research in GAN is moving forward fairly quickly, and this could of course change in the near future. On the other hand, VAE are suited for our purposes, and were recently applied to protein sequence data for fitness prediction [251,252]. As RBM, VAE feature high-order interactions and were shown to outperform DCA for fitness prediction in some cases. They can also learn a representation of the sequence space, useful for exploration. Our work differs in several important points: our RBM is an extension of direct-based coupling approaches, requires much less hidden units (about 10 to 50 times less than [251] and [252]), has a simple architecture with two layers carrying sequences and representations, infers interpretable weights with biological relevance, and can be easily tweaked to design sequences with desired statistical properties. In contrast, the lowdimensional representation shown for the $\beta$ lactamase protein in Fig. 4 of [252] merely reflects phylogenic proximity rather than functional similarity. It is of course not definitive, as one may find a way to emulate a compositional regime using different variants of the VAE presented in this article.

Beyond individual protein families, RBM could be used to find general principles of natural protein design. From one protein family to another, we have noticed several common features, such as stereotyped contacts or functional
loop diversification. It also seems that compositionality could be an ubiquitous feature of protein fitness landscapes, and may be a crucial for evolvability and functional diversification. Other future projects include the development of systematic methods for identifying function-determining sites or intrinsically disordered protein regions. In addition, it would be very interesting to use RBM to determine evolutionary paths between two, or more, protein sequences in the same family, but with distinct phenotypes. In principle, RBM could reveal how functionalities continuously change along the paths, and provide a measure of viability of intermediary sequences. It could also be powerful for estimating evolutionary distances between sequences; this could be used to trace back the evolutionary history of protein families, or detect homologs within a protein family.

Finally, generalization of our approach to other sequential genomic data such as RNA and antibodies is straightforward, and could also lead to interesting developments.

Part V

CONCLUSION

Over the last decade, the statistical physics community has mostly focused on pairwise interaction models for unsupervised data analysis purposes. The rationale behind this choice is multiple. Firstly, pairwise interaction model are justified by a Maximum Entropy principle: it is the minimal model that can account for both the mean and correlations of the data. Pairwise interaction are indeed the traditional form of interactions in physics (e.g. gravity, electrostatic, Van Der Waals,...), whereas high-order interactions are often unnecessary to explain large scale collective behaviours of complex systems, and are typically washed away by the renormalization group. Secondly, pairwise interactions models are often very convenient to interpret as causal links between individual units within the system. These causal links can be related to the underlying biological features of the system: synapses in biological neural networks, protein interaction in gene networks, visual attention in bird flocks, contacts in protein sequences, etc. This is in stark contrast with traditional unsupervised models, such as clustering, PCA, or deep networks: these approaches focus mostly on the structure of the data manifold itself rather than on the set of constraint that give rise to it. Therefore there is often no biological/physical interpretation associated to the model parameters or representation inferred for techniques such as PCA or deep networks. Lastly, pairwise models are essentially the only available models! Indeed, the number of interaction terms involving $k$ units scales as $N^{k}$, which is unreasonable for finite data size; it is already doubtful that all pairwise couplings are inferred correctly for a typical data size.

Each of these arguments can be challenged. First, incorporating within the model all the second order moments and none of the high-order moment is questionable: some second order moments are very noisy (e.g. for rare aminoacids), whereas other high order moments are very strong. Moreover, unlike in physics, high-order interactions are ubiquitous in biological systems: high-order epistasis is systematic in proteins, glial cells mediate high-order interactions in neural networks, and cooperation of more than two proteins are frequent in gene networks; inferred high-order interactions could therefore correspond to biological properties as well. Besides, interactions inferred from second order statistics are often effective in practice, in the sense that they reflect statistical interactions rather than physical ones. Lastly, the combinatorial explosion of the parameter space is not a fatality: tractable high-order models such as ICA and RBM or even mixture models have been around for decades; the key idea is to incorporate only some high-order interactions via a non-linearity in the Hamiltonian.

In this thesis, we have shown that RBM, a high-order interaction model that also learns a representation of data could integrate very well within the toolbox of the statistical physicist. RBM are justified theoretically by the necessity to
use non-linearities to model complex multimodal data, and the emergence of a compositional phase in which a large diversity of attractors is produced from different combinations of features. Crucially, our work provides a conceptual framework for interpreting the representation and the model parameters: provided that the weights are sparse, they can be interpreted as typical parts of data configurations. Clearly, there is a wide conceptual and technical gap between theoretical understanding of RBM and of deep networks, but our work may be a small step toward the right direction.

Secondly, we have overcome several weaknesses of standard RBM parametrisation and training, to the point where they can compete with state-of-the-art methods such as Variational Autoencoders or Generative Adversarial Networks on relatively small data sets such as MNIST or proteins. This work suggests that RBM can achieve a good compromise between model interpretability and generative performance.

Using RBM, we were able to infer a wealth of functional, structural and phylogenic information from protein sequence data only. Moreover, RBM can recombine natural sequences into new artificial ones, that are putatively functional and may have different functionalities than natural sequences. RBM may find applications for both designing artificial proteins and elucidating general principles underlying natural protein design. In the future, RBM may be used to retrace the evolutionary history of protein families.

We do not expect Restricted Boltzmann Machines to replace Boltzmann Machines, as the later remain best suited for inferring interaction networks such as contacts. However, RBM are significantly better at elucidating collective modes of variation of data, and may find applications for this purpose in other important domains such as neuroscience, RNA analysis and gene networks.

Part VI

APPENDIX

## A.I ADDITIONAL INFORMATIONS FOR SGD

RBM are initialized as follows:

- The visible layer fields as, $g_{i}(v)=\log f_{i}(v)-\frac{1}{q_{v}} \sum_{v^{\prime}=1}^{q} \log f_{i}\left(v^{\prime}\right)$, i.e. the fields of the independent model.
- The parameters of the hidden unit potential as $g_{\mu}=0$ if Bernoulli; $\gamma_{\mu}=$ $1, \theta_{\mu}=0 \quad \forall \mu$ if Gaussian or ReLU, and $\gamma_{\mu}^{+}=\gamma_{\mu}^{-}=1, \theta_{\mu}^{+}=\theta_{\mu}^{-}=0$ for dReLU.
- The weights as random, independent Gaussian $w_{i \mu}(a) \sim \sqrt{\frac{0.01}{N}} \mathcal{N}(0,1)$. Indeed, $\mathbf{w}=0$ is a critical point with a vanishing gradient, hence the initial weights should not be zero; the normalization choice ensures that the initial inputs $I_{\mu}$ are of order 1 .

The learning rate is set to $\operatorname{lr}_{i}$ for the $d_{a} \%$ first updates, after which it decays in a geometric fashion until it reaches $\operatorname{lr}_{f}$. The number of epochs depends on the numerical experiments and was handpicked; a good rule of thumb is that the lower the final entropy of $P$ (e.g. stronger correlations, more hidden units, less regularization), the longer the training should be. The data set is shuffled after each epoch.

## A. 2 CHOICE OF INITIAL POTENTIALS FOR PT/ APT

Both Parallel Tempering and Augmented Parallel Tempering require choosing an initial independent distribution $P_{0}(\mathbf{v}, \mathbf{h})=\frac{1}{Z_{0}} e^{-E_{0}(\mathbf{v}, \mathbf{h})}$ with energy $E_{0}=$ $-\sum_{i} \mathcal{U}_{i}^{0}\left(v_{i}\right)-\sum_{\mu} \mathcal{U}_{\mu}^{0}\left(h_{\mu}\right)$. We choose formally $P_{0}$ so as to minimize $D_{K L}\left(P_{d} \mid P_{0}\right)$. Since the probability factorizes, $D_{K L}\left(P_{d} \mid P_{0}\right)=\sum_{i} D_{K L}\left(P_{d}\left(v_{i}\right) \mid P_{0}\left(v_{i}\right)\right)+\sum_{\mu} D_{K L}\left(P_{d}\left(h_{\mu}\right) \mid P_{0}\left(h_{\mu}\right)\right.$ is a sum of individual term which can be optimized independently. Here, $P_{d}\left(h_{\mu}\right)=\int P\left(h_{\mu} \mid \mathbf{v}\right) P_{d}(\mathbf{v})$.

For categorical visible variables we obtain the standard independent model fields:

$$
\begin{equation*}
g_{i}^{0}(a)=\log \left\langle\delta_{v_{i}, a}\right\rangle_{d}-\frac{1}{q_{v}} \sum_{b} \log \left\langle\delta_{v_{i}, b}\right\rangle_{d} \tag{A.1}
\end{equation*}
$$

For Gaussian hidden units, we obtain:

$$
\begin{align*}
\theta_{\mu}^{0} & =0 \\
\gamma_{\mu}^{0} & =1 \tag{A.2}
\end{align*}
$$

At any time, since the hidden units are normalized. For Bernoulli and dReLU hidden units, since their statistics evolve during training, the corresponding hidden potential parameters must be adjusted dynamically by gradient descent. The updates write:

$$
\begin{equation*}
g_{\mu}^{0} \rightarrow g_{\mu}^{0}+\operatorname{lr}\left(\left\langle\Gamma_{\mu}^{\prime}\left(I_{\mu}(\mathbf{v})\right\rangle_{d}-\Gamma_{\mu}^{\prime 0}(0)\right)\right. \tag{A.3}
\end{equation*}
$$

And:

$$
\begin{align*}
\gamma_{\mu}^{+0} & \rightarrow \gamma_{\mu}^{+0}+\operatorname{lr}\left[\left\langle\partial_{\gamma^{+}} \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right\rangle_{d}-\partial_{\gamma^{+}} \Gamma_{\mu}^{0}(0)\right]\right. \\
\gamma_{\mu}^{-0} & \rightarrow \gamma_{\mu}^{-0}+\operatorname{lr}\left[\left\langle\partial_{\gamma^{-}} \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right\rangle_{d}-\partial_{\gamma^{-}} \Gamma_{\mu}^{0}(0)\right]\right.  \tag{A.4}\\
\theta_{\mu}^{+0} & \rightarrow \theta_{\mu}^{+0}+\operatorname{lr}\left[\left\langle\partial_{\theta^{+}} \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right\rangle_{d}-\partial_{\theta^{+}} \Gamma_{\mu}^{0}(0)\right]\right. \\
\theta_{\mu}^{-0} & \rightarrow \theta_{\mu}^{-0}+\operatorname{lr}\left[\left\langle\partial_{\theta^{-}} \Gamma_{\mu}\left(I_{\mu}(\mathbf{v})\right\rangle_{d}-\partial_{\theta^{-}} \Gamma_{\mu}^{0}(0)\right]\right.
\end{align*}
$$

Where $\Gamma^{0}$ is the c.g.f. evaluated at the initial parameters. We use the same learning rate as for the gradient descent.

## A. 3 IMPLEMENTATION OF THE REPARAMETRIZATION TRICK FOR BERNOULLI AND DRELU

## A.3.1 Bernoulli

Here, we recall the reparametrization used for Bernoulli potentials, which is equivalent to the centering trick.

$$
\begin{array}{r}
U_{\mu}(h)=-g_{\mu} h \\
g_{\mu}=\tilde{g_{\mu}}-\left\langle I_{\mu}(\mathbf{v})\right\rangle_{\mathbf{v} \sim P_{d}} \tag{A.5}
\end{array}
$$

This choice ensures that the input is always centered, without limiting the capacity of the model. The partial derivatives, cross-derivative and final gradient equations are:

$$
\begin{align*}
\frac{\partial \mathcal{L}}{\partial \tilde{g_{\mu}}}=\frac{\partial \mathcal{L}}{\partial g_{\mu}}= & =\left\langle h_{\mu}\right\rangle_{\mathbf{v} \sim P_{d}} \\
\frac{\partial \delta_{\mu}}{\partial w_{i \mu(a)}} & =-\left\langle\delta_{v_{i}, a}\right\rangle_{\mathbf{v} \sim P_{d}}  \tag{A.6}\\
\frac{\partial \mathcal{L}}{\partial w_{i \mu}(a)} & =\left\{\left\langle\delta_{v_{i}, a} h_{\mu}\right\rangle_{\mathbf{v} \sim P_{d}}-\left\langle\delta_{v_{i}, a}\right\rangle_{\mathbf{v} \sim P_{d}}\left\langle h_{\mu}\right\rangle_{\mathbf{v} \sim P_{d}}\right\} \\
& -\left\{\left\langle\delta_{v_{i}, a} h_{\mu}\right\rangle_{\mathbf{v} \sim P}-\left\langle\delta_{v_{i}, a}\right\rangle_{\mathbf{v} \sim P_{d}}\left\langle h_{\mu}\right\rangle_{\mathbf{v} \sim P}\right\}
\end{align*}
$$

A.3.2 dReLU

We start by introducing the following change of variable for the potential parameters:

$$
\left\{\begin{array}{r}
\gamma^{+}=\frac{\gamma}{1+\eta}  \tag{A.7}\\
\gamma^{-}=\frac{\gamma}{1-\eta} \\
\theta^{+}=\theta+\frac{\Delta}{1+\eta} \\
\theta^{-}=\theta-\frac{\Delta}{1-\eta}
\end{array}\right.
$$

Or equivalently:

$$
\left\{\begin{array}{rlr}
\gamma= & \frac{2 \gamma^{+} \gamma^{-}}{\gamma^{+}+\gamma^{-}}  \tag{A.8}\\
\eta & \frac{\gamma^{-}-\gamma^{+}}{\gamma^{-}+\gamma^{+}} \\
\theta & = & \frac{\gamma^{-}}{\gamma^{+}+\gamma^{-}} \theta^{+}+\frac{\gamma^{+}}{\gamma^{+}+\gamma^{-}} \theta^{-} \\
\Delta & = & \frac{2 \gamma^{+} \gamma^{-}}{\left(\gamma^{+}+\gamma^{-}\right)^{2}}\left(\theta^{+}-\theta^{-}\right)
\end{array}\right.
$$

This parametrization helps better quantifying and interpreting the nongaussianity of the potential. $\gamma$ and $\theta$ are the same parameters as for the quadratic potential, they control the curvature (resp. offset) of the potential, i.e. the slope and the offset of the transfer function. $\eta \in[-1,1]$ quantifies the asymmetry of the potential: for $\eta= \pm 1, \mathcal{U}(h)=\infty \quad \forall x \lessgtr 0$ and the hidden unit becomes a single ReLU. $\Delta$ quantifies the first derivative jump: for $\Delta<0$, the potential has two local minima and the distribution is bimodal whereas for $\Delta>0$, there is a single minimum with singular curvature, and the distribution is sparse. In terms of moments, $\theta, \gamma, \eta$ and $\Delta$ control respectively the mean, variance, skewness and kurtosis of the distribution of $h_{\mu}$. If $\Delta=\eta=0$, the potential is effectively quadratic.

The cumulant generating function and its moments rewrite:

- $\Gamma(I)=\log \left[\Phi\left(\frac{\frac{\Delta}{\sqrt{1+\eta}}-\sqrt{1+\eta}(I-\theta)}{\sqrt{\gamma}}\right) \sqrt{\frac{1+\eta}{\gamma}}+\Phi\left(\frac{\frac{\Delta}{\sqrt{1-\eta}}+\sqrt{1-\eta}(I-\theta)}{\sqrt{\gamma}}\right) \sqrt{\frac{1-\eta}{\gamma}}\right]$
- If $\Delta>0$ :

$$
H(I)=\operatorname{ReLU}\left(\frac{(1+\eta)(I-\theta)-\Delta)}{\gamma}\right)-\operatorname{ReLU}\left(\frac{(1-\eta)(I-\theta)+\Delta)}{\gamma}\right)
$$

If $\Delta<0$ :

$$
H(I)= \begin{cases}\frac{\sqrt{1+\eta}(I-\theta)-\frac{\Delta}{\sqrt{1+\eta}}}{\gamma} \quad \text { if } \quad I \geq \theta+\frac{2 \eta}{(\sqrt{1+\eta}+\sqrt{1-\eta})^{2}} \Delta \\ \frac{\sqrt{1-\eta}(I-\theta)+\frac{\Delta}{\sqrt{1-\eta}}}{\gamma} & \text { if } \quad I \leq \theta+\frac{2 \eta}{(\sqrt{1+\eta}+\sqrt{1-\eta})^{2}} \Delta\end{cases}
$$

- $P[h>0 \mid I] \equiv p^{+}=1-p^{-}=\frac{\Phi\left(\frac{\frac{\Delta}{\sqrt{1+\eta}}-\sqrt{1+\eta}(I-\theta)}{\sqrt{\gamma}}\right) \sqrt{1+\eta}}{\Phi\left(\frac{\frac{\Delta}{\sqrt{1+\eta}}-\sqrt{1+\eta}(I-\theta)}{\sqrt{\gamma}}\right) \sqrt{1+\eta}+\Phi\left(\frac{\frac{\Delta}{\sqrt{1-\eta}}+\sqrt{1-\eta}(I-b)}{\sqrt{\gamma}}\right) \sqrt{1-\eta}}$
- 

$$
\begin{aligned}
\langle h \mid I\rangle & =\frac{1}{\gamma}\left\{(I-\theta)\left(1+\eta\left(p_{+}-p_{-}\right)\right)-\Delta\left(p_{+}-p_{-}\right)+\right. \\
& \left.\frac{2 \eta \sqrt{\gamma}}{\sqrt{1+\eta} \Phi\left(\frac{\frac{\Delta}{\sqrt{1+\eta}}-\sqrt{1+\eta}(I-\theta)}{\sqrt{\gamma}}\right)+\sqrt{1-\eta} \Phi\left(\frac{\frac{\Delta}{\sqrt{1-\eta}}+\sqrt{1-\eta}(I-\theta)}{\sqrt{\gamma}}\right)}\right\} \\
& \equiv \frac{1}{a} \mathcal{E}(I-\theta, \Delta, \gamma, \eta)
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{Var}[h \mid I]=\frac{1}{\gamma}\left\{1+\eta\left(p_{+}-p_{-}\right)\right. \\
& +p_{+} p_{-}\left[2 \frac{\Delta}{\sqrt{\gamma}}-2 \eta \frac{I-\theta}{\sqrt{\gamma}}\right]\left[\frac{2 \Delta}{\sqrt{\gamma}}-2 \eta \frac{I-\theta}{\sqrt{\gamma}}-\frac{\sqrt{1+\eta}}{\Phi\left(\frac{\Delta}{\sqrt{1+\eta}-\sqrt{1+\eta}(I-\theta)}\right.} \sqrt{\sqrt{\gamma}}\right) \\
& -\frac{\sqrt{1-\eta}}{\Phi\left(\frac{\Delta}{\sqrt{1-\eta}+\sqrt{1+\eta}}\right.} \sqrt{\sqrt{\gamma}} \\
& -\frac{2 \eta}{\sqrt{\gamma}}\left(\sqrt{1+\eta} \Phi\left(\frac{\frac{\Delta}{\sqrt{1+\eta}}-\sqrt{1+\eta}(I-\theta)}{\sqrt{\gamma}}\right)+\sqrt{1-\eta} \Phi\left(\frac{\frac{\Delta}{\sqrt{1-\eta}+\sqrt{1-\eta}(I-\theta)}}{\sqrt{\gamma}}\right)\right) \\
& \\
& \equiv \frac{1}{\gamma}(1+\mathcal{V}(I-\theta, \Delta, \gamma, \eta))
\end{aligned}
$$

And the derivatives of $\Gamma$ are, by application of the chain rule:

- $\partial_{\theta} \Gamma(I)=\langle h \mid I\rangle$
- $\partial_{\gamma} \Gamma(I)=-\frac{1}{2}\left\langle\left.\frac{1}{1+\eta} \max (h, 0)^{2}-\frac{1}{1-\eta} \min (h, 0)^{2} \right\rvert\, I\right\rangle$
- $\partial_{\Delta} \Gamma(I)=-\left\langle\left.\frac{1}{1+\eta} \max (h, 0)-\frac{1}{1-\eta} \min (h, 0) \right\rvert\, I\right\rangle$
- $\partial_{\eta} \Gamma(I)=\left\langle\frac{\gamma}{2}\left(\frac{1}{(1+\eta)^{2}} \max (h, 0)^{2}-\frac{1}{(1-\eta)^{2}} \min (h, 0)^{2}\right)+\Delta\left(\frac{1}{(1+\eta)^{2}} \max (h, 0)-\frac{1}{(1-\eta)^{2}} \min \right.\right.$

With this parameterization, the following transformation: $\gamma \rightarrow \lambda^{2} \gamma, I \rightarrow \lambda I$, $\theta \rightarrow \lambda \theta, \Delta \rightarrow \lambda \Delta$ leaves the effective potential invariant (up to an additive term), hence $\gamma$ can be chosen arbitrarily in the model. On the other hand, due to the
presence of order 3 terms in $\Gamma$, changing $\theta$ cannot be compensated by changing the visible layer fields like in the Gaussian case. Rather, we proceed as in the centering trick, and set:

$$
\begin{equation*}
\theta=\tilde{\theta}+\langle I\rangle \tag{A.9}
\end{equation*}
$$

And choose $\gamma$ such that:

$$
\begin{equation*}
\operatorname{Var}[h]_{M S A}=1 \tag{А.10}
\end{equation*}
$$

At this point, one should realize that Eqn. (A.10) cannot be solved analytically. It is extremely tempting to not perform exact batch normalization, and use the same formula for $\gamma$ as in the Gaussian case; after all, we could expect that the distribution would be approximately normalized and that divergence problems are still solved even if exact normalization is not achieved. It matters however when the RBM is regularized (e.g., with $L_{1}$ norm on the weights), as the outcome of regularized training depends on the parametrization choice. In fact, when trying to train regularized dReLU with the Gaussian gauge choice, no optimum was found, but instead an asymptotic divergence of the form $\mathbf{w} \rightarrow 0, \Delta \rightarrow-\infty$ appeared, such that the inputs of the hidden unit go to zero but the slope of the average activity goes to infinity. Thus exact batch normalization is required, and we must proceed. We rewrite Eqn. (A.10) as:

$$
\begin{align*}
1 & =\langle\operatorname{Var}[h \mid \mathbf{v}]\rangle_{M S A}+\operatorname{Var}[\langle h \mid \mathbf{v}\rangle]_{M S A} \\
\Longleftrightarrow 1 & =\frac{1}{\gamma^{2}} \operatorname{Var}[\mathcal{E}(I(\mathbf{v})-\theta, \Delta, \gamma, \eta)]_{M S A}+\frac{1}{\gamma}\left(1+\langle\mathcal{V}(I(\mathbf{v})-\theta, \Delta, \gamma, \eta)\rangle_{M S A}\right) \\
\Longleftrightarrow \gamma & =\frac{1}{2}\left\{1+\langle\mathcal{V}(I(\mathbf{v})-\theta, \Delta, \gamma, \eta)\rangle_{d}\right. \\
& \left.+\sqrt{\left(1+\langle\mathcal{V}(I(\mathbf{v})-\theta, \Delta, \gamma, \eta)\rangle_{d}\right)^{2}+4 \operatorname{Var}[\mathcal{E}(I(\mathbf{v})-\theta, \Delta, \gamma, \eta)]_{d}}\right\} \\
& \equiv G\left(\gamma, \theta, \Delta, \eta, P_{d}\right) \tag{A.11}
\end{align*}
$$

The above implicit equation A.11 is solved iteratively through $\gamma^{(t+1)}=$ $\Gamma\left(\gamma^{(t)}, \delta, \theta, \eta, P_{d}\right)$. As for the Gaussian case, we evaluate the expectation and variances on a mini-batch before computing the gradient, and we perform only one iteration step per gradient update. Furthermore, we use an exponential smoothing $\gamma^{(t+1)}=\rho \Gamma\left(\gamma^{(t)}, \delta, \theta, \eta, P_{d}\right)+(1-\rho) \gamma^{(t)}$ after a while, with $\rho_{i}=1$
and $\rho \rightarrow 0$ to ensure convergence. Lastly, unlike the Gaussian case, the nonlinear moments estimators can have a very large variance, particularly when hidden unit $h_{\mu}$ encodes for a very rare feature; in that case, the variance can decrease abruptly, yielding large fluctuations of $\gamma$. To alleviate this problem, we bound $\gamma^{(t+1)} \geq \frac{3}{4} \gamma^{(t)}$. To obtain the gradient, one needs to compute the derivatives of $\mathcal{E}, \mathcal{V}$. They can be obtained, in principle, by automatic symbolic differentiation; however, numerical stability problems arose with the expression obtained. Instead we derived analytically the derivatives as follows. When they appear, $\xi, \xi^{\prime}$ denote any of the $I, \theta, \Delta, \eta$.

1. $I_{+}=\frac{\Delta}{\sqrt{(1+\eta) \gamma}}-\sqrt{1+\eta} \frac{(I-\theta)}{\sqrt{\gamma}}$
2. $I_{-}=\frac{\Delta}{\sqrt{(1-\eta) \gamma}}+\sqrt{1-\eta} \frac{(I-\theta)}{\sqrt{\gamma}}$
3. $\phi_{+}=\phi\left(I_{+}\right)$
4. $\phi_{-}=\phi\left(I_{-}\right)$
5. $Z=\phi_{+} \sqrt{1+\eta}+\phi_{-} \sqrt{1-\eta}$
6. $p_{+}=1-p_{-}=\frac{\phi_{+} \sqrt{1+\eta}}{Z}$
7. $\mathcal{E}=(I-\theta)\left(1+\eta\left(p_{+}-p_{-}\right)\right)-\Delta\left(p_{+}-p_{-}\right)+\frac{2 \eta \sqrt{\gamma}}{Z}$
8. $\mathcal{V}=\eta\left(p_{+}-p_{-}\right)+p_{+} p_{-}\left[2 \frac{\Delta}{\sqrt{\gamma}}-2 \eta \frac{I-\theta}{\sqrt{a}}\right]\left[\frac{2 \Delta}{\sqrt{\gamma}}-2 \eta \frac{I-\theta}{\sqrt{\gamma}}-\frac{\sqrt{1+\eta}}{\phi_{+}}-\frac{\sqrt{1-\eta}}{\phi_{-}}\right]-$ $\frac{2 \eta}{\sqrt{\gamma} Z}$
9. $\frac{\partial I_{+}}{\partial \gamma}=-\frac{1}{2 \gamma} I_{+}$
10. $\frac{\partial I_{-}}{\partial \gamma}=-\frac{1}{2 \gamma} I_{-}$
11. $\frac{\partial I_{+}}{\partial I}=-\frac{\sqrt{1+\eta}}{\sqrt{\gamma}}$
12. $\frac{\partial I_{-}}{\partial I}=\frac{\sqrt{1-\eta}}{\sqrt{\gamma}}$
13. $\frac{\partial I_{+}}{\partial \theta}=\frac{\sqrt{1+\eta}}{\sqrt{\gamma}}$
14. $\frac{\partial I_{-}}{\partial \theta}=-\frac{\sqrt{1-\eta}}{\sqrt{\gamma}}$
15. $\frac{\partial I_{+}}{\partial \Delta}=\frac{1}{\sqrt{\gamma(1+\eta)}}$
16. $\frac{\partial I_{-}}{\partial \Delta}=\frac{1}{\sqrt{\gamma(1-\eta)}}$
17. $\frac{\partial I_{+}}{\partial \eta}=\frac{-1}{2 \sqrt{\gamma(1+\eta)}}\left(I-\theta+\frac{\Delta}{1+\eta}\right)$
18. $\frac{\partial I_{-}}{\partial \eta}=\frac{-1}{2 \sqrt{\gamma(1-\eta)}}\left(I-\theta-\frac{\Delta}{1-\eta}\right)$
19. $\frac{\partial^{2} I_{+}}{\partial \gamma \partial I}=\frac{1}{2} \sqrt{\frac{1+\eta}{\gamma^{3}}}$
20. $\frac{\partial^{2} I_{-}}{\partial \gamma \partial I}=-\frac{1}{2} \sqrt{\frac{1-\eta}{\gamma^{3}}}$
21. $\frac{\partial^{2} I_{+}}{\partial \Delta \partial I}=0$
22. $\frac{\partial^{2} I_{-}}{\partial \Delta \partial I}=0$
23. $\frac{\partial^{2} I_{+}}{\partial \eta \partial I}=-\frac{1}{2} \sqrt{\frac{1}{(1+\eta) \gamma}}$
24. $\frac{\partial^{2} I_{-}}{\partial \eta \partial I}=-\frac{1}{2} \sqrt{\frac{1}{(1-\eta) \gamma}}$
25. $\frac{\partial \phi_{+}}{\partial I_{+}}=I_{+} \phi_{+}-1$
26. $\frac{\partial \phi_{-}}{\partial I_{-}}=I_{-} \phi_{-} 1$
27. $\frac{\partial p_{+}}{\partial I_{+}}=p_{+} p_{-}\left(I_{+}-\frac{1}{\phi_{+}}\right)$
28. $\frac{\partial p_{+}}{\partial I_{-}}=-p_{+} p_{-}\left(I_{-}-\frac{1}{\phi_{-}}\right)$
29. $\frac{\partial p_{+}}{\partial \xi}=p_{+} p_{-}\left\{\left(I_{+}-\frac{1}{\phi_{+}}\right) \frac{\partial I_{+}}{\partial \xi}-\left(I_{-}-\frac{1}{\phi_{-}}\right) \frac{\partial I_{-}}{\partial \xi}\right\}$ for $\xi \in\{\gamma, \theta, \Delta, \eta, I\}$
$\frac{\partial^{2} p_{+}}{\partial \xi^{\prime \prime}}=-\left(p_{-\beta} \theta \cdot p_{-}\right) p_{+} p_{-}\left\{\left(I_{+}-\frac{1}{\phi_{+}}\right) \frac{\partial I_{+}}{\partial \xi^{z}}-\left(I_{-}-\frac{1}{\phi_{-}}\right) \frac{\partial I_{-}}{\partial \xi}\right\}\left\{\left(I_{+}-\frac{1}{\phi_{+}}\right) \frac{\partial I_{+}}{\partial \xi^{\prime}}-\left(I_{-}-\frac{1}{\phi_{-}}\right) \frac{\partial I_{-}}{\partial \xi^{\prime}}\right\}+$

$$
p_{+} p_{-}\left\{\left(I_{+}-\frac{1}{\phi_{+}}\right) \frac{\partial^{2} I_{+}}{\partial \xi^{\prime}}-\left(I_{-}-\frac{1}{\phi_{-}}\right) \frac{\partial^{2} I_{-}}{\partial \xi^{\prime}}\right\}+p_{+} p_{-}\left\{\frac{\partial I_{+}}{\partial \xi^{\xi}} \frac{\partial I_{+}}{\partial \xi^{\prime}}\left[1+\frac{I_{+}-\phi_{+}^{-1}}{\phi_{+}}\right]-\frac{\partial I_{-}}{\partial \xi^{\xi}} \frac{\partial I_{-}}{\partial \xi^{\prime}}\left[1+\frac{I_{-} \phi_{-}^{-1}}{\phi_{-}}\right]\right\}
$$

31. $\frac{\partial \log Z}{\partial \tilde{\xi}}=p_{+}\left(I_{+}-\frac{1}{\phi_{+}}\right) \frac{\partial I_{+}}{\partial \tilde{\xi}}+p_{-}\left(I_{-}-\frac{1}{\phi_{-}}\right) \frac{\partial I_{0}}{\partial \tilde{\xi}}$
32. $\frac{\partial \mathcal{E}}{\partial I}=1+\mathcal{V}$
33. $\frac{\partial \mathcal{E}}{\partial \theta}=-\frac{\partial \mathcal{E}}{\partial I}$
34. $\frac{\partial \mathcal{E}}{\partial w_{i}(a)}=\theta_{v_{i}, a}, \frac{\partial \mathcal{E}}{\partial I}$
35. $\frac{\partial \mathcal{E}}{\partial \gamma}=2[(I-\theta) \eta-\Delta] \frac{\partial p_{+}}{\partial \gamma}+\frac{\eta}{Z \sqrt{\gamma}}-\frac{2 \eta \sqrt{\gamma}}{Z} \frac{\partial \log Z}{\partial \xi}$
36. $\frac{\partial \mathcal{E}}{\partial \Delta}=-\left(p_{+}-p_{-}\right)+2[(I-\theta) \eta-\Delta] \frac{\partial p_{+}}{\partial \Delta}-\frac{2 \eta \sqrt{\gamma}}{Z}$
37. $\frac{\partial \mathcal{E}}{\partial \eta}=(I-\theta)\left(p_{+}-p_{-}\right)+2[(I-\theta) \eta-\Delta] \frac{\partial p_{+}}{\partial \eta}+\frac{2 \sqrt{\gamma}}{Z}-\frac{2 \eta \sqrt{\gamma}}{Z} \frac{\partial \log Z}{\partial \eta}$
38. $\frac{\partial \mathcal{V}}{\partial I}=4 \eta \frac{\partial p_{+}}{\partial I}+2[(I-\theta) \eta-\Delta] \frac{\partial^{2} p_{+}}{\partial I^{2}}-2 \frac{\eta}{\sqrt{\gamma} Z}\left(\frac{\partial \mathcal{E}}{\partial I}-\mathcal{E} \frac{\partial \log Z}{\partial I}\right)$
39. $\frac{\partial \mathcal{V}}{\partial \theta}=-\frac{\partial \mathcal{V}}{\partial I}$
40. $\frac{\partial \mathcal{V}}{\partial w_{i}(a)}=\theta_{v_{i},} \frac{\partial \mathcal{V}}{\partial I}$
41. $\frac{\partial \mathcal{V}}{\partial \gamma}=2 \eta \frac{\partial p_{+}}{\partial \gamma}+2[(I-\theta) \eta-\Delta] \frac{\partial^{2} p_{+}}{\partial \gamma \partial I}+2 \frac{\eta}{\sqrt{\gamma} \mathrm{Z}}\left(\frac{\mathcal{E}}{2 \gamma}+\mathcal{E} \frac{\partial \log Z}{\partial \gamma}-\frac{\partial \mathcal{E}}{\partial \gamma}\right)$
42. $\frac{\partial \mathcal{V}}{\partial \Delta}=2 \eta \frac{\partial p_{+}}{\partial \Delta}-2 \frac{\partial p_{+}}{\partial I}+2[(I-\theta) \eta-\Delta] \frac{\partial^{2} p_{+}}{\partial \Delta \partial I}+2 \frac{\eta}{\sqrt{\gamma} Z}\left(\mathcal{E} \frac{\partial \log Z}{\partial \Delta}-\frac{\partial \mathcal{E}}{\partial \Delta}\right)$
43. $\frac{\partial \mathcal{V}}{\partial \eta}=p_{+}-p_{-}+2 \eta \frac{\partial p_{+}}{\partial \eta}+2(I-\theta) \frac{\partial p_{+}}{\partial I}+2[(I-\theta) \eta-\Delta] \frac{\partial^{2} p_{+}}{\partial \eta \partial I}-\frac{2}{\sqrt{\gamma} Z}\left(\mathcal{E}-\eta \mathcal{E} \frac{\partial \log Z}{\partial \eta}+\eta \frac{\partial \mathcal{E}}{\partial \eta}\right.$

With the above formula, the cross-derivatives and the gradients can be computed. Note again that for sparse features, $\gamma$ can fluctuate a lot and the above cross derivatives can be very large; we therefore threshold the final gradient for numerical stability.
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Les Machines de Boltzmann Restreintes (RBM) sont des modèles graphiques capables d'apprendre simultanément une distribution de probabilité et une représentation des données. Malgré leur architecture relativement simple, les RBM peuvent reproduire très fidèlement des données complexes telles que la base de données de chiffres écrits à la main MNIST. Il a par ailleurs été montré empiriquement qu'elles peuvent produire des représentations compositionnelles des données, i.e. qui décomposent les configurations en leurs différentes parties constitutives. Cependant, toutes les variantes de ce modèle ne sont pas aussi performantes les unes que les autres, et il n'y a pas d'explication théorique justifiant ces observations empiriques.

Dans la première partie de ma thèse, nous avons cherché à comprendre comment un modèle si simple peut produire des distributions de probabilité si complexes. Pour cela, nous avons analysé un modèle simplifié de RBM à poids aléatoires à l'aide de la méthode des répliques. Nous avons pu caractériser théoriquement un régime compositionnel pour les RBM, et montré sous quelles conditions (statistique des poids, choix de la fonction de transfert) ce régime peut ou ne peut pas émerger. Les prédictions qualitatives et quantitatives de cette analyse théorique sont en accord avec les observations réalisées sur des RBM entraînées sur des données réelles.

Nous avons ensuite appliqué les RBM à l'analyse et à la conceptiön de séquences de protéines. De part leur grande taille, il est en effet très difficile de simuler physiquement les protéines, et donc de prédire leur structure et leur fonction. II est cependant possible d'obtenir des informations sur la structure d'une protéine en étudiant la façon dont sa séquence varie selon les organismes. Par exemple, deux sites présentant des corrélations de mutations importantes sont souvent physiquement proches sur la structure. A l'aide de modèles graphiques tels que les Machine de Boltzmann, on peut exploiter ces signaux pour prédire la proximité spatiale des acides-aminés d'une séquence. Dans le même esprit, nous avons montré sur plusieurs familles de protéines que les RBM peuvent aller au-delà de la structure, et extraire des motifs étendus d'acidesaminés en coévolution qui reflètent les contraintes phylogénétiques, structurelles et fonctionnelles des protéines. De plus, on peut utiliser les RBM pour concevoir de nouvelles séquences avec des propriétés fonctionnelles putatives par recombinaison de ces motifs.

Enfin, nous avons développé de nouveaux algorithmes d'entraînement et des nouvelles formes paramétriques qui améliorent significativement la performance générative des RBM. Ces améliorations les rendent compétitives avec l'état de l'art des modèles génératifs tels que les réseaux génératifs adversariaux ou les auto-encodeurs variationels pour des données de taille intermédiaires.
MOTS CLÉS

Physique Statistique, Apprentissage Automatique, Analyse de séquence de protéines, Systèmes désordonnés, Modèles génératifs, Coévolution

Restricted Boltzmann Machines (RBM) are graphical models that learn jointly a probability distribution and a representation of data. Despite their simple architecture, they can learn very well complex data distributions such the handwritten digits data base MNIST. Moreover, they are empirically known to learn compositional representations of data, i.e. representations that effectively decompose configurations into their constitutive parts. However, not all variants of RBM perform equally well, and little theoretical arguments exist for these empirical observations.

In the first part of this thesis, we ask how come such a simple model can learn such complex probability distributions and representations. By analyzing an ensemble of RBM with random weights using the replica method, we have characterised a compositional regime for RBM, and shown under which conditions (statistics of weights, choice of transfer function) it can and cannot arise. Both qualitative and quantitative predictions obtained with our theoretical analysis are in agreement with observations from RBM trained on real data.

In a second part, we present an application of RBM to protein sequence analysis and design. Owe to their large size, it is very difficult to run physical simulations of proteins, and to predict their structure and function. It is however possible to infer information about a protein structure from the way its sequence varies across organisms. For instance, Boltzmann Machines can leverage correlations of mutations to predict spatial proximity of the sequence amino-acids. Here, we have shown on several synthetic and real protein families that provided a compositional regime is enforced, RBM can go beyond structure and extract extended motifs of coevolving amino-acids that reflect phylogenic, structural and functional constraints within proteins. Moreover, RBM can be used to design new protein sequences with putative functional properties by recombining these motifs at will.

Lastly, we have designed new training algorithms and model parametrizations that significantly improve RBM generative performance, to the point where it can compete with state-of-the-art generative models such as Generative Adversarial Networks or Variational Autoencoders on medium-scale data.
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[^0]:    1 For instance, in the 1D case, a translational invariant data set yields a translational invariant covariant matrix of the form $C_{i j}=C(i-j)$. Assuming periodic boundary conditions, the eigenvectors are Fourier modes of the form $\lambda_{j}^{k} \propto e^{\frac{2 i \pi k}{N}}$

[^1]:    I Technically, we perform here a replica exchange on the marginal $P_{\beta}(\mathbf{v})=\int \Pi d h_{\mu} P_{\beta}(\mathbf{v}, \mathbf{h})$ rather than on the joint probability distribution $P_{\beta}(\mathbf{v}, \mathbf{h})$. Both are possible but the former is better as the system is about twice as small, resulting in significantly higher acceptance rates. The downside is that hidden units must be resampled after swaps

[^2]:    1 We use -1/1 notations for consistency with the following AGS computation

[^3]:    2 Such large number is required to limit the deviation from finite-size effects, which are fairly important in practice. Simulations were performed on a GPU programmed with Theano [141]

[^4]:    3 Solutions with nonhomogeneous magnetizations $m_{\mu}$, varying from one strongly activated hidden unit to another, give additional contributions to $f$ of the order of $p^{2}$ with respect to the homogeneous solution $m_{\mu}=m$, and do not affect the value of $e_{\ell}$.

[^5]:    1 The structure is not shown since the tail cannot be crystallized

