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Abstract

Network Functions Virtualization (NFV), along with Software Defined Networking (SDN),
drives a new change in networking infrastructure with respect to designing, deploying, and
managing various network services. Both of them essentially rely on software based ap-
proaches, while operating at different levels of the network. In particular, NFV has potential
to significantly reduce the hardware cost, greatly improve operational efficiency, and dramat-
ically shorten the development lifecycle of network services. It also makes network services
and functions much more adaptive and scalable to meet the rapid growth and change of user
requirements. As a two-sided coin, despite these well-recognized advantages, security remains
to be one of the vital concerns and potential hurdle. On one hand, it is unclear how NFV and
SDN would fundamentally impact the landscape of cyber defense, and how it can help to im-
prove security management. On the other hand, novel security threats and vulnerabilities will
be inevitably introduced, potentially resulting in broader attack surface and blurred defense
lines in the virtualization environment.

This thesis is intended to explore security issues in the virtualized and software-defined
world, and starts with two important hypotheses: (1) SDN and NFV offer plenty of opportuni-
ties for us to rethink security management in the new networking paradigms; (2) both legacy
and new security threats and vulnerabilities in NFV/SDN enabled environments need to be
sufficiently addressed in order to pave the way for their further development and deployment.
To validate the hypotheses, we carry out an in-depth study on NFV/SDN from security per-
spective, including its architecture, management and orchestration (MANO) framework, and
use cases, leading to two major contributions, (1) a security management and orchestration
framework (called SecMANO) based on NFV MANO, which has the potential to manage a
set of policy-driven security mechanisms, such as access control, IDS/IPS, network isolation,
data protection; (2) a comprehensive threat analysis on five NFV use cases and the state-of-
the-art security countermeasures, resulting in a NFV layer-specific threat taxonomy and a set
of security recommendations on securing NFV based services.

We believe that both of the two contributions lay down a foundation for security research in
NFV/SDN domain. In particular, based on the two contributions, we further develop a security
orchestrator as an extension of available NFV orchestrator, with an objective to enabling the
basic security functions to be effectively orchestrated and provided as on-demand services to
the customers, meanwhile allowing high-level security policies to be specified and enforced
in a dynamic and flexible way. Specifically, a software-defined access control paradigm is
implemented and prototyped with Tacker (an OpenStack service for NFV orchestration using
TOSCA model), which allows the security administrators to dynamically customize the access
control models and policies for different tenant domains, eventually achieving flexible and
scalable protection across different layers and multiple cloud data centers. Both prototype of
concept and real-life experiments on testbed have been carried out, clearly demonstrating the
feasibility and effectiveness of our security orchestrator.
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In addition, as our NFV cross-layer threat taxonomy indicates, a large set of novel threats
will be introduced, among which VNF (Virtualized Network Function) is a unique and im-
portant asset that deserves careful protection. The fourth contribution of this thesis is therefore
devoted to achieving secure and dependable SFC (Service Function Chaining) in NFV and SDN
environment. Specifically, an identity-based ordered multisignature scheme called SecSFC is
designed and applied to ensure that, (1) each service function involved in a particular service
chain is authenticated and legitimate; (2) all the service functions are chained in a consistent,
optimal, and reliable way, meeting with the pre-defined high-level policy specifications like
VNF Forwarding Graph. Both theoretical security analysis and experimental results demon-
strate that our scheme can effectively defend against a large set of destructive attacks like rule
modification and topology tempering, moving an important step towards secure and dependable
SFC. Importantly, the signature construction and validation process is lightweight, generating
compact and constant-size keys and signatures, thereby only incurring minimal computational
overhead and latency.
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Résume

Les réseaux programmables (SDN) associés a la virtualisation des fonctions réseaux (NFV),
conduisent a de nouveaux paradigmes réseaux, en particulier dans le domaine de la concep-
tion, du déploiement et de la gestion de services réseaux. Les réseaux SDN et NFV s’appuient
essentiellement sur des technologies orientées logicielles et operent sur différents niveaux ou
couches réseaux. La virtualisation réseaux, permet de réduire de maniere significative les cofts
liés au matériel, d’améliorer les opérations de maintenance, mais aussi de réduire le cycle de
développement et de déploiement des services réseau. Le caractere dynamique des fonctions
réseaux, offert par la virtualisation, conduit a une meilleure adaptation et évolution des ser-
vices réseaux déployés et par conséquent, une plus grande réactivité de la part des opérateurs,
pour répondre a la croissance et a I’évolution rapide des besoins des utilisateurs. Les réseaux
SDN/NFV contribuent ainsi a une plus grande automatisation du réseau. Néanmoins, dans les
environnements SDN, NFV, I’aspect sécurité constitue un défi et un enjeu majeurs, qu’il est pri-
mordial de prendre en compte et d’étudier a tous les niveaux, de la conception au déploiement
a grande échelle de ces réseaux. Dans ce contexte, il est nécessaire de mesurer I’impact des
technologies NFV et SDN, sur la sécurité, dans le paysage des menaces cyber, mais aussi leur
capacité a garantir et gérer la sécurité, dans des environnements essentiellement logiciels. De
plus, dans ces environnements virtualisés, de nouveaux types de menaces et vulnérabilités sont
inévitablement introduites, ce qui conduit potentiellement a une surface d’attaque plus large et
a des contre-mesures associées plus délicates a mettre en ceuvre.

Ce travail de these, vise a étudier les vulnérabilités en termes de sécurité dans les envi-
ronnements réseaux logiciels et virtualisés, pour proposer des modeles et des mécanismes
spécifiques, afin d’améliorer la sécurité dans ces environnements critiques. Nous considérons
les deux hypotheses suivantes: (1) Les changements de paradigmes introduits par les réseaux
SDN et NFV permettent de développer de nouvelles approches en matiere de gestion de la
sécurité; (2) L’ensemble des menaces et vulnérabilités dans les environnements NFV/SDN
doivent étre intégralement pris en compte, en particulier pour un développement et déploiement
a grande échelle. Pour cela, dans une premiere partie, nous proposons une étude détaillée
et complete, du point de vue de la sécurité, des architectures et protocoles SDN/NFV, mais
aussi de la gestion et de I’orchestration des fonctions réseaux dans ces environnements (ar-
chitecture MANO). Plusieurs cas d’usage ou scénarios sont spécifiés et proposés, en guise
d’illustrations. Cette premiere étude a conduit a deux contributions majeures: (1) une archi-
tecture complete pour la gestion et 1’orchestration de la sécurité (appelé SecMANO) basé sur
NFV MANO. SecMANO permet de gérer un ensemble de fonctions service, de mécanismes
de sécurité (controle d’acces, IDS/IPS, isolation, protection) basées sur un ensemble de regles;
(2) une analyse complete des menaces et vulnérabilités dans le contexte NFV, a partir de cinq
cas d’usage spécifiques, et des contre-mesures associées. Cette analyse a permis de proposer,
une classification (taxonomie) complete et détaillée, des différents types de menace spécifique,
associés a un ensemble de recommandations, pour une meilleure sécurité des services NFV.



Nous estimons que ces deux premicres contributions ouvrent des perspectives de recherche
intéressantes, dans le domaine de la sécurité des réseaux NFV/ SDN.

Cette premiere étude, nous a amenés a proposer en guise de troisieme contribution, une
nouvelle architecture pour I’orchestration de fonctions de sécurité dans les environnements vir-
tualisés. Cet orchestrateur de sécurité a été spécifié et développé comme un module d’extension
pour les orchestrateurs existants. L’objectif est d’assurer un déploiement dynamique, flexible,
a la demande, ainsi qu’une orchestration efficace des différents services de sécurité de base.
De plus, I’architecture prend en compte et applique de maniere dynamique, la stratégie de
sécurité, spécifiée par I’utilisateur a un haut niveau (politique de sécurité) a travers un modele
de données spécifique. Plus précisément, un mécanisme de contrdle d’acces, défini et ap-
pliqué a partir d’un langage de haut niveau, basé sur les piles “Tacker” (un service OpenStack
pour orchestrateur NFV utilisant le modele de donnés TOSCA), a été prototypé, implanté et
testé. Ce prototype, permet de personnaliser et d’adapter dynamiquement, le modele et la
stratégie de controle d’acces, pour différents domaines utilisateurs concurrents. Ces domaines
de sécurité indépendants, restent potentiellement protégés et isolés, dans les environnements a
grande échelle, multi-opérateurs et multi-clouds. Le prototype et les expérimentations menées
dans des conditions pratiques, montrent la faisabilité et 1’efficacité de 1’approche proposée.

L’ étude et la classification proposées dans la premiere partie, a partir d’'une approche “’cross-
layer”, mettent en évidence de nouveaux types de menaces et vulnérabilités et démontrent
que dans ces environnements logiciels, virtualisés, la sécurité est I’élément critique. La qua-
trieme contribution (SecureSFC ou SecSFC) vise a sécuriser et a fiabiliser, la composition et
le chainage de fonctions service (Service Function Chaining — SFC) dans les environnements
NFV/SDN. SecureSFC s’appuie sur un mécanisme de type “identity-based ordered multisigna-
ture” pour garantir les propriétés suivantes: (1) L’authentification de chaque fonction service,
associée a une chaine de fonctions service particuliere; (2) La cohérence et le séquencement
de I’ensemble des fonctions service associ€ées a une composition ou a un chainage partic-
ulier de fonctions service (“VNF forwarding graph”). L’analyse théorique du modele proposé
“SecSFC” et les résultats expérimentaux, montrent le caractere résilient de I’approche, en par-
ticulier face a un certain nombre d’attaques spécifiques (ex. modification des régles ou de la
topologie) avec un temps de traitement et une latence, limit€s. Dans le domaine de la sécurité
SFC, “SecSFC” constitue une étape majeure.
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Introduction

Over the past decades, enterprise networks have undergone increasing diversity of network
services and functions. The tremendous growth in vertical and horizontal deployment of pro-
prietary network appliances makes network architectures extremely complicated and difficult
to manage [213, 32]. In particular, typical network appliances always incur high costs of invest-
ment (Capital Expenditure (CapEx)) and maintenance (Operation Expenditure (OpEx)) [210],
as they are usually expensive, vendor specific, and complicated to manage, creating numerous
pain points to network administrators [88, 207]. Also, a new form of typical network appliance
is usually treated as one-off solution to support a specific function [12], making it hard to de-
ploy new service or customize the existing network appliances for fulfilling different customer
requirements. An example in the deployment of today’s network services, such as firewall,
Intrusion Detection and Prevention System (IDS/IPS), is that the network functions are often
hardware-dedicated and placed at fixed network spots, and the capacity of handling traffic is
limited. For example, traditional hardware-based firewall fails to support dynamic provisioning
to deal with frequent and highly variation of traffic load [58]. Also, it is a difficult and complex
task to monitor the malicious processes of VMs running inside the host by using traditional
IDS/IPS, since the traditional IDS/IPS only provides fixed functionality to deal with specific
types of attacks, and has fixed capacity in handling network traffic [82].

To address the aforementioned issues, many enterprises and service providers are seeking
for more effective techniques to improve operational efficiency, reduce power usages, and speed
up their service deployments. Network Function Virtualization (NFV), along with Software-
Defined Networking (SDN), has emerged as promising solutions in recent years. In particular,
the concept of NFV was firstly proposed by the European Telecommunication Standard (ETSI)
with the purpose to reduce hardware investment cost, enhance capacity of resource utilization,
and accelerate service deployment of new network services to support business revenue and fu-
ture growth objectives. The key idea of NFV is to decouple network functions from dedicated
hardware devices and implement them using software-based approaches. That says, instead
of installing, configuring, and operating a dedicated appliance to perform a network functions,
NFV allows network operators to use standard hardware platform to simply load the software
image into a virtual machine, and launch the desired network service on demand. As such,
the network functions can be implemented and deployed on a range of commodity hardware
located at different geographical locations, avoiding the needs of installing new equipments.
Thanks to these characteristics, NFV-based implementations can significantly reduce capital
and operational expenditures (CapEx and OpEXx), increase network efficiency and agility, pro-
vide a shorter time to market deployment of network services, and improve the scalability of
resource utilization [117, 98, 191]. Another silent feature of NFV is that a regular service
function (a.k.a, Virtual Network Function (VNF)) can be broken down and decomposed into
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smaller functional modules to accelerate the processing time, improving a better scalability and
reusability (e.g., [246, 58]). More interestingly, a diverse set of VNF instances can be chained
together, so-called Service Function Chaining (SFC), to create on-demand network services in
accordance with the particular needs of the users specification (e.g., [186, 142, 146]).

In particular, NFV and SDN are two closely related technologies that use the network ab-
straction model but operate at different layers of NFV architectural framework. NFV aims to
virtualize all network functions from the hardware on which it runs, allowing the network to
grow without the addition of more devices. While SDN aims to separate control plane from
forwarding plane, and moves decision making to the control plane. For example, it decides how
to handle traffic at the data plane. This make it easier to configure, program and manage the
networks. In other words, SDN is considered highly complementary to NFV, which is practi-
cally used as a part of SFC creation to provide the full network control capabilities and manage
traffic steering at the data plane. They often exist together.

A typical use case illustrating the usage of NFV and SDN is service function chaining (SFC)
or VNF chaining', as shown in the lower part of Figure 1.1. Specifically, a set of VNF instances
are created, which are then stitched together in a logical ordered-fashion for creating a service
chain or an end-to-end network service. In this use case, two essential functional blocks play
the major role.

* management and orchestration module (a.k.a, NFV MANO [74]) of NFV, which main-
tains the full lifecycle management of infrastructure resources, VNFs, and network ser-
vices. This include service initiation, configuration, update and termination, resource
and service orchestration, scaling in/out, policy management and performance measure-
ment. To date, many NFV MANO frameworks have become available, most of which
are built according to ETSI NFV MANO specification. For example, CloudNFV [48]
and CloudBand [6] are developed as non-model driven based approach, while the others
have been developed under open-source platforms as model-driven NFV orchestration by
using Topology and Orchestration Specification for Cloud Applications (TOSCA) stan-
dard [227], e.g., OpenStack Tacker [219], Cloudify [47], and ONAP [163].

* SDN controller [70, 165], which can be leveraged by NFV orchestrator to provide full
network control capabilities, including traffic steering and forwarding, routing decision
based on the global view of network status, and path provisioning between the instanti-
ated VNFs. By leveraging such capabilities, a network operator can reconstruct a service
chain and steer the traffic in a flexible and automated way. The available SDN con-
trollers can be classified into two categories: (1) logically centralized controllers that
maintain a global view of the network using a single controller, such as Floodlight [19],
OpenDaylight [225], NOX [94], POX [183], RYU [159]; (2) Distributed controllers like
ONOS [224], which aims to mitigate the limitations of the centralized controllers by de-
ploying and synchronizing multiple controllers to share the communication and computa-
tion load.

1.1 Background and Challenges

Despite the promising advantages of NFV and SDN, security concerns remain to be significant
barrier to their wide-spread adoption [179, 128, 84]. As new networking technologies, they are
essentially two-sided sword from security perspective. On the one hand, novel security threats
and vulnerabilities will be inevitably introduced. The resulting attack surface for NFV based

'In this thesis, VNF and Service Function (SF) are used interchangeably. VNF is defined by ETSI, while SF is specified by Internet
Engineering Task Force (IETF).



network services could be even larger than its traditional counterpart, spanning from hardware
vulnerabilities to the vulnerability of Virtual Network Functions (VNFs), orchestration, or even
policy violation due to non-trivial service complexities and administrative errors. Especially,
when the large scale deployment of NFV goes across a wide range of cloud data-centers and
security domains, the frequent migration can bring a large set of challenges to threat landscape
identification and security policies enforcement. On the other hand, the novel features and ca-
pabilities of NFV and SDN provide unprecedented opportunities to reshape the landscape of
today’s cyberdefense, potentially making significant progress towards next generation security
architecture. For instance, the agility of NFV allows different security functions to be imple-
mented as VNFs and deployed on demand. Also, the programmability of SDN may enable
security functions to be implemented as network apps and customized via SDN controllers. To
date, we have seen tremendous efforts paid to security research in both NFV and SDN, and two
representative surveys are [206, 179]. However, in this thesis, we generally treat SDN as part
of NFV, so SDN will not be explicitly mentioned unless it’s particularly needed.

As a matter of fact, a majority of NFV MANO frameworks (e.g., [219, 47, 223, 238, 6, 48])
is focused on the migration of network functions from dedicated hardware appliances to virtu-
alization environment, as well as the effective management and orchestration of the virtualized
network services. For example, the way to allocate virtualized resources, deploy and con-
figure VNF instances, and create a service chain for delivering end-to-end network service.
Although NFV offer many potential benefits, it is still at an early stage of development and
deployment, security and regulatory concerns are comparatively overlooked. In particular, it
remains unclear how NFV would fundamentally impact the landscape of cyber defense, how it
can help to improve overall security posture, or even what kinds of security challenges as well
as critical threats they may presented. For example, the authors of [116, 7] have raised some
security concerns and proposed a security orchestrator to manage security mechanisms, while
the detailed data models and the related use cases were not sufficiently addressed. Therefore,
it is interesting and important to develop a novel security orchestration that can be seamlessly
integrated with the existing NFV orchestrators, enabling the basic security functions to be or-
chestrated and provided as on-demand services to the customer, and high-level security policies
to be specified and enforced in a dynamic and flexible way. In doing so, security-by-design and
security-as-a-service have potential to be mostly, if not completely, achieved.

By design, NFV-enabled service deployment relies on multiple control layers, such as infras-
tructure layer which allocates physical and virtual resources, VNF layer which implements, de-
ploys and manages the virtualization of network functions, and orchestration layer which man-
ages and orchestrates network elements and services. Clearly, the open layered structure opens
a door to a large set of novel security threats and vulnerabilities, significantly enlarging the
attack surface of NFV. For instance, those attacks occurring at VMs (e.g., [128, 181, 217, 109])
still exist and play a key role in triggering the so-called cross-layer attacks, which happen at
different NFV layers. In order to help the service providers and network operators to gain a
holistic understanding on the attack surface when implementing or deploying their network
services in NFV environment, so as to deploy cost-effective security hardening based on their
particular needs, it is very meaningful and important to establish a comprehensive threat tax-
onomy to systematically identify the threats and vulnerabilities in NFV.

In addition, as a unique feature of NFV and SDN, service function chaining (SFC) plays a
key role in implementing and delivering end-to-end network services, which involves several
steps from defining high-level network service description to resource allocation, VNF instan-
tiation and placement, to VNF selection and composition, to traffic steering and forwarding.
According to NFV reference architectural framework, NFV MANO stack lays a foundation
to maintain the entire lifecycle of VNFs and network services, and SDN controller is mainly
in charge of management of network connectivity and traffic flows in data plane. Although
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there are several ongoing research work attempting to address the unique and unprecedented
challenges imposed by SFC, we observe that the security and dependability problems in SFC
are comparatively overlooked by the research community. One challenging issue, for example,
is that once the high-level SFC policy is specified, how can we make sure that a service chain
specification is correctly translated into network flow classification with accurate packet for-
warding rules, or how to ensure and prove that the packet flows of a particular service chain are
traversed correctly through all appropriate and legitimate VNFs in the right order with respect
to the predefined policy. Anomalous flow redirection and path deviation [205, 247] are poten-
tial attack models that can be used by attackers to compromise the original service function
path and further violate SFC policies. As a result, the attackers can bypass or evade from secu-
rity functions in the service chain like firewall, IDS/IPS. Therefore, it is important to achieve
both security (e.g., authenticity, integrity of VNFs) and dependability (e.g., ordering property),
in addition to optimality, of the service chain in NFV environment.

1.2 Contributions
To address the aforementioned challenges, this thesis delivers the following contributions,

* A conceptual design framework about NFV based Security Management and Orchestra-
tion (called SecMANO), which aims to facilitate the basic security functions to be au-
tomatically and intelligently deployed, so as to protect the NFV assets according to the
predefined security policies. The design of such a framework has two purposes: imple-
menting the concept of security by design by formally specifying the security attributes
of interest at the early stage of deployment; achieving security as a service by providing
a basic set of security functions or their combinations on demand, e.g., access control,
IDS/IPS, network isolation, data protection. The existing NFV orchestration platforms
have been studied from security perspective, with an objective to understanding their ca-
pabilities of managing security mechanisms, which finally lead to a comparative analy-
sis on the existing NFV orchestration platforms in terms of the criteria for developing
software-defined security framework.

* An in-depth analysis about NFV security. Starting with the analysis on the well-defined
NFV uses cases documented by ETSI, we examined their potential threats and vulner-
abilities, and established a comprehensive NFV layer-specific threat taxonomy, finally
provided a suite of security recommendations based on the gap analysis with the available
countermeasures.

* A security orchestrator, which can be treated as an implementation of the proposed con-
ceptual framework SecMANO. Specifically, the security orchestrator is expected to work
as an extension of the existing NFV orchestrator, which can deploy the basic security func-
tions in NFV environments and optimally customize and orchestrate them as on-demand
services to the customers, according to the high-level security policies. In particular, a
software-defined access control paradigm has been developed, which allows access con-
trol models and policies to be specified and enforced in a dynamic and flexible way, pro-
viding tenant-specific cross-layer protection in the distributed clouds.

* A lightweight authentication scheme that achieves secure and dependable VNF chaining.
This security scheme can be implemented and naturally integrated into SecMANO by in-
teracting with VNF forwarding graph module and SDN controller. The design foundation
of this scheme is aggregated ordering digital signature crypto primitive, which allows a
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NFV and SDN combined architecture

group of VNFs involved in a particular service chain to attest their signatures on the pack-
ets received, and a verifier to later verify that all the packets traversed correctly w.r.t the
specified SFC policy.

1.3 Outline of dissertation

The organization of this dissertation is given as follows, and the relationship between the sec-
tions is illustrated in Figure 1.1.

* Chapter 2 — Security Management and Orchestration in NFV. This chapter is dedi-
cated to the first contribution about conceptual framework SecMANO. It firstly analyzes
the issues in the traditional networking model, and highlights the significant advantages
that can be achieved by NFV and SDN. Then NFV architectural framework and its rela-
tionship with SDN are discussed. Also, the existing frameworks related to NFV MANO
are intensively studied in order to analyze their architectures, data models, and features.
Our study reveals that the existing frameworks lack a dedicate module or component that
can provide holistic security management. Therefore, a conceptual design framework of
Security management and Orchestration (SecMANO) is proposed to help improve secu-
rity management in NFV environment.

* Chapter 3 — Security in NFV. This chapter is focused on the second contribution, and
its aim is three-fold. First, we conduct a comprehensive study on several NFV-based
use cases that are documented by ETSI, and each of them is analyzed with their spe-
cific threats and vulnerabilities, with an ultimate goal to establishing a NFV layer-specific
threat taxonomy. Such a taxonomy allows service providers and network operators to gain
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a holistic understanding on the attack surface introduced by NFV. Second, we conduct a
set of comparative studies on the typical security mechanisms (e.g., Identity and Access
Management (IAM), IDS/IPS, network isolation, and data protection) between their im-
plementations and deployments in traditional scenarios and in NFV environments. Third,
based on the established threat taxonomy and the comparative studies of security mecha-
nism, we give a set of recommendations on securing different NFV layers. This may help
network operators to understand to what extent the available security best practices for
NFV can fulfill the security requirements.

Chapter 4 — A security orchestrator and its implementation for achieving software-
defined access control. This chapter specifically reports the third contribution, i.e., se-
curity orchestrator that can be integrated seamlessly with the existing NFV orchestrators.
One of the major motivations is to improve agility and flexibility of security functions,
providing autonomic multi-layered defense mechanisms and fine-grained security control,
while allowing security administrators to freely configure security services based on their
particular contexts and needs. A software-defined access control paradigm is developed to
illustrate the usage of our proposed security orchestrator. With such a novel access control
paradigm, different tenants of the cloud can specify their own access control models and
polices, and update them on the fly.

Chapter 5 — Towards Secure and Dependable Service Function Chaining (SFC). This
chapter reports the fourth contribution, a scheme dealing with the consistency and relia-
bility challenges in SFC. Specifically, a new cryptography primitive, called Lite identity-
based ordered multisignature scheme is proposed to examine the behavior of packet traver-
sal and verify the consistency of service chain. The scheme impels each VNF instance in
the specified service chain to attest its signature in the packets received. While, the egress
node (SFC boundary node that handles traffic leaving the SFC-enabled domain) plays a
role as verifier to examine the consistency of service chain by verifying the aggregated
signatures, so as to validate the authenticity of the VNFs and their ordering properties
(positions) in the service chain.

Chapter 6 — Conclusion. This chapter concludes the dissertation with a summary of
contributions and presents the perspective for future work.



Security Management and Orchestration in NFV

In this Chapter, we firstly address the long-standing issues of the traditional networking model,
then illustrate how NFV/SDN provides promising opportunities to overcome those issues. A
set of evaluation metrics is proposed in order to make a comparison between the traditional net-
working model and NFV/SDN model. The key findings are summarized in Table 2.1. Second,
the NFV architecture and its key functional components including SDN are presented, illus-
trating the key concepts of NFV. For example, how network functions can be migrated from
dedicated hardware appliances to the virtual machines, how they are deployed and orchestrated,
and how they can be chained together for achieving end-to-end network services. Third, a com-
parative study on the existing NFV management and orchestration (NFV MANO) frameworks
is conducted. The objective is to identify whether the existing frameworks provide the capa-
bility of achieving autonomic security management, is there any security APIs available, and
how they are defined and specified. Fourth, a conceptual design framework of Security Man-
agement and Orchestration (SecMANO) is proposed to improve security management in NFV
environment. The chapter is concluded with some remarks.

2.1 SDN and NFV Driven New Networking Paradigms

Network Function Virtualization (NFV) and Software Defined Networking (SDN) are two
closely related technologies that dominate the evolution towards next generation networks.
Both of them essentially rely on software based approaches, while operating at different levels
of the network. SDN allows programmable networks by decoupling the control plane from the
data plane, enabling network providers to have a better control and faster configuration. Mean-
while, the objective of NFV is to consolidate multiple network functions onto software, which
run on a range of industry-standard hardware. As such, they can be easily migrated to various
locations within the network on demand, greatly eliminating the needs to purchase and install
new equipments. It can help to manage rapid demand growth, while reducing Capital Expendi-
ture (CapEx) and Operational Expenditure (OpEXx) in terms of hardware acquisition and capital
investment. Also, time to market can be significantly shorten for new service deployment, with
enhanced flexibility, agility, and scalability. Moreover, the network operators, who maintain
the operations of network services, are allowed to dynamically deploy new resources, making
network functions scale on demands, and providing opportunities to test services of interest
with lower risks [117, 98, 191]. Thanks to these promising benefits, the global NFV and SDN
markets will grow from $2.7 billion to $15.5 billion in 2020, at a robust Compound Annual
Growth Rate (CAGR) of 42% [113]. In addition, it is foreseen that by 2020, 80% of overall
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networking equipments will be transitioned to virtualization, while 10% of all service providers
will invest on orchestration platforms, leading over $1.6 billion in revenue [215].

2.1.1 Issues with traditional networking model

As a matter of fact, adding a new service into today’s network is an extremely complex and
tedious process. Due to the proprietary nature of existing hardware appliances (fixed functions),
service agility and scalability are serious issues. Thus, high cost of operations and maintenance
are commonly expected, making the configuration of network services increasingly difficult
and cumbersome, especially when the size of network increases. The challenges about the
deployment of network function in traditional networking model are discussed as follows.

* Large capital expenditure: Sherry et al. [210] pointed out that today’s network infrastruc-
ture is expensive, complex to manage, and creates the pain points of network administra-
tors in terms of difficulty. Even though the number of network devices is not very large,
their deployment can be costly and require high up front investment in hardware. For ex-
ample, the medium networks with 1k to 10k hosts may cost around 50K to 500k dollars,
while a very large network with more than 100k hosts can cost over million dollars of
hardware investment.

* High management complexity and operational expenses: Clearly, handling a large set of
heterogeneous devices requires broad expertise and a large management team. As reported
in [210], even a small network composing of only ten network devices may require a
management team of 6-25 persons. Most administrators have to spend 1-5 hours per week
to deal with device failures. It has been recognized that the top three most common issues
are misconfiguration, overload, and physical/electrical failures. Also, as stated in [186],
ensuring the traffic to be directed through the desired sequence of network devices require
significant manual effort and operator expertise. This complexity stems from the need to
carefully plan the network topology, manually set up rules to route the traffic across the
desired network devices, and implement safeguards to guarantee correct operations in the
presence of any failure and overload.

» Non-optimal deployment of security functions: Considering the aforementioned issues, it
is important to determine where the network devices have to be installed to achieve ex-
pected security with minimum cost. In other words, the network operators have to choose
reasonable security functions and deploy them into appropriate locations to achieve the
best protection coverage. However, in practice, Shin et al. [213] argued that it is diffi-
cult to place security functions and network devices with unpredictable threats coming
from different network’s tenants. It is also a challenging task for network operators to
configure network devices without introducing any errors. In multi-tenancy environment,
these installed security functions may not lie in the best location to offer the best security
service.

* Lack of fine-grained control: Gember et al. [88] mentioned abouts today’s network de-
vices have very limited configuration policies and narrow range in parameter manipula-
tion. Also, the internal algorithms and operational states are completely inaccessible and
unmodifiable. Apparently, it lacks fine-grained control (e.g., capability to re-route traf-
fic flows or understanding the behavior of network devices), scalability, flexibility, and
reliability.

* Lack of efficiency for usage and management: As stated in [207], today’s network infras-
tructure has been developed in a largely uncoordinated manner. A new form of network
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devices typically emerge as an one-off solution to meet specific needs, then it is patched
into infrastructure through ad-hoc and manual technique. This leads to serious inefficiency
on two aspects.

— Inefficiency in the use of hardware resources: Network devices are typically resource
intensive, each of them is usually deployed as stand alone device and independently
provisioned for peak load. These resources are hard to be amortized across applica-
tions even though their workloads offer natural opportunities to do so.

— Inefficiency in management: Each type of today’s network devices has its own cus-
tomized configuration interfaces, without providing a common standard or tool to
offer network administrators a unified view for managing and controlling these net-
work devices across the networks.

Clearly, it can be observed that the aforementioned issues will be increasingly problem-
atic for the deployment and management of network services, considering the fact that these
services are continuously growing both scale and variety, while a large set of diverse service
components and heterogeneous elements are incorporated at multiple layers.

2.1.2 Principles of NFV and SDN

Network Function Virtualization (NFV). As aforementioned, the emergence of NFV [67]
drives massive changes in networking paradigm, thereby significantly changing the way that
network services are deployed, managed, and operated. In particular, the NFV concept was
first proposed by the European Telecommunication Standard Institute (ETSI) with the purpose
to reduce hardware investment cost, enhance capacity of resource utilization, and accelerate
service deployment of new network services to support business revenue and future growth
objectives. As shown in Fig. 2.1, NFV aims to decouple network functions (e.g., firewall, proxy,
IDS/IPS) from dedicated hardware devices using virtualization and cloud technologies, and
abstracting them into softwares known as Virtual Network Function (VNFs) running over the
virtual machines (VM). There is a possibility that a single VNF can eitherrunona VM asal : 1
mapping model, or decomposing into smaller components as a 1 : N mapping model with the
goal to improve a better scalability, reusability, and faster response time (e.g., [246, 58]). Also,
a diverse set of VNF instances can be chained together, so-called Service Function Chaining
(SFC) to create on-demand network services with regards to the particular needs of the users
specification (e.g., [186, 142, 146]). Thanks to these features, network services can be created,
configured, scaled, and terminated quickly to accommodate with the dynamic changes in user
requirements [191, 98].

Among a variety of NFV use cases documented in [72], virtualizing the functionalities of
Customer Premises Equipments (CPE) (e.g., routing, firewall, VPN termination, IDS/IPS, DPI)
and Evolve Packet Core (EPC) (e.g., Mobility Management Entity (MME), Serving/Packet
Gateway (S/P GW), Home Subscriber Server (HSS)) are the most important use cases that have
attracted a lot of attention from both academic and industry communities. Network operators
have seen the potential benefits brought by NFV including reduction of their CapEx and OpEx
costs, better flexibility of management, dynamic scaling of resources, services agility, which
hence increase their revenue.

Software Defined Networking (SDN). It is considered as a new networking paradigm that
promises to transform typical enterprise networks (which have static, hardware-centric, and
device-specific network) into programmable, software-defined, and centralized control net-
works, allowing network operators to adjust and program network resources dynamically to
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meet the changing needs of today’s business-driven networks [237]. SDN makes easier to cre-
ate new abstractions in networking, simplifying network management and facilitating network
evolution [126]. In particular, SDN was devised by researchers who were frustrated by the need
to upgrade or change out software in network hardware devices every time they wanted to try
something new. As such they introduced the idea of SDN to break down the vertical integration,
by detaching the control plane from the underlying forwarding plane and using well-defines in-
terfaces to enable programmable behavior of the network and its elements. Additionally, the
concept of centralized controller is promoted with the purpose to maintain the global view of
network status and operations. The controller can query all the flow entries across the network
to identify individual traffic paths, request per-switch statistics of the ports as well as flow uti-
lization. Also, it can build a full topological representation of the network, allowing re-routing
decision to be made on the fly. Combining all the data available at the controller, it is possible
to have a fine-grained view and control of the network utilization. To elaborate the functionality
of SDN architecture, it can be simply divided into three main layers/planes as represented in
Fig. 2.2:

* Application layer: which contains various SDN applications for various functionalities
such as routing, load balancing, and security services. It communicates with the SDN
controller through northbound interface, e.g., RESTCONF [3].

» Control layer: make decisions about where traffic is sent. It consists of one or more SDN
controllers. It is responsible for logically maintaining a global view of network, provid-
ing hardware abstraction to SDN applications, and performing control tasks to manage
the networking devices in the infrastructure layer via southbound interfaces (e.g., Open-
Flow [164]') according to the requests from the applications. Some examples of active
and open-source SDN controllers are OpenDaylight [225], Floodlight [19], ONOS [224],
RYU [159].

! In particular, ONF [166] defines the OpenFlow as the first standard communication and the most widely-used protocol defined between
the control and data planes of an SDN architecture.
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e Infrastructure layer: is composed of networking elements such as virtual/physical switches
and routers that used to forward traffic flows based on rules installed by the controllers.
It enables data transfer to/from the end hosts and manages conversations with the re-
mote peers. Examples of SDN enabled OpenFlow switch implementations are Open
vSwtich [134] and Pica8 [182].

2.1.3 Major advantages of NFV and SDN

It has been widely recognized that the new networking technologies like NFV and SDN bring
many advantages such as reducing the cost of hardware investment, optimizing resource con-
sumption, and improving the operational efficiency and the quality of service deployment.
Therefore, the aforementioned issues in the traditional networking model can be potentially
overcome. The improvements made by NFV/SDN? are discussed as follows.

* Reduced CapEx and OpEx: One of the major advantages of NFV is to reduce CapEx
and OpEXx, by decoupling network functions (e.g., firewall, load balancing, IDS/IPS) from
the proprietary hardware appliances to virtualized network services [98, 191]. As such,
network functions will no longer be tied to a particular hardware platform, allowing them
to be controlled centrally, and dynamically deployed on demand. Meanwhile, SDN [237,
206] which is recognized as the complimentary technology to NFV helps in overcoming
the limitations associated with traditional network infrastructure playing an important role
in managing and controlling the network connectivity. These advantages significantly
contribute to the simplified and automated operation, eventually leading to the reduced
capital investment costs and enhanced capacity utilization.

» Shorten time to market: Time to revenue is another key aspect provided by NFV and
SDN [107, 114, 110]. It enables to deploy new services more quickly and easily (i.e.,

2 NFV and SDN are two closely related technologies that operate at different layers of NFV architectural framework. SDN is considered
highly complementary to NFV, which is practically used as a part of SFC creation to provide the full network control capabilities and manage
traffic steering at the data plane. They usually come together. Therefore, in this thesis, we generally threat SDN as part of NFV, so that SDN
will not be explicitly mentioned unless it is particular needed.
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from months to minutes), while providing more scalable service creation, rapid proto-
typing and testing, remote and automated software update, flexible and adaptive network
design tailored to particular business needs. These properties reduce the time required for
instantiation, configuration, and deployment of new services, resulting in shorter service
deployment time.

* Reduced complexity of deployment and management: Thanks to NFV management and
orchestration [74, 152], network operators can remotely configure, automatically provi-
sion, and easily update policy rules of deployed network services on the fly. It offers
simplified policy enforcement by eliminating the need of manually planning on device
placement or pre-configure route to enforce policies. Also, with the help of centralized
SDN controller [237], it provides network engineers and administrator to have a global
view of network status, enabling them to directly and programmatically configure the un-
derlying forwarding plane like switches on how to efficiently handle the network traffic. It
brings efficient management of network resources by reducing overall management time
and the chance for human error.

* Dynamic and elastic scaling of services: NFV/SDN brings significant advantages that al-
low service providers to scale up or down network service’s capability on demands. For
example, the network operators may leverage NFV/SDN to scale additional resources for
particular service instance when the number of users increases, and this service instance
will be removed if it is no longer used. As such, service request response time can be sig-
nificantly improved, and the service configuration and updates can be handled in a faster
manner. Some existing examples of NFV/SDN based network service implementations
which provide dynamic scaling are discussed in [248, 58, 57].

e Efficiency improvement for usage and management: As aforementioned, today’s network
devices are developed in a largely uncoordinated manner, and it is difficult to properly
operate among each other to meet the exact user requirements. To tackle this inefficiency
problem of managing and deploying network services, Sekar et al. [207] exemplified two
potential benefits. First, NFV allows network operators to consolidate network applica-
tions from different vendors to run on a consolidated hardware platform, and manage them
in a centralized manner. Second, NFV together with SDN provide centralized manage-
ment with an unified and network-wide view to quickly configure and monitor network
services, and update the policy rules. For examples, the use of centralization to simplify
network management has already been introduced in [248, 212].

2.1.4 The role of SDN in NFV

Being born at different times and promoted by different communities and organizations, SDN
and NFV share many properties and are highly complementary to each other. These two tech-
nologies have the same objective to help accelerate service agility and drive new service inno-
vation towards a software-driven networked ecosystem [167, 69]. On the one hand, NFV can
serve SDN by virtualizing SDN elements including SDN controller and SDN data forwarding
entities (which can be seen as VNFs) to run in the cloud, thus allowing the optimal provision
and dynamic migration of these components with respect to their locations and business needs.
On the other hand, SDN can be a part of NFV by providing programmable network connec-
tivity between instantiated VNFs, enabling optimized traffic steering and intelligent service
chaining [?, 158].

To have a better understanding about the SDN usage in the NFV architectural framework,
Fig. 2.3 shown mapping position/location in which SDN elements can be deployed in the frame-

12



Table 2.1: A summary of comparative analysis between traditional network model and NFV model

ing a service across multiple vendor’s hardware
platforms

Metrics Characteristics of traditional network model Characteristics of NFV and SDN
Cost * Specific hardware equipments perform specific | * Minimize hardware expenditure, and software devel-
network functions opment cost
* The amount of hardwares are increased when net- | * Save money on electricity consumption, hardware
work infrastructure get large maintenance, and operational expenses
* Space saving in datacenter
Network * Legacy networks become difficult to be auto- | * Migrate network functions from dedicated hardware
function mated, provisioned, and orchestrated to virtual machines, and move them to software-based
deployment * Traditional networking model introduces complex | approach
configuration « Shorten time in service deployment
* Require significant manual effort and operator ex- | ¢ New services can be added, deployed, installed, and
pertise provisioned more quickly
* Longer time for service deployment
Scalability * Limited capacities scaling ¢ Flexible scaling up/down network services and re-
sources as on demands
» Agile service creation and rapid provisioning to im-
prove customer satisfaction
Capability of | ¢ Lack of effective automated resource allocation | e Provide resource optimization and load balancing
management | and configuration » Handle virtualized resources through appropriate ab-
and * Each network device has individual setting and | stracted services, known as NFV MANO
orchestration | configuration * Rapid scaling and efficient allocation of physical and
¢ Closed and proprietary setup, making network de- | virtual resources on the fly
vices complex and difficult to manage  Provide automate orchestration in action, and reduce
* Lack of fine grained control, flexibility, and inter- | operational cost without downgrading reliability
operability  Simplify service chain provisioning, making it easier
¢ Requires dedicated administrators to maintain net- | and cheaper to spin up applications in enterprises across
work traffic load balancing service provider’s networks
* All requests are passed through a single piece of
hardware, any failures will cause collapse of the en-
tire services
Built-in * Specific security devices are used to prevent spe- | ¢ Allow the additional layer of security with lower cost
security cific attacks » Rapid deployment of software-based virtual security
mechanisms « Difficult in testing, monitoring, and troubleshoot- | appliances

« It is easier to create, manage, and adjust security zones
* Quickly automated virtualized security functions as on
demand, while security policy can be updated remotely

work. In the figure, SDN elements like SDN controller and SDN application can be positioned
in different locations within the NFV framework. For example, the SDN controller can be ei-
ther merged with the VIM functionality (case 1), serves as a part of NFVI and is not a VNF
(case 3), part of OSS/BSS (case 4), or it is virtualized as a VNF (case 2) or PNF (case 5).
Similarly, the SDN application can interface with SDN controller in multiple scenarios. For

example,

* Case 1: SDN application resides within NFVI layer and directly interfacing with SDN
controller, i.e., OpenStack Neutron [157].

* Case 2: The SDN application is virtualized as VNF and communicated directly to SDN
controller. For instance, a Policy & Charging Rules Function (PCRF) may communicate
to the SDN controller for policy management and traffic steering [69].

* Case 3: The SDN application can be an element manager that interfaces with SDN con-
troller to collect some metrics or configure some parameters.

* Case 4: The SDN application might be an OSS/BSS application interfacing with SDN
controller, e.g., tenant specification purpose.
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| SDN controller

e Case 5: A complete SDN solution including SDN controller and SDN application are
integrated in the dedicated hardware devices.

It has been revealed that the combination of SDN and NFV enables dynamic, flexible de-
ployment and on-demand scaling of network functions which are necessary for upcoming 5G
systems such as mobile core network, home environment and content delivery network. These
characteristics have also encouraged and gained a promising development of network slicing
and service function chaining (SFC). From a user endpoint perspective, the term of network
slicing is to group physical/virtual resources into a slice to achieve performance requirements
(transmission rate, delay, throughput, efc.) [158]. From network perspective, slicing a network
is to divide the underlying infrastructure resources into a set of logically isolated virtual net-
works. This concept is considered as an important feature of a 5G network, and also being
standardized by 3GPP [1]. Meanwhile, SFC [96] allows traffic flows to be routed through an
ordered list of network functions (firewall, load balancers, efc.). Some example use cases of
SFC are given in [95, 127, 233].

2.2 NFYV Architectural Framework

In NFV, software-based VNFs are instantiated across a diverse range of VMs, connected and
chained together in a certain way to create an end-to-end network services. According to the
ETSI reference model [73], the NFV architecture is mainly composed of three main functional
blocks: NFV Infrastructure (NFVI), Virtual Network Functions (VNFs), and NFV Manage-
ment and Orchestration (NFV MANO), as illustrated in Fig 2.4. The additional module like
Operating Support System/Business Support System (OSS/BSS), which provides management
and orchestration of legacy systems, can be considered as independent module which is practi-
cally managed by NFV MANO.
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2.2.1 NFYV Infrastructure (NFVI)

NFVI aims at providing basic storage and computing capabilities for building an environment,
in which network functions can be executed. The capabilities provided by NFVI are the pro-
cessing, storage, networks, and other fundamental computing resources, which are pooled and
made available to the customers. Thus, the customers are able to deploy and run arbitrary
network services without too much concern about managing or controlling the underlying in-
frastructure. On the one hand, the concept of NFVI can greatly expand a carrier’s coverage
in terms of locations for providing and maintaining network services at a large scale. This
brings significant advantages on reducing the cost and complexity of deploying new hardware
or leasing fixed services. On the other hand, service providers can either use their own NFVI
or leverage other service provider’s infrastructure to deploy their own network services. This
makes the implementations of network services more flexible and efficient in resource utiliza-
tion.

2.2.2 Virtual Network Functions (VNFs)

This layer provides the implementations of network functions, e.g., firewall, load balancing,
IDS/IPS, using software based approaches. It moves network service functionality from pur-
pose built platform to commodity hardware environment, and capable of running over the
NFVI, rather than investing its own capital on purchasing specific hardware equipments and
deploying network infrastructure. On the one hand, one network service can be composed
by a number of VNFs that are running on several VMs, being linked and chained together to
create an end-to-end network service, so-called Service Function Chaining (SFC). On the an-
other hand, a single VNF can be shared and leveraged by a number of distinct service chain
to further met application-specific requirements. To date, the most prevalent transition models
of VNFs, include virtual Evolved Packet Core (VEPC), virtual Customer Premises Equipment
(vCPE), virtual Radio Access Network (VRAN), virtual Content Delivery Network (vVCDN),
virtual Set-top Box (vSTB), and virtual Residential Gateway (VRGW).
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2.2.3 NFV Management and Orchestration (NFV MANO)

The nature of NFV determines that new network services can be dynamically and quickly cre-
ated, deployed, and removed. However, it requires management and orchestration module to be
added for managing and orchestrating all the resources needed by the VNF instances. In par-
ticular, NFV MANO has been proposed by ETSI [74], which is used for lifecycle management
of physical/virtual resources, VNFs, and network services. As shown in Fig 2.4, NFV MANO
can be categorized into three functional blocks as follows.

* Virtualized Infrastructure Manager (VIM): which manages and controls NFVI physical
and virtual resources including computing, storage, and network in a single domain. In
particular, the tasks related to VIM are: (1) orchestrating the allocation/request of NFVI
resources; (2) performing root cause analysis of performance issues arising from NFVI;
(3) collecting infrastructure fault information; (4) collecting information related to capac-
ity planning, monitoring, and optimization; and (5) managing software images (e.g., add,
delete, update, copy) as requested by other NFV MANO module like NFVO.

* VNF Manager (VNFM): it is responsible for deployment, configuration, lifecycle man-
agement, healing, upgrading, and other element management of VNFs. The VNFM can
be deployed for each VNF or multiple VNFs. The major functions of VNFM include:
(1) VNF instantiation; (2) configuration; (3) modification; (4) scaling in/out; (5) termina-
tion; (6) VNF instance software upgrade; and (7) management of the integrity of the VNF
instances through their lifecycle.

* NFV Orchestration (NFVO): which provides orchestration of NFVI resources across mul-
tiple VIMs and lifecycle management of network services. In particular, the NFVO func-
tionality can be divided into two broad categories: resource orchestration, and service
orchestration. The resource orchestration manages and coordinates the resources under
the management of different VIMs. The service orchestration manages and coordinates
the creation of an end-to-end service that involves VNFs from different VNFMs domains.
The major functionalities of NFVO include; (1) providing topology management of net-
work service instances (a.k.a, VNF forwarding graphs); (2) validating and authorizing
NFVI resources requested by VNFMs; (3) managing VNF instantiation in coordination
with VNFMs; and (4) providing network service instantiation and lifecycle management
(e.g., create, update, scale, and terminate).

2.3 Analysis on the Existing NFV MANO Frameworks

In the previous section, we have learned that NFV MANO module is considered as a core part
of NFV architectural framework which plays an important role in automated arrangement, co-
ordination, and management of complex network services. Specifically, it takes in charge of
providing centralized management of resource pool, provisioning network services, maintain-
ing the full lifecycle of VNFs and network services, with the objective to reducing the time
and effort for deploying multiple network service instances on the cloud. This section is in-
tended to conduct comparative analysis of the existing NFV MANO frameworks from security
perspective, especially the open-source onces, by analyzing their architectures, data models,
salient features and capabilities of managing security mechanisms, which ultimately lead to a
foundation for the development of software-defined security framework.
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Figure 2.5: OpenMANO relation to ETSI NFV architecture [223]

2.3.1 OpenMANO

OpenMANO [223] is an open source project, which aims to provide a practical implementa-
tion of management and orchestration under ETSI standard. It has been released by Telefon-
ica to address the main aspects of easy creations and configurations, support network service
deployment in complex scenarios, and provide high performance capability aligning with En-
hanced Platform Awareness (EPA) principles [68]. In addition, OpenMANO is designed to help
partners and network equipment vendors to easily test and develop VNFs with vendor-neutral
orchestration. As the ultimate goal of OpenMANO is to provide interoperability for service
orchestration, it allows providers to adapt and expand their network service more easily.

2.3.1.1 Architecture

The OpenMANO architecture consists of three main components as presented in Fig. 2.5.

* Openmano: It is treated as a key component for NFV orchestrator, that supports the cre-
ation of complex virtual network scenarios. It interfaces with an Openvim through its API
and offers a northbound interface based on RESTful API. The main functions of Open-
mano include: (1) tenant and datacenter management; (2) VNF and network scenarios
catalog management; (3) VNF and Network Service (NS) deployment; and (4) VNF and
NS lifecycle management.

* Openvim: It is considered as virtualized infrastructure manager with support high and
predictable performance. It directly interfaces with the compute and storage nodes in the
NFV infrastructure to deploy VMs and provide computing/network capabilities, and inter-
acts with openflow controller to create infrastructure network topology. It offers a REST-
based northbound interface (Openvim API) to communicate with Openmano for service
orchestration. The main functions of Openvim include: (1) NFVI tenant management; (2)
compute node, network, and port management; (3) image and flavor management; (4) VM
deployment with EPA support; and (5) native and bridged layer 2 networks. In addition,
the implementation of Openvim has been followed the recommendations in ETSI NFV
Performance and Portability Best Practices [68].
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* Openmano-gui: It is a web GUI, which interacts with Openmano server through its north-
bound API. It provides a graphical and user-friendly interface, making it easy and efficient
to operate on a machine. The main characteristics of Openmano-gui include: (1) accessing
to network scenario definitions and instances; (2) dragging and dropping scenario builder
with access to the VNF catalog; and (3) allowing actions, e.g., stop, shutdown, delete,
deploy, over network service and VNF instances.

2.3.1.2 Salient Features

* Friendly network engineer: OpenMANO allows options to access and create network
scenarios and instance lists (e.g., NSs, VNFs, links) by easily dragging or dropping the
NS/VNF items from catalog. The link connection among VNF instances can be created
with one mouse-click. Also, network operators can freely identify options over network
scenarios such as stop, shutdown, delete, and deploy NSs/VNFs. The status of all related
VNF instances are available through the openmano-gui.

* Abstraction model: The main point of OpenMANO focuses on industry-specific orches-
tration challenges, by proposing an abstraction model to make network design more sim-
ple, while hiding low-level complexity of network engineer. Also, it ensures consistent
deployment in which NS/VNF instances can be quickly created, configured, deployed,
and terminated by referencing standard NS/VNF descriptors. In addition, network op-
erators can utilize openmano-gui to create new network scenarios, deploy several set of
VNFs and network connections, and further interact with external networks (e.g., legacy
nodes) to accomplish their desired tasks.

» Enhance Performance Awareness (EPA): One of the challenges introduced by NFV is
that the virtual network functions must achieve the service capabilities and performance,
as equivalent to the native network functions that have already been provided. To help
address this challenge, many developers are developed their applications with specific
drivers such as cryptographic or hardware accelerators [39, 29] for further improving their
service performance. The concept of EPA is consistent with the objectives identified in
OpenMANO, in which virtual compute nodes can be supported high performance as re-
quired. For example, OpenMANO provides properties to discover, track, report the CPU
and memory usage. Also, the underlying virtual resources like vCPUs can be arbitrary
allocated, intelligently deployed, and dynamically shared among VNF instances in an ap-
propriate manner. Resulting to resource utilization and performance improvement in the
available VMs.

* REST-based APIs, and multiple VIM supporting: OpenMANO architecture provides a
REST-based northbound interface, so that Openmano module can be interacted with Open-
vim module for resource allocation. The use of RESTful API is a light weight commu-
nication and does not leverage much bandwidth, hence it uses a small message format
for transferring. Resulting in a popular building style for cloud based APIs. Also, the
concept of OpenMANO supports interoperability, as it aims to help figure out vendor
lock-in. Thus, multiple VIMs such as OpenStack, VMware, OpenDaylight, OPNFV can
be co-existed in Openmano layer to serve hight service performance.

2.3.2 Cloudify orchestration

Cloudify orchestration platform [47] has been proposed to help contribute open source NFV
MANO adoption. It is an open source cloud orchestrator which focuses on optimizing or-
chestration and management of NFV based network services. The ultimate goal is to provide
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Figure 2.6: Cloudify architecture aligning to ETSI NFV MANO standard [47]

seamlessly integration with a wide range of industry standard protocols and modeling lan-
guages such as ETSI NFV MANO [74], YANG [20], NETCONF [190], RESTCONF [2], and
TOSCA [227]. Thus, different workloads on the different cloud platforms can be intercon-
nected to deliver end-to-end network services, regardless of vendor or technology stack.

2.3.2.1 Architecture

As shown in Fig. 2.6, Cloudify has been built and aligned with ETSI NFV MANO to man-
age and orchestrate the cloud infrastructure and resources. However, Cloudify orchestration
platform is mainly focused on two modules: NFV Orchestrator (NFVO), and VNF Man-
ager (VNFM). Meanwhile it relies on existing Virtualized Infrastructure Manager (VIM) like
VMware, OpenStack, and OPNFV for handling NFVI resources.

* NFV Orchestrator (NFVO): as its name implies, NFVO is responsible for orchestration
and management of end-to-end network services, including integration with SDN con-
trollers and Operations Support Systems and Business Support Systems (OSS/BSS). As
shown in Fig 2.7, NFVO can be composed by several modules such as, (1) REST-based
northbound interface, to interact with Service portal and OSS/BSS systems; (2) Service
catalog, which contains a set of blueprints for network service’s execution; (3) Service
orchestrator, which orchestrates and manages end-to-end network services; (4) Intelligent
policy manager, provides custom policies for automated triggering, healing, and scaling
capabilities; and (5) Application and network controller, provides plugins to interface with
third party VNFM and other peripheral controllers such as WAN, SDN, DNS, and LDAP
controllers.

* VNF Manager (VNFM): as similar to other orchestration platforms, the VNFM is respon-
sible for lifecycle management of VNFs. For example, it takes action on VNF instan-
tiation, configuration, scaling in/out, updating, and termination. Fig 2.7 illustrates that
Cloudify serves as a generic VNF manager (G-VNFM) which maintain three main mod-
ules: (1) VNF catelog, which stores a set of VNF’s blueprints; (2) Lifecycle management,
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which orchestrates and maintains the lifecycle management of VNFs; and (3) Enhanced
monitoring, with an objective to provide health and performance monitoring of deployed
VNFs.

In addition, Cloudify architecture is built based on TOSCA data model, which creates con-
figuration files, called Blueprints, to be used for further execution of network services and VNF
instances. The concept behind the blueprints aims to define the application’s configuration, ser-
vices, and their tier dependencies. It describes the execution plans for the lifcycle of network
services. For examples, allocating the virtual resources and executing necessary middleware
services needed to run network service, spinning up more instances or terminating existing
ones, and performing health monitoring. Cloudify uses the blueprint as input for describing the
deployment plan, making it possible to manage the infrastructure as code. As the result, it can
support any cloud infrastructures, because the abstraction layer of MANO is isolated from the
underlying infrastructure.

2.3.2.2 Salient Features

* TOSCA data model: TOSCA allows operators to arbitrary describe the deployment, op-
erational behavior requirements, and link connection for each network service as on de-
mands. It provides a simple way to express application topologies, VNF dependencies,
and workloads in YAML syntax with a human readable fashion. More importantly, it
enables portable deployment and management of applications across different cloud plat-
forms. Resulting in service no lock-in, while providing seamlessly integration with indus-
try networking standards and other modeling languages.

* Native integration with OpenStack and other cloud infrastructures: Cloudify provides an
option to seamlessly integrate with OpenStack infrastructure and core services like Key-
Stone [171], Neutron [157], Nova [172], and Heat [104]. To do that, Cloudify re-designs
its underlying architecture to match the design principle of OpenStack services. For exam-
ple, rewriting the core services and leveraging the common infrastructure building blocks
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such as RabbitMQ [192]. Furthermore, it provides plugin for other cloud infrastructures
like VMware vSphere, Apache CloudStack, vCloud, and SoftLayer. Thus operators can
deploy their services across multiple cloud environments without concerning a complex
setup for particular cloud platform.

* Multiple application supporting: Cloudify allows operators to manage, orchestrate, and
monitor a large set of applications (up to thousands of nodes). By using a message bro-
ker to manage the communication among the deployed VNF instances, while employing
logging/analysis engine to monitor and keep track of that deployed VNF instances.

* Topology-driven monitoring: Cloudify introduces a new concept of topology driven mon-
itoring, in which the entire application management and tracking system are centralized
around the application topology. The operators can keep track at any state of applications
including status of deployed network services and VNFs. Specifically, the monitoring
system is integrated with the orchestration engine, making the two systems are always
synchronized and up to date, so that no need to utilize or rely on the external discover
services.

2.3.3 Tacker - OpenStack NFV Orchestration

Tacker [219] has been emerged as an official OpenStack project with a mission to build NFV
orchestration software supporting both VNFMs and NFVO, with an ultimate goal to achieve
end-to-end lifecycle management of network service and VNFs. The Tacker is designed to be
compatible with the ETSI MANO architectural framework as shown in Fig 2.8.

2.3.3.0.1 Architecture: Tacker architecture consists of three major components: NFV catalog,
VNFMs, and NFVO, as illustrated in Fig 2.9.

* NFV catalog: maintains Network Service Descriptors (NSDs), VNF Descriptors (VNFDs),
and VNF Forwarding Graph Descriptors (VNFFD). All related NFV workflows and VNF
descriptors are defined based on TOSCA (Topology and Orchestration Specification for
Cloud Applications) templates. As a matter of fact, TOSCA is a new open cloud stan-
dard that describe software applications (including nodes and relationships) running in
the cloud. In addition, the Tacker project is working closely with the OASIS TOSCA
NFV subgroup [227], with the purpose to drive the evolution of its simple profile for
NFV.

* VNFM: handles the basic lifecycle management of VNFs (e.g., create, update, delete),
health monitoring of deployed VNFs, auto scaling based on policy, VNF configuration
using Element Management System (EMS), VNF image update management, and facili-
tating initial configuration of VNFs. When VNF is initiated, a TOSCA template related
to VNFD is executed. In fact, a VNF can be considered as a single VM, or a complex
interconnected multiple VNFs. Tacker can facilitate configuration, monitoring, healing,
and scaling of VMs as described in the TOSCA template. Additionally, Tacker uses many
existing OpenStack services like Heat [104] to realize these features.

* NFVO: provides end-to-end network service orchestration using a collection of VNFs,
ensures efficient placement of VNFs based on policy, maintains VNFFD, manages re-
source allocation, and orchestrates VNFs across multiple VIMs spanning across different
geographical sites. When network service is initiated, a TOSCA template of NSD is exe-
cuted. NFVO may interact with VNFM to deploy VNF instances for a particular network
service. Also, it may interact with Service Function Chaining (SFC) to further create VNF
Forwarding Graphs (VNFFG).

21



Os-Ma
e 0SS/BSS NEY
: Orchestrator
<+ Or-\infm|
§ [ o | | T2 ‘ ‘ EM 3 | Ve-Vinfm VNF Service, VNF and
H H T I - Infrastructure
- T
4 = = = Mariager(s) Description
‘ VNF 1 ‘ ‘ VNF 2 ‘ | VNF 3 ‘
1 TvneNt - T Virvnim
NFVT
Virtual Virtual Virtual
Computing Storage Network
T NEVi Virtualised Or-vi
| Virtualisation Layer | ! Iifstactng If
VI-Ha | Manager(s)
Hardware resources
- Computing Storage MNetwork
Hardware Hardware Hardware
&—= [Execution reference points foe Other reference points  =—fm Main NFV reference points

Figure 2.8: Tacker related to ETSI MANO architectural framework [219]
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Figure 2.9: Tacker architecture with its main components - NFV catalog, VNFM, and NFVO [219]

2.3.3.1 Salient Features

* Tacker monitoring framework: it allows NFV operators and VNF vendors to write a plug-
gable driver for further monitoring status of deployed VNF instances. A monitor driver
can be written using TOSCA template. For example, each VM or Virtualization Deploy-
ment Unit (VDU), which is considered as a compute node in VNF, can specify the monitor
details with corresponding actions and parameters when monitoring conditions are met.

* VNFD template parameterization: the concept of parameterization provides ability to de-
fine a VNFD onces and used it several time for deploying multiple VNFs with different
value of VM parameters providing at deployment time. Clearly, the same template can
be reused several times for deploying multiple VNFs. Unlike a non-parameterized tem-
plate that has static values for that parameters, this might limit the number of concurrent
deployment of VNFs when using a single VNFD.

» Enhanced Perfornace Awareness (EPA): the main idea behinds the EPA is to improve
overall service performance. According to Tacker architecture, it has been relied on
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VNFD templates for describing a VNF in terms of its deployment and operational be-
havior requirements. This template allows operators to define specific requirements for
particular VNF instance. It leverages features of a compute node such as Non-Uniform
Memory Access (NUMA) topology, Single Root I/O Virtualization (SR-IOV), huge pages,
and CPU pinning to achieve EPA’s objectives (e.g., high performance and low latency re-
quirements).

* Multi-site VIM usage: a Tacker orchestrator can be used to control and manage multiple
VIMs spanning across different OpenStack sites, without having the need to deploy a
dedicated Tacker server for each OpenStack site. This allows operators to arbitrary deploy
VNFs across multiple OpenStack sites using the multi-site VIM features. For example,
once the operators are successfully registered on some specific OpenStack site, they can
deploy VNFs globally across multiple VIMs belonging to this Tacker orchestrator.

2.3.4 OpenBaton orchestration

OpenBaton [168] project aims to provide several components for building a complete envi-
ronment fully compliant with the ETSI NFV MANO specification. The main scope of Open-
Baton is similar to orther NFV orchestration frameworks including OpenMANO, Tacker, and
Cloudify, which particularly focuses on the basic orchestration of NFVO and VNFM, enabling
VNF deployment on top of multiple cloud infrastructures. It provides a NFV Orchestrator
(NFVO) to expose a dashboard for managing network services, supports a generic VNFM and
a lightweight Element Management System (EMS). Also, it can integrate with a multi-site NFV
infrastructure based on OpenStack [170] and Docker [61].

2.3.4.1 Architecture

Open Baton provides a reference implementation of NFVO and VNFM based on ETSI NFV
MANO specification, implemented in java using the spring.io framework, as represented in
Fig. 2.10. It consists of two main components, a NFVO and a generic VNFM. More specific
details of Open Baton architecture can be illustrated in Fig. 2.11.

* NFV Orchestrator (NFVO): The main responsibilities of NFVO is to provide end-to-end
network service orchestration and maintain its lifecycle. For examples, service initiation,
configuration, termination, global resource and policy management, validation and au-
thorization of requests for NFVI. The NFVO supports two different mechanisms when
interacting with generic VNFM, by using a message broker as an intermediary for mes-
saging, or exposing JSON-based RESTFul API.

* Generic VNFM (together with the Generic EMS): It has been designed to take care of
VNF lifecycle management such as instantiating VNFs, interacting with NFVO for re-
source allocation, providing VNFD and virtual machine images, instructing OpenBaton
EMS to execute specific configuration scripts on particular virtual machines (VNFs). It
works as intermediate component between the NFVO and the VNFs (the VM that in-
stalling VNF software on top of its). To complete the lifecycle of VNFs, the Generic
VNFM interoperates with the EMS (which acts as an agent located inside the VMs), with
the purpose to perform executing scripts contained in the VNF’s package. In addition,
the Generic VNFM can be assigned to support a single VNF, or multiple VNFs simulta-
neously. Meanwhile, the communications between NFVO, VNFM, and EMS have been
relied on AMQP (Advanced Message Queuing Protocol) based standard messaging sys-
tem - RabbitMQ [192], which is standard interface for communication.
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2.3.4.2 Salient Features

* Openness: To date, the works related to NFV MANO is under implementation and devel-
opment, while NFV standard processes are in process and not yet mature. Interoperability
among different NFV vendors is one of the key challenges that OpenBaton is trying to
solve. Therefore, one of the main objectives of OpenBaton is to provide open source im-
plementation of NFV orchestration platform, as the developers believe that this solution
can help to support and improve the development of a standardized NFV environment.

* Interoperability: OpenBaton supports interoperability between NFVO, Generic VNFM,
EMS, and other external components. As a matter of fact, OpenBaton architecture has
been designed to support different mechanisms for exchanging communication between
them, either over a message bus using standard messaging system (RabbitMQ), or using
a RESTFul interface.
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» Easy extensibility: OpenBaton offers easy integration and extensibility with a multi-site
OpenStack environment. It uses the OpenStack APIs to initiate VM and deploy net-
working resources. These plugin mechanisms have been developed under OpenBaton
framework to provide interface between NFVO and OpenStack VIM, and further support
multiple cloud systems.

» A set of libraries: Open Baton offers a set of libraries, called openbaton-libs, that can
be used to create customized VNFMs. The openbaton-libs contains several modules,
sharing among different components inside the OpenBaton framework. For example, (1)
NFVO uses openbaton-libs to facilitate library preparation needed for setting, installing,
and instantiating different objects; (2) a generic VNFM uses openbaton-libs to deploy
VMs, execute script, and perform VM’s termination; and (3) Openbaton client implies
openbaton-libs for further creation of NSD, VNFD, and VIM instance.

* Dashboard: The OpenBaton’s dashboard allows the users to easily manage the lifecycle
of different objects, e.g., number of network service records, VNF instances, VMs, VNFD

and NSD.

2.3.5 Comparative studies

Table 2.2 highlights a high level comparison between four different types of existing frame-
works related to NFV MANO, especially the open-source software development.

Table 2.2: The main difference between four NFV service orchestration platforms

Characteristic OpenMANO [223] Cloudify [47] Tacker [219] OpenBaton [168]
analysis
Data model Python-based TOSCA TOSCA Java based SDK
Architecture Openmano is respon- | Cloudify manager acts | Tacker uses TOSCA | OpenBaton provides

sible for VNF/NS life-
cycle management, it
interacts with Open-
vim for VMs deploy-
ment, and provides
computing and net-
work capabilities

as orchestrator which
creates multiple deploy-
ments, support different
plugins (e.g., Docker,
Chef, Puppet), execute
healing and scaling,
view metrics and ap-
plication’s topology
through web Ul

templates to describe
VNF meta-data defi-
nition. When VNF
is initiated, a TOSCA
template of VNFD is
executed

NFVO to maintain
end-to-end network
service orchestration,
and generic VNFM
(together with generic
EMS) for taking
in charge of VNF
lifecycle management

Centralized point of
control

Yes, via Openmano

Yes, via Cloudify man-
ager

Yes, via NFVO

Yes, via NFVO

Support OpenStack | OpenMano pro- | Cloudify works natively | Tacker is an official | OpenBaton provides
vides an OpenStack | with OpenStack, butitis | OpenStack  project | openstack-plugin to
northbound interface | considered as an exter- | building NFV orches- | allows NFVO allo-
(openvim  API) to | nal component tration to support both | cates resources on
support  OpenStack NFVO and VNFMs OpenStack
infrastructure

Data model based No No* Policy-based ~ VNF | No

security efforts monitoring

Script terminology Python scripts Blueprints TOSCA templates Java scripts

* Cloudify uses SSL to create secure communication between users and Cloudify manger, while relying on RabbitMQ TLS feature to create
secure communication between the different components within the Cloudify.

Specifically, two important conclusions are drawn as follows,

* TOSCA data model based implementation. It is worth noting that only two existing
frameworks (i.e., Tacker and Cloudify) define their data models based on model-driven
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structure using TOSCA standard®. One of the reasons is that other existing frameworks
were already developed and implemented before OASIS released the TOSCA data model
standard for NFV (version 1.0 on Mar 2016). This constraint inevitably affects their
typical data structures, pressing them to be transformed from non-model driven-based
approach to model driven structure using TOSCA standard, leading to error prone and
cumbersome processes. An alternative solution implementing by underlying OpenStack
infrastructure platform is that it developed TOSCA parser for interpreting TOSCA data
model to native data structure which can be understand and recognize by the native or-
chestrator like Heat [104]. However, to achieve a fully model driven-based approach
especially for NFV orchestration, it requires a period of time for improving maturity of
NFV functional modules in terms of implementation, development, service deployment
and orchestration, interfaces and standardization.

* Security perspective. After a careful study about the data model of these existing frame-
works with respect to several core functions, e.g., network topology, node specification,
service deployment, we found that they lack a dedicated module or component which can
provide holistic security management, especially in the NFV orchestrator. For example,
the service templates defined in the given frameworks generally describe network topol-
ogy, node specification, and link relationships between the nodes.

One of the key observations is that these typical TOSCA based service templates do not
provide well-defined data models for security management purpose, nor clearly specify
security attributes for each VM/VNF in advance. For instance, Tacker only defines the
template for VNF monitoring, e.g., the utilization of VNF’s CPU. However, this allows
unauthorized requests to gain access to the resources and is eligible to use the services.
As a result, the operators may lose control over the deployed VMs/VNFs. More seriously,
it may allow attackers to control the infrastructure resources and compromised VNFs,
leading to unauthorized configuration and theft of services.

Despite the fact that most existing frameworks are interoperated and dependent on the
underlying OpenStack infrastructure orchestration service (Heat), and it is possible to de-
fine security group in Heat, there still lacks dynamic and centralized control with high
level security policy specification. Therefore, it is extremely important and meaningful to
develop such a dedicated module for security management and orchestration, and further
explore the potential to manage a set of policy-driven security mechanisms for achiev-
ing autonomic security management (e.g., self-protection, self-configuration, self-healing,
self-optimization) in NFV environments.

2.4 SecMANO: An Extension of NFV MANO for Security Management

Traditionally, security management is a tedious and manual process that involves the imple-
mentation, deployment, operation, and maintenance of diverse security functions. The security
administrators have to rely on dedicated software or applications to handle security events for
particular operating environments. However, as NFV is based on software-driven approach,
service providers can achieve much higher degree of automated network operations, indepen-
dent generic hardware layer, agile application development and deployment model. Especially,
thanks to NFV, operational processes such as service deployment, on demand resource allo-
cation, on-time recovery, failure detection, and software upgrades, can be programmed and

3 Generally, TOSCA (Topology and Orchestration Specification for Cloud Application) is considered as an OASIS (Organization for the
Advancement of Structured Information Standards) open standard, which describes the structure of composite applications as topology, ser-
vices, relationships, components, requirements, capabilities, and processes. The objective is to provide portability and automated management
across different cloud providers.
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executed with minimal time or no human intervention (zero-touch). All of these benefits pro-
vide an opportunity to reduce the complexity of configuration and maintenance. In this section,
we mainly discuss security management and orchestration in NFV.

2.4.1 High-level features
The design purpose of SecMANO is four-fold,

* First, it provides the capability of integrating security functions into NFV orchestrator for
improving security in network services. The dedicated hardware based security functions,
e.g., firewall, access control, IDS/IPS, DPI, can be migrated to NFV, so that they can be
dynamically configured and automatically deployed according to the particular security
requirements and user demands.

» Second, it potentially provides automated security orchestration for the entire network,
making complex security solutions easier to be performed.

* Third, it allows service providers to incrementally add new functions, providing them the
openness and flexibility to operate with the existing security tools via management and
orchestration.

* Finally, it enables seamless automation and orchestration across multiple cloud platforms,
leveraging potential security functions to improve overall security performance of net-
work services and VNF appliances, while allowing dynamic scaling (in/out) based on the
network load to serve multi-tenancy demands.

Our analysis clearly indicate that developing such a dedicated security management and
orchestration module needs non-trivial efforts. The desirable features include, but not limited
to, the following,

* Advanced security service deployment: Migrating network services like security functions
from dedicated hardware devices to software-based environment allows network operators
to achieve high-level agility and efficient service deployment. As reported in [64, 130],
SecMANO provides different types of security as a service, so that service providers are
offered with powerful forensic analysis capabilities and fast disaster recovery solutions,
enabling them to launch security service (e.g., intrusion detection tools) on demands.
Specifically, the scope of service covers fine-grained access control to resources, global
visibility on the information flows, automated security assessment and remediation, easier
network isolation that isolates unstable or compromised elements from other appliances
through network security zones. More interestingly, empowered by automation and cen-
tral management, a set of diverse security functions can be encapsulated as on demand
security services, and further be holistically integrated or orchestrated, achieving dynamic
and flexible multi-layered defense mechanisms.

» Simplifying service architecture: As network functions have been implemented via soft-
ware and migrated to virtualization environment, so that the number of hardware devices
can be reduced, naturally improving physical security since there are fewer devices and
fewer data centers for taking control.

* Interoperability: The use of NFV infrastructure, the development of virtualized interfaces,
and the common protocols will allow to integrate multiple virtual appliances from various
vendors with different hardwares and hypervisors, thus a large set of security functions
is allowed to be virtualized and provided as agile security services by different service
providers.
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» Improving capability of defending against massive attacks: One of the most significant
advantages offered by NFV is the capability to help improve DDoS mitigation, thanks
to the dynamically provision based software, intelligent configuration in the system, and
well-defined optimization detection. In fact, NFV enables network operators to specify
bandwidth threshold and flow information for each virtual router, while the meta data
associated with a particular flow can be used to analyze DDoS attack. The related example
has been given in [82], by monitoring virtual routers whether there is any large amount of
traffic load hitting a victim nodes that exceed the threshold value, thus DDoS attacks can
be detected.

* Automation and central management: The architecture may facilitate consistent policy
configuration and easier regulatory compliance, thanks to the automation and central man-
agement of security functions. In particular, centralized security management allows se-
curity functions to be configured according to the common policies, rather than configur-
ing them based on a collection of network-specific security function procedures that may
not be consistent and up to date. For example, patch management and incident response
can be implemented in an automated and centralized fashion [130], significantly reduc-
ing operational complexities and costs. An upgraded version of network functions can be
launched and tested, while the original instance remains active until the upgraded version
is deployed. Also, automated incident response can be achieved, because of the inherent
flexibility of NFV, enabling rapid and flexible re-configuration of virtual resources. For
example, if one network function component is compromised, a cleaned version can be
automatically instantiated to replace them, while the compromised version can be revoked
and used for further forensic analysis.

2.4.2 The conceptual design framework of SecMANO

As NFV is still in the early stage of development and deployment, most of the existing frame-
works (as discussed in the previous section) are mainly focused on the migration of network
functions from dedicated hardware appliances to virtualization environment, and the effective
solution in management and orchestration of the virtualized network functions. For example,
the way to allocate virtualized resources, deploy and configure VNF instances, and create a
service chain to deliver end-to-end network services. However, our studies reveal that security
concerns are comparatively overlooked by the research communities and have not been taken
into account in their development lifecycle. Although the authors of [116, 7] have already
raised the security concerns in NFV orchestration and purposed security orchestrator to carry
out security tasks, e.g., managing security mechanisms, the detailed data models and the related
use cases were not sufficiently conducted.

We therefore proposed a conceptual design framework of SecMANO, as shown in Fig. 2.12.
The objective is to empower the current NFV orchestrators to manage security mechanisms, so
that the most appropriate security functions can be dynamically and optimally deployed. In par-
ticular, there are two possibilities of developing and implementing SecMANO; either built-in or
add-on module. However, to make it compatibility with the existing frameworks and alignment
to ETSI NFV reference architecture, we propose to expand the scope of NFV MANO [74], by
adding an additional module of security extension, called as security orchestrator to provide
dynamic security management and orchestration. It works together with the NFV orchestrator
to manage security functions and provide policy enforcement. In particular, security orchestra-
tor is responsible for managing security as a service and validating security characteristics of
network services and resources. Meanwhile, policy enforcement plays a significant role in con-
trolling and managing the behavior of various VNF instances. Specifically, SecMANO have
been designed with two main aspects.
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 Security by design: aims at formally specifying security attributes of interest at the early
stage of deployment to ensure that all the deployed VM/VNF nodes in NFV environment
are associated with certain security attributes. To do that, we extend TOSCA data model
standard (simply known as service template) [227] and use it for specifying high-level
security policy and achieving fine-grained security control.

» Security as a service: which aims at providing a set of security functions (e.g., access
control, IDS/IPS, network isolation, and data protection) on demand, ensuring that the
deployed resources and services are well protected based on the specified security policy.
Security orchestrator uses a set of APIs to integrate several set of security functions, and
then selects the most appropriate ones for handling the user requests.

The operational workflow incooperating between NFVO and security orchestration are illus-
trated in Fig. 2.13. As for the processes of security management and orchestration, when NFV
orchestrator receives service requests from customers, it firstly decomposes the request and
retrieves the necessary recipes (e.g., VNF descriptor, network service descriptor, virtual link
descriptor) for execution. The NFV orchestrator may interact with various functional blocks,
such as VIM to allocate virtual resources, VNFM to instantiate VNF instances, and the secu-
rity orchestrator to perform security operations. Especially, this security orchestrator may use
a set of security APIs to interact with a set of several security functions (e.g., access control,
IDS/IPS, network isolation, and data protection), and then select the most appropriate ones
for handling the user requests. For example, virtual access control can be considered as the
first security function to be launched by security orchestrator to examine user permission and
privilege whether his/her requests are granted to access the resources/services.

29



Create/update policy

Administrator

\4

Orchestrator Other

== Security
functions

Access Security Network Data

- Policy
control  monitoring  isolation  protection

editor
tool

, Customer NEV orchestrator v
> .
h‘ front-end (Network & Service) ” Security orchestrator

<»  Security

e.g. VNF instantiation, VNFFGs

Customers v A A policy
\
» \
Monitoring & Analysis & Infrastructure
Data collection reaction view and status
A
] 1
] I
| I
| I
VNFMs ) !
B e il | '
T T T IO T L _
\
| I
VIMs I
I
|

e.g. VM, CPU, storage allocation
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2.4.3 Discussions

2.4.3.1 Orchestration challenge in NFV

When network services are transitioned to NFV environment, service providers of NFV infras-
tructure have to deal with complexity. The challenges include a myriad of business processes
and operational complexities, spanning from configuration and maintenance to management
and orchestration. Recent research challenge concerns the level of intelligence that must be
achieved in NFV MANO. For example, (1) it should be accomplished an acceptable level of
orchestration and ensure that all the required functions are instantiated in a coherent and on-
demand basis, meanwhile the solution remains manageable [191, 27]. (2) It should provide
automation and self-allocation capabilities to dynamically increase/reduce the amount of re-
source allocation in intelligent manner [152, 18, 31]. Also, (3) the configurations should be
intelligently automated at a large scale, especially those of network services that react in run
time environment across heterogeneous cloud platforms [123]. As a result, the development of
implementation NFV MANO framework should be smart enough to meet the above require-
ments, towards supporting service dynamism, flexibility, and scalability.

More importantly, a basic set of security functions should be automatically orchestrated and
intelligently deployed to the appropriate NFV Infrastructure Point of Presence (NFVI-PoP) for
protecting network assets based on the predefined policies. As a result, security management
and orchestration need to be presented, to provide security countermeasures and offer security
as a service for serving both service quality and security guarantee. In addition, it must be
closely operated with NFV orchestrator to accomplish security tasks, such as providing security
assessments to authenticate user requests and validating network services/resources, whether
they meet certain security properties based on the predefined security policies. Furthermore,
the tasks related to this security management and orchestration should be extended to provide
monitoring service with the purpose to keep track of malicious events during network service
and VNFs lifecycle, and towards deploying appropriate security functions in the presence of
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potential threats and vulnerabilities. Nevertheless, performance impact of security management
and orchestration is not yet evaluated, which would be one of the major challenges that needs
further consideration and exploration.

2.4.3.2 NFYV based security functions: from design to deployment

Security by design. On one hand, NFV offers promising benefits to help service providers
reduce capital and operational expenses, and accelerate time-to-market be reducing the time
requires to deploy new networking services for supporting dynamic changes in business re-
quirements. On the other hand, NFV introduces a very large, comprehensive and dynamic
attack surface (more details about the NFV threat surface are presented in Chapter 3). The
security challenges with NFV are that: (1) there are new malwares (up to 30,000) have been
occurred each day; (2) error prone processes from manual deployments and distributed policy
configuration are significantly multiplied; and (3) dynamic remediation and security service
assessment are not sufficiently addressed [144]. Also, Hamed et al. [97] concluded that manual
configuration of network security technologies, such as firewall and IPsec on the extended sets
of devices are prone to have configuration errors, intra and inter policy conflicts. This configu-
ration complexity is one of the main reasons which generates serious vulnerabilities and threats
in the network. Similarly, the authors of [40] pointed out that the challenging in configura-
tion of distributed policies over NFV environment can be a significant administrative burden,
and error prone. For instance, any update in policies can potentially lead to widespread impact.
Overall, current research activities are not sufficiently addressed and taken into account of these
security challenges.

Therefore, the implementation and deployment of virtual network services should be ini-
tially started from security by design, complemented with security as a service. It is generally
a more realistic solution to ensure confidentiality, controllability of all the access to the underly-
ing infrastructure assets, and ultimately improving the security as a whole. In [144], the authors
discussed about security by design, mentioning that that the design process should start with en-
forcing zero-trust model by blocking all the network traffics until security policies are applied.
For example, authenticating tenant requests, verifying certificate from VM deployment based
on the requested services, and applying policy according to the tenant requirements. Also, the
authors of [156] discussed four phases involving in security by design: (1) asset identification
— by identifying users, service providers, and hardware assets running in NFV environment;
(2) adversaries identification — identifies all the possibilities of attacks; (3) layers of defense
— which provides security solutions that can be used to mitigate and defend against security
threats and vulnerabilities; (4) review phase — all processes and procedures must be periodi-
cally and frequently rechecked, whether they have sufficient security protection when there are
changed in user requirements or when security services are out of date.

Security as a service. As a matter of fact, many users are seriously concerned about security,
privacy, and trust issues introduced by the novel networking technologies like NFV. The most
common reasons are as follows. First, they are not able to monitor all the data transaction pro-
cessing in the cloud environment, especially when the underlying infrastructure owned by the
third party service providers. Second, they have no idea where data is, who has access to their
data, how data is performed, or even how the 