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Ask and it will be given to you; seek and you will find; knock and the door will be opened to
you. For everyone who asks receives; the one who seeks finds; and to the one who
knocks, the door will be opened.

(Matthew 7:7-8)
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Abstract

Title: Reliability approaches in networked systems — Application on Unmanned Aerial
Vehicles

Unmanned aerial vehicles, used and developed initially in the military field, have
experienced profound changes in recent years and are increasingly used in the civilian field.
Recognized as drones, they are most often used in the civil and military domains. They are used
for firefighting, rescue as well as in specific applications such as surveillance and attack. The
formation flight is the most used because it allows a judicious distribution of the tasks and greatly
improves the efficiency of the drones (principle of the attack in pack, carnivorous animals). This
will raise the issue of coordination and strategy, as well as the type of operation (master /slave, ...).

The type and quality of optimal information also remain to be defined.

The increased use of these cooperative systems in hazardous environments makes their
reliability essential to prevent any catastrophic event. Overall performance of the drone fleet
should be ensured, despite possible degradation of components or any changes that occur to the
network and the environment. It is necessary to detect the anomalous behaviors that might
contribute to collisions and thus affect the mission. Taking into consideration performance and
cost, the fault-tolerant system and redundant systems are not always the most efficient solution for
the formation fleet flight. Different methods like the fault tree analysis (FTA), Failure Modes and
Effects Analysis (FMEA) have been used in the helicopter field.

In the first part, we propose a static method based on FTA, to ensure a successful
communication between the drones from one side, and between the drones and the ground station
from the other side by emphasizing on the exchange of information flows. It uses various fault

trees to represent the different error conditions of this complex system.

In the second part, we analyze the different fault states and their probabilities. As this
process is stochastic, an absorbing Markov chain approach is developed. The proposed approach

can be used to find the most risky scenarios and considerations for improving reliability.



Finally, in the third part, we put the emphasis on the message receipt problem in a drone’s
communication network by proposing a protocol based on number of retransmissions. The
reception of a message is provided with a certain probability of reliability depending on several

attributes such as modulation and bit error rate (BER) characterizing the UAVS.

Keywords: UAV, communication, formation fleet, reliability, fault tree, Absorbing Markov chain,

message receipt.
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Résume

Titre : Approches de fiabilité dans les systemes communicants - Application aux drones

Les véhicules aériens sans pilote (UAVS), utilisés et développés pour la premiére fois dans
le domaine militaire, ont connu de profonds changements ces derniéres années et sont de plus en
plus utilisés dans le domaine civil. Etant plus connus sous le nom des drones, ils sont le plus
souvent utilisés dans les domaines civiles et militaires. 1ls sont employés pour : la lutte contre les
incendies, le sauvetage ainsi que dans des applications spécifiques comme la surveillance et
I’attaque. Le vol en formation est de loin le plus utilisé car il permet une répartition judicieuse des
taches et améliore grandement I’ efficacité des drones (principe de I’attaque en meute, des animaux
carnassiers). Cela pose alors la problématique de la coordination et de la stratégie, ainsi que du
type de fonctionnement (maitre/esclave,...).Le type et la qualité d’informations optimums restent

aussi a définir.

L'utilisation accrue de ces systemes coopératifs dans des environnements dangereux rend
leur fiabilité essentielle pour prévenir tout événement catastrophique. Une performance globale de
la flotte des drones doit étre garantie, malgré une possible dégradation des composants ou de toute
modification du réseau et de I'environnement. Il est nécessaire de détecter les comportements
anormaux pouvant contribuer aux collisions et ainsi affecter la mission. Compte tenu des
performances et du co(t, les systémes a tolérance de pannes et a redondance ne représentent pas
toujours la solution la plus efficace pour ce type de vol de flotte en formation. Différentes méthodes
telles que I'analyse par arbre de défaillance (ADD), I'analyse des modes de défaillance, de leurs

effets et de leurs criticités (AMDEC) ont été utilisées dans le monde des hélicoptéres.

Dans une premiére partie, une méthode statique basée sur I’ ADD est proposée, pour assurer
la fiabilité de la communication entre les drones d’un c6té et entre les drones et la station de base
de lautre c6té en accentuant I’échange de flux d’informations. Nous utilisons des arbres de

défaillance pour représenter les différentes conditions d’erreur de ce systeme complexe.



Dans une deuxieme partie, nous analysons les différents états de défaillance des
communications et leurs probabilités. Ce processus étant stochastique, une approche par chaine de
Markov absorbante est développée. L’approche proposée peut étre utilisée pour trouver les

scenarios les plus risqués et les éléments a prendre en compte pour améliorer la fiabilité.

Enfin, dans une troisieme partie, nous étudions le probléme de réception des messages d’un
drone en proposant un protocole basé sur le nombre de retransmissions. La réception est assuree
avec une certaine probabilité de fiabilité, en fonction de plusieurs attributs tels que la modulation,

le taux d’erreur des bits (BER) caractérisant les drones.

Mots clés : Drones, communication, flottes, fiabilité, arbre de défaillance, chaine Markov

absorbante, réception de message.
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1 Introduction

This chapter constitutes a general introduction of the thesis report by presenting an

overview of the problem statement, the contributions and the thesis outline.
1.1 The research domain

General Context: Reliability of fleet formation flight of Unmanned Aerial VVehicles (UAVS).

Specific Context: Communication reliability of UAVs ensuring exchanging information with high

probability among them and with the Ground Control Station (GCS).

1.2 Background

Unmanned aerial vehicles, known also as drones, are used frequently in recent years in
order to accomplish a certain mission in a controlled way by a Ground Control Station (GCS) or
autonomously (Howard, 2013). These types of vehicles are primarily used in the military domain
for reconnaissance and surveillance. Their use has developed and they have recently entered into
the civil domain for other missions such as firefighting (Qin, et al., 2016), searching (Rathinam, et
al., 2007), rescuing (Wenquan, You-rong, & Shao-hua, 2011), agriculture applications (Hunt Jr &
Daughtry, 2018) and delivery of parcels (Murray & Chu, 2015). Their small size is mostly due to
the evolution of their use, which has led to minimizing the hardware parts (sensors, actuators,
etc...) in addition to the performance of the commands boards that facilitate their control (Chao,
Cao, & Chen, 2010).

The formation flying of drones has become customary due to the importance of a
coordinated group in achieving a definite common task (Li & Zhang, 2007). The performance of
a formation flight surpasses the high performance of a single large aircraft especially for remote
sensing applications. The group of drones resolves the problem of payload limitation, enhancing
on reducing the cost and increasing the reliability. It increases the probability of success of the
mission (Dudek, Jenkin, Milios, & Wilkes, 1996); in particular, if one drone has a malfunction,



then the others can continue the task. Proper coordination and cooperation between the drones

ensure the exchange of information and the achievement of the task.

Critical system denotes usually the avionic, nuclear systems or even any other system
where its failure contributes to human catastrophes. The term these days also encompasses
communication satellite and other computer system failures as they can also lead to financial
disasters (Knight, 2002).

The design of UAVSs is subject to several constraints that affect their functions. Several
scientific approaches, methods, techniques and tools were developed early in the 20™ century in
order to assess potential risks, predict the occurrence of failures and attempt to minimize the
consequences of catastrophic situations in case they occur. All these methodological developments
can define dependability. The dependability of a system consists of evaluating its availability,
reliability, maintainability, safety and security. Reliability and security play an essential role in
the success of a UAV’s mission (Reyes, Gellerman, & Kaabouch, 2015). The flying vehicles,
especially those that achieve military tasks, are required to protect their information to avoid the
enemy receiving it. Moreover, the reliability of exchanging the information in-between the drones
and between the drones and the GCS is important in achieving the mail goal of a mission. Drones
use the wireless communication (Wi-Fi, Bluetooth, Zigbee, etc.) to transmit the commands and
data in a bidirectional direction (Zeng, Zhang, & Lim, 2016). The wireless channel presents a

major risk to the communication since the drones fly in external environments.

1.3 Problem Statement

As the technology of UAVs grows and their cost decreases, they become an interesting
way to undertake several difficult missions, especially when the drones form a swarm. It is not
practical to have a human operator that controls each UAV in a formation. Hence, the coordination
of the formation flight of drones raises the interesting subject of automatic control. Although
autonomous navigation still has some challenges, the improvement that has been done in this
domain, makes it a practical method. The development of autonomous navigation has been focused

on the control of numerous autonomous machines. The meaningful questions that could be asked

29



are how to ensure the safety and security of drones and how they respect the geometry that they
should form depending on which strategy of commands. In fact, cooperating UAVs must be
supported with a high coordination with each other since they move in hostile areas collecting data
in order to achieve complex tasks in a dynamic environment. The communication between the
aerial vehicles is ensured by the wireless medium in a manner that they should send their data in a
synchronized and decentralized way. Sharing information is an issue in multi-UAV system
because the unsynchronized information may lead to incorrect decisions that affect the
communication between the vehicles. A centralized control architecture, which is an unreliable
architecture, could be implemented in the leader-follower structure. 1f the communication is based
on a leader UAV following the leader-follower strategy, or on a ground base station, then the
mission will be limited because the central system will represent a single point of failure. The
leader UAV is predetermined according to higher-energy resources and communication
capabilities. To solve the reliability problem when the swarm depends on a physical leader, a
virtual leader will be selected instead of the leader in the formation (Shi, Wang, & Chu, 2006), or
multiple leader solution can be proposed ensuring consensus of the UAVs and collision avoidance
(Hou & Fantoni, 2015). The act of changing the leader UAV permits the readjustment of the swarm
to the environmental conditions and maximizes the operation efficiency. Several researchers study
the problem of the leader selection algorithm in multi-agent systems. (Lin, Fardad, & Jovanovic,
2014), (Clark, Bushnell, & Poovendran, 2012). The decentralized control architecture is used to
assure formation of a leader-follower structure of several UAVs. Since the interaction between the
agents depend only on neighbors, this sort of architecture is scalable and reliable. As UAVs
connect with other entities, the adequate cooperation between the systems imposes communication
protocols and security mechanisms such as authentication, confidentiality, integrity between them

that facilitate the receipt of the information flow in a secured way.

It should be noted that, several factors cause the failure of a cooperative formation flight
including environmental effects, damage to at least one of the team, information flow faults,
obstacles and collisions involving UAVs in addition to their anomalies details will be described in

chapters 3 and 4).



. The previous works, in the literature, focused on the reliability of a single drone, on
collision avoidance between drones, optimization of a trajectory of drones and the flight path
control as well of applications and types of drones. Furthermore, the researchers did not take into

consideration the dependability and reliability of communication between the drones.

In this work, the ultimate goal is to ensure a reliable communication between fleet
formation flight of drones in a way that it guarantees the information exchanging with high
probability in-between the UAVs and with the GCS.

1.4 The contributions

UAVs exchange their own positions and data captured from the environment, as well as
their flight plans in order to guarantee the realization of the mission by dividing their subtasks and
distributing them among the team members. This exchange reveals the unpredicted future
collisions that the UAVs must desperately avoid. To fulfill these exchanges, the drones should rely
on a reliable communication system characterized with limited delays and sufficient bandwidth
that enable them to transfer information flows over large distances depending on the number of
drones in the fleet formation, their speeds during the flight in addition to the transmitted data size.
The communication system should take into consideration the exterior factors that affect the
exchange of data such as the interference of the medium, the mobility of the nodes and their
temporary unavailability. Communication plays an essential function in the operation of drones.
This importance could be presented for example in the case of not-fully autonomous drones,

remotely piloted aircraft systems known as RPAS that need to be controlled remotely.

This thesis examines issues in the reliability of communication of information in-between
the drones or between the drones and the GCS. In order to control the drones, two sorts of
communication channel can be used: the simplex channel and the duplex one. The simplex channel
is used when there is no need of getting additional data except e.g. the visual contact. On the
contrary, the duplex channel is used where the transmission of additional data is required. This
additional data could refer to the telemetry, or other information about the flight. In the rest of our

thesis, we consider the duplex channel since the information sent between the vehicles does not
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insist only on the visual concept, but telemetry, GPS information, predetermined map of the
environment in addition to the exterior factors are considered before the fleet starts the mission.
The data transmission in UAVs systems could be generated in two ways. On one hand, we have
the data between the UAV and the GCS in order to control the movement of the drones or the
sensory data streaming (photos and videos that are collected by the drones). On the other hand, we
have data that is transferred between the drones for the purpose of coordination, cooperation in

team and collision avoidance.

The particular objective of the thesis is to find a solution to prevent communication failure
and to ensure a high data transfer rate. To accomplish this purpose, this thesis will refer to
dependability methods such as fault tree analysis, Markov analysis, reliability block diagram, etc.
Focus will then be shifted to how many times should a message be sent until once can be, for
example 99% sure, that the message has been received depending on the characteristics of the

drones.
The following contributions have been developed within the scope of the thesis:
- Increasing the reliability of the communication system in-between drones or between

drones and GCS by proposing a new model based on the fault tree analysis approach (FTA).

- ldentifying the different fault states and their probabilities during a communication by

proposing a new model based on Absorbing Markov Analysis approach (AMC).

- Improving the robustness of a message transmission by proposing a new protocol that
serves to send data a certain number of times in order to be sure with high probability that

the data is accurately received.

1.5 Thesis Outline

This section presents the structure of the thesis that consists of six chapters. The first chapter

represents a general introduction that describes the context of the research, the problem statement



that is focused on and the contributions of the dissertation proposed to solve the problem. The rest

of the thesis is organized as follows:

Chapter 2

This chapter gives some necessary background on UAV technology and aerial robotics,
their types and domain of application, in addition to the fleet formation flight concept. A literature
review on the numerous approaches used in dependability is discussed. Subsequently, numerous
algorithms are presented to describe the flight path control, collision avoidance and cooperation of

drones.

Chapter 3

Chapter 3 addresses to failure analysis of a fleet formation flight of UAVs. Numerous
reliability analysis tools can be adopted in either a deductive or an inductive way. In this chapter,
we refer to the use of a deductive method (the fault tree analysis) to interpret the causes of the failure
of the fleet formation flight’s communication. Reliable communication can be affected by damage
to at least one member of the team especially when the leader is damaged, information flow faults,
obstacles and collisions involving UAVs in addition to their anomalies. Using the Weibull
distribution and the Nonelectronic Parts Reliability Data Publication (NPRD-2016) database, the
probability of occurrence of communication failure between the UAVs is calculated. The derived

results are presented at the end of the chapter.

Chapter 4

In this chapter, an Absorbing Markov chain, where there is at least one absorbing state, is
proposed to model the problem and show the transition between events that affect communication,
by identifying the different fault states and their probabilities during a communication. The
proposed framework can be used to find the riskiest scenarios and elements that need to be
addressed in order to improve reliability. The causes of risk can be distinguished between internal

causes (for example software and hardware failures) and external causes that are related to human
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error and environment. Some events can be repaired; however, others cannot. In this case, we

should choose a specific situation in order to decrease the probability of failure.

Chapter 5

This chapter proposes a new approach that improves the robustness of the protocol used
for the drones. It takes into consideration the modulation and the length of the message in order to
ensure all the data is sent or received from the drones depending on the mission that they are
requested to do. It is based on calculating how many times a message should be resent in order to
be certainly received by other drones or by the GSC with high probability.

Chapter 6

Finally, this section summarizes the contributions proposed in this thesis and also provides

some recommendations for future directions and research in the future work section.



2

Dependability and UAV networks
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2 Dependability and UAV networks

2.1 Introduction

An unmanned aerial vehicle (UAV), well known as drone, is defined as an aircraft where
the aircrew is replaced by a computer system and a radio-link. It has different level of autonomy,
i.e. remote controlled, fully autonomous; and can carry military payloads depending on the type
of mission (Danilov & Smirnov, 2015). The size and weight affect the capacities needed in each
mission. These sorts of vehicles are characterized with sensors and payload such as a camera, a
video camera, a thermal sensor, etc.; that is served to catch the information in the environment of
a desired mission. In addition, they are equipped with GPS to determine the location information
that indicates the path of the mission (Rabbath, 2010).

The unmanned aircraft system (UAS), which has its own rules and regulations, is composed

by numerous subsystems (Austin, 2011):

A Ground Control Station (GCS) that includes the system operators and sends
commands to the aircraft.

- Anaircraft, UAV, which is responsible for carrying various types of payloads.

- Communication system that transmits the commands and control inputs from the GCS
to the aircraft, the payload and sensitive data from the aircraft to the GCS.

- Support equipment for the purpose of maintenance.

The UAS has grown and become widespread in the last decades, due to the advantages of
this system (Clapper, Young, Cartwright, & Grimes, 2007). Accordingly, the terminology used to
describe it has evolved during these years. The unmanned vehicle has been known originally as
Remotely Piloted Aircraft System (RPAS) but with the appearance of the underwater and land-
based vehicles, the UAV is used nowadays to denote the aircraft of the UAS. The difference
between the two terms concentrates on the presence of an active autopilot on board for the term of
UAYV and drone, which can be distinguished from RPAS that requires an active pilot on the ground
(Abid, Austin, Fox, & Hussain, 2014).
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It ought be clarified that there is a fine distinction between the UAV and the notion of
‘drones’ (Austin, 2011). A drone aircraft is characterized with a pre-programmed mission and a
return to base program. It is distinguished to flatten out sight of the operator with zero intelligence.
Usually, the drone provides the results of the mission when it returns to the base station since it is
unable to communicate. On the contrary, the UAV has some degree of ‘automatic intelligence’. It
has the ability to communicate with the controller and send the payload data, the state information,
and the amount of fuel, in addition to the status of the components such as the temperature of the

engines.

2.2 Unmanned Aerial Vehicles

2.2.1 Fleet formation flight

UAVs can collaborate together creating a fleet formation flight, which can be either
coordinated or cooperated according to the role of the aerial robots (Park, Cho, Lee, & Kim, 2015).
On one hand, in case of coordination, each UAV has certain tasks to accomplish in a manner that
there is a sort of synchronization between them that respects the order of the tasks in a plan. The
coordination process can be illustrated by the air traffic control, which insists on avoiding
collisions between the vehicles. On the other hand, in the cooperation case, several UAVs are
implemented in order to achieve a specific mission since only one UAV does not have the ability
to perform the requested mission. However, it requires a strong spatial and t