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Abstract

This research is devoted to understanding the physical mechanism of cavitation
erosion in liquid flows on the fundamental scale of cavitation bubble collapse. Cav-
itation bubbles forms in a liquid when the pressure of the liquid decreases locally
below the saturated vapor pressure. The bubbles grow due to low ambient pres-
sure and rapidly collapses when the surrounding liquid pressure increases. As a
consequence of collapsing bubbles near solid walls, high pressure impact loads are
generated. The primary bubble collapse is accompanied by the emission of shock
waves and therefore, the fluid compressibility has to be considered. The pressure
loads from primary bubble collapse and shock waves causes plastic deformation and
eventually, mass loss in the solid. These pressure loads believed to be responsible for
the erosive damages on solid surfaces, are observed in applications like liquid fuel in-
jection, hydrodynamic power generation and marine propulsion. On the other hand,
the pressure loads from collapsing bubbles are useful for applications like shock wave
lithotripsy, drug delivery and cleaning surfaces. Our numerical approach begins with
the development of a compressible solver capable of resolving the cavitation bub-
bles in the finite-volume code YALES2 employing a simplified homogenous mixture
model. In cavitation erosion, the solid wall deforms under the influence of pres-
sure loads from collapsing bubbles. Therefore, the solver is extended to Arbitrary
Lagrangian-Eulerian formulation to equip with moving mesh capabilities in order
to perform fluid structure interaction simulation. The material response is resolved
with the finite element code Cast3M, which allowed us to investigate one-way and
two-way coupled fluid-structure interaction simulations between the fluid and solid
domains. In one-way coupling, no feedback of solid wall deformation on the fluid
is considered whereas in two-way coupling, the feedback of solid wall deformation
is considered in the fluid domain. In the end, we draw comparisons between 2D
and 3D vapor bubble collapse dynamics and compare them with experimental ob-
servations. We estimate the pressure loads on the solid wall from collapsing bubbles
and discuss the dynamical events responsible for surface damage. The response of
different materials to bubbles collapsing at different distances from the solid wall
is also discussed. Finally, we present results from two-way coupled fluid-structure
interaction simulations where the damping of pressure loads by different materials
is analysed.

Keywords: cavitation; cavitation erosion; bubble dynamics; computational fluid
dynamics; finite element method; fluid-structure interaction; impact pressure load
prediction; material characterization
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Résumé

Ce travail de recherche est dédié à la compréhension des mécanismes physiques
de l’érosion de cavitation dans un fluide compressible à l’échelle fondamentale de
l’implosion d’une bulle de cavitation. Des bulles de cavitation se forment dans un
liquide lorsque la pression du liquide chute en dessous de la pression de vapeur sa-
turée. Les bulles grossissent en raison de la faible pression ambiante et s’effondrent
rapidement lorsque la pression du liquide environnant augmente. Suite à l’implosion
d’une bulle de vapeur à proximité d’une surface solide, des très hautes pressions sont
générées. L’effondrement primaire de la bulle s’accompagne de l’émission d’ondes de
choc et la compressibilité du fluide doit donc être prise en compte. Les pressions
exercées par l’effondrement primaire des bulles et les ondes de choc entrâınent une
déformation plastique et, éventuellement, le phénomène de perte de masse dans le
solide. Ces pressions, considérées responsables de l’endommagement (érosion) des
surfaces solides, sont observées dans la plupart des applications telles que l’injection
de carburant liquide, la génération de puissance hydrodynamique et la propulsion
marine. Notre approche numérique démarre avec le développement d’un solveur com-
pressible capable de résoudre les bulles de cavitation au sein du code volumes finis
YALES2 en utilisant un simple modèle de mélange homogène des phases fluides. En
érosion par cavitation, la paroi solide se déforme sous l’effet des pressions exercées
par les bulles qui s’effondrent. Par conséquent, le solveur est étendu à une approche
ALE (Arbitraire Lagrangien Eulérien) qui permet l’utilisation de maillage mobiles
afin de réaliser une simulation d’interaction fluide-structure où la domaine fluide
suit la déformation de la surface solide. La réponse du matériau solide est calculée
avec le code de calcul éléments finis Cast3M, et nous permet de mener des simu-
lations avec un couplage d’abord monodirectionnel, ensuite bidirectionnel, entre le
fluide et le solide. Dans le couplage monodirectionnel, aucun retour de déformation
de paroi solide sur le fluide n’est pris en compte, alors que dans le couplage bidirec-
tionnel, le retour de déformation de paroi solide est pris en compte dans le domaine
du fluide. On compare des résultats obtenus à deux dimensions, puis à trois, avec
des observations expérimentales. On discute les chargements de pression generés par
l’effondrement des bulles et discutons de la dynamique responsable des dommages
en surface. La réponse de différents matériaux pour des implosions de bulle à des
différentes distances de la surface est également abordée. Enfin, à travers l’utilisa-
tion de simulations avec couplage bidirectionnel entre fluide et solide, on identifie
l’amortissement des chargements de pression générés par des différents matériaux.

Mots clés : cavitation ; érosion de cavitation ; dynamique des bulles ; mécanique
des fluides numérique ; méthode des éléments finis ; interaction fluide-structure ;
prédiction des pressions d’impact ; caractérisation des matériaux
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Nomenclature

Greek letters

α Vapor volume fraction [ - ]
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Chapter 1
Cavitation Erosion

1.1 Motivation

The motivation behind this research lies in understanding the physical mecha-
nism of cavitation erosion in compressible liquid flows, with applications in the field
of aerospace, hydrodynamics, diesel injectors, mechanical heart valves etc. Cavita-
tion affects the performance and life cycle of a machine by producing surface erosion,
unwanted noise and vibrations depending on the duration and extent of the exposure
to cavitating flows. Cavitation bubbles form in a liquid when the pressure of the
liquid drops below the saturated vapour pressure, causing the bubbles to expand and
collapse near solid walls. This bubble collapse mechanism is believed to be caus-
ing the surface damage. Considerable research has focused on understanding the
physics of bubble formation and collapse near solid boundaries. However to date, a
thorough understanding of how bubble collapse relates to surface erosion has been
an elusive goal due to the different physical processes of fluids and solids, temporal
scales and computational limitations. This research focus on developing a computa-
tional model of bubble collapse dynamics close to a solid wall with Fluid-Structure
Interaction (FSI) to aid in the development of cavitation erosion prediction tools.

1.2 Cavitation

Cavitation is the appearance of vapor regions (or cavities) inside an initially
homogeneous liquid when the pressure decreases locally (Franc 2006, Brennen 1995).
Analogous to boiling where water turns into vapor when the temperature reaches the
boiling point, in cavitation the phase change from water into vapor takes place when
the pressure decreases below its vapor pressure, as shown in the phase diagram in
fig. 1.1. In the phase diagram, the liquid and vapor phases are separated by a curve
joining the triple point Tr to the critical point C. Crossing this curve is representative
of an equilibrium phase change of the fluid at a vapor pressure pv(Tf ) which is a
function of temperature Tf . In a simplified consideration, cavitation is similar to
boiling except that the driving mechanism is a decrease in pressure at a nearly
constant temperature i.e. isothermal process along pv(Tf ). In actual practice, the
phase change process needs heat transfer from the surrounding liquid which results in
minor decrease in surrounding liquid temperature i.e. non isothermal phase change
at pv(T

′
f ). The difference Tf−T ′f is called thermal delay in cavitation. The formation

3



4 CHAPTER 1. CAVITATION EROSION

Figure 1.1 – Phase diagram of water (Franc 2006).

of the bubbles or nucleation is however quite complex as pure liquid water is able to
sustain pressure below the vapor pressure before the intermolecular bonds break for
the formation of cavities. In practice, microscopic dissolved gas or solid impurities,
known as cavitation nuclei, act as weak points in the continuum liquid where the
cavities grow once the vapor pressure is reached. The pressure decrease is induced
by the flow dynamics, the geometry of the solid boundaries, surface roughness or
even by shear stresses. An important parameter for classification of cavitating flows
is the cavitation number σv defined as:

σv =
pref − pv(Tref )

1
2ρliqu

2
ref

(1.1)

where pref is the reference pressure and pv(Tref ) is the vapor pressure at reference
temperature Tref , ρliq is the liquid density and uref is the flow velocity at a reference
position. The cavitation number defines a ratio of local pressure drop with respect
to the reference condition of the flow field and thus a smaller value of σv indicates
the possibility of cavitation. The location of the reference condition is dependent
on the application considered and most often taken at the inlet of the flow domain.
The start of cavitation in the flow field is called cavitation inception which initiates
at some particular σv value called the incipient cavitation number σi. Although it
is usual to expect cavitation to initiate at a location where the local pressure drops
to vapor pressure pv with σv < σi, deviations do exist and liquid flows sometimes
are able to sustain cohesion even at lower pressures. Generally, σv should be greater
than σi for non-cavitating flows. Cavitation inception, therefore, is the limiting
region between cavitating and non-cavitating flows and depends on parameters such
as fluid quality or initial gas content.

Hydrodynamic cavitation in a flowing liquid can be broadly classified into:

• Transient isolated bubble : An isolated cavitation bubble appears in a region of low
pressure due to rapid growth of existing cavitation nuclei in the liquid. They
are carried along the flow and collapse once they enter areas of high pressure.

• Vortex cavitation: Cavitation occurs at the low pressure core of a vortex or tur-
bulent wake inside the flow.
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• Sheet cavitation: These cavities are often formed at the leading edge of solid bodies
like propeller blades or hydrofoils, attached to the suction (or low-pressure)
side.

• Cloud cavitation: Cavitation region consisting of many small cavitation bubbles
formed when a sheet cavity periodically oscillates or sheds vapor cavities.

• Supercavitation: When the sheet cavity grows with decreasing cavitation number
and encloses the entire solid body in a vapor region.

Figure 1.2 – Transient cavitation bubbles on the surface of a hydrofoil, (left) mixed
cavitation regime Re = 106, σv = 0.07, angle of incidence= 1.1◦, (right) saturation
Re = 1.1× 106, σv = 0.08, angle of incidence= 5◦ (Briançon-Marjollet 1990).

Figure 1.2(left) shows transient cavitation bubbles on the low-pressure side of a
hydrofoil in a mixed cavitation regime and in fig. 1.2(right) shows the downstream
part of the hydrofoil saturated (or almost completely covered) with transient bub-
bles. The bubbles usually collapse near the point of inception or travel downstream
with the flow before they collapse. Cavitating regimes on the low pressure sides of
hydraulic machines significantly modify the flow and can lead to dramatic drop in
performance in addition to vibration and subsequent structural damages. In key
applications, unexpected damages and early replacement of the machines can result
in huge economic cost. Cavitation is not restricted to water and can occur in any
liquid. The diesel injectors of automobiles is one such key area where cavitation
inception and erosion is of prime importance. In rocket engines, the liquid fuel and
oxidizer are pumped by turbopumps to be injected into combustion chamber. The
turbopumps need to be designed to sustain the effects of cavitation and the Space
Shuttle Main Engine (SSME) is one such example which experienced many issues
during both development and operations due to cavitation. In artificial heart valves
also, cavitation can cause blockages and severely affect the functionality risking lives.
On the brighter side, cavitation is not only associated with erosion but increasingly
considered as a tool for beneficial use as well, such as shock wave lithotripsy (ultra-
sound shock wave induced disintegration of kidney stones), drug-delivery, microchip
cleaning and microfluidics (Lauterborn 2013). Despite more than a century of re-
search, a thorough description of the physical processes of cavitation erosion is still
not available. Emphasis has been laid on preventing the initiation of cavitation and
where not possible to prevent, minimize the erosive damages. However, an effective
prevention strategy and further beneficial exploitation necessitates a deeper under-
standing of the fundamental physical phenomena in both fluids and solids. This
understanding has been pursued in this research with the simplest form of cavita-
tion, the single bubble.
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1.3 Literature review

1.3.1 Cavitation Bubble Dynamics

Historically the first scientific study of cavitation is credited to Reynolds 1894,
who observed the growth of vapor cavities and subsequent collapse in water flowing
through constricted tubes. Later Silverrad 1912 was one of the first to report erosion
on the propeller of large cruise boats. Such erosive damages due to low pressure zones
generated by the high rotation speed on the propeller blades raised experimental
interest in the study of cavitation. Parallely on the theoretical side, Rayleigh 1917
proposed the first model to describe the collapse of an empty spherical bubble in
an infinite incompressible, liquid medium with no gravity, surface tension, viscosity,
heat or mass transfer. Plesset 1954 adapted and improved the model to take into
account surface tension, viscosity and non-condensable gas inside the bubble. This
proposed model called the Rayleigh-Plesset equation is given in eq. (1.2), and is still
widely used in cavitation studies to determine the temporal evolution of the bubble
radius R.

ρ

[
RR̈+

3

2
Ṙ2

]
= pv − p∞ + pg0

(
R0

R

)3γg

− 2S

R
− 4µ

Ṙ

R
(1.2)

Here pv is the vapor pressure, pg0 is the initial partial pressure of the non-condensable
gas in the bubble, R0 is the initial bubble radius, Ṙ is the bubble interface veloc-
ity, γg is the adiabatic index of the non-condensable gas, S is the surface tension
and µ is the viscosity of the liquid. Many further numerical models were developed
for calculating the dynamics of spherical bubble collapse to include the effect of
liquid compressibility and gas content. The first numerical solution for bubble col-
lapse and rebound in a compressible liquid medium was proposed by Hickling 1964
which showed the emission of pressure wave at the instant of rebound, propagating
outwards from the bubble center. The amplitude of the pressure wave decreases
approximately as 1/r, where r is the radial distance from the bubble center. Further
analysis of collapsing bubble dynamics in a compressible liquid medium can be found
in Fujikawa 1980 and Prosperetti 1987.

On the dynamics of non-spherical bubble collapse, much of the interest can be
traced back to the early work of Naude 1961 and Benjamin 1966. Benjamin 1966
showed successfully that cavitation bubbles do not collapse spherically near solid
boundaries. They applied the concept of Kelvin impulse, which is the apparent
inertia of the cavitation bubble, to explain the acceleration of a translating cavity
during its collapse, coupled with the formation of liquid-jet and formation of bubble
vortex ring. A bubble exposed to a pressure gradient experiences a Bjerknes force
(translational forces on bubbles in an acoustic field) leading to the motion of the
bubble with respect to surrounding liquid. The Kelvin impulse is almost constant
during the final stages of bubble collapse. For conservation of this impulse, the
velocity of the bubble center has to increase as the bubble size decreases which
determines the motion of the bubble. Near a solid wall, it results in increased
velocity of the bubble surface located far from the solid wall. This high velocity
of the bubble surface far from the wall and its surrounding liquid in comparison to
the bubble surface closer to solid wall gives rise to a liquid micro-jet. The velocity
of the liquid micro-jet was predicted to be very high, on the order of few hundred
m/s, which led to the hypothesis that the liquid-jet piercing the bubble and hitting
the solid wall in a non-spherical collapse is the primary cause of cavitation erosion.
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Many decades later, this hypothesis is still debatable, nevertheless a much advanced
review of liquid micro-jet properties can be found in Obreschkow 2011.

Figure 1.3 – Numerical results from collapse of a bubble close to wall, R0 = 1mm, γ =

1. The time is non-dimensionalized time with reference time R0

√
ρ

p∞−pv and the

velocity is computed on the upper point of the bubble interface near the axis of
symmetry (Plesset 1971, image reproduced from Franc 2006).

Figure 1.4 – Theoretical calculations for particle path during growth and collapse of
a vapor bubble near a wall for γ = 1 (Blake 1987).

Plesset 1971 numerically predicted the development of liquid jet towards the
wall relatively early in the collapse of an initially spherical bubble near a solid
wall, long before any compressibility effects could be important. The results of
temporal evolution of bubble shape and interface velocity at the bubble upper surface
is shown in fig. 1.3. During collapse, a high velocity re-entrant jet is developed,
directed towards the solid wall. The velocity of the re-entrant jet increases rapidly
while piercing the bubble and hits the solid wall, indicating a possible mechanism
of hydrodynamic cavitation erosion. Further insights on the re-entrant jet dynamics
were provided by Blake 1987 who presented the particle paths during growth and
collapse of the material points on the surface of a vapor bubble for γ = 1, as shown
in fig. 1.4. Here γ = h/Rmax is the non-dimensional stand-off distance where h
is the distance between the solid wall and bubble center at the time of formation
and Rmax is the maximum bubble radius. Zhang 2004 performed numerical analysis
based on Kelvin Impulse using the boundary integral method to determine the effect
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of surface tension on collapsing bubbles near solid wall. They concluded that just
before the vapor cavity begins to collapse and the resultant action of Bjerknes force
and buoyancy force is small, i.e. when Kelvin impulse is near zero, surface tension
can have substantial effects on bubble behaviour such as changing the direction of
liquid jet or development of secondary jets. At final stages of collapse, when the
action of both the forces are not small (i.e. when the Kelvin impulse acting on
the cavity is not near zero), surface tension has no significant effects on bubble
behaviour. An additional dimension to the study of this problem appeared when
Gibson 1968 showed that the jet formation, direction and intensity are functions of
bubble-boundary interaction that can be controlled by changing the character of the
boundary impedance. The collapse of bubbles near deformable surfaces was further
studied by Gibson 1980, Gibson 1982 and Blake 1987.

Figure 1.5 – Shape of vapor bubble and pressure field evolution for the collapse of
an attached bubble on solid wall, R0 = 400 µm (Lauer 2012).

Lauer 2012 performed 3D numerical simulations for attached and detached vapor
bubbles of initial radius R0 = 400 µm collapsing near a solid wall at initial liquid
pressure of 100 bar. A higher ambient pressure was reported to be relevant in the
technical applications of high pressure pumps for liquid-fuel injection system which
operates in pressure up to 2500 bar. For a detached vapor bubble at γ = 1.04, they
reported liquid jet velocities of more than 1100 m/s and maximum wall pressure
of more than 10, 000 bar. It was concluded that for a detached vapor cavity at
γ = 1.04 which is collapsing in a liquid at 100 bar, the liquid-jet impact has the
highest potential for cavitation erosion. The pressure field evolution for an initially
attached vapor bubble is shown in fig. 1.5. For an attached cavity at γ = 0.35, liquid
jet could reach velocities up to 900m/s creating pressures of more than 14, 000 bar
and further strong shock waves from the collapse of bubbles ring vortex leading to
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maximum pressure of 50, 000 bar. Shock waves are propagating disturbances in the
liquid (or any fluid medium) that travels faster than the local speed of sound. The
maximum wall pressure obtained by Lauer 2012 for different stand-off distances is
shown in fig. 1.6.

Figure 1.6 – Maximum wall pressure obtained for different stand-off distances (Lauer
2012).

Further insights on numerical simulations of bubble collapse were provided by
Müller 2010 who studied the collapse of gas bubbles by considering the liquid-gas
phases as single compressible medium characterized by different equation of states
and Johnsen 2008, Johnsen 2009 who used a high order shock & interface capturing
scheme to simulate gas bubble collapses in water. Hawker 2012 studied shock waves
interacting with gas bubbles in liquid medium using front-tracking schemes identi-
fying new dynamical features at the final stages of bubble collapse. They performed
full 3D and rotationally symmetric simulations to compare spherical and cylindrical
bubbles, and reported 40% higher pressure for a spherical bubble compared to a
cylindrical one.

Experimental methods were also developed to generate single bubbles on de-
mand, growing and eventually collapsing in a liquid at rest. These single bubbles
can be generated by several means by local energy deposition (for example, through
a focussed laser beam) or by exciting cavitation nuclei with acoustic pressure, to the
point where the bubble grows several times their initial volume. With high speed
imaging, it becomes possible to observe phenomena such as the formation of liquid
micro-jets at the collapse, or the propagation of shock waves in the liquid. Since
experimental bubble dynamics is also a part of this thesis, it will be discussed in
chapter 2.

In this review, the discussion has been restricted to some early interest on cavi-
tation bubble dynamics and then to the mechanism of cavitation erosion. Although
the early work focused mostly on theoretical and experimental findings, numerical
techniques and improved computational resources have added to the understanding
of bubble-wall interactions. More on numerical modelling of collapsing bubbles can
be found in Best 1992, Wang 2010, on the effect of viscosity in Popinet 2002 and
bubble collapse in a flowing liquid with pressure gradient in Tinguely 2013.
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1.3.2 Cavitation Erosion

Cavitation erosion has been studied for long, mostly on the macro-scale of sheet
and vortex cavitation. Erosion takes place on small, concentrated areas of solid walls
exposed to cavitation. The collapse of vapor structures exerts mechanical energy,
leading to high stress levels on the solid surface. A detailed review of hydrodynamic
cavitation erosion has been reported in Franc 2006, Brujan 2011, Franc 2009 &
Franc 2012. A typical experimental observation of mass loss rate with exposure
time is shown in 1.7. An initial period with no mass-loss is the so-called incubation
period, followed by a progressively increasing mass loss in the acceleration period.
It finally reaches a steady state and with further exposure time, experimentally an
attenuation period is often reached with decreased erosion rate. Plastic deformation
of the material surface in the form of permanent indentation or pitting is a very
typical material response during the incubation period in hydrodynamic cavitation.

Figure 1.7 – Experimental mass loss rate vs exposure time (Franc 2006).

Figure 1.8 – Schematic of erosion model by Fortes-Patella 2004.

Figure 1.9 – Schematic of erosion model by Dular 2006.

Many cavitation erosion models have been proposed based on the conversion
and focusing of the potential energy of vapor cavities in space and time on the
material surface by attached vortices. Fortes-Patella 2004 proposed a cavitation
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erosion model based on the physical scenario of collapsing vapor structures, emission
and propagation of pressure waves from the cavities. The final material damage
results from the interaction of pressure waves and neighbouring solid surface shown
in fig. 1.8. Dular 2006 suggested an erosion model from collapse of cavitation cloud
and emission of shock wave that attenuates as it travels towards the solid surface.
The shock wave excites the individual bubbles near the solid surface and the final
damage pits are formed from the high velocity liquid jet impacting the solid surface
shown in fig. 1.9. A comprehensive review of these erosion models is provided by
Van Terwisga 2009.

1.3.3 Fluid-Structure Interaction (FSI)

Material deformation and pitting from cavitation bubble collapse has gained a lot
of interest in the recent years. A Fluid-structure Interaction (FSI) study provides
insight into different dynamical features of fluid and solid mechanics, connecting
the links between cavitation load and surface deformation. One of the approaches
adopted is by Roy 2015a, Roy 2015b & Pöhl 2015 to determine the cavitation loads
by an inverse FEM approach based on surface pit analysis. This cavitation-induced
pressure estimated from the surface pit analysis can be validated with CFD and
experimental results, as shown in fig. 1.10. This type of methodology gives detailed

Figure 1.10 – (left) Nearly axi-symmetric pit height profile from AFM (experi-
ments) and FEM (simulation), (right) numerically predicted pressure distribution
on surface and pit height (Pöhl 2015).

insight on material response due to strain rate sensitivity, hardening, damage initi-
ation and failure, as shown in fig. 1.11 from the work of Fivel 2015. But such an
analysis requires surface pits as input either from the experiments or CFD simula-
tion. This highlights the need for highly resolved 3D fluid simulations down to the
fundamental scale of single bubble collapse.

Also the need for FSI can be highlighted by understanding the effect of impact
loads on rigid metallic materials and compliant materials. Reported in Franc 2006,
the impact pressure from a high velocity liquid jet on an elastic material can be
written as eq. (1.3):

∆p =
(ρlclvl)

1 + (ρlcl/ρscs)
(1.3)

Two shock waves are created on the impact of liquid jet - one shock propagating in
the solid and one shock reflecting back into the liquid. The numerator ρlclvl is the
water hammer pressure for the liquid jet of velocity vl on a perfectly rigid wall, ρlcl is
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Figure 1.11 – FEM modelling of material fatigue and mass loss after repetitive
impacts (Fivel 2015).

the acoustic impedance of liquid and ρscs is the acoustic impedance of solid, which is
related to the Young’s modulus E by ρscs =

√
ρsE. The ratio of acoustic impedance

(ρscs/ρlcl) is infinite for a perfectly rigid wall, whereas for a perfectly compliant wall
it is zero. Therefore, an elastic wall sees a much smaller impact pressure compared
to the rigid wall. The impact pressure vanishes for a fully compliant wall due to the
damping effect of the wall.

Figure 1.12 – (left) Time evolution of pressure from bubble collapse showing liquid
jet and bubble ring collapse, (right) zoom near ring collapse pressure peaks for two
rigid and two compliant materials Rmax = 2 mm, driving pressure p = 0.1 MPa
(Chahine 2015).
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Therefore, the logical extension is the FSI study resolving both the fluid and solid
dynamics. Some studies have been performed by Hsiao 2014, Choi 2016, Chahine
2016, Paquette 2017 with different numerical approaches. Chahine 2015 reported
the pressure peaks shown in 1.12 corresponding to liquid jet impact and bubble ring
collapse on the solid wall. The liquid jet penetrates the cavitation bubble from the
bubble surface far from the wall and hits the wall. The bubble takes a ring or torus
shape after the jet penetration. The bubble ring subsequently collapses on the solid
wall accompanied by the propagation of shock waves which were reported in the
study. The authors also reported the damping effect on impact pressures seen for
rigid and compliant materials.

1.4 Thesis Overview

The aim of this thesis is to investigate the mechanism of cavitation erosion on
the fundamental scale of single bubble collapse. For such studies, it is vital to focus
on the characteristic features of the bubble collapse and impact pressure peaks on
the solid wall. Once a detailed understanding of erosion potential from different
dynamical features of a single bubble collapse is achieved, a systematic study to
include the effect of the solid material response has to be considered. In this thesis,
a FSI methodology has been pursued by combining Computational Fluid Dynamics
(CFD) and Computational Solid Mechanics (CSM) on the scale of single bubble
collapse. The effect of material surface deformation on the dynamics of the collapsing
cavitation bubble near rigid wall is also pursued.

Initially, the collapse of a vapor bubble surrounded by a liquid is modelled as
represented in fig. 1.13, where pbubble is the pressure inside the bubble and pliquid
is the surrounding liquid pressure such that pliquid � pbubble. The vapor bubble

Figure 1.13 – Vapor bubble collapse due to imposed pressure difference pliquid �
pbubble, (top) collapse of an isolated bubble - spherical collapse, (bottom) bubble
collapse near a solid wall - non-spherical collapse.

surface starts to shrink towards the center of the bubble due to higher surrounding
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liquid pressure with an accelerated liquid flow towards the center. During the final
stages of the collapse, a high impulse shock wave is produced and propagated into
the surrounding liquid. For an isolated bubble, the collapse is basically spherical
and a shock wave forms near the center of the bubble which propagates into the
surrounding liquid. For a non-spherical bubble collapse due to its proximity to the
solid wall, a liquid re-entrant micro-jet pierces through the bubble surface opposite
to the solid wall, accelerating one side of the bubble towards the opposite surface.
The liquid jet is directed towards the solid wall and multiple shock waves are emitted
due to the impact of the liquid jet with the opposite bubble surface and eventually,
the solid wall. This highly dynamical sequence of events along with high amplitude
pressure peaks at the solid wall from emitted shock waves and liquid micro-jet needs
to be resolved first to predict material response.

The focus initially is to develop the requisite methodology in the CFD solver
YALES2 and CSM solver CAST3M to model accurately a 2D bubble collapse and
then extend it to a 3D bubble collapse. As observed in experiments on laser-induced
bubble dynamics, a collapsing bubble could undergo multiple collapses and rebounds
depending on the stand-off distance. A collapsing bubble relatively far from the wall
will undergo one or two collapses and rebounds before impacting the solid wall. The
flow field during bubble collapse can be assumed to be axisymmetric only in the first
bubble collapse. Therefore, axisymmetric computations can only be an intermediate
step and there must be full 3D computations for accurate predictions. In the fluid
solver the bubble will be resolved with Direct Numerical Simulation (DNS), that
is to say that one simulates on a mesh sufficiently fine and with time steps rather
reduced so that all the temporal and spatial scales of the flow are taken into account
without any sub-grid scale model. The partitioned fluid and solid domains are
solved separately with boundary conditions computed from the other domain shown
in fig. 1.14. This necessitates the implementation of the fluid mesh deformation

Figure 1.14 – Representation of proposed FSI using CFD-CSM solvers.

procedure into the fluid solver. The Arbitrary Lagrangian-Eulerian (ALE) technique
combining the Eulerian and Lagrangian formulations for the deformation of the fluid
mesh is implemented into the compressible fluid solver developed as part of this
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thesis. ALE provides the ability to maintain high quality meshes near the deformed
solid interface, resulting in a more accurate prediction of fluid mechanics.

A step-wise coupling approach is employed to couple the CFD and CSM domains
in our fluid-structure interaction analysis. The CFD and CSM physical domains are
solved separately and sequentially for the entire computational time. Data is ex-
tracted independently from each numerical simulation at a coupling interval ∆tFSI .
The analysis begins with the CFD simulation of bubble collapse (CFD step 1) which
provides the surface pressure predictions every ∆tFSI . These spatial-temporal pres-
sure evolution is used by the CSM simulation (CSM step 1) as boundary condition to
provide the resulting solid response and surface deformation. The spatial-temporal
surface deformation predictions are used as input boundary conditions introduced
every ∆tFSI for the next CFD simulation step (CFD step 2) where the same bubble
collapse simulation as CFD step 1 is performed again but with newly introduced
boundary conditions. This step is followed by next step of CSM simulation and so
on. This cycle of independent but sequential steps of CFD and CSM simulation is
continued until convergence is achieved between consecutive CFD and CSM steps
on the surface pressure and deformation predictions, as shown in fig. 1.15. A further
distinction can be made between one-way and two-way FSI coupling. A one-way
coupling involves one CFD simulation step for surface pressure predictions, followed
by a single CSM simulation step for resulting surface deformation. No effect of
surface deformation is introduced on the collapse dynamics of the bubbles. On the
other hand, the two-way coupling is continued until there is an agreement between
the resulting surface deformation and the collapse dynamics of the bubble.

Figure 1.15 – Step-wise FSI methodology.

The computational data in the simulations are exchanged at the boundaries of
the physical domain. A step-wise FSI approach requires comparatively less computa-
tional development for data exchange and storage between solvers, allowing them to
work independently taking advantage of their respective optimizations. Each solver
can use its own numerical methods, different spatial resolution at the coupling in-
terface and may even work on different computing machines. Further benefits can
be derived by controlling the FSI coupling process for scheduling and frequency
of the data exchanges with ∆tFSI and exchange of interpolated data through a
matching/non-matching physical interface.
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An introduction to the numerical solvers is given below:

• YALES2
YALES2 1(Yet Another Large Eddy Simulation Solver) is a finite volume
method (FVM) based multi-physics code for a wide range of flow problems
developed at CORIA, Rouen (FRANCE) by V.Moureau since 2007. It is
currently developed, maintained and available to participating French labo-
ratories of the scientific group SUCCESS 2 including LEGI, Univ. Grenoble
Alpes. Dedicated to both incompressible and compressible approach, the
code is designed to benefit from massively parallel architectures using several
thousands of processors and to manage very large computational grids, which
can be composed of up to several billions mesh elements. Figure 1.16 shows
the speed-up graph of YALES2 on up to 32768 processors for a weak scaling
test case. Weak scaling represents the software performance for an increas-
ing number of processors with increasing mesh resolution at the same time.
YALES2 is capable of refining the computational mesh automatically during
computations, thus combining the mesh refinement with HPC capability of
the code.

Figure 1.16 – Weak scaling of YALES2 on an IBM BlueGene/P computer (Moureau
2011).

• Cast3M
Cast3M 3 is a tool for numerical simulation of solid mechanics using the finite-
element method (FEM) for different types of scientific problems. It is devel-
oped by the Department of Modelling of the Systems and the Structures
(DM2S, Département de Modélisation des Systèmes et Structures), of the
French Atomic Energy Commission and Alternative Energies (CEA, Com-
missariat Français à l’Energie Atomique et aux Énergies Alternatives ). The
code is written using the Gibiane programming language to describe data
and operations and Esope (extension of fortran 77) to develop the source

1. http://yales2.coria-cfd.fr
2. https://success.coria-cfd.fr
3. http://www-cast3m.cea.fr



1.4. THESIS OVERVIEW 17

code. The code is written entirely in French and perform the pre-processing,
calculations and post-processing of thermo-mechanical problems in static and
dynamic domains.

This thesis has been organized as follows:

• Chapter 1 discusses the physical aspects of cavitation erosion, motivation,
literature review and outlines the thesis overview for this research work.

• Chapter 2 presents results from experimental investigations on the dynamics
of laser-generated bubbles and observed surface deformation. Distinguishable
differences in dynamics of non-spherical bubbles for different distances from
the solid wall and its importance on surface deformation is discussed.

• Chapter 3 introduces the governing equations for fluid flow modelling in CFD.
The development of 3D compressible, unsteady solver for cavitation, equipped
with ALE capabilities, in YALES2 is described in detail. The physical model
of phase-change with equations of state and numerical boundary treatments
are discussed.

• Chapter 4 presents the FEM methodology for CSM modelling in the Cast3M
solver, to predict solid material response to cavitation impact. The FSI cou-
pling methodology for one-way and two-way coupling is described in detail
with their key assumptions.

• Chapter 5 discusses the numerical results for validation of the developed
Compressible Cavitation Solver (CCS) and Cavitation ALE Solver (CLE)
solvers with test cases such as 1D shock tube, Rayleigh-Plesset model and
bubble collapse in a moving computational domain.

• Chapter 6 introduces the simulation results for 2D and 3D bubble collapses
near solid wall. The surface pressure peaks associated with different charac-
teristic features of bubble collapse are identified and analyzed.

• Chapter 7 discusses the response of three different solid materials, namely
on Aluminum alloy (Al-7075), duplex stainless steel (St A-2205) and Nickel-
Aluminum Bronze (NAB) to cavitation impact loads obtained with fluid-
structure interaction.

• Chapter 8 discusses the important conclusions from this thesis and summa-
rizes the possible future work.





Chapter 2
Experimental Bubble Dynamics

2.1 Introduction

A thorough understanding of the dynamics of single bubble collapse near solid
surfaces is essential to the understanding and development of a computational model
to predict cavitation erosion. Experimentally cavitation is initiated in a fluid medium
by creating a local decrease in pressure through a mechanical apparatus or acoustic
waves. Multiple bubbles usually appear simultaneously in acoustically driven bubble
generation systems which could influence the single bubble dynamics investigation.
An alternative is local energy deposition in the form of light and heat through laser
or spark to initiate the phase change. A short laser pulse is one of the preferred
experimental methods for generating a single bubble. It typically involves an optical
system focussing the energy from the laser into a small focal volume, causing local
heating of the water. The size and shape of the bubbles generated are dependent
on the energy of the laser beam, type of laser used, the focussing angle and the
laser pulse duration. An overview of the laser generated bubbles and their use in
cavitation research, shock wave lithotripsy, shock wave cleaning and other biological
applications can be found in Lauterborn 2013, Ohl 1999, Song 2004. When a bub-
ble collapses near a solid wall, a high-speed liquid jet travels towards the surface,
accompanied by a localized shock wave emission, and sometimes bright light emis-
sion at collapse known as sonoluminescence. The liquid micro-jet impact and the
shock wave interaction with the solid wall are primarily believed to be responsible
for the surface damage. The debate about which of these phenomena causes the
most damage is quite old and a long one, but both phenomena are indicative of bub-
ble collapse and surface damage. The entire formation and collapse process occurs
on a very small scale with cavitation bubble radius of few millimetres (mm) and a
collapse time of few microseconds (µs). Despite the small size of the bubbles and the
short duration of the collapse, the pressures generated are very large, approximately
in the order of gigapascals (GPa) depending on the operating conditions. Due to
such discrepancies between these scales, studying cavitation erosion even for a single
bubble collapse is quite challenging with the requirements of high speed cameras,
laser system, optical and pressure sensors equipments. On the solid material side,
surface pits of few micrometers (µm) are typically observed after bubble collapses.
Therefore, a polished solid surface needs to be prepared with residual surface rough-
ness of few nanometers (nm) to detect accurately surface damages from a single

19
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bubble collapse using high resolution optical microscopes.

Figure 2.1 – Stand-off dis-
tance, γ = h/Rmax.

Much experimental research has been performed
to study the interaction of cavitation bubbles with
a solid wall like in Lauterborn 1997, Bremond 2006.
Most notable of them is by Philipp 1998 who studied
the dynamics of laser generated cavitation bubbles
in water and the resulting surface damage on a flat
aluminum surface. High speed visualization of dif-
ferent dynamical features of collapsing bubbles and
surface damage patterns were presented for an alu-
minum sample at different non dimensional stand-off
distance γ = h/Rmax, where h is the distance be-
tween the solid wall and bubble center at the time of formation and Rmax is the
maximum bubble radius, as shown in fig. 2.1. In the case of a non-spherical bubble,
Rmax is the equivalent radius defined as the radius of a perfectly spherical bub-
ble that would have the same volume as the non-spherical bubble. Philipp 1998
reported maximum surface pit depth corresponding to greatest damage by single
bubble collapse for γ ≤ 0.3 and γ = 1.2 to 1.4 from laser generated single bubble,
Rmax = 1.45mm shown in fig. 2.2.

Figure 2.2 – Collapse of single cavitation bubble on an aluminum sample, (left)
maximum depth of surface damage produced, Rmax = 1.45 mm, (right) volume of
deformation (Philipp 1998).

Reuter 2017 reported bubble shapes, vortex ring dynamics and time resolved flow
field measurements for bubble collapse near solid wall using high speed cameras, hy-
brid particle imaging velocimetry and particle tracking velocimetry techniques. The
authors identified and presented resolved flow field visualizations of two kinds of
bubble ring vortices for collapsing bubble near solid wall. First is the wall vortex,
where a ring vortex of opposite circulation moves towards the solid wall and sub-
sequently spreads radially over the wall. Second is the free vortex, where a ring
vortex that translates into the liquid away from the solid wall. The flow field for a
collapsing bubble, Rmax = 340µm, γ = 1.1 is shown in fig. 2.3 where the free vortex
moving away from solid wall can be seen in the final stages of collapse at t = 191µs.

Shaw 2000, Shaw 2001 recorded pressure stress at the solid surface, particularly
during the first collapse using a series of pressure transducers for collapsing laser gen-
erated bubbles. Tomita 2002 performed laser induced cavitation bubble collapses
near curved surfaces drawing up comparisons for bubble motion and liquid jet ve-
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Figure 2.3 – Evolution of velocity field during bubble collapse near a solid wall and
development of free vortex γ = 1.1, Rmax = 340 µm (Reuter 2017).

locity between curved rigid and flat rigid boundaries. The authors reported higher
liquid jet velocity in the case of a curved rigid boundary during bubble collapse,
suggesting higher impact pressures near non-flat boundaries. This phenomenon was
suggested to be partly responsible for increased mass loss after incubation period in
cavitation erosion experiments.

Brujan 2001 investigated the behaviour of laser induced cavitation bubbles near
a compliant elastic boundary made of polyacrylamide (PAA) gel with 80% water
concentration and elastic modulus E = 0.25MPa, to test its suitability in preventing
cavitation erosion. They identified that in elastic boundaries for γ ≥ 0.6 ∼ 0.7, the
bubble starts collapsing from the bubble surface close to the boundary and the
liquid-jet is directed away from the boundary. For γ < 0.6, the liquid jet is directed
towards the boundary with the bubble side far from the boundary collapsing first
as shown in fig. 2.4.
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Figure 2.4 – (left) Maximum jet velocity and (right) penetration depth from liquid
jet into a PAA sample for bubble collapsing near elastic boundaries (Brujan 2001).

In the present work, laser generated single and multiple bubble collapses near a
flat solid surface are investigated for different γ. We are presenting bubble dynamics
at γ = 0.55, 0.87, 1.1, 1.4, 1.7, 2.14. This research work has been performed at School
of Physical and Mathematical Sciences, Nanyang Technological University (NTU),
Singapore, with Julien Rapet under the supervision of Prof. Claus-Dieter Ohl (cur-
rently Professor at Institute of Physics, Otto-von-Guericke-Universität Magdeburg,
Germany) as part of a 2-month secondment of project CaFE. The experimental
setup, methodology and some interesting results are presented for collapsing bub-
bles near aluminum samples in the next sections.

2.2 Experimental Setup

Aluminum is used as the solid wall for the collapsing bubbles. Aluminum is soft,
lightweight and can be severely deformed without failure. The tensile strength of
pure aluminum is around 90 MPa but this can be increased to over 690 MPa for
some heat-treatable alloys. “As-received” pure aluminum sample undergoes work-
hardening, also known as cold working, during the production process which involves
subjecting the metal to mechanical stress so as to cause a permanent change to the
crystalline structure for strengthening a metal. The resulting metal product has
improved tensile strength and hardness, but less ductility. Aluminum hardened
by cold working can be restored to a soft, ductile condition by annealing which
eliminates strain hardening as well as the changes in structure that are the result of
cold working. These changes occur in several stages according to the temperature
or time during the recovery process. Complete recovery from the effects of cold
working is obtained only with re-crystallization which is characterized by the gradual
formation and appearance of a microscopically resolvable grain structure. The new
structure is largely strain-free with very few, if any, dislocations or imperfections
within the grains.

Three different aluminum samples are prepared at SIMaP, Univ. Grenoble Alpes
to be used as solid wall for the experiments. The first sample is an aluminum alloy
Al-7075-T651 while the second sample is the “as-received” pure aluminum sample
from the vendor. The third sample is a specially prepared recovered aluminum, for
which recovery process was conducted by heating the “as-received” pure aluminum
sample at 560◦ for 2 hours and letting it cool in room temperature in order to
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remove any pre-existing work hardening. The sample surfaces are polished in 6
stage manual and automatic polishers up to 30 nm surface roughness. The samples
can be categorized in the order of increasing hardness : Alloy Al-7075 > pure Al >
recovered Al.

Figure 2.5 – Experimental setup for laser generated bubble collapse near solid wall.

In the experiments, bubbles are nucleated by focusing a laser pulse from a Q-
switched Nd:YAG laser (New Wave Research Orion) into a glass cuvette filled with
de-gassed distilled water. The laser delivered light pulses of beam diameter 2.75mm
at a wavelength of 532 nm with energies of up to 10 mJ and a pulse duration of
6 ns. The laser beam is first expanded by a plano-concave lens (f = −35mm) and
collimated using a plano-convex lens (f = 250 mm). A 4x microscope objective
(Olympus UPlanFL N 4x/0.13na) is used to focus the laser beam inside the water
as shown in fig. 2.5. During each laser exposure, the pulse energy was measured by
reflecting with a glass plate approximately 5% of the laser energy into a pyroelectric
energy sensor (Thorlabs ES111C). The aluminum sample is fixed on the side wall
of the glass cuvette and the laser pulse is shot from the top of the cuvette which
made the direction of the laser pulse parallel to the solid wall.

Figure 2.6 – Schematic of the experimental setup for laser generated bubble collapse
near solid wall.

The dynamics of the bubble collapses are recorded using a high speed camera
(Photron FASTCAM SA−X2). The camera offers recording rates up to 13, 500fps
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at megapixel image resolution with a 12− bit dynamic range and frame rates up to
1, 080, 000 fps at reduced image resolution with shutter speeds as short as 293 ns.
A schematic of the experimental setup is shown in fig. 2.6.

The surface deformation is observed under high resolution optical microscope and
Atomic Force Microscope (AFM) is used to estimate pit dimensions. The different
dynamics of the collapsing bubbles and their salient features are discussed next. For
convenience, all the high speed photographic frames of bubble dynamics presented
have been rotated 90◦ to the right so that the solid wall is at the bottom of the
presented frame wherever applicable and the laser beam direction is from left to the
right of the frames.

2.3 Bubble Dynamics

2.3.1 Isolated Bubble Collapse

An isolated single bubble undergoes nearly symmetrical collapse for most part of
its life cycle. After nucleation, the bubble grows and expands to a spherical cavity
whose size is dependent on the energy deposited. It is followed by a series of bubble
collapses and rebounds. A spherical bubble collapse shows volume pulsations during
successive collapse and rebounds which have to be captured at high frame rates to
estimate its radial evolution. Energy is continuously converted between different
forms as the bubble oscillates in the liquid medium. The gas in the bubble is
compressed during collapse along with acoustic emission. Figure 2.7 shows a nearly
spherical growth and collapse of a laser generated isolated bubble Rmax = 535 µm,
far from the solid wall in water at 200000 fps.

Figure 2.7 – Left to right, top to bottom: Isolated bubble undergoing a nearly spher-
ical collapse Rmax = 535 µm, resolution=200000 fps.

Figure 2.8 shows the evolution of bubble radius with time for an isolated bubble
having Rmax = 420 µm at 540000 fps up to three rebound stages. The bubble
loses most of its energy after the first symmetrical collapse and undergoes mostly
asymmetric oscillatory collapses after. As observed in this experiments and also
reported by Vogel 1989, the flow field around an isolated bubble can be assumed
to be spherically symmetric only in the first collapse. During rebound, the bubble
shape loses spherical symmetry due to instabilities.
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Figure 2.8 – Evolution of bubble radius with time - isolated bubble collapse and
rebound Rmax = 420 µm, resolution=540000 fps.

With the presence of some geometric asymmetry in the bubble or its surroundings
due to the presence of a solid wall or a pressure gradient, the bubble dynamics
changes dramatically with new bubble shapes, motion and characteristic flow field
patterns discussed next.

2.3.2 Bubble collapse near solid wall

As mentioned, the stand-off ratio γ affects not only the damage pattern but
also the magnitude of the pressure and velocity fields at collapse. A collapsing
cavitation bubble near a solid wall leads to the formation of a liquid jet directed
towards the wall, piercing the bubble. It leaves behind a toroidal bubble initiating
the characteristic torus bubble dynamics with collapse of the toroidal ring that traps
the remnant gas and emits shock waves. For convenience from here on, the bubble
surface close to the solid wall will be referred as bubble lower surface and bubble
surface opposite to the solid wall will be referred as bubble upper surface. Depending
on the value γ, the dynamical features of the collapsing bubbles can be classified
into four major categories described below.

2.3.2.1 Stand-off γ ≤ 0.6 ∼ 0.7

In the case of γ ≤ 0.6 ∼ 0.7 the bubble is attached to the solid wall during
its growth after nucleation, as seen in fig. 2.9. The bubble collapse initiates with
curvature of the bubble upper surface and generation of an inwardly moving flow
with decreasing bubble volume. The bubble torus is compressed by the evolving
liquid micro-jet from inside and the inward moving flow from outside. The liquid
jet piercing through the bubble hits the wall and the bubble collapses on the wall
during the first collapse. As it cannot be clearly identified from the images whether
a thin liquid film exists in between the wall and expanding bubble, for such small
γ, the bubble is considered to be in close contact with the wall. There is no water
layer in between the bubble and wall to retard the micro-jet, so it impacts the wall
with its maximum velocity. By the time the liquid jet impacts the wall, the bubble
volume has shrunk considerably and the remaining volume disintegrates into tiny
micro-cavities on the surface seen in fig. 2.9 for a bubble Rmax = 400 µm, γ = 0.55.
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Figure 2.9 – Left to right, top to bottom : Liquid micro-jet impacting the solid
aluminum surface Rmax = 400 µm, γ = 0.55, frame size= 1.2× 1.4mm2.

2.3.2.2 Stand-off 0.8 ≤ γ ≤ 1.2

Figure 2.10 – Left to right, top to bottom : Collapse of bubble and resulting ”splash”
effect , presence of liquid film between the bubble and aluminum surface can be
observed during the growth and first collapse, Rmax = 390 µm, γ = 0.87, frame
size= 1.1× 1.4mm2.

For 0.8 ≤ γ ≤ 1.2, the bubble grows very close to the wall. The presence of solid
wall flattens the bubble lower surface during its expansion, as seen in fig. 2.10 for a
bubble with Rmax = 390 µm, γ = 0.87. The presence of a thin water layer can be
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observed between the bubble and the wall in the frames. The bubble volume shrinks
during the initial stages of collapse with the bubble lower surface remaining more
or less flat, as seen from t = 54.171 µs onwards. The first collapse of the bubble
volume takes place very close to the wall. The liquid micro-jet piercing the bubble
from the bubble upper surface hits the bubble lower surface few moments before the
first collapse forming a ring shaped bubble torus.

Figure 2.11 – Left to right, top to bottom: ”splash” effect after the collapse pushes
the bubble cavity away from aluminum surface forming a mushroom shaped cavity
Rmax = 430 µm, γ = 1.1, frame size= 1.2× 1.4mm2.

Two shock waves are expected based on literature, as in Blake 1998, Tong 1999-
one jet-induced shock by the impact of liquid jet into bubble lower surface and
one bubble-collapse-induced shock wave. The proximity of the wall to the liquid
jet produces a radial flow outwards from the jet axis. The bubble rebounds after
the first collapse and is carried along the wall by the radially outward moving flow.
This outward flowing liquid jet meets the inward flowing inertial flow induced by the
collapsing bubble. The collapse between the inward induced flow and outward liquid
jet pushes the thin bubble cavity in a direction opposite to that of the liquid jet. In
the final stages a splash is projected with the bubble cavity repelled from the wall in
a mushroom shaped cloud and disintegrating into tiny micro-bubbles away from the
wall, as seen from t = 162.513 µs in fig. 2.10. This effect is most commonly known
as the splash effect, representing the migration of the bubble torus into water in a
direction perpendicular to the wall. Similar dynamical behaviour has been observed
for a bubble having Rmax = 430µm, γ = 1.1, as in fig. 2.11 with bubble growth near
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the wall and less flattening of bubble lower surface due to the increased distance
from the wall. The mushroom shaped cavity can be seen at t = 175 µs onward
and the collapse sequence observed is similar to what was described previously in
fig. 2.10 for bubble at γ = 0.87.

2.3.2.3 Stand-off 1.2 ≤ γ ≤ 2.1

The bubble for 1.2 ≤ γ ≤ 2.1 undergoes the first collapse away from the wall
as the collapse takes place farther away from the solid wall. The first collapse of
the bubble proceeds almost spherically except for the last stages where the bubble
attains an oval shape seen in fig. 2.12 for a bubble with Rmax = 730 µm, γ = 1.4
and in fig. 2.13 for a bubble with Rmax = 535 µm, γ = 1.7.

Figure 2.12 – Left to right, top to bottom : Collapse of bubble torus and formation
of tiny micro-bubbles on aluminum surface Rmax = 730 µm, γ = 1.4, frame size=
1.9× 2.2mm2.

The liquid micro-jet pierces the bubble from the upper surface and the bubble
rebounds after the first collapse seen in fig. 2.12 at t = 143.75 µs and t = 168.75 µs
respectively. The liquid micro-jet passing through the bubble center gives rise to an
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Figure 2.13 – Left to right, top to bottom : Elongated bubble torus and liquid
micro-jet dissipating into surface micro-bubbles Rmax = 535 µm, γ = 1.7, frame
size= 1.1× 2mm2.
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enlarged bubble torus which grows to its maximum size due to the rebound energy
from the first collapse. The liquid micro-jet is retarded by the water layer between
the bubble and the wall, more so in the case of γ = 1.7 than γ = 1.4. The liquid
micro-jet has to travel a longer distance to the solid wall due to increased distance
in the case of γ = 1.7 giving rise to a funnel-shaped bubble after rebound seen at
t = 120.843 µs & t = 129.177 µs in fig. 2.13. This horizontally moving bubble torus
impacts on the radially outward flowing liquid jet along the wall from the bubble
center and disintegrates into tiny micro-bubbles. Such a disintegration of bubble
torus into tiny micro-bubbles leads to simultaneous violent collapse of many tiny
bubbles along the ring, each possibly emitting smaller jets and/or shock waves.

Another interesting feature of such collapses is the ”counter-jet”, also reported
by Vogel 1989, seen from t = 156.25µs in fig. 2.12 and from t = 112.509µs in fig. 2.13
at the bubble upper surface. A protrusion can be observed over the flat bubble upper
surface, produced by emitted shock waves during bubble rebound around the axis
of symmetry. This bubble fragment for most part stays stationary around its origin
of generation and disintegrates locally indicating the absence of any vortex flow in
the wall perpendicular direction.

2.3.2.4 Stand-off γ > 2.1

Figure 2.14 – Left to right, top to bottom : Bubble torus and liquid micro-jet retarded
by liquid layer between the surface and collapsing bubble Rmax = 430µm, γ = 2.14,
frame size= 1.0× 1.8mm2.
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For γ > 2.1 in fig. 2.14, a thin liquid micro-jet is formed from the bubble upper
surface after the first collapse as the asymmetric effect of the solid wall on the bubble
is small. The elongated liquid jet is retarded by the thick water layer between the
bubble and the wall. The jet detaches seen at t = 129.15 µs from the funnel shaped
main bubble torus as the bubble proceeds for the second collapse and rebound at
t = 154.14 µs before it reaches the wall. By the time the bubble cavity reaches the
wall, it has lost most of its energy during collapse and rebound cycle. Only a small
fragment of the bubble attaches itself to the wall and collapses.

2.4 Surface Deformation

Figure 2.15 – Surface deformation on recovered aluminum sample, distinct surface
pits due to liquid micro-jet impact Rmax = 400 µm, γ = 0.55, (left) surface under
a high resolution optical microscope after 10 bubble collapses, frame size = 250 ×
250 µm2, (right) AFM scan of pits, scan size = 110× 110 µm2.

Distinct surface deformation patterns are observed in the recovered aluminum
sample from the laser generated bubble collapse experiment. For collapsing bubbles
at γ = 0.55, indentation pits are observed under an optical microscope on the recov-
ered aluminum surface after 10 bubble collapses, as shown in fig. 2.15(left). Since
the bubbles grow and collapse attached to the solid surface, the pits are associated
to the liquid-jet impact on the solid surface. The surface deformations are charac-
terized with an AFM and the maximum pit depth is found to be 1.7 µm shown in
fig. 2.15(right). The darker shades in the AFM scans represent the surface deforma-
tions and dotted-white line, if present, shows the probe used to characterize the pit
dimensions. In fact, there are two kinds of surface pits observed-first are the shallow
pits and second are the deeper pits, which can be seen as the two top-most pits on
fig. 2.15(left) and also in fig. 2.15(right). The shallow pit depth is of about 600 nm
and pit radius of about 20 µm shown in fig. 2.16.

The deeper pits are of depth more than 1 µm usually, with maximum pit depth
of 1.7 µm and pit radius of about 20 µm shown in fig. 2.17. The two pits seen
in fig. 2.17 that are close to each other and partially overlapping with each other
are most likely produced by individual single bubble collapse. The bubble position
relative to the wall moved slightly due to interaction with the induced flow from the
passing laser beam and therefore, the spreading occurred in the surface deformation.
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Figure 2.16 – Indentation pit of depth 600 nm and pit radius of about 20 µm, scan
size = 70× 70 µm2

Figure 2.17 – Indentation pit of depth more than 1µm and pit radius of about 20µm,
scan size = 110× 110 µm2.

Figure 2.18 – Recovered aluminum surface after 10 bubble collapses, no visible sur-
face deformation due to rebounding bubble cavity from ”splash” effect Rmax =
430 µm, γ = 1.1 frame size = 1.5× 1.5mm2.
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No corrective measures could be taken due to the lack of experience in using such
experimental setup and relatively short duration of the experimental campaign.

The “splash” effect and disintegration of the bubble torus into tiny micro-bubbles
away from the sample surface produced no visible surface deformation seen in fig. 2.18
for the recovered aluminum sample after 10 bubble collapse of maximum bubble ra-
dius Rmax = 430 µm, γ = 1.1 . The spreading of the bubble cavity on the sample
surface before the ”splash” has no resulting effect on it indicating the absence of any
jet or shock wave on the solid surface.

Figure 2.19 – Circular damage pattern after 100 repetitive bubble collapses due
to collapsing bubble torus and micro-bubbles Rmax = 730 µm, γ = 1.4, (right)
recovered aluminum sample under optical microscope, frame size = 1.5× 1.5 mm2,
(right) AFM scan of top surface pits, scan size= 150× 150 µm2.

In the case of γ = 1.4, a circular damage pattern is observed on the recovered
aluminum surface with multiple tiny pits along the periphery of the bubble torus
ring for 100 repeated bubble collapses of maximum radius Rmax = 730 µm seen in
fig. 2.19(left). The collapse of tiny micro-bubbles from the disintegrated bubble torus
at γ = 1.4 is responsible for the pits along the periphery of the bubble torus ring.
Maximum surface pits are aligned along the laser direction indicating the interaction
of the induced flow from the passing laser beam on the tiny micro-bubble collapse.
A surface scan of dimension 150 × 150 µm2 of the pits on the top of fig. 2.19(left)
are shown in fig. 2.19(right). The pit dimensions from micro-bubbles are shown in
fig. 2.20. Most of the pit depths are about 600 µm with maximum pit depth of
1 µm and in general, smaller pit radius in comparison to the attached bubble case.
The collapsing tiny micro-bubbles along the bubble torus ring on the solid surface
possibly generates strong shock waves. It is still not clear if the liquid-jet velocity
from such tiny micro-bubble collapse might be high enough for pit formation.

Very insignificant surface deformation is observed on the much harder pure alu-
minum sample seen in fig. 2.21 whereas no visible deformation could be seen in the
aluminum Alloy Al-7075 in fig. 2.22 from the bubbles generated in the present inves-
tigation. The experiment on pure aluminum with 5 bubble collapse in fig. 2.21 did
produce surface deformation on the sample surface. The deformation is spread out
in a much larger surface area in comparison to bubble radius and therefore, difficult
to evaluate.
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Figure 2.20 – AFM scan and pit shapes from tiny micro-bubble collapse, scan size=
150× 150 µm2.

Figure 2.21 – Surface deformation on pure aluminum sample after 5 bubble collapse
Rmax = 600 µm, γ = 1.4, (left) before, (right) after, frame size = 1.5× 1.5mm2.
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Figure 2.22 – No surface deformation on Al-7075 from detached bubble collapse,
frame size = 1.5× 1.5mm2.

2.5 Summary & Discussion

Surface pits and a circular damage pattern for collapsing bubble at γ = 0.55
and γ = 1.4 respectively is identified from the experiments. Surface deformation
is dominated by the impacting liquid jet for attached bubbles on the solid wall,
whereas tiny surface micro-bubbles from detached bubbles are found to cause sig-
nificant surface deformation as well. The important observation is that the bubble
cavities produce surface damage when they are attached to the solid wall although
the mechanism and type of damage may vary. The work done by Philipp 1998 with
bubbles of Rmax = 1.45mm is quite extensive and thorough and the present results
qualitatively agree with their observations depicted in fig. 2.23 reporting damage for
γ ≤ 0.6 and γ = 1.2 to 1.4. The difference in the pit depth are due to smaller bubble
size produced in our experiment. The absence of considerable surface damage on

Figure 2.23 – Comparison of γ range for observed surface damage in the present
experiments and Philipp 1998.

the pure aluminum and Alloy Al-7075 can be attributed to small size of the bubbles
generated in our experiment. Comparatively, much larger bubbles would have to
be generated with much more local energy deposition on the solid wall. It was at-
tempted although the experimental setup used produces deviations in bubble shape
and size, and often creates multiple bubbles when the deposited energy is increased.
An improvement in the optics was required and not pursued due to limitation in
time.
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Chapter 3
Computational Fluid Dynamics

3.1 Introduction

In this chapter, a broad introduction to the physical modelling of fluid flow is pre-
sented. As a starting point, the governing equations for a fully compressible flow is
introduced, followed by a presentation of the unique algorithm for compressible flows
implemented in the CFD solver YALES2. It will be followed by the introduction of
the solver developed for cavitation and FSI in this thesis.

3.2 Basic equations of fluid mechanics

Considering the flow of a fluid, the equations describing its motion are the con-
servation laws for mass, momentum and energy. These equations are derived based
on the continuum hypothesis which states that a flow can be characterized by means
of continuous functions of the spatial coordinate vector x̄ and of time t, like the ve-
locity ū(x̄, t) and the mass density ρ(x̄, t). This idealization accurately describes the
macroscopic behaviour of a flow. The continuous functions represent the average
over a volume which is small with respect to the spatial variation of the flow but
large compared to the distance between molecules.

3.2.1 Conservation of mass

The mass conservation equation in its integral form can be expressed as

∂

∂t

∫
Ω
ρ dV = −

∫
∂Ω

(ρū) · n̄ dS (3.1)

In eq. (3.1), Ω represents a fixed control volume in an Eulerian framework and ∂Ω
denotes its boundaries, ρ is the density, ū is the velocity vector and n̄ is the outward
normal vector. This can be interpreted as the change of mass with time for any
sub-domain Ω of a fluid flow is due to mass flux across its boundaries ∂Ω. Applying
the Gauss’ divergence theorem to RHS leads to the following formulation∫

Ω

(
∂ρ

∂t
+∇ · (ρū)

)
dV = 0 (3.2)

39
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Since eq. (3.2) is valid for any volume Ω, the volume integration can be set aside
and a local relationship is obtained called the continuity equation in eq. (3.3).

∂ρ

∂t
+∇ · (ρū) = 0 (3.3)

3.2.2 Conservation of momentum

The integral form of momentum conservation equation is represented in eq. (3.4)
derived from Newton’s second law which states that the rate of change of momentum
of a body equals the net force exerted on that body. The second term in RHS of
eq. (3.4) is the stress tensor representing the contribution of surface forces whereas
the last term represents the volumetric forces. The stress tensor is comprised of two
components, p ¯̄I representing the normal stresses due to the pressure p, where ¯̄I is
the identity matrix and ¯̄τ , that is the deviatoric stress tensor.∫

Ω

∂ρū

∂t
dV = −

∫
∂Ω

((ρū)⊗ ū) · n̄ dS +

∫
∂Ω

(−p ¯̄I + ¯̄τ) · n̄ dS +

∫
Ω
ρḡ dV (3.4)

For a Newtonian fluid where there is a linear relationship between stress and strain-
rate, ¯̄τ can be written as:

¯̄τ = µ

(
∇ū + (∇ū)T − 2

3
(∇ · ū)¯̄I

)
(3.5)

Applying on eq. (3.4) the Gauss’ divergence theorem, we obtain eq. (3.6)∫
Ω

(
∂ρū

∂t
+∇ · (ρū⊗ ū)

)
dV =

∫
Ω

(
−∇p+∇ · ¯̄τ + ρḡ

)
dV (3.6)

whose validity for any control volume Ω allows us to write its local form

∂ρū

∂t
+∇ · (ρū⊗ ū) = −∇p+∇ · ¯̄τ + ρḡ (3.7)

This eq. (3.7) is called the momentum equation, historically also referred as the
Navier-Stokes equation. In recent practice and in this thesis, the Navier-Stokes
equations refer to the entire set of conservation equations for mass, momentum and
energy.

3.2.3 Conservation of energy

The total energy E of the fluid is defined as the sum of internal (thermal) energy
(es) and kinetic energy (1

2 ū2), for which the following integral formulation holds∫
Ω

∂ρE

∂t
dV = −

∫
∂Ω

(ρEū) · n̄ dS +

∫
∂Ω

((−p ¯̄I + ¯̄τ) · ū− Q̄) · n̄ dS

+

∫
Ω
ρḡ · ū dV

(3.8)

Equation (3.8) relates the energy transported by the flow to the work done on the
fluid by the environment. Q is the heat flux defined by the Fourier law asQ = −λ∇T ,
where λ is the thermal conductivity and T is the temperature. In a similar way as
continuity and momentum equations, the energy equation can be represented for
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any control volume Ω and into a partial differential equation (PDE) as eq. (3.9) &
(3.10) respectively.∫

Ω

(
∂ρE

∂t
+∇·(ρEū)

)
dV =

∫
Ω

(
−∇·(pū)+∇·(¯̄τ ū)+∇·(λ∇T )+ρḡ ·ū

)
dV (3.9)

∂ρE

∂t
+∇ · (ρEū) = −∇ · (pū) +∇ · (¯̄τ ū) +∇ · (λ∇T ) + ρḡ · ū (3.10)

3.2.4 Navier-Stokes Equations

The second order PDE’s derived from eqs. (3.1), (3.4) and (3.8) forms the
system of conservation equations also known as the Navier-Stokes equations. The
gravitational forces are neglected in the purview of this thesis.

∂ρ

∂t
+∇ · (ρū) = 0 (3.11)

∂ρū

∂t
+∇ · (ρū⊗ ū) = −∇p+∇ · ¯̄τ (3.12)

∂ρE

∂t
+∇ · (ρEū) = −∇ · (pū) +∇ · (¯̄τ ū) +∇ · (λ∇T ) (3.13)

3.2.5 Fluid compressibility and Mach number

Before moving further, an important aspect about fluid compressibility and its
effect on the numerical modelling of fluid flows is discussed. The dimensionless
quantity describing the ratio of convective velocity u to the speed of sound c, is the
Mach number:

Ma =
u

c
(3.14)

Often the convective velocities occurring in flows are rather small compared to the
speed of sound, which can be expressed as Mach number tending towards zero. This
does not mean that the convective velocity u = 0 but that u << c or c → ∞. In
terms of physics, it represents the propagation of small, isentropic disturbances like
pressure waves at the speed of sound which is much faster than the advection of
the flow. In such a scenario, no pressure and density fluctuations are created due
to differences in velocity field and the flow is assumed incompressible. The math-
ematical nature of the governing equations is elliptical where the pressure waves
propagate at an infinite speed and prohibits the occurrence of acoustics in the flow
field. Consequently, the time step size of a numerical simulation is limited by the
Courant-Friedrichs-Lewy (CFL) condition in eq. (3.15) which determines the dis-
tance travelled by information during one time step.

CFL = v
∆t

∆x
= |u| ∆t

∆x
(3.15)

v is the highest velocity at which information is transported within the simulation
i.e. v = |u| since no acoustic occurs, ∆t is the given time step and ∆x is the mesh
size. For an adiabatic and reversible process, isentropic compressibility of a fluid
element of volume V can be defined as

βs = − 1

V

(
∂V

∂p

)
s

(3.16)
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where p is the pressure acting on the surface of the fluid element. Considering V as
the specific volume of the fluid element and rewriting eq. (3.16) using the density ρ
of the fluid gives

βs =
1

ρ

(
∂ρ

∂p

)
s

(3.17)

Fluids undergoing density variations due to an imposed pressure field are character-
ized as compressible. Compared to gases, liquids have very low compressibility and it
is reasonable to treat liquids as incompressible for certain applications. Nevertheless,
for resolving acoustic wave propagation, it is required to treat all fluid components
as compressible, where the finite propagation speed of the waves is defined by the
speed of sound c. This isentropic speed of sound relationship is therefore

cs =

√
1

ρβs
=

√
∂p

∂ρ

∣∣∣∣
s

(3.18)

The compressible set of governing equations are hyperbolic in nature and any fluc-
tuation is transported at the speed of sound, so v = |u + c|. The relationship
between Courant-Friedrichs-Lewy condition with acoustic propagation CFLacou for
compressible flow and convective CFL for incompressible flow is expressed as:

CFLacou =v
∆t

∆x
= |u+ c| ∆t

∆x
=
u∆t

∆x

(
1 +

1

Ma

)
⇒ CFLacou = CFL

(
1 +

1

Ma

)
⇒ CFLacou

(
Ma

Ma+ 1

)
= CFL

(3.19)

Considering for example a flow simulation at Ma = 0.5 gives a CFLacou which is
33% of the convective CFL. Thus the time step of a simulation derived from the
min(CFL,CFLacou) will be limited by the CFLacou condition. For a cavitation
bubble collapse in liquid water with c = 1483 m/s, the Mach number stays small
for major part of the simulation and approaches 1 only during the final stages of
bubble collapse. An explicit treatment of the time step will lead to very small time
steps and larger computation time for such simulations. Thus, the solver’s design
down to the algorithmic level has an effect on the capability to resolve such problems
efficiently.

3.3 YALES2 code

YALES2 is a versatile numerical code based on finite volume method (FVM).
The code consists of many different solvers for varied multi-physics fluid dynami-
cal problems. A review of the existing Implicit Compressible Solver algorithm is
provided next before describing the two new solvers developed in this thesis.

3.3.1 Implicit Compressible Solver (CPS)

Implicit Compressible Solver (CPS) has been developed by Moureau 2007 for
ideal gas flows employing a pressure based semi-implicit algorithm to remove CFLacou
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constraints for all Mach numbers. In this prediction-correction algorithm, flow con-
vection and acoustics are separated based on the characteristic splitting of the com-
pressible Navier-Stokes equations. The eigenvalues of the 1D compressible Navier-
Stokes equations corresponding to two acoustic waves i.e (u + c),(u − c) and pure
advection (u) are split into two stepsu+ c

u− c
u

 =

uu
u

+

 c
−c
0

 (3.20)

The first part of the RHS corresponds to the pure advection of the flow whereas the
second part is the isentropic propagation of acoustic waves. The solver algorithm
extends this decomposition to the 3D Navier-Stokes equations, ensuring that the
algorithm extends towards a density-based compressible solver when the CFLacou
tends towards zero. A density based solver methodology refers to the solution of
the coupled system of governing equations where fluid velocity is obtained from the
momentum conservation equations, density from the mass conservation equation
and pressure is determined from the equation of state. The algorithm developed
on the idea of fractional-step method of Kim 1985 for incompressible flows tends
towards a classical low-Mach number projection scheme of Chorin 1968 when the
Mach number tends to zero. This removes the need for numerical preconditioning
like approach typical for density based solvers at very low Mach numbers.

3.3.2 Time advancement - characteristics based fractional step
method

The main idea of the time advancement method of CPS is to perform an operator
splitting on the governing eq. (3.11), (3.12) and (3.13). For a vector of conservative
variables φ = (ρ,m, E)T , where ρ is the density, m = ρu is the momentum, E = ρE
is the total energy, the splitting can be expressed as:

∂φ

∂t
= Fc(φ) + Fv(φ) + Fa(φ) (3.21)

where Fc,Fv and Fa represents the convective,viscous and acoustic parts:

Fc (φ) =

−u · ∇ρ
−u · ∇m
−u · ∇E

 (3.22)

Fv (φ) =

 0
∇ · τ

∇ · (λ∇T ) +∇ · (τu)

 (3.23)

Fa (φ) =

 −ρ (∇ · u)
−m (∇ · u)−∇p
−E (∇ · u)−∇ · (pu)

 (3.24)

The algorithm is split into a prediction step followed by a correction step for the
conservative variables, as detailed in the next sections.
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3.3.2.1 Prediction

The prediction step solves for the convective and viscous part of eq. (3.21).
However setting the acoustic part contribution to zero introduces large splitting
errors and hence a constant acoustic part is added as a source term proposed by
Roger 2016 as in eq. (3.25).

φ? = φ(t) +

∫ t+∆t

t
( Fc(φ(τ)) + Fv(φ(τ)) + Fa(φ(t)) ) dτ (3.25)

A characteristic analysis of the system of equations of this step shows that the
eigenvalues are equal to the convective propagation speed u and the step is only
limited by the convective CFL stability condition, independently of Mach number.
Equations (3.26) & (3.27) show the generic form of Navier-Stokes equations for the
prediction step for φ ∈ (ρ,m, E).

φ? − φn

∆t
+∇ ·

(
φ̃un

)
−Dφ =

(
φ̃− φn

)
∇ · un (3.26)

Dρ

Dm

DE

 =

 0
−∇pn +∇ · τn

−∇ · (pnun + τnun + λ∇Tn)

 (3.27)

φn is the value of φ before time advancement i.e. from the previous time step, φ? is
the value computed at the end of the prediction step and φ̃ is the value computed
at different steps of the time integration scheme. The terms Dρ, Dm & DE are
the explicit pressure and diffusion contributions, evaluated only at the beginning of
the time step. The LHS of (3.26) represents a classical explicit discretization of the
compressible Navier-Stokes equations which is solved with TFV4A temporal scheme
described in section 3.4.2. The RHS on the other hand is proportional to the local
dilatation (divergence of velocity) and is intended to remove the acoustics from the
prediction step. For a low Mach number flow, this term tends towards zero and is
only present for highly compressible flows.

The equation of state is solved next to estimate the pressure p? and T ? from φ?

to close the system of equation at the end of prediction step.

3.3.2.2 Helmholtz Equation

Before correcting the conservative variable φ ∈ (ρ,m, E) in the second step, a
Helmholtz equation is solved to obtain the pressure variation δp = pn+1 − p? in eq.
(3.28). The equation is derived by taking the divergence of momentum equation
during the correction step in eq. (3.34) and using the continuity equation from
the prediction step in eq. (3.26) to remove the unknown momentum mn+1. Thus,
a discrete mass conserving equation for the corrected pressure pn+1 and pressure
variation δp is obtained.

∇ · ∇δp−∇ ·
(
δp un

c2∆t

)
− δp

c2∆t2
= ∇ · ∇ (pn − p?) +

ρ? − ρn

∆t2
+

1

∆t
∇ · (m?) (3.28)

The Helmholtz equation can be transformed into a linear system, the matrix being
solved implicitly with Stabilized Bi-Conjugate Gradient (BiCGSTAB2) linear solver
(Vantieghem 2011). The second term on the LHS represents the influence of local
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flow on the acoustics. The second and third term in LHS are negligible for low
Mach number flows and the Helmholtz equation with negligible acoustic presence
tends towards a variable density Poisson equation. It can then be resolved with a
dedicated efficient linear solvers like Deflated Preconditioned Conjugate Gradient
(DPCG), as discussed in Roger 2016.

3.3.2.3 Correction

The governing equations for the correction step are obtained after removing
eq. (3.26) from the full set of Navier-Stokes equations in eq. (3.11),( 3.12) and
(3.13). The splitting between the prediction-correction step can be derived for any
conservative variable φ as:

φn+1 =φn + (φ? − φn) +
(
φn+1 − φ?

)
⇒ φn+1 = φn + δφconv + δφacous

⇒ φn+1 = φ? + δφacous
(3.29)

A temporal integration on the resulting equation after splitting resolves the acoustic
influence on the set of conservative variable φ ∈ (ρ,m, E), taking into account the
presence of acoustic source term in the prediction step.

φn+1 = φ? +

∫ t+∆t

t
Fa(φ∗(τ))−Fa(φ(t))dτ (3.30)

The speed of sound expression at constant entropy can be written as:

c2 =
∂p

∂ρ

∣∣∣∣
s

(3.31)

which can link the temporal variations of pressure and density in the purely isentropic
correction step as:

∂ρ

∂t
=

1

c2

∂p

∂t
(3.32)

⇒ pn+1 − p?

∆t
= c2 ρ

n+1 − ρ?

∆t
(3.33)

Thus, the variation of φ ∈ (ρ,m, E) during the correction step can be expressed in
terms of pressure variation in eq. (3.34) with the source term Sρ, Sm&SE defined in
eq. (3.35).

φn+1 − φ?

∆t
− φn

ρn(cn)2

δp

∆t
= Sφ (3.34)

Sρ
Sm
SE

 =

 0
−∇δp

−∇ · (δpun)

 (3.35)

An important point to note in eq. (3.34) is that the speed of sound denoted by cn

is computed only once at the beginning of the time-step for the entire prediction-
correction algorithm. The final algorithm for time advancement can be expressed as
fig. 3.1.
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Figure 3.1 – Schematic of CPS algorithm- estimation of sound speed and pressure
from equation of state (in green).

3.4 Compressible Cavitation Solver (CCS)

In this thesis, a new solver in YALES2 called Compressible Cavitation Solver
(CCS) for hydrodynamics and cavitation research is developed. The new solver is
developed based on the numerical algorithm of the CPS solver, thus taking advan-
tage of the inherent numerics and efficiency due to no time step constraints from
CFLacou limitation. The solution domain is solved in a FVM framework by di-
viding the total volume into small control volumes (CV). Discretization in space &
time is performed on the integral conservation equation over this CV. The weak
form or so-called integral form of the compressible Navier-Stokes equations allows
to model discontinuities like shock waves and phase boundaries in a cavitating flow.
The numerical algorithm is shown in section 3.3.2 where the time advancement is
performed based on the characteristic splitting of the compressible Navier-Stokes
equations. The prediction-correction algorithm of CCS solves for the purely convec-
tive part of governing equations explicitly in the first step with a constant acoustic
source term for φ ∈ (ρ,m, E) as in eq. (3.36), (3.37) & (3.38). The speed of sound
cn is computed before starting the time advancement to obtain the time step from
CFLacou.

ρ? − ρn

∆t
+∇ · (ρ̃un)− (ρ̃− ρn)∇ · un = 0 (3.36)

m? −mn

∆t
+∇ · (m̃⊗ un)− (m̃−mn)∇ · un = −∇pn +∇ · τn (3.37)

E? − En

∆t
+∇·

(
Ẽun

)
−
(
Ẽ − En

)
∇·un = −∇·(pnun)+∇·(τnun)+∇·(λ∇Tn) (3.38)

At the end of the prediction step, the equation of state is used to estimate the
pressure p?. It is worth noting here that the solver is specifically developed for
modelling cavitating flows in liquid water, which are modeled with a barotropic
equation of state described in section 3.4.5. A barotropic assumption implies that
the pressure is only a function of density p = f(ρ). Therefore, the evolution of
energy equation and by virtue of it, the evolution of temperature is decoupled from
the system of governing equations. Thus in the prediction step for liquid water,
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only eq. (3.36) & (3.37) are advanced in time with TFV4A time integration scheme
described in section 3.4.2. A fourth-ordered centered scheme is used for spatial
discretization, as detailed in section 3.4.1. It is important to highlight here that for
an ideal gas flow simulation in CCS, the energy eq. (3.38) & (3.42) are included into
the system of governing equations solved.

Another modification introduced in the algorithm is to update the speed of sound
c∗ at the end of the prediction step based on the advected density field. This is
especially important for multiphase flows where the different phases/components of
the fluid can have varying orders of speed of sound. The computation of speed of
sound from the advected density at each CV is important near phase boundaries i.e.
interfaces. Thus in the correction step, the subsequent pressure field computation
will have the correct speed of sound of the fluid phase from the temporal evolution
of density, most importantly near fluid interfaces.

The Helmholtz equation is solved next implicitly with the BiCGSTAB2 (Vantieghem
2011) linear solver for the pressure variation δp = pn+1 − p? in eq. (3.39) the prop-
erties of which at both high and low Mach flows have already been discussed with
eq. (3.28).

∇ · ∇
(
pn+1 − p?

)
−∇ · un

(c∗)2∆t

(
pn+1 − p?

)
− pn+1 − p?

(c∗)2∆t2

= ∇ · ∇ (pn − p?) +
ρ? − ρn

∆t2
+

1

∆t
∇ · (ρ?u?)

(3.39)

In the correction step the pressure variation is used to express the variations of the
conserved variables in eq. (3.40) & (3.41) obtaining the updated field of ρn+1 &
mn+1.

ρn+1 − ρ?

∆t
− 1

(c∗)2

δp

∆t
= 0 (3.40)

mn+1 −m?

∆t
− un

(c∗)2

δp

∆t
= −∇ (δp) (3.41)

En+1 − E?

∆t
− En

(c∗)2

δp

∆t
= −∇ · (δp un) (3.42)

The equation of state is introduced again in the CCS algorithm at the end of the
correction step. This is again to enforce strict agreement between pressure and
density in the phase interfaces for cavitating flows. The discontinuities in the orders
of magnitude of density and speed of sound at the interface between vapor and
liquid regions can often give rise to numerical oscillations in the pressure field. A
situation may arise where the corrected pn+1 and ρn+1 do not satisfy the equation
of state in specific regions of phase interface. The solution of the equation of state
implementation at the end of the time advancement removes such oscillations and
corrects the pressure p(n+1)c from the updated density ρn+1 using the equation of
state.

In the context of the developed solver CCS in the present work, the following
contributions to the algorithm are provided for cavitating flows (also represented in
fig. 3.2):

• Decoupling of temperature and energy evolution from the system of equations,
through the implementation of a barotropic model (p = f(ρ)).

• Estimation of updated speed of sound at the end of prediction step.
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• Updated speed of sound used for corrected pressure in Helmholtz equation and
variation of density and velocity fields.

• Updated pressure from corrected density field in the correction step to satisfy
equation of state at the end of temporal loop.

Figure 3.2 – Schematic of CCS algorithm- estimation of intermediate sound speed
and corrected pressure from equation of state (in yellow).

3.4.1 Spatial discretization

In a FVM, a computational domain is defined and filled with a set of non-
overlapping polygons (in 2D) or polyhedra (in 3D) called the mesh. These consti-
tuting bricks of the mesh can be referred as mesh elements, their vertices as nodes,
mesh element interfaces as faces and intersection of two interfaces as edges. A badly
designed mesh can give rise to large numerical errors, therefore destroying the phys-
ical content of simulation. The building block of FVM is the control volume (CV)
over which the integral of the conservation equation is discretized. For example inte-
grating the momentum equation eq. (3.6), neglecting gravity forces, on a polyhedra
control volume Ω, bounded by a number of faces nf gives eq. (3.43).The surface
integral expresses that the variation of momentum in the CV Ω is due to the trans-
port of momentum to or from the neighbouring CV, through its boundaries. Thus
the volume and surface integral in eq. (3.43) is expressed as a combination of values
of the variables at specific locations within the control volume and its neighbours.

∫
Ω

∂ρū

∂t
dV =

∫
Ω

(
−∇ · (ρū⊗ ū)−∇p+∇ · ¯̄τ

)
dV

=

∫
∂Ω

(
−(ρū⊗ ū)− p ¯̄I + ¯̄τ

)
· dS

=

nf∑
i

∫
Si

(
−(ρū⊗ ū)− p ¯̄I + ¯̄τ

)
· dS

(3.43)

For a given mesh, there exists two common approaches to construct the CV’s. In
cell-centered methods, the mesh elements are the CV on which the solution for the
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integral form of the conservation laws are obtained. In YALES2, the other approach
called the vertex-centered is used, where the CV is created centered around the
nodes of the elements. The CV is the median dual cell built up out of a number
of subtriangles (denoted subtri) in 2D and subtetrahedron (denoted subtet) in 3D
shown in fig. 3.3. In 2D, the subtri is the surface delimited by the node, the midpoint
of element edge connected to the node and the barycenter of the mesh element shown
in fig. 3.3(b). The CV’s of the boundary nodes are closed by attributing portions
of the boundary mesh elements to their respective nodes. The total volume of the
nodal CV, also called the nodal volume Vnode is computed as the sum of the volume
of its subtris/subtets.

Vnode =
1

ndim

∑
st

Xst · Sst (3.44)

where Sst is the normal vector on the subtri face opposing the node, Xst is the
vector connecting the node and midpoint of the element edge to define st and for
the closed surface of the CV, it is normally

∑
st Sst = 0. Some variables are needed

to be known on the CV surface to compute the surface integral of the Navier-Stokes
equations. Therefore distinct portions of the CV surface are assigned to pairs of
nodes (Πij , say for nodes i & j) and the surface integral is the summation over the
pairs connected to the node of the CV in consideration. A detailed description of
the construction of CV stencil and spatial discretization can be found in the doctoral
thesis of Vantieghem 2011. To compute the average over the CV for the unsteady

Figure 3.3 – Control volume representation for spatial discretization: (a) Subtri of
a node pair for a triangular element (b) CV of a node in a mesh (c) Subtri of an
edge-mesh face in a hexahedron (d) Exterior triangles of all subtetrahedra showing
the contribution node CV for hexahedral element (Vantieghem 2011).

term in eq. (3.43), the volume integral for φ can be expressed as a Taylor expansion
for the CV node i with the length scale ∆ associated with CV size in eq. (3.45)∫

Ω
φ dV =

∫
Ω

(
φ|i + (∇φ)|i · (x− xi) +O(∆2)

)
dV (3.45)
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The average of φ is approximated over the CV by its nodal value in eq. (3.46)∫
Ω
φ dV ≈ Viφ|i (3.46)

which is only first order for a generic mesh but is second order if the center of mass
(or barycenter) of the CV where φ is approximated, is located at the node position
(i.e. x = xi) seen in eq. (3.45). Therefore for a locally uniform mesh, discretization
errors can be reduced by avoiding large size jumps between adjacent mesh elements.

In the centered scheme, the gradient of a scalar field φ at a node i is expressed
as:

∇φ|i =
1

Vi

∑
j∈π(i)

φ|i + φ|j
2

n̄ij (3.47)

whereas the divergence for a vector field u at the node is the weighted sum of
contributions from neighbouring nodes written for pairs of nodes Πij as:

∇ · u|i =
1

Vi

∑
j∈π(i)

u|i + u|j
2

· n̄ij (3.48)

Here Vi is the nodal volume associated with node i, n̄ij is the normal vector for CV
of node i along the element edge between the pair nodes Πij . Both the ∇ and ∇·
operators are second order, computed from the second order Taylor expansion around
node i. A successive application of both the operators to compute the Laplacian
∆ will bring up the infamous checkerboard problem of numerical discretization that
decouples the odd and even numbered nodes and cannot represent the Laplacian
accurately. The problem and its resolution has also been discussed in detail by
Vantieghem 2011 by approximating the integral of ∇2φdV on a CV as a sum of
integrals of ∇φ · dS on the faces of CV. This involves approximation of ∇φ on the
normal of a face for complicated non-orthogonal mesh. Finally the Laplacian of a
scalar field in a node is

∆p|i =
1

Vi

∑
j∈π(i)

wij (p|j − p|i) (3.49)

where wij is a element pair coefficient computed in the discretization stencil.
A fourth-ordered centered scheme also exist for which a deconvolution is neces-

sary. It refers to expression of the nodal values as a function of the volume averages
calculated at the barycenter of the CV. These nodal values are then used to compute
fluxes between adjacent CV’s. It is obvious that the barycenter of CV and mesh
nodes do not coincide for a complex unstructured mesh and thus the deconvolu-
tion consists of computing components of gradient vector and Hessian matrix. This
is not discussed here and readers are encouraged to refer to the doctoral thesis of
Kraushaar 2011, Malandain 2013 and Vantieghem 2011 for details on construction
of higher order discrete operators. For example, the divergence of a vector field for
the fourth-ordered centered scheme is

∇ · u|i =
1

Vi

∑
j∈π(i)

(
u|i + u|j

2
+ ∆ij

∇ · u|i −∇ · u|j
6

)
n̄ij (3.50)

where ∆ij is the length of the element edge connecting nodes i & j. In general
higher order centred space discretization schemes are oscillatory in nature. In the
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regions of numerical discontinuities like shock waves, the application of such schemes
results in non-physical, spurious oscillations. Their combination with RK methods
can become unstable and stabilizing measures need to be taken. Three strategies
are possible:

1. Numerical viscosity in spatial and temporal discretization.

2. Adding artificial viscosity.

3. High-order filtering of solution fields.

3.4.2 Time integration

The time integration scheme TFV4A, developed by Kraushaar 2011, has been
used to advance the solution in time from tn to an instant tn+1 = tn + ∆t, where
∆t is the time step used. This fourth-order scheme is explicit in nature, which
only uses the known solution at tn. The scheme is based on the idea of blending the
low storage, explicit, fourth-order Runge-Kutta (called RK4 henceforth) with a Lax-
Wendroff-type scheme, where the in-built numerical diffusion in the temporal scheme
can be adjusted with a parameter κ. In RK4, a successive iterative computation is
carried out to determine the updated variable field φn+1, where C is the discretized
spatial operator.

φ1 = φn − 1

4
∆tC(φn, pn)

φ2 = φn − 1

3
∆tC(φ1, pn)

φ3 = φn − 1

2
∆tC(φ2, pn)

φn+1 = φn −∆tC(φ3, pn)

(3.51)

A Two-step Runge-Kutta (TRK) family of schemes can be designed by combining
each two steps of RK4 as follows, where C2 represents the discretized spatial operator
applied twice C2(φ, p) = C ◦ C(φ, p):

φ2 = φn − 1

3
∆tC(φn, pn) +

1

12
∆t2C2(φn, pn)

φn+1 = φn −∆tC(φn, pn) +
1

2
∆t2C2(φ2, pn)

(3.52)

A Lax-Wendroff-type (LW) scheme is TTG4A (Two-step Taylor Galerkin, fourth
order) proposed in Quartapelle 1993 which in operator notation is expressed as:

φ2 = φn − 1

3
∆tC(φn, pn) +

1

12
∆t2D2(φn, pn)

φn+1 = φn −∆tC(φn, pn) +
1

2
∆t2D2(φ2, pn)

(3.53)

Here, the new operator D is the discretization operator of the LW diffusion term and
is the only different term in the RK and LW-type schemes. Therefore by combining
the RK4 and LW-type scheme, the fourth-ordered TFV4A scheme is obtained:

φ(2) = φn − κ1

3
∆tC(φn, pn) + (1− κ)

1

12
∆t2C2(φn, pn) + κ

1

12
∆t2D2(φn, pn)

φn+1 = φn − κ∆tC(φn, pn) + (1− κ)
1

2
∆t2C2(φ2, pn) + κ

1

2
∆t2D2(φ2, pn)

(3.54)
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The parameter κ allows to adjust the amount of numerical diffusion in the time
integration scheme. The RK4 scheme is obtained for κ = 0 whereas LW-type dif-
fusive TTG4A scheme is obtained for κ = 1. As mentioned previously, the use of
central space discretization are oscillatory by nature. The use of numerical diffusion
reduces the high frequency numerical dispersion arising from spatial discretization
while preserving the initial dispersion of the physics. This in turn provides a time
integration scheme which is stable in a large spectrum of CFL condition with ad-
justable numerical diffusion.

TFV4A can be considered as adding LW-type diffusion term in the second and
fourth steps of the classical RK4 scheme. This scheme has been used for all the
simulations in this thesis with κ = 0.2.

3.4.3 Boundary Conditions

Appropriate initial and boundary conditions (BC) need to be applied on the
computational domain to solve the system of Navier-Stokes equations. The different
boundary conditions available in CCS solver are:

• Outlet BC - Subsonic outflow where the total pressure is defined.
• Inlet BC - Subsonic inflow with prescribed flow velocity.

Due to pressure wave propagation and strong transient behaviour of the flow,
the boundaries should allow the control of different waves that cross the
boundaries. To handle this, YALES2 uses the classical Navier- Stokes Char-
acteristic Boundary Conditions (NSCBC) proposed by Poinsot 1992, which
are applied on flow Inlets and Outlets. The NSCBC conditions are imposed
at the end of the correction step when both the convective and acoustic trans-
ports have been performed.
In this thesis, the NSCBC conditions have been extended in the CCS solver
for all types of fluid such as liquid water and ideal gas. It means NSCBC
equipped Inlets and Outlets can be used for any type of fluid in CCS solver
which is not the case in CPS solver where NSCBC are hard coded for an ideal
gas.
• Wall (also called No-Slip wall) - Solid walls with normal pressure gradient

equal to zero. Both normal and tangential velocity at the wall are zero
(vn = vτ = 0).
Supports the development of boundary layers due to viscous effects. Imposed
in the prediction step of the solver, leading to acoustically reflecting BC.
• Slip-wall - Similar to No-Slip wall except viscous effects on the wall are

negligible. Normal velocity is zero but tangential velocity not equal to zero
(vn = 0, vτ 6= 0).
In viscous flows, the Slip-wall BC is similar to Symmetry BC and can be
applied as symmetry surfaces.
• Periodic - Rotationally or translationally periodic boundaries.

3.4.3.1 Navier- Stokes Characteristic Boundary Conditions (NSCBC)

Compressible fluid flow simulations are complicated, more so due to the need
for boundary conditions with low dispersion errors and to avoid numerical instabil-
ities and spurious wave reflections at the computational boundaries. An appealing
technique to specify boundary conditions for such hyperbolic systems is to define
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relationships based on characteristic lines for different waves crossing the boundary.
The Navier-Stokes Characteristic Boundary Conditions (NSCBC) by Poinsot 1992
are used for subsonic inlet and outlet boundaries. The method consists of expressing
the inviscid Navier-Stokes equations as characteristic equations at the domain exits.
The conservative system of characteristic equations for density, pressure and velocity
components φ ∈ (ρ, p, u1, u2, u3) at the exits are as follows:

∂ρ

∂t
+

1

c2

(
L2 +

1

2
(L5 + L1)

)
= 0

∂p

∂t
+

1

2
(L5 + L1) = 0

∂u1

∂t
+

1

2ρc
(L5 − L1) = 0

∂u2

∂t
+ L3 = 0

∂u3

∂t
+ L4 = 0

(3.55)

where Li
′
s are the characteristic wave amplitudes crossing the boundary, associated

with each λi
′
s, the propagation velocity of each characteristic wave. The character-

istic velocities are:

λ1 = u1 − c,
λ2 = λ3 = λ4 = u1,

λ5 = u1 + c

(3.56)

In fig. 3.4, a computational domain with subsonic inlet at x1 = 0 and outlet at
x1 = L is shown. λ1 and λ5 are the velocities of sound waves travelling in negative
and positive x1 direction respectively, λ2 is the convective velocity whereas λ3 and
λ4 are the velocities at which u2 and u3 are advected by the flow in the x1 direction.
It is important to note that waves are only assumed to travel in the normal direction
at the boundaries, which needs to be carefully considered while designing domain
exits for the flow.

Figure 3.4 – Waves entering and leaving the computational domain through an inlet
plane at x1 = 0 and an outlet plane x1 = L for a subsonic flow (Poinsot 1992).
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The wave amplitudes value Li
′
s can be defined in terms of flow variables at the

boundary of the domain.

L1 =
∂p

∂x1
− ρc∂u1

∂x1

L2 = c2 ∂ρ

∂x1
− ∂p

∂x1

L3 = ρc
∂u2

∂x1

L4 = ρc
∂u3

∂x1

L5 =
∂p

∂x1
+ ρc

∂u1

∂x1

(3.57)

The role of NSCBC in our viscous multi-dimensional simulations is to determine
unknown flow variables from the wave amplitude variation at the boundaries by re-
solving the local one-dimensional inviscid system in eq. (3.55). Along with known
Li

′
s for outgoing waves, the physical incoming wave amplitudes could be defined

to be solved with eq. (3.55) to compute all unknown variables at the boundaries.
Depending on the boundary type, physical incoming wave amplitudes can be esti-
mated.

• Subsonic outlet - Most of the waves are moving out of the domain, so can
be easily estimated except for L1 which is expressed as a function of the
reference pressure at the boundary pref in eq. (3.58). If the outlet pressure
p is not close to pref , an incoming wave will enter the domain in order to
bring the pressure value back to pref . Its mechanical analogy with a spring
cannot be ignored, with the pressure relaxation constant prelax = 0 will give
”perfectly non-reflecting” conditions, although it will not impose the desired
pressure p on the boundary.

L1 = 2prelax(p− pref ) (3.58)

• Subsonic Inlet - With four incoming waves entering the domain whose
amplitude can be defined as eq. (3.59). Here u1,relax, u2,relax, Trelax are the
normal velocity, tangential velocity and temperature relaxation constant used
to recover the reference values inside the domain.

L1 = −2u1,relaxρc(u1 − u1,ref )

L2 = Trelaxργr(T − Tref )

L3 = u2,relaxρc(u2 − u2,ref )

L4 = u2,relaxρc(u3− u3,ref )

(3.59)

3.4.4 Artificial Viscosity

A nonlinear artificial viscosity proposed by Cook 2004, based on the high-order
derivative of the strain rate tensor is used to damp spurious oscillations near dis-
continuities. A mesh dependent artificial viscosity µartif is added to the momentum
and energy equations, defined as

µartif = Cµρ (∆x)r
∣∣∣∣∂ru∂xr

∣∣∣∣ (3.60)
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where ∆x is the mesh spacing, | | is a Gaussian filter applied to the absolute value
to ensure a smooth and positive µartif . Cµ is a model constant called the artificial
viscosity constant and r is a user-specified integer called the artificial viscosity order
and is set to 4 wherever applicable in this thesis. A high-resolution numerical scheme
will have µartif damp only the wavenumbers close to the Nyquist wavenumber, π/∆x.
Setting µartif ∝ ∂ru/∂xr imparts a high wavenumber bias to the artificial viscosity
µartif .

A shock wave in a solution domain is represented by a discrete discontinuity
in pressure and velocity fields. These numerical discontinuities correspond to the
largest wavenumbers in terms of Fourier analysis. A sufficiently high r, will make
µartif important near the shock waves and close to zero in the rest of the flow.

3.4.5 Cavitation Model

The system of compressible Navier-Stokes equations is coupled with the equa-
tions of state (EOS) to close the system of governing equations. A single fluid or
widely called homogenous mixture model is used to treat the two-phase cavitating
flow. A single fluid model treats the cavitating flow as a mixture of two fluids of
varying density and are quite popular in cavitation studies, for example Goncalves
2009, Goncalves 2010 and Egerer 2013. A homogenous mixture of liquid and vapor
is assumed in two phase regions, with vapor volume fraction α = Ωv/Ω in a control
volume Ω. The volume average density ρ in the two phase region is expressed by
the linear combination of liquid density ρl and vapor density ρv in eq. (3.61).

ρ = αρv + (1− α) ρl (3.61)

The model assumes local kinematic equilibrium between phases which implies same
local velocity for both phases and thermodynamic equilibrium which implies the
phase change is infinitely fast, isentropic and in mechanical equilibrium. This allows
us to distinguish the different phases in the model - pure liquid water with α = 0
and a two phase liquid-vapor mixture region separated from the pure liquid by ρsat,l
in eq. (3.62).

α =

{
0 , ρ ≥ ρsat,l
ρsat,l − ρ

ρsat,l − ρsat,v , ρ < ρsat,l
(3.62)

Here, ρsat,l and ρsat,v are the liquid and vapor densities at the saturation point,
respectively. In literature, homogenous mixture models have been used to resolve
large vapor structures like cavitating vortices or bubble clouds as well as single
bubbles. It does not require any empirically computed mass transfer term between
the liquid and vapor phases. However since no interface is reconstructed in the
model, the surface tension effects are neglected.

The different phases are defined by equations of state which are barotropic,
meaning that the pressure is a function of the fluid density only. These equations
are used in the solver to evaluate analytically the pressure p from the density ρ
calculated by the continuity equation. Since the cavitation model is assumed to be
barotropic, the energy equation is decoupled from the system of governing equation
in CCS for liquid water. In fact, the energy equation is solved, but the evolution of
energy and temperature has no effect on the two phase flow modelling. The two phase
liquid-vapor mixture region is considered without the presence of any condensable
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gas. The pure liquid phase is modelled with the modified Tait’s equation of state in
eq. (3.63), with the fitted model constants B and N given in table 3.1.

p = (psat +B)

(
ρ

ρsat,l

)N
−B, if α = 0 (3.63)

In the two phase mixture region, phase transition is modelled following an isentropic

Figure 3.5 – Density vs pressure evolution in the cavitation model.

path in the phase diagram proposed by Egerer 2013 in eq. (3.64), where the model
constant C and saturation properties are taken at a reference temperature Tref =
293.15 K, listed in table 3.1. The equilibrium pressure-density evolution following
an isentropic path in the phase diagram is shown in fig. 3.5.

p = psat + C

(
1

ρsat,l
− 1

ρ

)
, if 0 < α < 1 (3.64)

A consistent speed of sound based on eq. (3.18) is used for the pure liquid as follows:

c =

√
(psat +B) N

(ρ)N−1

(ρsat,l)N
, if α = 0 (3.65)

The speed of sound in the homogenous two-phase mixture decreases dramatically
as the fluid is not composed of a single liquid phase anymore. This huge decrease in
speed of sound at the phase interface, plotted in fig. 3.6 as “Barotropic two phase”,
makes the flow locally supersonic as soon as cavitation appears, and could give rise
to spurious numerical oscillations at the interface. As the purview of this thesis
is the collapse of cavitation bubbles and resulting pressure wave propagation in the
liquid medium, a constant speed of sound is implemented in the two-phase cavitation
region shown in fig. 3.6 as “Two phase”. In our numerical simulations, the shock
waves propagating in the pure liquid are resolved accurately and shock propagation
speed in the two-phase cavitation region is not important. The shock propagation
in the two phase region inside the bubble propagates at a constant speed of sound of
1483.3m/s, obtained from the ρsat,l at 293.15K in eq. (3.66). The model constants
used in the cavitation model are summarized in table 3.1.

c =

√
(psat +B) N

(ρsat,l)N−1

(ρsat,l)N
, if 0 < α < 1 (3.66)
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Figure 3.6 – Speed of sound vs density evolution in the cavitation model.

Property Value Unit

psat 2340 Pa
ρsat,l 998.1618 kg/m3

ρsat,v 0.01731 kg/m3

µsat,l 1.002× 10−3 Pa · s
µsat,v 9.727× 10−6 Pa · s
C 1468.54 Pa · kg/m3

N 7.132 −
B 3.078× 108 Pa
Tref 293.15 K

Table 3.1 – Saturation properties of water.

µ = (1− α)

(
1 +

5

2
α

)
µsat,l + α µsat,v, if 0 < α < 1 (3.67)

For viscous calculations, a constant liquid viscosity µsat,l is used for pure liquid
phase whereas the implemented dynamic viscosity for the liquid-vapor mixture is
similar to Egerer 2013 using eq. (3.67) shown in fig. 3.7. The effective viscosity for
liquid-vapor mixture is modelled as a quadratic law with a maximum in the two
phase region following the model proposed in Beattie 1982. The dynamic viscosity
varies with the vapor volume fraction α in the two phase region. For a single bubble
collapse, the effect of such viscosity model is not substantial as the vapor volume
fraction inside the bubble is approximately constant. In the case of large cavitating
vortices or bubble clouds, such dynamic viscosity model accounts for fully immersed
small vapor bubbles in a liquid which in turn account for subgrid effects of fully
immersed non-resolved vapor structures.

Finally, it is worth mentioning that as seen in fig. 3.5, there is a steep decrease
in density (as well as pressure) at the phase interface in our cavitation model. This
restricts the choice of numerical time step ∆t in our two-phase simulations as too
big a time step leads to instability in the time advancement scheme. We do not
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Figure 3.7 – Dynamic viscosity vs density evolution in the cavitation model.

define a different stability criteria for this and instead choose a time step with much
smaller CFL to ensure stability of the numerical scheme.

3.4.6 Bubble initialization

In the single-fluid cavitation model, a bubble is initialized with a hyperbolic tan-
gent function which assumes a continuous evolution of density through the interface
given in eq. (3.68). Here ∆x is the computational mesh spacing and df is a distance
function defined in eq. (3.69), xi is the spatial coordinate, center is the desired co-
ordinate of the bubble center, R0 is the initial bubble radius, ρv is the liquid-vapor
mixture density & ρl is the liquid density. The pressure at initialization is obtained
depending on ρv and ρl from eq. (3.63) & (3.64).

ρinit = ρv +

(
ρl
2

+
ρl
2
× tanh

(
df
∆x

))
(3.68)

df =

√√√√ndim∑
i=1

(xi − center)2 − R0 (3.69)

In fig. 3.8, the initialization of bubble of radius R0 = 500 µm is shown in 1D
with the bubble center at the origin, ρv = 10 kg/m3 and ρl = 1000 kg/m3. From
thermodynamic considerations, we cannot obtain pure vapor phase i.e. α = 1 in an
isentropic phase change from liquid to vapor. Physically, cavitation leads to local
cooling of the surrounding liquid as it provides the the latent heat of evaporation.
In an isothermal process, the temperature during phase change is kept constant
by allowing heat transfer with the surrounding which increases the entropy during
vaporization. In an isentropic phase change, temperature is not kept constant with
heat transfer and temperature decreases along the isentropic path. Therefore, the
isentropic phase transition model terminates at the triple line in the phase diagram
within the two-phase region and complete vaporization of the liquid is not possible.
The thermodynamic equations of state employed are not valid for temperature below
the triple line and the maximum amount of vapor produced is limited by the point
where the liquid-vapor isentrope terminates in the triple line. Based on our initial
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Figure 3.8 – 1D representation of bubble radius initialization.

conditions Tref = 293.15K and psat = 2340Pa, the maximum vapor volume fraction
is limited to αmax = 0.9993.

Figure 3.9 – 1D representation of bubble radius initialization for different mesh
spacing of ∆x=10, 5, 2.5 µm.

In our bubble collapse modelling, we take the liquid-vapor mixture density ρv =
10 kg/m3 so that the pressure inside the bubble is pv = 2194 Pa, close to the
saturation pressure psat. The value of ρl = 1000 kg/m3 in fig. 3.8 corresponds to
ambient liquid pressure of about 4 MPa at initialization. The value ρl and ρv can
be adjusted to match desired initial conditions. The bubble radius in eq. (3.68) is
independent of the mesh spacing with the bubble interface defined at ρl/2 which
corresponds to 500 kg/m3 in the present example. Figure 3.9 shows the 1D plot for
bubble initialization for different mesh resolution of ∆x = 10, 5, 2.5 µm, where the
R0 = 500 µm for all different mesh resolution.
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3.5 Cavitation ALE Solver (CLE)

In cavitation erosion, the solid wall deforms under the influence of high-intensity
pressure loads from collapsing bubbles. The numerical simulation of such coupled
FSI problem requires the distortion of both fluid and solid computational domains.
To accomplish this, the CCS solver needs to be extended in a numerical framework
that not only allows to delineate fluid phase interfaces accurately, but can also
provide continuous fluid-structure domain with moving boundaries. Neither the
Eulerian nor the Lagrangian formulations are optimal for the entire domain due to
their respective limitations. The Eulerian formulation widely used in fluid mechanics
has a computational mesh fixed in space, with the continuum (materials modeled
as a continuous mass) moving with respect to the mesh. Although the continuum
motion relative to the mesh can be handled easily with some complexity in resolving
the transport of the material, it cannot resolve FSI interface motion since the mesh
is fixed in space. The Lagrangian formulation mainly used in solid mechanics is the
one where the mesh moves with the material, allowing ease in resolving material
interfaces accurately but frequent re-meshing is required to handle large distortions
of the computational domain. For such cases, Arbitrary Lagrangian Eulerian (ALE)
formulation is quite attractive and has been implemented with CCS solver algorithm
as a new solver called the Cavitation ALE Solver (CLE) in YALES2. ALE combines
the best features of both the approaches and allows for the movement of nodes of
the computational mesh with the continuum in normal Lagrangian manner or to be
held fixed in Eulerian manner or, more importantly, in any intermediate way. An
ALE-equipped fluid mesh can conform to the Lagrangian mesh deformation of the
solid at the fluid-structure interface which is a convenient framework for the FSI
problem of bubble collapse. Since the ALE mesh moves relative to the material in
the flow domain, similar transport terms to the existing Eulerian formulation of the
CCS solver exist. Therefore, implementation of ALE formulation will benefit from
many of the implemented algorithms. CLE solver can be used to model compressible
simulations of realistic complex geometries like rotor-stator stages in aeronautics or
hydraulic turbines, deformable walls in bio-mechanical flows.

3.5.1 ALE formulation

The motion of individual nodes of a computational mesh with its associated
material particle motion is shown in fig. 5.16 for Eulerian, Lagrangian and ALE
frameworks. In the Eulerian, the computational nodes are fixed and the material
particles move with respect to them. In the Lagrangian framework, each individual
node follows the motion of its associated material particle. In the ALE formulation,
the individual nodes can be moved in some specified way with respect to the ma-
terial particle, thus offering more freedom in moving the computational mesh. The
original development of ALE is credited to, among others, Hirt 1974 and an in-depth
introduction to the mathematical framework is given in Donea 2004.

The Lagrangian framework uses the material configuration RX following the
material particles in the computational domain. The motion of the material particles
relates the material coordinates X to the spatial coordinates x in time t. There are
no convective effects in Lagrangian calculations and the material derivative is a
simple time derivative. In the Eulerian framework, the spatial configuration x is
employed dissociating the mesh nodes from the material particles. The conservation
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Figure 3.10 – 1D Lagrangian, Eulerian and ALE mesh node motion with associated
material particle motion (Donea 2004).

equations are framed for the spatial coordinate x and time t, with the material
velocity ū at a given mesh node describing the velocity of the material particle with
the considered node at the considered time t. For any scalar physical quantity f ,
the well-known relationship between the material and spatial time derivative can be
written in eq. (3.70). It represents that the variation of the physical quantity for a
given material particle is the local variation plus a convective term accounting for
the relative motion between the spatial and material framework.

∂f

∂t

∣∣∣∣
X

=
∂f

∂t

∣∣∣∣
x

+ ū · ∇f (3.70)

In ALE a third domain called the referential framework Rχ is introduced with ref-
erence coordinates χ. The one-to-one transformations between the material, spatial
and referential framework are shown in fig. 3.11. The mapping φ defines a configu-
ration in the spatial coordinate x depending on material particle X and time t. The
referential domain Rχ is mapped into the material RX and spatial Rx domain by ψ
and Φ respectively.

The fundamental relationship between the material, referential time derivative
and spatial gradients with the help of the domain mapping can be expressed as (the
full derivation can be found in Donea 2004):

∂f

∂t

∣∣∣∣
X

=
∂f

∂t

∣∣∣∣
χ

+
∂f

∂t

∣∣∣∣
x

· w̄ =
∂f

∂t

∣∣∣∣
χ

+ w̄ · ∇f (3.71)

Here w̄ is the convective velocity, defined as the relative velocity between the material
velocity ū and the mesh velocity ẋ such that w̄ = ū− ẋ. Equation (3.71) represents
the time derivative of the physical quantity f for a given particle , i.e. its material
derivative which is expressed as its local derivative in a fixed reference coordinate χ
plus a convective term w̄ between the material and the reference spatial coordinates.
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Figure 3.11 – One to one transformation between the material domain, spatial do-
main and the referential domain for ALE (Donea 2004).

3.5.2 Governing equation for CLE

The ALE form of fully compressible Navier-Stokes equations is obtained by re-
placing the material velocity ū by the convective velocity w̄ = ū − ẋ shown in eq.
(3.72), (3.73) & (3.74).

∂ρ

∂t
+∇ · (ρw̄) = 0 (3.72)

∂ρū

∂t
+∇ · (ρū⊗ w̄) = −∇p+∇ · ¯̄τ (3.73)

∂ρE

∂t
+∇ · (ρEw̄) = −∇ · (pū) +∇ · (¯̄τ ū) +∇ · (λ∇T ) (3.74)

The right-hand side of the equations has a form similar to the classical Eulerian form
of Navier-Stokes equations presented in section 3.2.4 whereas the mesh movement is
reflected on the left hand side of the governing equations. Setting w̄ = 0 (i.e. ẋ = ū)
gives the classical Lagrangian description whereas w̄ = ū (i.e. ẋ = 0) recovers the
Eulerian description. The temporal scheme TFV4A has to be recast in an ALE
formulation with prescribed mesh movement at each sub-step of the time integra-
tion scheme to satisfy the Geometry Conservation Law (GCL) as well as numerical
stability conditions. Geometry Conservation Law states that, independently of the
mesh motion, the numerical scheme has to preserve the state of a uniform flow. The
CFL and CFLacou are then expressed in terms of the convective velocity w̄:

CFL = |w̄| ∆t

∆x
(3.75)

CFLacou = |w̄ + c| ∆t

∆x
(3.76)

3.5.3 Fractional step algorithm for CLE

A characteristic splitting of the Navier-Stokes equations in ALE form in eq.
(3.72), (3.73) & (3.74) is outlined to achieve the fractional step method of time
advancement. Equations (3.77), (3.78) and (3.79) are solved for φ ∈ (ρ,m, E) in the
prediction step with the convective velocity w̃ = ũ− ẋ. The mesh velocity ẋ can be
determined explicitly or implicitly by solving an equation for the node displacement
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for specific boundary conditions. The time integration is carried out with TFV4A
scheme with the mesh being displaced only during the prediction step discussed in
section 3.5.4.

ρ? − ρn

∆t
+∇ · (ρ̃w̃)− (ρ̃− ρn)∇ · w̃ = 0 (3.77)

m? −mn

∆t
+∇ · (m̃⊗ w̃)− (m̃−mn)∇ · w̃ = −∇pn +∇ · τn (3.78)

E? − En

∆t
+∇·

(
Ẽw̃
)
−
(
Ẽ − En

)
∇·w̃ = −∇·(pnun)+∇·(τnun)+∇·(λ∇Tn) (3.79)

The computational mesh reaches the final position of the time step at the end of the
prediction step and a fixed mesh exists at this stage. The Helmholtz eq. (3.80) is
solved over this fixed mesh with BiCGSTAB2 linear solver for the pressure variation
δp. The pressure variation δp is used to correct the conserved variables φ ∈ (ρ,m, E)
in the correction step with eq. (3.81), (3.82) & (3.83).

∇ · ∇
(
pn+1 − p?

)
−∇ · w∗

(c∗)2∆t

(
pn+1 − p?

)
− pn+1 − p?

(c∗)2∆t2

= ∇ · ∇ (pn − p?) +
ρ? − ρn

∆t2
+

1

∆t
∇ · (ρ?w?)

(3.80)

ρn+1 − ρ?

∆t
− 1

(c∗)2

δp

∆t
= 0 (3.81)

mn+1 −m?

∆t
− w∗

(c∗)2

δp

∆t
= −∇ (δp) (3.82)

En+1 − E?

∆t
− En

(c∗)2

δp

∆t
= −∇ · (δp un) (3.83)

The algorithm is similar to CCS where an intermediate speed of sound c∗ is computed
from the advected ρ∗ and p∗. An equation of state at the end of the correction step
gives a consistent p(n+1)c and ρn+1 at the end of the time step. The CLE solver is
equipped with the same discretization schemes, boundary conditions and cavitation
model as CCS solver to model cavitation bubble collapse.

3.5.4 Time integration for CLE

The time integration in TFV4A is coupled with movement of mesh nodes and
advancement of CV in the prediction step. The convective flux w̃ = ũ− ẋ has to be
determined with the displaced CV at each step of time integration. As mentioned
in section 3.4.2, TFV4A is classical RK4 scheme with LW-type diffusion term in the
second and fourth steps. A classical time integration between tn and tn+1 with a
time step ∆t for the transport term is in eq. (3.84) where RHS contains the viscous
fluxes and pressure gradients.

∫ tn+1

tn

∂

∂t

∫
Ω(t)

φ∂Ω dt+

∫ tn+1

tn

∫
Ω(t)
∇ · (φ(u− ẋ))∂Ω dt = RHS (3.84)
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The sub-step of the time integration at ti = tn + Υi∆t, for a classical RK4 with
coefficient Υi = [1/4, 1/3, 1/2, 1] is shown in eq. (3.85).

φn = φ0,

φi = φn
Ωn

Ωi
−Υi

∆t

Ωi

∫
Ω(t)
∇ · (φi−1(ui−1 − ẋn+1))∂Ω, for i = 1, 2, 3, 4

φ∗ = φ4

(3.85)

Here, φ∗ is the predicted variable field, Ωn is the nodal volume Vnode at time tn and
Ωi is the Vnode at time ti. The mesh movement coefficient (Chnafa 2014) at each
sub-step of the time integration has been derived in such a way that the numerical
scheme satisfies a discrete Geometry Conservation Law (GCL) as in eq. (3.86):

Ωi − Ωn = −Υi∆t

∫
Ω(t)
∇ · ẋn+1∂Ω, for i = 1, 2, 3, 4 (3.86)

3.6 Summary

The numerical strategy for modelling compressible fluid flow in the finite volume
framework has been described. The developed CCS solver for cavitating flows is
presented with numerical schemes, boundary conditions and implemented cavitation
model. The solver is intended to be coupled with a solid solver to model the fluid-
structure interaction problem of a cavitation bubble collapsing near a solid boundary.
To do this, CCS solver has been extended with ALE capabilities in the CLE solver.

As per our knowledge, characteristics-based fractional step method for compress-
ible Navier-Stokes equations in ALE form implemented in the CLE solver and its
integration with TFV4A type scheme has never been presented before.



Chapter 4
Solid Mechanics and Fluid-Structure
Interaction

4.1 Introduction

The role of solid mechanics computations is to predict the stress and displace-
ments of a deformable body subjected to the action of forces in equilibrium. The
solid material response and surface deformation prediction from impacting cavita-
tion loads are carried out with the finite element based solver Cast3M. A brief review
of the equilibrium equations in solid mechanics is presented along with the method-
ology for FEM computations and introduction of material constitutive laws. The
proposed methodology for step-wise fluid-structure interaction is discussed next for
one-way and two-way coupling of fluid-solid domain.

4.2 Equilibrium equations of solid mechanics

The equilibrium equations are generalized Newton’s second law of motion which
states that the rate of change of linear momentum would be equal in magnitude
and direction to the net applied force. In principle, we look at the conservation
of linear and angular momentum of a deformable solid body subjected to surface
and body forces. The surface forces arise by virtue of contact of the body with
its surroundings. The surface force component along the normal direction is the
normal stress σn and the magnitude of the component acting parallel to the surface
plane is the shear stress τn. The body forces denoted by f̄ = ρḡ are the action of
a distance force whose magnitude depends on the mass of the body, for example
gravitational force, and ḡ is the body force per unit mass whereas ρ is the density.
The conservation of linear momentum from the forces acting on an arbitrary volume
of material V within a solid is∫

V
ρ
Dv̄

Dt
dV =

∫
S
T̄ dS +

∫
V
f̄dV (4.1)∫

V
ρādV =

∫
S

¯̄σ · n̄dS +

∫
V
f̄dV (4.2)

where T̄ is the internal traction acting on the surface S with normal n̄ that bounds
the volume V , D

Dt is the Lagrangian time derivative, ūd is the displacement vector in
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the material coordinates, v̄ = Dūd
Dt and ā are the material velocity and acceleration

respectively. The internal traction T̄ on a surface is related to the Cauchy stress
tensor ¯̄σ with eq. (4.3), where n̄ is the outward normal vector.

T̄ = ¯̄σ · n̄ (4.3)

Assuming mass to be conserved for any unit material volume and if the stress field
is continuously differentiable within the body, the equilibrium equation for linear
momentum balance arising from the force equilibrium of the unit volume can be
expressed as:

∇ · ¯̄σ + f̄ = ρā (4.4)

The equilibrium equation for angular momentum balance specifies that the rate of
change of angular momentum must be equal to the net applied moment on the body.
Assuming that this moment is generated only by the surface forces, this condition
requires the Cauchy stress tensor to be symmetric ¯̄σ = ¯̄σT , where ()T denotes the
transpose.

Therefore,the global equilibrium equations from linear and angular momentum
hold if and only if the local conditions in eq. (4.5) hold at each point in the body,
at every instant during motion.

∇ · ¯̄σ + f̄ = ρā,

¯̄σ = ¯̄σT .
(4.5)

In component form at any position yj in the deformed solid, we can write the conser-
vation equation below using the Einstein notation i.e.summation is performed over
repeated indices.

∂σij
∂yj

+ fi = ρai, σij = σji, Ti = σijnj (4.6)

4.2.1 The principle of virtual work

The principle of virtual work forms the basis for the finite element method in
solid mechanics. Considering a smooth virtual displacement δū∗d at each point of
a deformable solid subjected to a loading. The loading induces a stress ¯̄σ that
satisfies the angular momentum balance equation ¯̄σ = ¯̄σT together with a traction
T̄ applied to the solid boundary. The principle of virtual work then expresses the
partial differential equation for linear momentum balance in an equivalent integral
form, much suited for computational solution.∫

V
f̄ δū∗d dV +

∫
S
T̄ δū∗d dS =

∫
V
ρ ā δū∗d dV +

∫
V

¯̄σ : ¯̄ε∗ dV (4.7)

The associated strain field can be defined as:

¯̄ε∗ =
1

2
(∇ū∗d +∇(ū∗d)

T ) (4.8)

Equation (4.7) can be grouped into three separate parts, LHS terms being the exter-
nal virtual work by the traction vector on the surface and body forces during virtual
displacement δū∗d. The first term in RHS is the virtual kinetic energy whereas the
second term in RHS is the internal virtual work associated with the virtual strain
field ¯̄ε∗. A stress field ¯̄σ that satisfies the virtual work equation in eq. (4.7) for
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all virtual displacements δū∗d must satisfy the boundary condition T̄ = ¯̄σ · n̄ and
linear momentum balance equation. The equilibrium equations are independent of
the material considered and simply Newton’s law of motion, stating that in the ab-
sence of acceleration all of the forces acting on a body must balance. In applying
the virtual work principle for deformable bodies, the strain energy of the body is
expressed in terms of displacements and then the virtual work principle is used to
determine those displacements.

4.2.2 Finite Element Methodology

Figure 4.1 – Finite element mesh
with elements, edge and nodes
(Lewis 2004).

Finite Element Method (FEM) is a numeri-
cal technique for solving a wide range of complex
physical phenomena, particularly those exhibit-
ing geometrical and material non-linearities in
physical and engineering sciences. Non linear-
ities can arise from different phenomena such
as non linearity of the material like plasticity
in metallic materials, shocks and impacts at
structural interfaces or fluid-elastic forces from
fluid-structure interaction. The premise of the
methodology is very simple, starting with de-
composition of a continuous computational do-
main into discrete continuous regions or finite
elements shown in fig. 4.1. This reduces the
continuum problem with infinite number of un-
knowns to one with a finite number of unknowns at specified points called nodes.
A finite number of parameters determine the behaviour of finite number of ele-
ments that make up the complete continuum domain. An assembly of individual
element-level solution is obtained, which is equivalent to the response of the complete
continuum domain to a particular set of boundary conditions. The main feature of
FEM is that with such piece-wise approximation of physical fields on finite elements,
a good precision can still be derived even with simple approximating functions.

In general the main steps in FEM starts with discretization of the continuum
domain into finite elements and selection of appropriate interpolation functions to
interpolate the field variable over the element. The next step involves forming the
matrix equation for the individual finite element relating the unknown nodal val-
ues to other parameters. The local element equations are assembled with defined
element connectivity’s in order to find the global system of equations for the compu-
tational domain. The boundary conditions and loads are applied at this stage and
the global equation system is solved for sought field variable like nodal displacement.
Subsequently, secondary variables like strains and stresses can be computed from the
nodal displacement. The functions employed to represent the nature of the solution
within each element are called interpolation functions or shape functions. They are
used to determine the value of the field variable within an element by interpolating
the nodal values. Polynomial type functions are used with the degree of the poly-
nomial depending on the number of nodes assigned to the element shown in fig. 4.2.
In the present thesis, two-dimensional quadrilateral finite elements with four edges
and 8 nodes are used for transient dynamic analysis with quadratic approximation
of the field variable within an element.
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Figure 4.2 – 1D finite element (a) Linear (b) Quadratic (c) Linear approximation
(d) Quadratic approximation of field variable (Lewis 2004).

4.3 Material constitutive law

Figure 4.3 – Elastic and plastic response
to an applied load (Lewis 2004).

The response of the solid material
can be broadly classified into elastic and
plastic. An elastic response is of re-
versible type where a body’s original
shape and size is recovered when an
applied load is removed. The state of
stress in the body depends only on the
current strain. A linear elastic response
is a reversible and non-dissipative type
of material response where there is no
conversion of mechanical energy to other
forms of energy, say heat energy.

A plastic response is a dissipative
type of response in which there is con-
version of mechanical energy to other
forms of energy. By virtue of the pro-
cess being dissipative, the stress at an
instant would depend on the history of the deformation. When a material deforms
plastically, it does not return back to its original shape when unloaded. The process
is irreversible and there would be a permanent deformation. A typical representa-
tion of an linear elastic and perfectly plastic response is shown in fig. 4.3 under a
controlled load experiment.

In this thesis, we considered three materials, namely aluminum alloy (Al-7075),
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duplex stainless steel (St A-2205) and nickel-aluminum-bronze (NAB) to estimate
the material response. These materials are chosen due to the availability of material
characteristics in Roy 2015c for our numerical modelling. The materials are assumed
to be homogenous, isotropic and thermal effects are neglected. The stress and strain
inside a continuous elastic material can be expressed as :

¯̄σ =
¯̄̄̄
C : ¯̄ε (4.9)

which is the analogous of Hooke’s spring law where ¯̄σ and ¯̄ε are the second order

stress and strain tensor, and
¯̄̄̄
C is the 4th order stiffness tensor. The strain tensor

can be expressed in terms of displacement as ¯̄ε = 1
2(∇ūd +∇(ūd)

T ).

Material ρ [kg/m3] E [GPa] ν σy [MPa] K [MPa] n

Al-7075 2810 71.9 0.33 500 312 0.29
St A-2025 7805 186 0.30 560 917 0.51

NAB 7580 122 0.32 300 1205 0.56

Table 4.1 – Material density, Young’s modulus, Poisson’s ratio and compressive
properties at strain rate 1.0 s−1 (Roy 2015c).

The material constitutive law expressed in eq. (4.10) is used where an isotropic
elastic-plastic solid deforms according to linear elastic equations when loaded below
the yield strength σy, but deforms plastically if yield is exceeded. The plastic defor-
mation is governed by the hardening law, known as Ludwik equation which expresses
the strain hardening as a function of plastic strain εp only. The constants K is the
strength coefficient, n is the strain hardening exponent, E is the Young’s modulus
and the total strain can be decomposed into elastic εe and plastic εp strain.

σ =

{
Eεe , if σ < σy

σy +Kεnp , if σ > σy
(4.10)

Figure 4.4 shows the behaviour for Al-7075 with distinct elastic and plastic regime

Figure 4.4 – Stress-strain curve at strain rate 1.0 s−1, (left) Al-7075 showing the
elastic and plastic regime separated by the yield strength σy, (right) elastic regime
for Al-7075, St A-2205 and NAB.

governed by the linear and power law between stress and strain respectively, sepa-
rated by σy. The plot also shows the distinct elastic behaviour for all the materials.
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Data for material properties and yield strength summarized in table 4.1, are taken
from Roy 2015c which were obtained with compression test at strain rate 1.0 s−1.
The material behavior for Al-7075, St A-2205 and NAB are shown together in fig. 4.5.

Figure 4.5 – Stress-strain curves for Al-7075, St A-2025 and NAB at strain rate
1.0 s−1.

An important parameter that we will use in our discussion is the von Mises stress
σVM written in eq. (4.11). It is used to determine whether an isotropic and ductile
metal will yield when subjected to a complex loading conditions. The von Mises
stress σVM is a scalar computed from the stress tensor and can be compared with
the yield strength σy of the material which is another scalar. A material is said to
starting to yield when σVM ≥ σy.

σVM =

√
1

2
[(σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx)2 + 6(σxy2 + σxz2 + σyz2)]

(4.11)
Another important parameter is the accumulated plastic strain Pεp which character-
izes the changes in the mechanical characteristics of material during the deformation
hardening. It can be defined as the measure of the length of the flow trajectory in
the plastic strain space written as eq. (4.12).

Figure 4.6 – Accumulated plastic strain Pεp (Di Paola 2017a).
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Pεp(t) =

∫ t

0
Ṗ (τ)dτ

Ṗ =

√
2

3
˙̄̄εp : ˙̄̄εp =

√
2

3
ε̇pij ε̇

p
ij

(4.12)

A further extension could be the implementation of Johnson-Cook (JC) plasticity
model given in eq. (4.13) ignoring the thermal softening part, to express the hard-
ening behaviour of solid material with strain rate effect. Although not considered in
this thesis, strain rate effect is an important factor and is expected to be very high
in cavitation erosion.

σ = (σy +Kεnp )

(
1 + C ln(

ε̇p
ε̇0

)

)
(4.13)

In eq. (4.13), ε̇p is the plastic strain rate and ε̇0 is the reference strain rate at
which σy,K, n have been estimated and C is the strain rate sensitivity parameter.

At reference strain rate ε̇p = ε̇0, we have ln
ε̇p
ε̇0

= 0 and a Ludwik equation type
relationship is obtained where the strain hardening is only a function of plastic
strain εp.

Strain rate sensitivity reduces the pit depth in erosion damages, resulting in less
volume of the material affected by hydrodynamic impact in high strain rate sensitive
material in comparison to less strain rate sensitive material. As per Roy 2015c, St A-
2205 has the maximum strain rate sensitivity whereas the Al-7075 has the minimum
strain rate sensitivity of all the considered materials. It is suggested that a material
with higher yield strength as well as higher strain rate sensitivity would offer greater
resistance to cavitation erosion.

4.4 Cast3M Methodology

Cast3M is a partial differential equations solver with the finite element method.
It is based on an object oriented programming language Gibiane and provides a
complete package with pre-processing, solver and post-processing capabilities. In
cavitation erosion, on one hand, the pressure loading varies over time and on the
other hand, the importance of the forces of inertia has to be considered. Therefore,
the dynamic response of the solid has to be predicted. The deterministic implicit
solver PASAPAS has been used to solve the non-linear dynamic solid mechanics
problem in this thesis. Considering a static non-linear problem of small deformation
on a domain Ω, the equilibrium equation, constitutive law and small deformation
assumption gives:

∇ · ¯̄σ + f̄ = 0 (4.14)

¯̄σ =
¯̄̄̄
C : ¯̄εe =

¯̄̄̄
C : (¯̄ε− ¯̄εp) (4.15)

¯̄ε =
1

2
(∇ūd +∇(ūd)

T ) (4.16)

The total strain tensor is expressed in terms of elastic and plastic strain:

¯̄ε = ¯̄εe + ¯̄εp (4.17)
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The spatial discretization by finite element method provides a system of equations
to solve as:

∇ · ¯̄σ = F̄ (4.18)

Here ¯̄σ is the stress in the elements and F̄ is the equivalent nodal force vector.
Using eq. (4.15), we can express the nodal displacement vector Ū at the nodes of
an element taking into account the influence of plasticity as:

¯̄Ke · Ū = F̄ +∇ · ( ¯̄̄̄
C : ¯̄εp) (4.19)

Here ¯̄Ke is the elastic stiffness matrix. On introduction of inertial and viscous effect,
the dynamic problem can be expressed as:

¯̄M · ¨̄U + ¯̄D · ˙̄U +∇ · ¯̄σ = F̄ (4.20)

where ˙̄U and ¨̄U are the nodal velocity and acceleration vectors, ¯̄M is the mass
matrix and ¯̄D is the damping matrix. The eq. (4.20) can be interpreted as the

static equilibrium equation with added inertial forces (− ¯̄M · ¨̄U) and viscous forces

(− ¯̄D · ˙̄U). This equation is resolved in Cast3M for the prediction of deformation of
solid from the temporal evolution of stresses on cavitation bubble collapse.

The main steps in the PASAPAS procedure for solving a thermo-mechanical
problem incrementally in time are: initialization and update of the parameters, loop
on the time steps, resolution of thermo-mechanical problem and convergence test,
saving of results etc. In PASAPAS architecture, UNPAS procedure is used to resolve
mechanical problems and TRANSNON for solving thermal problems. Since we are
only interested in the mechanical behaviour, convergence of solution is only validated
in the UNPAS procedure and no thermo-mechanical convergence is validated in
PASAPAS. Finally, it should be noted that during computations, it is possible to
access the computation and introduce time dependent boundary conditions using
the procedure PERSO1. The time dependent pressure loads are introduced in the
PERSO1 procedure which is used as the boundary condition for the next time step.
The PASAPAS procedure used for solving the dynamic mechanical problem in this
thesis is shown in fig. 4.7.

The UNPAS procedure for mechanical calculations is based on minimization of
residuals at each mechanical step. At the beginning of each UNPAS step, a residual
imbalance is computed between the external applied forces F ext and internal forces
F int, representing the current state of the solid. The difference between these two
forces at each node is called the residual Ri = F ext − F inti . The estimation of
displacement at the next time step begins from this residual ∆Ui+1 = ¯̄K−1

e Ri, where
¯̄Ke is the elastic stiffness matrix at the beginning of the step. The new stresses ¯̄σi+1

and strains ¯̄εi+1 are calculated which gives us the updated internal state of the solid
F inti+1. The new residual is estimated as Ri+1 = F ext−F inti+1. The procedure then uses
a convergence loop to determine the increment of solution that minimizes the residual
to the convergence criterion i.e. if ‖Ri+1‖ ≤ PRECISION . The iteration ends if
convergence is reached else the step is repeated with incremental displacement until
convergence is reached. Here we have introduced the basic steps for solid mechanics
calculations for understanding of our modelling approach. An extensive description
of the methodology can be found at Di Paola 2017b and Paquette 2017.

In our 2D computation, we assume a state of plane strain for the solid. The plane
strain assumption imposes a strain state at a material particle such that non-zero
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Figure 4.7 – Mechanical calculation with PASAPAS procedure (Di Paola 2017b).

strain components act only in one plane. The x-y plane is the one in which the
strains are non-zero and dimension of the solid in the z-direction is much larger than
in the x and y directions. The fully three dimensional strain matrix reduces to a
two dimensional one as a result since εxz = εyz = εzz = 0.εxx εxy εxz

εyx εyy εyz
εzx εzy εzz

⇒ (
εxx εxy
εyx εyy

)
(4.21)

4.5 FEM mesh

The computational domain of size 1 × 2.5 mm2, mesh with 9850 elements and
29065 nodes with the corresponding boundary conditions used for FEM simulation
are shown in fig. 4.8. The FSI interface is the boundary on which the pressure
loads from cavitation bubble collapse will be applied and is resolved with 801 nodal
points. Only one-half of the problem is simulated taking advantage of the symmetry
axis. The other two boundaries are equipped with wave absorption characteristics
which allows the propagation of elastic waves through the boundary in transient
dynamic computations. The FRONABS procedure in Cast3M is used to create
absorbing boundaries composed of viscous damping to prevent wave reflection on
the edge of the computational mesh. The LYSMER type of boundary absorption is
used to absorb all the energy of waves with normal incidence on the boundary. The
displacement of FEM nodes at the boundaries equipped with wave absorption is not
constrained in the 2D plane i.e. X and Y direction. Therefore, the computational
domain represents only a region of interest of a very large solid material. The
computational mesh, generated in Cast3M, halves the number of finite elements
used in successive layers with increasing distance from the interface, using a mesh
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Figure 4.8 – Boundary conditions and mesh used for FEM simulations.

generation methodology devised in the doctoral thesis of Paquette 2017. Such a
methodology provides the flexibility to use finer elements near the interface whereas
larger element size can be used away from the interface. More information on the
FEM mesh is provided in Appendix B.

4.6 Fluid-Structure Interaction

In fluid-structure interaction (FSI) problems, solid structures interact with the
surrounding fluid flow. FSI has become increasingly popular as well as sophisti-
cated with advances in computer technology. Broadly classified into monolithic and
partitioned approach, the distinction is based on the mathematical framework for
the system of equations for the entire problem. The monolithic approach treats the
fluid and solid mechanics in the same mathematical framework of single system of
equations and are solved in a unified algorithm. On the other hand, the partitioned
approach also known as the staggered approach, used in this thesis, treats the fluid
and solid independently with respective numerical algorithms and interfacial con-
ditions are used to exchange information between fluid and solid solutions. Two
solvers deal respectively with the fluid and solid mechanics equations and exchange
information at the interfaces. The partitioned approach allows for different time
steps for the fluid and solid that could be optimized to resolve the different time
scales of the two domains. The challenge is, however, to coordinate the algorithms
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to achieve accurate and efficient fluid-structure interaction solution with minimal
code modification. We present two types of partitioned FSI methodology described
below.

4.6.1 One-way Fluid-Structure Interaction

The first one is a simple uncoupled analysis called the one-way fluid-structure
interaction. The fluid domain is modelled alone by assuming a rigid boundary in
place of the solid. To this end, a purely CFD solver is used which computes the
pressure distribution p(x̄, t) as a function of space x̄ and time t along the fluid solid
interface for the entire time duration of interest. Next, the computed pressure p(x̄, t)
is used in a separate calculation as boundary condition to load a deformable solid
resolved with the CSM solver. This in return gives the time-dependent response
of the solid to the applied loads, as represented in fig. 4.9. The bubble collapse

Figure 4.9 – One-way FSI procedure.

dynamics, in this thesis, is solved with the semi-implicit CFD algorithm from initial
time tinitial to final time tfinal with the pressure loads on the solid wall extracted
at equally spaced time intervals ∆tFSI . Let this be referred as CFD step 1. The
pressure loads are then used as a time-dependent boundary condition to advance
the CSM computation from tinitial to tfinal in CSM step 1. Only one step of CFD
and CSM computations are performed and this provides the solid state at the end
of the entire simulation as well as during the transients of the bubble collapse.

However, it is obvious that this procedure introduces some approximations as the
feedback of solid deformation on the fluid pressure is totally neglected. Therefore,
it is possible that under some circumstances, the ”true” solid response would be
different, nevertheless this provides at least a first-attempt solution of such a complex
problem.

4.6.2 Two-way Fluid-Structure Interaction

To introduce the fluid-structure coupling effects in the fluid domain, a two-way
coupled analysis is required where the solid wall deformation affects the subsequent
fluid dynamics. Two way fluid-structure interaction in a partitioned approach can be
further classified into loosely and strongly coupled. In a loosely coupled algorithm,
data exchange on the interface is done only once per time step in a sequentially
staggered manner without any convergence loop between fluid and solid solutions.
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Such an approach usually suffers from time lag between the fluid and solid solutions.
On the other hand, a strongly-coupled partitioned approach typically involves an it-
erative staggered scheme to ensure convergence between the fluid and solid solutions
at each coupling time step. Several fluid and solid computations are performed at
every time step, until convergence is obtained between the solutions. Such a scheme
increases the complexity of the implementation of FSI as well as the computational
cost at each time step.

In our analysis, we implement a step-wise coupled approach between the CFD
and CSM domain which is an intermediate approach between uncoupled and strongly
coupled FSI approach. In our step-wise coupled approach, CFD step 1 provides the
initial estimates of pressure loads from tinitial to tfinal at every ∆tFSI for a rigid
boundary which is used to compute the solid wall deformation in CSM step 1. Next
the time-dependent solid wall displacement at every ∆tFSI is introduced into a new
fluid simulation from tinitial to tfinal, denoted by CFD step 2. The pressure loads
determined after introducing the FSI coupling effects are introduced next into the
CSM step 2. This step-wise iterative loop is repeated until convergence of pressure
p and solid wall displacement ud is established between successive CFD and CSM
step shown in fig. 4.10.

Figure 4.10 – Step-wise two-way FSI procedure.

The continuity between the fluid and solid computational domain is maintained
thanks to the flexibility offered by Arbitrary-Lagrangian-Eulerian(ALE) formula-
tion implemented in CLE solver allowing the fluid mesh to deform in response to
Lagrangian formulation based solid deformations. If only the pressure acting normal
to the solid surface contributes to the surface forces, the fluid and solid equations
can be coupled by imposing the following boundary conditions on the interface Γ:

¯̄σ · n̄ = −pn̄
uSd = uFd

(4.22)

Here uFd is the ALE displacement field of the fluid, uSd is the displacement field
of the solid, p is the pressure, n̄ is the outward normal vector, ¯̄σ is the solid stress
tensor. These boundary conditions states that the surface forces in the solid interface
are in equilibrium with those on the fluid side of Γ. Overall, such coupled FSI
algorithm provides a much better approximation of the physical problem compared
to an uncoupled approach.
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4.7 Summary

In this chapter we introduced the fundamental principles of linear and angular
momentum equilibrium applied to a deformable solid along with a brief overview
of FEM and Cast3M solver methodology. The material constitutive law governing
the behaviour of the considered material, aluminum alloy (Al-7075), duplex stainless
steel (St A-2205) and nickel-aluminum-bronze alloy (NAB) along with solid compu-
tational domain has been introduced. Finally, the simplified approach for one-way
and two-way step-wise fluid structure interaction simulation is presented. Such an
FSI approach has been used in this thesis to predict the material response.
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Chapter 5
Solver Validation

5.1 Introduction

In this chapter, we present validation studies of the numerical solvers. First the
proposed changes in the time advancement algorithm of the Compressible Cavitation
Solver (CCS) is validated using the shock tube test case with ideal gas in section 5.2.
We will discuss the numerical strategies employed to reduce numerical oscillations
in our simulations. It is then extended to validate the cavitation modelling with
spherical bubble collapse away from solid wall in 2D and 3D and compared with
the analytical solution in section 5.3 & 5.4. Finally, the ALE implementation in
the Cavitation ALE (CLE) solver is validated against the CCS solver presented in
section 5.5.

5.2 Shock-Tube

The fundamental idea of a shock tube consists of a long tube closed at its end and
divided into two equal regions by a thin diaphragm shown in fig. 5.1. Each region is
filled with a gas of different thermodynamic variables of pressure and density. The
region with the highest pressure is called the driven section of the tube whereas
the low pressure region is the working section. The fluid is at rest initially and the
sudden breakdown of the diaphragm generates a high speed flow which propagates
into the working section. In the perspective of this thesis, the interest in studying the
shock tube validation test case is threefold. Fundamentally, it offers an interesting
framework to introduce some basic notions about nonlinear hyperbolic systems of
PDE’s. Numerically, this problem constitutes, with its exact solution known, a
difficult test case for any numerical method dealing with discontinuous solutions.
Finally, it serves as a validation benchmark to compare the developed solver with
an existing solver.

Considering the shock tube in fig. 5.1, we define the left part with pL, ρL & uL
as the driven section, whereas the right part is the working section with properties
pR < pL, ρR and uR. The tube is assumed to be filled with an ideal gas having
a ratio of specific heat coefficients γ = 1.4. At time t = 0 when the diaphragm is
opened, the fluid tends to equalize the pressure in the tube. The gas at high pressure
region expands through an expansion wave and flows into the working section. This
expansion wave is a continuous process and takes place inside a well-defined region
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Figure 5.1 – Shock tube test case representation.

pLρL
uL

 =

100000 Pa
1 kg/m3

0m/s

pRρR
uR

 =

 10000 Pa
0.125 kg/m3

0m/s


Table 5.1 – Initial conditions in the shock tube.

that propagates to the left with its width growing with time. The compression of
the low-pressure gas in the working section generates a shock wave propagating to
the right of the tube. The expanded gas is separated from the compressed gas by a
contact discontinuity which is a fictitious membrane traveling to the right at constant
speed. The solution of this problem has been derived analytically for an ideal gas,
see Sod 1978 and compared with 1D solution of existing CPS and developed CCS
solver for validation.

The initial conditions of the gas in the tube for our 1D test case are summarized in
table 5.1. The Euler equations are solved, meaning that there is no fluid viscosity or
artificial viscosity considered. The tube boundaries on left and right are at XL = 0m
& XR = 1m with the initial diaphragm at X0 = 0.5m at t = 0ms. The solutions are
obtained with a fourth-order spatial and time integration scheme with CFL = 0.15
and CFLacou = 0.3 in a 1m long tube. The time step ∆t = 4.3× 10−8 s is limited
by the CFLacou condition and solutions are compared at final time of t = 0.5 ms.
The 1D numerical solutions are compared for two mesh resolutions with 103 points
(∆x = 1mm) & 104 points (∆x = 100 µm) in the tube.

5.2.1 Implicit Compressible Solver (CPS)

Initially we look into the solution from the CPS solver. As mentioned previ-
ously, centered schemes coupled with RK-type time integration schemes produce
non-physical spurious oscillations in the solution especially near numerical discon-
tinuities. Artificial viscosity model, although useful, has not been found always
sufficient in highly dynamical cases like bubble collapse, where local oscillations de-
velop and grow over time making the simulations unstable. Therefore, filtering of
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the solution variables based on volume-weighted averaging with a Gaussian-type
smoothing has been employed. Such high order filtering has been found useful in
order to stabilize numerical simulations. Figure 5.2 shows the 1D shock tube ana-
lytical and numerical solution at t = 0.5 ms & ∆x = 100 µm without any filtering.
The solution clearly shows spurious oscillations for pressure, density and velocity.

Figure 5.2 – Numerical oscillations from centred difference scheme near discontinu-
ities in CPS solver, without the use of any filtering.

Two different filtering strategies are employed, one filtering of the pressure field,
denoted by FILTER PRESSURE (| |p) and another filtering of the density field,

denoted by FILTER DENSITY (| |ρ). The | |p and | |ρ represents the volume
weighted Gaussian smoothing of the pressure and density fields respectively. Figure
5.3 shows the effect of pressure filtering | |p and density filtering | |ρ on the solution

for a coarse mesh of ∆x = 1mm in the CPS solver. The pressure filtering | |p gives

a very close solution to the analytical result whereas density filtering | |ρ affects the
solution accuracy especially near the discontinuities.

Figure 5.3 – Effect of pressure and density filtering in CPS with coarse mesh ∆x =
1mm.

With a finer mesh of ∆x = 100 µm in fig. 5.4, the pressure filtering | |p gives

similar results as the coarse mesh solution. However, the density filtering | |ρ solution
improves with the finer mesh resolution providing results closer to pressure filtering
| |p near discontinuities. It is important to note that the oscillation in pressure
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Figure 5.4 – Effect of pressure and density filtering in CPS with fine mesh ∆x =
100 µm.

field is linked to the density oscillations. The density is advected with the continuity
equation whereas the pressure is computed from the density field using the equations
of state.

5.2.2 Compressible Cavitation Solver (CCS)

In comparison, the CCS solver with the centered scheme also produces spurious
oscillations near discontinuities without any filtering, although relatively of smaller
amplitudes in comparison to CPS seen in fig. 5.5 due to the proposed changes in the
time advancement algorithm of CCS, as discussed in section 3.4. Similar effects of
the pressure filtering | |p and density filtering | |ρ on the coarse mesh and fine mesh
solutions are visible in fig. 5.6 & 5.7.

Figure 5.5 – Numerical oscillations from centred difference scheme near discontinu-
ities in CPS and CCS solver.

At this point in the discussion, it is important to state that based on different
test cases, the need for both pressure filtering | |p and density filtering | |ρ has been

identified for stable numerical simulations. The pressure filtering | |p does not affect
the simulation accuracy and can be used throughout the simulation. The density
filtering | |ρ on the other hand affects the temporal convergence of the solution and
its overuse can change the dynamical features of the solution. The solution accuracy
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Figure 5.6 – Effect of pressure and density filtering in CCS with coarse mesh ∆x =
1mm.

Figure 5.7 – Effect of pressure and density filtering in CCS with fine mesh ∆x =
100 µm.

dependence of density filtering | |ρ on the mesh resolution has been highlighted with
coarse and fine mesh previously. It is difficult to identify such a fine mesh size as it
depends on the resolution of the discontinuity, dynamical features and length scale
of the problem considered. To circumvent this in CCS, we implemented a strategy to
use density filtering | |ρ in such a way to eliminate its effect on the solution accuracy.

The strategy denoted by ISOLATED FILTERING (| |ρ,iso) uses the previously

described density filtering | |ρ every specified number of iterations or physical time in
a simulation. This in effect allows the local spurious oscillations to grow nominally
for certain physical time and then the density filtering | |ρ is applied.

Figure 5.8 & 5.9 shows the effect of isolated filtering | |ρ,iso on the results of

the 1D shock tube. As can be seen, the isolated filtering | |ρ,iso of the density field
gives a much more accurate representation of the exact solution as compared to
the conventional density filtering | |ρ. The effect of the isolated filtering | |ρ,iso is
much more profound for a coarse mesh compared to a fine mesh seen in fig. 5.8.
This isolated filtering | |ρ,iso strategy has been found to have no adverse effect on
the solution accuracy although the iteration or physical time frequency of isolated
filtering | |ρ,iso has to be determined depending on the problem in consideration.

An isolated filtering | |ρ,iso based on user-specified number of iterations has been
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Figure 5.8 – Effect of isolated filtering of density in CCS coarse mesh ∆x = 1mm.

Figure 5.9 – Effect of isolated filtering of density in CCS fine mesh ∆x = 100 µm.

chosen in this thesis, as it ensures less filtering when the time step is large in a
CFL controlled simulation. This strategy of isolated filtering | |ρ,iso after specified

number of numerical iterations and pressure filtering | |p at every iteration has been
used for all numerical simulations in this thesis. After validating the CCS solver
for a compressible flow, it is validated next for two-phase cavitating flow with 2D
(cylindrical) and 3D (spherical) bubble collapse cases.

5.3 2D Rayleigh Collapse

The spherical bubble collapse away from a solid wall is validated in 2D by consid-
ering a radial collapse of a circular bubble. The continuity equation in a cylindrical
coordinate system (r, θ, z) can be written in terms of radial velocity v in eq. (5.1)
with the assumption of axisymmetric motion.

1

r

∂

∂r
(rv) = 0 (5.1)

The radial velocity can then be expressed as eq. (5.2) on applying the boundary
condition r = R(t) on the bubble surface where Ṙ is the time derivative of bubble
radius R(t) with respect to time t.

v(r, t) =
ṘR

r
(5.2)
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Substituting eq. (5.2) in the Euler equation in eq. (5.3) and integrating between the
bubble interface R at vapor pressure pv and at any position of domain boundary Rb
kept at pressure p(Rb, t) gives eq. (5.4),

− 1

ρ

∂p

∂r
=
∂v

∂t
+ v

∂v

∂r
(5.3)

(RR̈+ Ṙ2)ln
Rb
R
− Ṙ2

R

(
1− R2

R2
b

)
=
pv − p(Rb, t)

ρ
(5.4)

which is the Rayleigh equation in 2D. It is important to note that in eq. (5.4) Rb
cannot be taken as infinite to assume a pressure condition applied at infinity due to
the logarithmic singularity in the equation. Therefore, a finite cylindrical domain
of radius Rb is taken to compute the evolution of a 2D bubble collapsing under the
influence of pressure p at the boundary.

The numerical simulation is done with a circular domain in the x−y coordinate,
which is assumed to extend infinitely in z direction. We present results for two do-
main boundaries located at a distance of Rb = 17R0 and Rb = 25R0 from the bubble
center where R0 is the initial bubble radius. A 1/4th symmetrical domain is also
considered in the case of domain boundary Rb = 17R0, reducing the computational
domain by virtue of using two symmetrical planes shown in fig. 5.10. The symmet-
rical planes are defined using the slip-wall boundary conditions, whose equivalency
has been explained in section 3.4.3. Outlet BC with NSCBC is used on the domain
external boundaries to impose a pressure condition on the boundaries. The bubble
is resolved with uniform mesh resolution of ∆x = 5 µm in a sub-domain around the
bubble, after which a growth ratio has been applied to reduce the computational
mesh size in the rest of the domain. Details of the mesh and computational time is
given in the Appendix B & C.

Figure 5.10 – Full vs 1/4th domain for 2D Rayleigh collapse.

The numerical results for 2D vapor bubble collapse of R0 = 500 µm, α = 0.99
at pressure pv = 2194 Pa, surrounded by liquid pressure p = 10 MPa, α = 0 is
compared with the analytical result in fig. 5.11. The analytical result is derived for
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a vapor pressure pv = 2194 Pa and for two different boundary location Rb = 17R0

and Rb = 25R0 to match the corresponding numerical set up. The bubble is resolved
with 100 cells along its radius for both the full and 1/4th symmetrical test case.
The time step ∆t is of the order of 5 ns derived from the limiting CFL = 0.01 and
CFLacou = 1. As mentioned in section 3.4.5, the small value of limiting CFL = 0.01
is chosen not only due to the convective flow stability criteria. Such a limiting
CFL ensures numerical stability of the time advancement scheme in our cavitation
modelling. As seen in fig. 3.5, there is a steep decrease in density at the phase
interface in our cavitation model and too big a time step ∆t could lead to instability
in the numerical simulations. A small limiting CFL ensures stability of the numerical
scheme due to considered cavitation model, for which a different stability criteria
has not been defined.

The non-dimensionalized temporal evolution of bubble radius R plotted is re-
solved every 0.05µs except the last three points which are resolved at every 0.25µs.
The analytical and numerical result in the plot are non-dimensionalized using the
initial bubble radius R0 and collapse time measured from analytical solution, re-
ferred in this case as trayleigh = 8.75 µs for Rb = 17R0 case and trayleigh = 9.3 µs
for Rb = 25R0 case. The numerical results give reasonable agreement with the ana-
lytical results, specifically the total duration of the bubble collapse is captured well
for the case of Rb = 17R0. There is some deviation in the predicted bubble radius
in our numerical simulation compared to analytical result. This is attributed to
numerical approximation error in the transported density field, specifically for the
curved bubble interface transport in the 2D cartesian mesh. The numerical bubble
radius is estimated from the evolving area (since in 2D) with the bubble interface
defined at α = 0.5 while the vapor volume fraction α is depended on the transported
density. For both the cases, the bubble collapse is faster in the numerical case in
comparison to the analytical solution, which is due to the difference in the initial
pressure evolution in the surrounding liquid. The bubble in the numerical set up is
surrounded by uniform liquid pressure of 10 MPa from the bubble interface to the
domain boundary. The analytical Rayleigh solution assumes a bubble in equilibrium
with surrounding liquid pressure kept close to vapor pressure pv while the domain
boundaries are at higher pressure p(Rb, t).

Figure 5.11 – 2D Rayleigh collapse comparison for Rb = 17R0 (trayleigh = 8.75 µs)
& Rb = 25R0 (trayleigh = 9.3 µs). Initial bubble radius R0 = 500 µm.
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5.4 3D Rayleigh-Plesset Validation

As already mentioned in Chapter 1, the spherical bubble collapse away from the
wall has been studied theoretically by many researchers. The 3D Rayleigh-Plesset
model introduced in eq. (1.2) governing the growth and collapse dynamics of a
spherical bubble is presented here again in eq. (5.5). The derivation of the equation
can be found in Franc 2006.

ρ

[
RR̈+

3

2
Ṙ2

]
= pv − p∞ + pg0

(
R0

R

)3γg

− 2S

R
− 4µ

Ṙ

R
(5.5)

A simplified analytical model considering the liquid as incompressible, no liquid
viscosity, absence of gravity, non-condensable gas content and surface tension can
be written as eq. (5.6).

(RR̈+
3

2
Ṙ2) =

pv − p∞(t)

ρ
(5.6)

Numerically, a vapor bubble of R0 = 500µm initially is considered at t = 0 which

Figure 5.12 – Full computational domain for 3D Rayleigh-Plesset comparison.

will start to collapse when the surrounding liquid is initialized with pressure p∞ > pv
while p∞ is held constant at domain boundaries. Theoretically from eq. (5.6) the
temporal evolution of the bubble radius R, where Ṙ is the interface velocity and R̈ is
the acceleration of the bubble surface, can be compared with the numerical solution.
The theoretical collapse time of the spherical bubble is known as the Rayleigh time,
trayleigh.

trayleigh ∼= 0.915R0

√
ρ

p∞ − pv
(5.7)

A cubic computational domain shown in fig. 5.12 is used for the 3D comparison
where the numerical boundaries are located 10 radius distance (10R0) away from
the bubble center in all dimensions. A 1/8th symmetrical domain shown in fig. 5.13
with symmetrical planes along x−y− z planes is also used for comparison using the
slip wall BC, which reduces the computational domain size and cost compared to a
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Figure 5.13 – 1/8th symmetric computational domain for 3D Rayleigh-Plesset com-
parison.

Figure 5.14 – Vapor bubble iso-surface of α = 0.5, R0 = 500 µm, p∞ = 10MPa.

full domain simulation. The bubble is spatially resolved with 100 cells in the initial
bubble radius R0, whereas the external numerical boundaries are treated as Outlet
with NSCBC condition to impose constant pressure. The bubble interface is defined
by α = 0.5 shown in fig. 5.14 and the vapor volume fraction varies from α = 0 in
the pure liquid to α = 0.99 inside the bubble. The vapor bubble is initialized with
pv = 2194 Pa whereas the ambient liquid pressure is at 10MPa. The time step for
the resolved problem is based on CFL = 0.01 and CFLacou = 1 condition and the
total simulated collapse is completed within the trayleigh = 4.53 µs.

The comparison of the numerical bubble collapse by the compressible cavitation
solver and theoretical Rayleigh-Plesset collapse is shown in fig. 5.15. The plot shows
the evolution of the bubble radius with respect to time, both normalized by initial
bubble radius R0 and trayleigh respectively. The solid line is the solution obtained
from Rayleigh-Plesset analytical equation with pv = 2194 Pa, p∞ = 10 MPa and
the dots represent the numerical simulation results. A reasonably good agreement
between the results is obtained overall. The numerical bubble collapses a little faster
than the analytical solution, although the discrepancy in collapse time decreases with
1/8th symmetrical domain. The discrepancy in the results could be attributed to
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Figure 5.15 – 3D Rayleigh Plesset validation R0 = 500 µm, trayleigh = 4.53 µs.

the decrease in spatial resolution of the bubble volume towards the end of collapse
and resolution of curved bubble interface in a 3D cartesian grid using a single fluid
cavitation model.The overall agreement in the presented results demonstrates the
ability of the developed numerical solver to predict the dynamics of a single bubble
collapse effectively.

5.5 ALE Validation

The Cavitation ALE (CLE) solver developed as an extension of the CCS solver
with ALE mesh movement capabilities is validated next. A simple 2D test case is
devised with a vapor bubble of R0 = 100 µm in the center of a square domain of
dimension 2 × 2 mm2. The computational domain is discretized with a cartesian
mesh of 800 × 800 cells. The bubble is initialized with a vapor volume fraction
α = 0.99, pv = 2194 Pa surrounded by a uniform liquid pressure of 100 MPa.
The external boundaries of the square domain are treated as Outlet with NSCBC
conditions in order to impose constant pressure p = 100MPa.

Two simulations are compared for validation, one stationary mesh case for a
fixed domain in space where the bubble collapse is numerically solved with the CCS
solver. Another moving mesh case, where the computational domain is moving along
the positive x-direction with a constant imposed mesh velocity of 250m/s shown in
fig. 5.16. The moving mesh simulation with the CLE solver aims to demonstrate the
background moving mesh has no effect on the dynamical evolution of the bubble.

Both the simulations are resolved with CFL = 0.05 and CFLacou = 1 for a total
physical time of 500ns. The computational domain in the moving mesh case moves
a total distance of 0.125 mm in the positive x-direction. The mesh resolution in
both the computational domain is ∆x = 2.5µm, which gives a time step ∆t ≈ 0.1ns
in the stationary case whereas ∆t ≈ 0.01 ns in the moving mesh case. Figure 5.16
& 5.17 show the temporal evolution of the density field and the spatial position of
domain for the two cases considered at different physical times. The bubble in the
moving mesh stays in the expected physical space, collapsing under the influence of
surrounding liquid pressure while the computational mesh moves in the background.
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Figure 5.16 – Temporal evolution of 2D bubble collapse Rmax = 100 µm, p∞ =
100MPa, t = 0 & 250ns - stationary vs moving domain.

A non-dimensionalized temporal evolution of the bubble radius is plotted in
fig. 5.18 for the stationary and moving domains. The bubble radius for both cases
gave very good agreement for most part of the simulation except towards the end
of the collapse. In the final stages of collapse, the resolution for the bubble volume
decreases as the bubble volume shrinks and computational cells resolving the bubble
radius decreases. On top of it, we imposed a very high mesh velocity in the domain
for our test case which explains the deviations in the final stages. For the bubble
collapse FSI problem of interest, only a very small region of the computational mesh
near the fluid-solid interface would only encounter relatively high mesh velocity
during wall deformation. The test case with such high mesh velocity demonstrates
the capability of CLE solver to resolve the flow dynamics with high velocity of moving
mesh with relative accuracy and without affecting the underlying fluid dynamics.
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Figure 5.17 – Temporal evolution of 2D bubble collapse Rmax = 100 µm, p∞ =
100MPa, t = 380 & 500ns - stationary vs moving domain.

Figure 5.18 – Radius evolution during 2D bubble collapse Rmax = 100 µm, p∞ =
100MPa - stationary vs moving domain.
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5.6 Summary

The fluid solver CCS developed for cavitation is validated for compressible flows
with the 1D shock tube test case and compared with the existing CPS solver. The
implementation and accuracy of high order filtering technique has been discussed for
resolving the highly dynamical cases of bubble collapse near solid boundaries. The
CCS solver is validated for cavitation studies with the 2D Rayleigh and 3D Rayleigh-
Plesset analytical model. The CLE solver is then used to simulate a 2D bubble
collapse in a moving domain and results are validated against a bubble collapse in
a stationary domain with the CCS solver. The solid mechanics solver Cast3M and
methodology used for predicting material response has been validated in the doctoral
thesis of Paquette 2017 and hence not presented here.



Chapter 6
Bubble Collapse

6.1 Introduction

In this chapter, the dynamics of bubbles collapsing near solid walls are presented.
The bubble collapses are non-spherical due to the presence of the wall. The dynam-
ics for collapsing vapor bubbles are investigated for two different scenarios: liquid
pressure-induced collapse and a shock-induced collapse. Comparisons on damage
caused by collapsing bubbles driven by these different mechanisms has been a topic
of interest, for example see Johnsen 2009. A liquid pressure-induced collapse refers to
bubble collapse driven by ratio between the pressure of the water and that of bubble
which is assumed at approximately vapor pressure. A shock-induced collapse refers
to vapor bubble collapse induced by a shock wave propagating over the bubble. For
both these scenarios, planar 2D bubble collapses at different distances from a planar
solid wall are presented first. The shock-induced bubble collapse is also extended to
three-dimensions followed by a demonstration of a 3D bubble cloud simulation. In
all numerical simulations, the evolution of bubble shape, effect of liquid jet, shock
wave propagation upon collapse and wall pressure are quantified and reported.

6.2 Liquid Pressure-Induced Collapse

We begin our investigation of the collapse of a vapor bubble near a solid wall
with the computational domain shown in fig. 6.1, which will be referred from here
on as domain 40R0. The initial vapor bubble radius is R0 = 500 µm and we take
advantage of symmetries by simulating only one-half of the 2D bubble. The outlet
boundaries are located at 40R0 and are equipped with NSCBC conditions for wave
treatment. The bubble is initially resolved with 100 computational cells giving
∆x = ∆y = 5 µm and grid stretching is applied on the far field of the domain,
shown in Appendix B. The test case setup used is similar to one used by Lauer 2012
for numerical simulation of vapor bubble collapse of radius R0 = 400 µm, with 100
computational cells in the bubble radius and domain boundaries at 25R0.

Initially both fluids are at rest:

vapor : ρ = 10 kg/m3, p = 2194 Pa,

water : ρ = 1038.3 kg/m3, p = 100MPa.
(6.1)

95
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where the corresponding pressures are determined from the specified densities us-
ing the equations of state in section 3.4.5. Most experimental studies on bubble
collapse like Philipp 1998 or our experimental setup in Chapter 2 consider laser
generated bubbles in glass cuvette at atmospheric conditions. On the other hand,
higher ambient liquid pressure is relevant for industrial applications like liquid fuel
injectors (operating pressure levels up to 250 MPa as reported in Lauer 2012) or
even high-pressure pumps where the bubbles are collapsing under very high oper-
ating liquid pressure. Therefore, we assume the vapor density of 10 kg/m3 which
gives a corresponding pressure of 2194Pa very close to the liquid saturation pressure
psat = 2340 Pa whereas the ambient liquid pressure is assumed to be at 100MPa.

Figure 6.1 – Computational domain for 2D bubble collapse, domain boundary 40R0,
domain size = 20× 20mm2.

To quantify the effects of liquid jet and bubble collapse on resulting wall pres-
sure for detached and attached bubbles, different wall positions are considered with
respect to initial bubble radius R0. As mentioned previously in Chapter 2, for non
spherical bubble shapes like attached bubbles which grow and collapse being very
close or in contact with the solid wall, the equivalent maximum radius Rmax is rel-
evant. Here Rmax is the radius of a perfectly spherical bubble that would have the
same volume as the non-spherical bubble. For an attached bubble, the solid wall
cuts the bubble at the lower hemisphere resulting in decreased bubble volume Vmax,
which gives different equivalent radius Rmax at different stand-off distances γ. On
the other hand, a detached bubble grows nearly spherical due to increased distance
from the wall and its volume V0 is not effected by the position of the wall. To simply
highlight the order of decrease in Rmax and Vmax for 3D bubbles in our numerical
modelling with decreasing γ, we list them in table 6.1. Similarly in 2D, the order of
decrease in bubble surface area is more relevant which are summarized in table 6.2.

The vapor bubbles initialization in 2D at different positions with respect to the
solid wall are shown in fig. 6.2 for different stand-off distances γ = 0.5, 0.8, 0.9, 1.4.
Data are mirrored about the Y -axis for visualization and the solid wall is located
at the bottom of the frames. The solid wall is rigid i.e. has infinite impedance from
which all waves are completely reflected. The numerical parameters for the fluid
simulations are detailed next. The simulations are carried out with the semi-implicit
CLE solver with a limiting CFL = 0.01 and CFLacou = 0.5 giving a time-step ∆t
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Figure 6.2 – Bubble position for different stand-off γ = 0.5, 0.8, 0.9, 1.4, solid wall
at the bottom of the frame.

γ Rmax(µm) Vmax/V0

1.4 500 1

0.9 498 0.99

0.8 495 0.97

0.5 472 0.84

Table 6.1 – Equivalent radius Rmax and volume Vmax for 3D bubbles, V0 =
0.5236mm3 is the volume of a spherical bubble of R0 = 500 µm.

γ Rmax(µm) Amax/A0

1.4 500 1

0.9 495 0.98

0.8 487 0.95

0.5 449 0.8

Table 6.2 – Equivalent radius Rmax and area Amax for 2D bubbles, A0 = 0.785mm2

is the area of a 2D bubble of R0 = 500 µm.

Figure 6.3 – Time step ∆t evolution for 2D bubble collapse computation,γ = 0.9,
domain 40R0.
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smaller than 1 ns for the entire simulation shown in fig. 6.3. It has been already
discussed that the small value of limiting CFL is to ensure numerical stability of
the time advancement scheme in our cavitation modelling where the fluid density
decreases steeply at the phase interface. The smallest ∆t of about 0.05 ns is during
the most dynamical part of bubble collapse, when the liquid jet velocity is very high
and multiple shock waves propagate in the domain. The isentropic cavitation model
for evolution of pressure, speed of sound and dynamic viscosity detailed in section
3.4.5 is used to model the two-phase flow. A 4th order artificial viscosity model
described in section 3.4.4 with a artificial viscosity constant of 0.1 is used, along
with the ISOLATED FILTERING (| |ρ,iso), described in section 5.2.2, every 40

iteration step and pressure smoothing by FILTER PRESSURE (| |p), described in
section 5.2.1, at every iteration. It is important to mention again that the smoothing
and filtering steps are needed for solution stability and have been extensively tested
to have little impact on the solution. Details about the computational time are given
in Appendix C.

Figure 6.4 – Temporal evolution of density field during liquid pressure-induced at-
tached bubble collapse near solid wall, γ = 0.9, Rmax = 495µm, p = 100MPa, case
P0.9, frame size = 1.5× 1.5mm2.

The temporal evolution of density field during the collapse of a vapor bubble
at γ = 0.9, Rmax = 495 µm is shown in fig. 6.4. The contour presents a zoomed
in view of the bubble and not the entire computational domain. Similar to our
analysis in Chapter 2, the bubble surface close the solid wall will be referred as
bubble lower surface and bubble surface opposite to the solid wall be referred as
bubble upper surface. The vapor bubble starts to shrink under the influence of
ambient liquid pressure and in the final stages of collapse, a liquid jet is formed
piercing the bubble from the bubble upper surface. The bubble interface remains
well defined during such complex collapse phase. The liquid jet impacts the solid
wall after a physical time of 3 µs and the 2 remaining bubbles (corresponding to a
bubble torus in 3D) subsequently collapses on the solid wall. There is an appearance
of secondary cavitation seen at t = 0.5µs in the region where the bubble interface is
attached to the solid wall. This is primarily due to the barotropic cavitation model,
that needs to be initialized with a pressure jump across the bubble interface and
thus, initiates an expansion wave that travels from the interface into the water when
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the numerical simulation begins similar to the shock tube test case in section 5.2.
Upon interaction of expansion wave with the wall, the water pressure in this region
decreases as compared to the rest of the domain. This generates the secondary
cavitation region and changes the contact angle of the bubble interface with the
wall. Similar observation has been made in the literature, for example see Lauer
2012. This region decreases as the bubble collapse progresses in time and disappears
during the most dynamical stages seen at t = 3µs where the liquid jet is approaching
the solid wall.

Figure 6.5 – Location of probe points
on the solid wall- points F00(x, y) =
(0, 0) and F10(x, y) = (0.001, 0).

To quantify the wall pressure and relate
it to the bubble dynamics, we will look into
the temporal evolution of pressure in fig. 6.6.
The plot shows two curves, one is the evo-
lution of pressure pF00 on the wall at the
axis of symmetry, denoted by a point F00
in fig. 6.5. The second curve corresponds
to the temporal evolution of maximum pres-
sure on the solid wall, denoted by pmax−wall.
It should be noted that physical position
of pF00 is fixed which is not the case for
pmax−wall. The other point in fig. 6.5 is F10
located on the solid wall at a distance of 1 mm from the axis of symmetry. Before

Figure 6.6 – Temporal evolution of pressure at point F00 and maximum pressure
pmax−wall, γ = 0.9, case P0.9, (left) entire simulation time, (right) zoomed on the
dynamical pressure peaks.

discussing the pressure peaks observed in fig. 6.6, it is worth mentioning that in the
most dynamical region of the bubble collapse between time t = 3 µs and t = 3.5 µs,
the pressure peaks are located between point F00 and F10, in the 1 mm length of
solid wall from the symmetry axis seen in fig. 6.7. For convenience later on, we will
refer to the test case of vapor bubble at γ = 0.9 collapsing under the influence of
100MPa ambient water pressure as case P0.9.

The pressure seen in fig. 6.6 is explained with the contours of numerical Schlieren
(∇ρ), pressure and velocity presented in fig. 6.8 and fig. 6.9. There are three major
dynamical events coinciding with the pressure peaks observed in fig. 6.6. The first
pressure peak corresponds to liquid jet impact on the solid wall where the maximum
velocity of the liquid jet is 900 m/s. The pressure load induced on the wall from
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Figure 6.7 – Maximum pressure at the solid wall pmax−wall and its location on the
wall as a function of distance from the axis of symmetry i.e point F00, γ = 0.9, case
P0.9.

Figure 6.8 – Contour showing - (left) numerical Schlieren, (center) pressure and
(right) velocity field during liquid jet impact, γ = 0.9, Rmax = 495µm, p = 100MPa,
case P0.9, frame size = 500× 500 µm2.
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the liquid jet impact is the water hammer pressure expressed with the expression
pwh = ρ c ujet, where ρ is the density, c is the speed of sound and ujet is the liq-
uid jet velocity at impact. The water hammer pressure pwh is the pressure on a
flat solid surface exerted by a water column with a flat surface. Since the flatness
of the liquid jet tip varies with the bubble collapse dynamics, the efficiency of the
collapse i.e. water hammer impact pressure would depend on the liquid jet charac-
teristic. The maximum pressure peak on the wall during this event is computed to
be 2.2 GPa at t = 3.063 µs at point pF00 i.e. at the bubble symmetry axis. The
water hammer pressure pwh magnitude depends on the local flow condition with
density ρ = 1350 kg/m3 corresponding to speed of sound c = 3300 m/s and flow
velocity ujet = 500 m/s at the point of impact. A strong shock wave is emitted on
the liquid jet impact on the wall, which will be referred to as water hammer shock
seen at t = 3.09 µs in fig. 6.8. The water hammer shock propagates radially from
the wall into the fluid domain whereas the liquid jet due to the presence of the solid
wall travels outwards along the solid wall from the jet axis. This simultaneous effect
of the outward flowing liquid jet and shock wave starts to collapse the remaining
bubble (2D equivalent of a 3D torus) still attached to wall, seen at t = 3.12 µs in
fig. 6.8.

The remaining bubble starts collapsing next under the influence of outward mov-
ing liquid flow and shock wave from the bubble center. The remaining bubble is also
influenced by the inward movement of the surrounding flow induced by the collaps-
ing bubble. The remaining bubble collapse seen at t = 3.15 µs in fig. 6.9 gives the
second pressure peak 2.4GPa at t = 3.19 µs located at a distance from the bubble
symmetry axis. The remaining bubble collapses in two separate stages, the top part
away from the wall collapses first due to the influence of outward moving liquid flow.
The velocity of this outward moving liquid flow is higher away from the wall due to
fluid viscosity induced boundary layers. The remaining bubble part attached to the
wall collapse few moments later and this collapse of remaining bubble in parts gives
out two shock waves seen at t = 3.18 µs in fig. 6.9. We will further look into the
dynamics of remaining bubble collapse in detail in the next section.

The shock waves from the collapse of the remaining bubble travels along the
wall radially. The superimposition at the bubble symmetry axis of the two shock
waves generated by the collapse of two remaining bubbles in 2D, gives the third
pressure peak at t = 3.206 µs of 4 GPa. This amplified pressure region from shock
wave superimposition at the bubble symmetry axis represents a strong compression
of the liquid in the center region, which can be seen at t = 3.21 µs in fig. 6.9.
The evolution of solid wall pressure between points F00 and F10 at different time
instants is plotted in fig. 6.10. An important observation to note is the shock wave
after the superimposition at t = 3.206 µs travels along the wall away from the
bubble symmetry axis towards the domain boundaries, attenuating in magnitude
with increasing distance. Such observations in 3D, of liquid jet induced and bubble
torus collapse induced pressure peaks on the solid wall has been reported in the
literature, for example Chahine 2015 with which we attain a qualitative agreement
on the bubble dynamics.

Similar dynamics and pressure peaks are observed at reduced γ = 0.5 and γ =
0.8 in fig. 6.11. The collapse of the vapor bubbles takes place sooner in time due
to reduced bubble volume for γ = 0.5 & 0.8. Figure 6.12 shows the similarity in
collapsing bubble shapes for numerical simulation of vapor bubble at γ = 0.5 and
experimental observations at γ = 0.55. We obtain a very good agreement in the
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Figure 6.9 – Contour showing - (left) numerical Schlieren, (center) pressure and
(right) velocity field on remaining bubble collapse and shock wave superimposition
γ = 0.9, Rmax = 495 µm, p = 100MPa, case P0.9, frame size = 500× 500 µm2.

bubble shapes between the experiment and our 2D simulation. We impose a spherical
shape for the bubble interface at initialization, whereas it can be seen in experimental
image at t = 40 µs that a bubble does not grow spherically so close to the wall.
The asymmetric effect of the wall makes the bubble grow comparatively wider in
the bubble lower surface as compared to the bubble upper surface. Numerically
we capture this effect seen at t = 1.80 µs where the bubble collapse initiates with
curvature of the bubble upper surface and generation of an inwardly moving flow
with decreasing bubble volume. The liquid jet piercing through the bubble hits the
wall and the bubble collapses on the wall during the first collapse. It is important
to note that the experimental image is for the growth and collapse of bubble at
atmospheric condition and total duration of the physical process is more than t =
100 µs. On the other hand, the 2D numerical simulation only considers the collapse
under surrounding liquid pressure of p = 100 MPa where the bubble is initialized
at maximum size Rmax = 449 µm at t = 0 s.
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Figure 6.10 – Pressure plots on the solid wall between points F00 and F10 at different
time instants γ = 0.9, case P0.9.

Figure 6.11 – Pressure evolution at pF00 and pmax−wall for (top) γ = 0.5 and
(bottom) γ = 0.8, (left) entire simulation time, (right) zoomed on the dynamical
pressure peaks.
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Figure 6.12 – Collapsing bubble shape (top) 2D numerical simulation γ =
0.5, Rmax = 449µm, p = 100MPa, (bottom) experimental bubble collapse in atmo-
spheric condition γ = 0.55, Rmax = 400 µm.

The first pressure peak from the liquid jet impact at the bubble symmetry axis
gives water hammer pressure pwh similar to γ = 0.9. There are two important
observations to make here. The second pressure peak from the remaining bubble
collapse at an offset from bubble symmetry axis, increases in magnitude for γ = 0.5
and γ = 0.8 in comparison to γ = 0.9. It can be seen clearly in the zoomed (right)
plots in fig. 6.11 that the second peak of pmax−wall increases for decreasing γ. On
the other hand, the third pressure peak resulting from the shock superimposition
at the bubble symmetry axis decreases with decreasing γ. We explain this with
the different shapes of remaining bubble at an offset from bubble symmetry axis
seen in fig. 6.13 for γ = 0.8 and in fig. 6.14 for γ = 0.5. For smaller γ = 0.5, the
remaining bubble is short and flatter in y-direction, with the collapse much closer
to the solid wall. The collapse of the remaining bubble induced by the high pressure
surrounding liquid, very close to the wall results in a very high intensity pressure
load on the wall. On the other hand for higher γ = 0.8, the remaining bubble is
thin and long with collapse taking place in parts. The top part at a distance from
the wall collapses first followed the part attached to the wall. The effect of liquid
compressibility on the different remaining bubble shapes determine the magnitude
of pressure peaks observed on the wall.

The numerical simulation of vapor bubble collapse at γ = 0.8 is used for spatial
and temporal convergence validation presented in fig. 6.15. The vapor bubble simu-
lations with the current mesh resolution of ∆x = ∆y = 5 µm is validated against a
numerical simulation of spatial resolution ∆x = ∆y = 2.5µm. The simulations gave
results with a relative difference of 0.9 % between the pressure peaks for both cases.
Therefore, a mesh resolution of ∆x = ∆y = 5 µm has been found adequate for such
investigations. Validation studies on temporal convergence of the CFL-controlled
numerical simulation with time steps shown in fig. 6.3 and with a fixed time step of
0.05ns and 0.025ns provided similar bubble dynamics and pressure peaks with rela-
tive difference of 0.8% and 0.3% respectively, in the dynamical region 3 < t < 3.5µs
presented in fig. 6.15.
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Figure 6.13 – Contour showing - (left) numerical Schlieren, (center) pressure and
(right) velocity field on remaining bubble collapse and shock wave superimposition
γ = 0.8, Rmax = 487 µm, p∞ = 100MPa, frame size = 500× 500 µm2.

Another interesting investigation is made to test a reduced computational domain
size taking advantage of the NSCBC wave treatment at the domain outlets. As from
the experience in this thesis and based on literature, bubble collapse dynamics is
very sensitive to domain boundaries and imposed boundary conditions. A reduced
computational domain of size 10R0×5R0 is considered, for convenience we will refer
to it as domain 10R0. The domain size reduces 4 times along x-axis and 8 times along
y-axis in a cartesian coordinate system shown in fig. 6.16 as compared to the previous
domain 40R0. The imposed boundary conditions are similar to what has been used in
the larger domain 40R0 presented in fig. 6.1. It has been mentioned in section 3.4.3.1
that the propagation of wave on the NSCBC equipped boundaries is treated only in
the boundary normal direction. A double domain length in the positive x-direction in
comparison to y-direction has been considered primarily for two reasons. A spherical
wave originating in the domain center, near the dynamical bubble region, will become
planar due to increased wave front radius from expansion as it approaches the corner
between the two outlet boundaries. Secondly, any numerical artifacts, if present, at
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Figure 6.14 – Contour showing - (left) numerical Schlieren, (center) pressure and
(right) velocity field on remaining bubble collapse and shock wave superimposition
γ = 0.5, Rmax = 449 µm, p∞ = 100MPa, frame size = 500× 500 µm2.
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Figure 6.15 – Plot showing (left) spatial and (right) temporal convergence of the
numerical solution at pF00, γ = 0.8.

the corner between the outlets will stay away from the center of the domain. A
comparison of pressure peaks between the larger domain 40R0 and smaller domain
10R0 for the test case P0.9 provided similar dynamical features and agreement in
results within errors of ∆t = 0.025% and ∆p = 1.9% presented in fig. 6.17. From here
on for all our presented fluid simulations in 2D, we used the reduced computational
domain.

Figure 6.16 – Reduced computational domain for 2D bubble collapse - domain
boundary 10R0 × 5R0, domain size = 5× 2.5mm2.

Finally, on the numerical simulation of detached vapor bubbles collapsing under
ambient liquid pressure presents new set of challenges. As mentioned previously dur-
ing our discussion on appearance of secondary cavitation in fig. 6.4, the interaction
of expansion waves with solid walls leads to the generation of secondary cavitation
along the wall. A travelling expansion wave leads to decrease in pressure (as well as
temperature, if considered) in a computational domain. In our numerical setup due
to the chosen initialization of the bubble with a barotropic model, an expansion wave
is generated. Since the initial liquid pressure (p = 100MPa) is very high, the drop
in density and pressure across the expansion wave is very high too. Therefore, when
the expansion wave hits and reflects from the wall, secondary cavitation is created
near the wall due to localized decrease in pressure. A detached bubble collapse is
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Figure 6.17 – Plot showing agreement of results for domain size 40R0 and reduced
computational domain size 10R0 × 5R0, γ = 0.9, (left) PF00, (right) pmax−wall.

characterized by the generation of a shock wave from the bubble center which travels
towards and hits the solid wall. In the presence of secondary cavitation region near
the wall, the shock wave amplitude travelling to the wall is retarded and cannot
reproduce the physical state accurately as shown in fig. 6.18 for γ = 1.4.

Figure 6.18 – Temporal evolution of density field during liquid pressure-induced
detached bubble collapse near solid wall - appearance of expansion wave driven
secondary cavitation near the solid wall, γ = 1.4, Rmax = 500 µm, p = 100 MPa,
frame size = 2× 2mm2.

To circumvent such problem, an alternative is the shock-induced collapse where
the collapse of the vapor bubble is induced by an impacting shock wave. In such a
setup, the vapor bubble is initialized in liquid at atmospheric pressure (0.1 MPa)
and is impacted by a high amplitude shock wave to initiate the bubble collapse.
Interesting to note is that the expansion wave would be generated even in such
a setup. Since the pressure ratio between the ambient liquid pressure and vapor
pressure is comparatively smaller, the decrease in density and pressure across the
expansion wave is very small and secondary cavitation will not develop. Ideally if a
liquid pressure-induced collapse is numerically simulated at atmospheric condition,
the pressure drop across expansion wave is insignificant and the secondary cavitation
will not occur. In real technical applications with higher ambient liquid pressure
driving the bubble collapse, the secondary cavitation effect has to be considered.
Next we will present the results on shock-induced detached and attached vapor
bubble collapse.



6.3. SHOCK-INDUCED COLLAPSE 109

6.3 Shock-Induced Collapse

In the shock-induced collapse, we use the same computational setup and numeri-
cal parameters described in the previous section. We will present 2D and 3D collapse
dynamics for attached (γ = 0.9, Rmax = 495 µm) and detached (γ = 1.4, Rmax =
500 µm) vapor bubble surrounded by water at atmospheric pressure. A shock front
is initiated at a distance of 2mm from the solid wall and initially both fluids are at
rest:

vapor : ρ = 10 kg/m3, p = 2194 Pa,

water : ρ = 998.2 kg/m3, p = 101, 325 Pa.
(6.2)

6.3.1 2D Bubble Collapse

6.3.1.1 Attached bubble (γ = 0.9)

The vapor bubble is attached to the solid wall and the distance between the
bubble center and shock front is 1.55mm. On initialization, a shock front of 50MPa
hits the bubble upper surface at t = 0.68 µs. After the shock impact, the bubble
upper surface flattens initiating its motion towards the shock propagation direction.
The bubble starts to deform after the shock impact and a part of the shock front
is partially reflected back as an expansion wave in the computational domain. The
shock front finally hits the solid wall at t = 1.3 µs and is reflected back in the
domain. The temporal evolution of a shock-induced attached bubble dynamics is
shown in fig. 6.19. The left half of each frame shows the density contour whereas
the right half shows the pressure contour. At 4.2 µs, the bubble surface area has

shrunk to approximately 1
20

th
of the initial bubble size and a liquid jet is formed from

the bubble upper surface. For convenience later on, this test case of shock-induced
attached bubble at γ = 0.9 will be referred as case SH0.9.

The pressure peaks on the solid wall represented in fig. 6.9 show similar dynamical
features of collapse as the liquid pressure-induced collapse. There are three major
pressure peaks, each representing an important characteristic of the bubble collapse.
The first peak of 1.97GPa at 4.294µs is the water hammer pressure pwh due to the
liquid jet impact on the solid wall. The local flow condition at the moment of collapse
in the impact location is density ρ = 1300kg/m3, speed of sound c = 3000m/s and jet
velocity 500m/s, giving a theoretical water hammer pressure of 1.95GPa exhibiting
a very good agreement with our estimation. This illustrates very high pressure and
velocities are achieved in the liquid during collapse. The liquid jet impact produces
a shock wave, referred as water hammer shock, at the point where the liquid jet
hits the wall. This is also consistent with the dynamics presented previously in
the liquid pressure-induced collapse. The magnitude of the water hammer pressure
pwh is about 10% lower in shock-induced collapse in comparison to liquid pressure-
induced collapse in our investigation. This can be attributed to the decrease in
bubble collapse driving pressure in shock-induced collapse. The driving pressure in
shock-induced collapse is about 50 MPa in comparison to the driving pressure of
100MPa in liquid pressure-induced collapse.

The second pressure peak of 2.52 GPa on the solid wall at t = 4.423 µs is due
to the remaining bubble collapse at an offset of 0.1mm from the bubble symmetry
axis. The pressure evolution at different time instants on the solid wall is shown
in fig. 6.21. This shock wave emitted from the remaining bubble collapse travels
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Figure 6.19 – 2D attached bubble: (left) density and (right) pressure contour on
each frame showing temporal evolution of a shock-induced 2D bubble collapse, γ =
0.9, Rmax = 495 µm, p = 0.1 MPa, pshock = 50 MPa, case SH0.9, frame size =
2× 2.5mm2.

Figure 6.20 – 2D attached bubble: pressure peaks at pF00 and pmax−wall on the solid
wall for shock-induced collapse, γ = 0.9, case SH0.9.
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Figure 6.21 – 2D attached bubble: pressure plots on the solid wall between points
F00 and F10 at different time instants, γ = 0.9, case SH0.9.

towards the bubble symmetry axis, giving the third pressure peak of 2.69 GPa at
t = 4.46µs from the superimposition of shock wave and strong compression of liquid
in the center region. Finally, this shock wave from the bubble center travels radially
along the wall and in the computational domain attenuating in magnitude with
increasing distance from bubble center.

Few important observations can be made regarding the remaining bubble collapse
taking place at an offset of 0.1mm from the bubble symmetry axis. The remaining
bubble collapse is driven by two mechanisms: firstly the inward-moving induced flow
by the collapsing bubble which pushes the bubble surface towards the symmetry
axis. The second mechanism is the outward liquid jet flow from the bubble center
along with the propagating water hammer shock, which pushes the remaining bubble
away from the symmetry axis. This can be seen in the velocity vectors shown in
fig. 6.22. Once the remaining bubble collapses, a recirculation zone in the flow field
is generated in the direction towards bubble symmetry axis. Such a recirculation
flow field is sustained during the rest of the dynamical part when the shock wave
compresses the liquid at the bubble center and travels towards domain boundary.

Secondly during the remaining bubble collapse, the importance of boundary layer
development can be seen in fig. 6.23. The remaining bubble collapse is split into two
parts by outward travelling liquid flow on the solid wall after the jet impact. Due to
the development of boundary layer, the fluid flow very close to the solid wall moves
at a slower velocity as compared to the rest of outward flowing liquid jet along the
wall. A maximum flow velocity of ux = 900m/s (cell Rex = 4500) is computed for
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Figure 6.22 – Velocity vectors showing the flow field during the final stages of collapse
near the solid wall, γ = 0.9, Rmax = 495 µm, p = 0.1MPa, pshock = 50MPa, case
SH0.9, frame size = 500× 500 µm2.

Figure 6.23 – Numerical Schlieren showing the sequence of events during the re-
maining bubble collapse-emission of primary and secondary shock, γ = 0.9, Rmax =
495 µm, p = 0.1MPa, pshock = 50MPa, case SH0.9, frame size = 500× 500 µm2.
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the outward flowing liquid jet. The fast-moving liquid flow on the wall surface splits
the remaining bubble into two parts - a top part seen at t = 4.40 µs which collapses
first with the emission of a primary shock wave. The rest of the remaining bubble
attached to the solid collapses next giving out the secondary shock wave seen at
t = 4.42 µs. Both the primary and secondary shock wave travels radially outwards
from the location of remaining bubble collapse. It is worth mentioning that in our
investigation, the first grid point in the solid wall normal direction is located at a
distance of ∆y = 5 µm. Therefore, the wall shear stress from the liquid jet flow has
not been reported as it would require much finer mesh in the wall normal direction
to resolve the boundary layers accurately. According to Zeng 2018, the wall shear
stress is of the order of 100 KPa from the liquid jet flow along the solid wall for a
bubble Rmax = 50 µm at γ = 1, resolved with a much finer mesh of first grid point
at ∆y = 0.1 µm.

Finally, comparing the bubble dynamics and pressure peaks on solid wall for
shock-induced collapse and liquid pressure-induced collapse, we find qualitative
agreement between the bubble dynamics. This in principle suggests that experi-
mental observations of bubble dynamics at low ambient pressures are valid at high
(technically relevant) ambient pressure-induced bubble collapse as well.

6.3.1.2 Detached Bubble (γ = 1.4)

In the case of detached cavity at γ = 1.4, the shock front is initially at a distance
of 1.3mm from the bubble center and hits the bubble upper surface at t = 0.51 µs.
The bubble upper surface flattens and move towards the shock propagation direction
i.e. towards the solid wall. The shock front used to induce the bubble collapse
is reflected back from the solid wall and interacts once more with the collapsing
bubble. This interaction happens at a relatively early stage of collapse and therefore,
this reflected shock does not retard the formation of liquid jet in our simulation.
During the final stages, the liquid jet is formed compressing the bubble upper surface
along the symmetry axis. The evolving shape of the bubble matches well with the
experimental observations shown in fig. 6.24 for γ = 1.4. The shock-induced bubble
at γ = 1.4 will be referred here on as case SH1.4.

In the final stages, the liquid jet is pushing the bubble upper surface which col-
lapses with the bubble lower surface resulting in the emission of a shock wave. The
shock produced is a water hammer shock from the liquid jet travelling with the bub-
ble upper surface collapsing on the bubble lower surface and the shock subsequently
propagates towards the solid wall. Such generation of water hammer shock has been
reported numerically by Johnsen 2009 and experimentally by Lindau 2003. The
maximum liquid jet velocity is 750m/s at t = 4.1 µs which decelerate upon the col-
lapse of bubble upper surface on lower surface. Along with the water hammer shock
travelling towards the wall, another shock wave is also created which travels in the
opposite direction. At t = 4.20 µs in fig. 6.25, the shock speed of the water hammer
shock is 2400m/s which is travelling in a liquid almost at rest. At the same instant,
the shock wave propagating in the wall opposite direction is travelling at 2600m/s
in a flow field towards the wall induced by the high velocity liquid jet. The water
hammer shock impacts the wall with peak pressure of 1.34GPa at t = 4.26µs shown
in fig. 6.26. The impacting shock is immediately reflected back from the wall and
the duration of the impact is about 5 ns at point pF00. The reflected shock travels
along the wall with the radial expansion of the impacting water-hammer shock and
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Figure 6.24 – 2D detached bubble: comparison of bubble shapes in (top) numerical
simulation γ = 1.4, Rmax = 500 µm, p = 0.1 MPa, pshock = 50 MPa, case SH1.4,
(bottom) experimental images, γ = 1.4, Rmax = 730 µm.

the shock intensity decreasing with increasing wall distance from the symmetry axis.

Additionally, a detached low pressure cavity develops in the water as seen at
t = 4.40µs in fig. 6.25. Such a rebound of vapor structure can have additional effect
on wall erosion and has been reported in Lauer 2012 for detached vapor bubble
collapse as well. In our investigation, the effect of bubble rebound is not considered
as no condensable gas or nucleation model has been implemented.

6.3.2 3D Single bubble collapse

The shock-induced bubble collapse case is extended to three dimensions for which
a hexahedron domain of dimension 2 × 2.5 × 2 mm3 is taken with ∆x = ∆y =
∆z = 10 µm as shown in fig. B.9 of Appendix B. We will look into the dynamics
of shock-induced 3D collapse for an attached bubble at γ = 0.9 and equivalent
radius Rmax = 498 µm followed by a detached bubble at γ = 1.4 with equivalent
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Figure 6.25 – 2D detached bubble: final stages of collapse showing shock propagation
near the solid wall γ = 1.4, Rmax = 500 µm, p = 0.1 MPa, pshock = 50 MPa, case
SH1.4, frame size = 1× 2.5mm2.

Figure 6.26 – 2D detached bubble: pressure peaks at pF00 and pmax−wall on the solid
wall for shock-induced collapse γ = 1.4, case SH1.4.
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radius Rmax = 500µm. The shock wave is initiated from a distance of 2 mm from
the solid wall and hits the bubble upper surface with a front of 50 MPa. Taking

advantage of two symmetric planes along x and y direction, only 1
4

th
of the problem

is resolved. The physical cavitation model and numerical parameters are similar to
the 2D shock-induced bubble collapse. In fig. 6.27, we present the top and front view

of the 3
4

th
cut section of bubble iso-volume attached to the solid wall. The bubble

is attached to the solid wall with no slip condition and cut by two symmetry planes
on the side. The domain boundaries are treated as outlets equipped with NSCBC
wave treatment.

Figure 6.27 – Top and front view of 3
4

th
cut section of bubble iso-volume attached

on the solid wall, γ = 0.9, frame size = 2× 2mm2.

The evolution of bubble collapse is shown in fig. 6.28 from the top view. The
color contour on the bubble surface shows the evolution of fluid velocity at each time
instant whereas the color map on the solid wall shows the evolution of surface pres-
sure at each time instant. The evolving bubble shape is evident with the formation
of liquid jet seen from t = 3.0 µs onwards with the jet velocity increasing as the
liquid jet develops. Figure 6.29 shows the evolution of wall pressure at the bubble
symmetry axis pF00 and maximum pressure evolution on the wall pmax−wall. The
first and second peak of 8GPa at t = 3.3µs and 5GPa at t = 3.37µs represents the
liquid jet collapse at the symmetry axis and bubble torus collapse at an offset from
the wall. The liquid jet velocity in 3D is 1150m/s and local density at the moment
of collapse is ρ = 1580 kg/m3. The third pressure peak of bubble torus collapse
induced shock superimposition and liquid compression at the symmetry axis is of
about 2 GPa. The decrease in the third pressure peak for attached case highlights
faster attenuation of shock waves in 3D. The liquid jet collapses and the emitted
shock wave seems to be the biggest source of pressure loading on the solid wall,
evident from the 3D computations.

On the other hand, for a detached bubble at γ = 1.4, the dynamics is pretty
similar to the 2D case. Figure 6.30 shows the velocity evolution on the bubble and
pressure evolution on the solid wall. The maximum pressure load is of 1.58GPa at
t = 3.16µs from the water hammer shock due to the collapse of bubble upper surface
on the bubble lower surface. The wall pressure is initially atmospheric and suddenly
increases when the shock impacts and reflects off the wall at around t = 3.15 µs.
The impacting shock intensity decreases as 1/r, where r is the radial distance from
shock impact location shown in fig. 6.31.
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Figure 6.28 – 3D attached bubble: evolution of velocity on the iso-volume of at-
tached bubble and pressure contour on solid wall, γ = 0.9, Rmax = 498 µm, p =
0.1MPa, pshock = 50M Pa, frame size = 2× 2mm2.
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Figure 6.29 – 3D attached bubble: pressure peaks at pF00 and pmax−wall on the solid
wall for shock-induced collapse γ = 0.9.

Figure 6.30 – 3D detached bubble: evolution of velocity on the iso-volume of at-
tached bubble and pressure contour on solid wall, γ = 1.4, Rmax = 500 µm, p =
0.1MPa, pshock = 50M Pa, frame size = 2× 2mm2.
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Figure 6.31 – 3D detached bubble: pressure peaks at pF00 and pmax−wall on the solid
wall for shock-induced collapse, γ = 1.4.

6.3.3 3D Bubble Cloud

Finally a 3D bubble planar cloud is considered to demonstrate and highlight the
applicability of the methodology developed so far. We consider all the bubbles in
the cloud have a radius Rmax = 250µm and arrange them in 5 columns. The middle
column of 5 bubbles are at γ = 0.8, the two columns of bubbles next to the middle
column on either side are at γ = 1.2, and the next two columns on either side are at
γ = 1.4. A simple representation would be that the middle column of bubbles are
attached to the solid wall and the other two columns are formed by detached bubbles
with increasing γ as shown in fig. 6.32. The distance between bubble center is taken
as 750µm in the lateral plane, so that the bubble surfaces are at a minimum distance
of 250 µm from each other. By taking advantage of the symmetry, we numerically
simulate only (1/4)th of the computational domain.

Figure 6.32 – Top view and front view showing the initial setup of planar 3D bubble
cloud, frame size = 4× 4mm2.

The final stages of 3D planar bubble cloud collapse is shown in fig. 6.33, which
shows that the detached bubble collapses take place before the attached bubble
collapses. The detached bubble column farthest from the solid wall collapses first
with the emission of water-hammer shock which propagates and impacts the wall.
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The attached bubble column in the middle collapses in the end with the formation
of multiple liquid jets impacting on the solid wall. The surface pressure evolution
from such collapses is a combination of multiple dynamical events happening at
the same time and is a much more complex process. There are multiple shock-
shock, shock-bubble interactions and localized liquid compression zones at different
locations on the solid wall. The evolution of maximum pressure pmax−wall on the
solid from the bubble cloud collapse is presented in fig. 6.34, which shows many
high pressure loading instances on the wall. It is difficult to characterize a bubble
cloud and resulting surface pressure as the cloud composition and bubble dynamics
is governed by many contributing factors. A much more elaborate study involving
different bubble densities and composition in the cloud could be a way forward.

Figure 6.33 – Temporal evolution of bubble shapes and pressure on the solid wall
from 3D collapsing cloud, p = 0.1MPa, pshock = 50M Pa, frame size = 4× 4mm2.
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Figure 6.34 – Maximum pressure evolution pmax−wall on solid wall from the 3D
bubble cloud collapse.

6.4 Summary

The dynamics of the bubble collapse has been presented for liquid pressure-
induced and shock-induced collapse. The attached bubble dynamics shows three
major events - firstly the liquid jet impact on solid wall resulting in the water hammer
pressure pwh. Secondly the collapse of the remaining bubble (2D equivalent of 3D
bubble torus) at an offset from the symmetry axis. Finally the strong compression
of liquid at the symmetry axis from the superimposition of the shock waves emitted
from the remaining bubble collapse. For a detached bubble, the water hammer
shock emitted when the bubble upper surface collapses on the bubble lower surface
is the source of pressure loading on solid wall. The 3D bubble collapse highlights
the importance of liquid jet impact on the solid wall and the high pressure loading
on the wall especially at smaller stand-off distances. Similarly, the pressure loading
from the bubble cloud simulation highlights the complex nature of pressure loading
on the wall which varies depending on the bubble cloud composition and density.
Overall, the bubble dynamics has been captured quite accurately for the considered
stand-off distances, matching well with the existing literature and experimental data.
The magnitude of the pressure loading on the other hand vary depending on the
mechanism driving the bubble collapse and the stand-off distances. These different
estimates show that the pressure loading on the wall in cavitation strongly depends
on the flow conditions. It would be interesting to perform a parametric study for a
wider range of stand-off distances and driving pressure. The response of the solid
material will be presented for the test cases P0.9, SH0.9 and SH1.4 in the next
chapter.





Chapter 7
Material Response

7.1 Introduction

In order to better understand cavitation erosion, the response of the solid is
characterized for attached and detached bubble collapse. First we will look into the
response of solid in a one-way coupled approach where the pressure loads generated
by the fluid are applied as boundary conditions on the solid, with no feedback to
the fluid. It will be extended to a two-way coupled approach where the feedback
of the solid surface displacement is taken into consideration in the fluid simulation.
The main difference between the bubble collapse simulation presented so far and
experiments lies in the fact that in the simulations we assume the wall to be rigid
with infinite impedance. The solid wall perfectly reflects any incoming wave from
the surface. In a two-way coupling, the finite acoustic impedance of the solid wall
will play a role in the subsequent bubble dynamics.

Figure 7.1 – FSI coupling domain and interface between the fluid and solid, max.
bubble radius Rmax = 500 µm, (bottom) solid domain, size = 1 × 2.5 mm2, (top)
fluid domain, size = 5× 2.5mm2.
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To do so, we take into consideration a fluid and solid domain shown in fig. 7.1.
The coupling interface between the fluid and solid domain is taken to be 1 mm
from the bubble symmetry axis as most of the dynamical events take place in this
region. The use of a much smaller solid computational domain is possible thanks
to the use of wave absorbers on the bottom and right boundaries. We will present
plots and contours of our 2D investigation for this one-half of the solid domain
considered. To aid in our discussion, we will once again present the plots for con-
stitutive law for Al-7075, NAB and St A-2205 in fig. 7.2. The constitutive law for
the materials are discussed in section 4.3, the material properties are listed in ta-
ble 4.1 and the boundary conditions for the solid domain are further discussed in
section 4.5. To remind again, the yield strength of Al-7075, NAB and St A-2205 are
500MPa, 300MPa& 560MPa respectively.

Figure 7.2 – Stress-strain curves for Al-7075, St A-2025 and NAB at strain rate
1.0 s−1.

7.2 One-Way FSI results

First we look at the one-way uncoupled effects on the solid wall considering the
test cases P0.9, SH0.9 and SH1.4 presented previously. To recall again our 2D fluid
simulations, P0.9 is the bubble collapse at γ = 0.9 under the influence of ambient
liquid pressure of 100MPa, whereas SH0.9 and SH1.4 are the shock-induced bubble
collapse in atmospheric conditions located at γ = 0.9 and γ = 1.4 respectively. The
fluid pressure is obtained on 201 nodes along the considered length of solid wall. On
the other hand, the solid surface interface is resolved with 801 nodes and therefore
the fluid pressures are integrated between the fluid-solid interface with non-matching
mesh resolution. The FSI coupling time is ∆tFSI = 5 ns for the one-way coupling,
which means fluid pressure is extracted at the rigid wall every ∆tFSI for the entire
simulation duration and are applied at every ∆tFSI on the solid interface as time
dependent boundary condition. This in turn means that the time step for our
implicit solver PASAPAS in Cast3M for solid solution is ∆t = 5 ns. An example
of fluid time step ∆t is plotted in fig. 6.3 for the case P0.9 which ranges from 1 ns
to 0.05 ns depending on the bubble dynamics. The solid is considered initially at
rest without any loading at t = 0 s and therefore not in equilibrium with the initial
fluid pressure. For ease of discussion, we identify certain points on the solid domain
highlighted in fig. 7.3. The point S00 is the point on solid surface at the bubble
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symmetry axis, corresponding to the fluid point F00. Similarly the point S10 is
located on the other end of the solid wall corresponding to the point F10.

7.2.1 Attached Bubble (γ = 0.9)

Figure 7.3 – Location of probe points
in the solid domain, S00(x, y) =
(0, 0), S10(x, y) = (0.001, 0).

The interface position for the three ma-
terials for the case P0.9 (for pressure evolu-
tion see fig. 6.6) is presented in fig. 7.4. This
is the case of attached 2D bubble collapsing
under ambient liquid pressure of 100 MPa.
The solid interface initially undergoes an
elastic displacement due to the ambient liq-
uid pressure of 100MPa since the simulation
is initialized at t = 0s with an unloaded solid
interface. Figure 7.4(left) is the solid inter-
face after the liquid jet impact at t = 3.1 µs
where Al-7075 shows the maximum displace-
ment of 5 µm followed by NAB and St A-
2205. Up to this point, NAB and St A-2205
exhibit similar interface displacement except
near the symmetry axis. At the end of col-
lapse at t = 6µs, the maximum interface dis-
placement reaches 23 µm for Al-7075. The
displacement in solid wall from liquid jet im-
pact and remaining bubble collapse can be
seen distinctively in the plot of fig. 7.4(right).

Figure 7.4 – Solid wall interface profile at (a) after liquid jet impact, (b) after entire
simulation time t = 6 µs, case P0.9.

The temporal evolution of displacement at the symmetry axis i.e. pt. S00 and
pt. S10 is plotted in fig. 7.5 (a) & (b) respectively. At pt. S10, the elastic response
of the solid interface to initial pressure field of 100MPa can be seen as soon as the
simulation starts between time 0 < t < 1µs. The interface at pt. S10 recovers after
initial compression and undergoes a relatively large displacement from the shock
waves propagating on the solid wall after 3 µs.

We define a quantity called relative displacement, which is the difference in
displacement at pt. S00 and at pt. S10. The assumption is that pt. S00 at
the bubble symmetry axis sustains the high impact pressure loads from the bubble
collapse and would undergo plastic deformation. On the other hand, pt. S10 at the
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Figure 7.5 – Temporal evolution of surface displacement at (a) S00, (b) S10, (c)
relative displacement, case P0.9.

outer end of the domain away from the bubble deforms mainly due to the propagation
of shock waves, undergoing purely elastic deformation. The difference will help us to
identify the permanent plastic deformation at the end of simulation. Figure 7.5(c)
exhibits the relative displacement at the bubble symmetry axis where Al-7075 and
NAB undergoes permanent deformation of about 8 µm whereas St A-2205 has a
permanent deformation of 3 µm.

On the other hand, if we compare the case of attached 2D bubble at atmospheric
condition collapsing under the influence of impacting 50 MPa shock wave, we can
summarize the results in fig. 7.6 and fig. 7.7. This is case SH0.9 with pressure evolu-
tion on wall in fig. 6.20. The liquid jet produces considerably similar displacement at
pt. S00 seen in fig. 7.6(a), a bit smaller owing to 10% decrease in liquid jet pressure
for case SH0.9 in comparison to P0.9. The total displacement at the symmetry axis
is also smaller for SH0.9, with maximum displacement of 15 µm for Al-7075. The

Figure 7.6 – Solid wall interface profile at (a) after liquid jet impact, (b) after entire
simulation time t = 6 µs, case SH0.9.

temporal evolution at different points is shown in fig. 7.7. As the bubble collapse is
at atmospheric conditions within the liquid, there is no compression of the solid at
the beginning of simulation. There is small observable displacement at pt. S00 and
pt. S10 at around t = 1.4 µs which is from the propagation of elastic waves in the
solid after the initial shock used to initiate the collapse has hit the solid surface. An
interesting observation can be seen at the relative displacement plot in fig. 7.7(c)
where the total plastic deformation is maximum for NAB in the shock-induced col-
lapse case. In comparison, we find the total plastic deformation is maximum for
Al-7075 in the pressure-induced collapse case P0.9.
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Figure 7.7 – Temporal evolution of surface displacement at (a) S00, (b) S10,(c)
relative displacement, case SH0.9.

Figure 7.8 – Temporal convergence of relative displacement (a) interface profile at
6 µs and 11 µs, (b) total displacement at S00, (c) relative displacement at S00 for
total time t = 11 µs, case SH0.9.

We looked into the temporal convergence of permanent plastic deformation at pt.
S00 in fig. 7.8. The solid computational boundaries are treated with wave absorbing
characteristic and the normal displacement in the wave absorbing boundaries are
not constrained. It physically means that we numerically simulate only a small part
of a very large solid material and no reflected elastic waves from the solid boundary
reaches our computational domain. This assumption, in return, implies that the
solid will be in a continuous state of elastic displacement or compression from the
applied impact load and propagation of elastic waves in the solid. Figure 7.8(a)
shows the interface position for St A-2205 at t = 6µs presented previously and at an
extended simulation time of t = 11µs. It clearly shows the elastic displacement that
the solid interface undergoes even after the highly dynamical load has attenuated.
The temporal evolution of displacement and relative displacement at pt. S00 shows
beyond reasonable doubt that the permanent plastic deformation is converged in
time in the simulations.

At this point, we summarize the observations for case P0.9 and SH0.9 before
moving to the detached bubble case. The plastic deformation is higher for liquid
pressure-induced collapse in comparison to shock-induced collapse for attached bub-
ble, as the wall pressures are comparatively higher. The plastic response of Al-7075
and NAB are nearly similar whereas St A-2205 offers the maximum resistance to
induced load. To quantify the plasticity developed in the solid, we will draw compar-
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isons on maximum accumulated plastic strain Pmaxεp and surface area under plastic
deformation Aεp . The surface area under plastic deformation Aεp is computed from
the solid surface undergoing plastic strain of at least 0.5% and above. The values
of Pmaxεp and Aεp for the case P0.9 are summarized in table 7.1. For the case P0.9,

Material Pmaxεp Aεp (m2)

Al-7075 0.265 7.786× 10−8

NAB 0.0904 1.339× 10−7

St A-2205 0.0818 2.110× 10−8

Table 7.1 – Maximum accumulated plastic strain Pmaxεp and area under plastic de-
formation Aεp at t = 6 µs for Al-7075, NAB and St A-2205, case P0.9.

the maximum accumulated plastic strain Pmaxεp for Al-7075, NAB and St A-2205
are 0.265, 0.0904 & 0.0818 whereas the area under plastic deformation Aεp are
7.786× 10−8 m2, 1.339× 10−7 m2 and 2.110× 10−8 m2 respectively. Although Pmaxεp
is highest for Al-7075, the Aεp is highest for NAB. This can be attributed to lower
yield strength σy of NAB in comparison Al-7075 which generates plasticity in much
larger area for the same loading condition. St A-2205 has both the lowest Pmaxεp and
Aεp of all the materials.

Figure 7.9 – von Mises stress σVM at different time instants during liquid jet impact
(t = 4.295 µs), remaining bubble collapse (2D equivalent of 3D bubble torus at
t = 4.420 µs) and subsequent shock wave superimposition at bubble symmetry axis
(t = 4.470 µs) for St A-2205, Rmax = 495 µm, case SH0.9, frame size = 1× 1mm2.

The evolution of von Mises stress (σVM ) in St A-2205 at different stages of the
collapse for the case SH0.9 is presented in fig. 7.9. A value of σVM greater than
the initial yield strength σy (560 MPa for St A-2205) indicates the region where
the material have yield seen at t = 4.295 µs, 4.420 µs, & 4.470 µs for liquid jet
impact, remaining bubble collapse at an offset and shock wave superimposition at
the symmetry axis respectively.
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Figure 7.10 – von Mises stress σVM contour showing propagation of stress waves in
the solid for St A-2205, Rmax = 495 µm, case SH0.9, frame size = 1× 2.5mm2.

In the case of SH0.9, the maximum accumulated plastic strain Pmaxεp for Al-
7075, NAB and St A-2205 are 0.255, 0.0972 & 0.0856 whereas the area under plastic
deformation Aεp are 5.523×10−8m2, 9.816×10−8m2 and 2.052×10−8m2 respectively
summarized in table 7.2. In general, we obtain a decrease in Aεp for the case SH0.9
in comparison to P0.9 which is expected. The induced pressure loads on the solid
walls are higher in the case P0.9 due to higher pressure ratios driving the bubble
collapse.

Material Pmaxεp Aεp (m2)

Al-7075 0.255 5.523× 10−8

NAB 0.0972 9.816× 10−8

St A-2205 0.0856 2.052× 10−8

Table 7.2 – Maximum accumulated plastic strain Pmaxεp and area under plastic de-
formation Aεp at t = 6 µs for Al-7075, NAB and St A-2205, case SH0.9.

Figure 7.11 – Accumulated plastic strain Pεp for the three considered material at the
end of simulation time t = 6µs, Rmax = 495µm, case SH0.9, frame size= 1×1mm2.

The accumulated plastic strain Pεp contour at the end of the simulation (i.e
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t = 6 µs), for all the considered materials is shown in fig. 7.11. The maximum
plastic deformation region is located near the bubble symmetry axis where most of
the dynamical events takes place. Although the Pmaxεp in Al-7075 is 2.6 times higher
than NAB, the Aεp is highest in NAB i.e. 1.77 times that of Al-7075. This again
is related to the material properties considered where the yield strength of NAB is
σy = 300MPa whereas for Al-7075, it is σy = 500MPa. In addition to the plasticity
at the bubble symmetry axis, the propagating shock waves on the solid wall leads
to the generation of significant plasticity along the length of the solid wall.

7.2.2 Detached Bubble

In the case of detached bubble at γ = 1.4 i.e. the case SH1.4, the only im-
pact pressure is the water-hammer shock impacting and travelling on the solid wall,
discussed with the pressure plot in fig. 6.26. Since there is no bubble rebound

Figure 7.12 – Solid wall interface position (a) after water-hammer shock impact at
symmetry axis, (b) after entire simulation time t = 6 µs, case SH1.4.

considered, at no point does any part of the vapor bubble reaches the wall. The
radially propagating shock wave hits near the symmetry axis and travels along the
wall. The response of the considered material just after the shock wave hits the wall
at t = 4.3 µs and after it has propagated along the wall at t = 6 µs is shown in
fig. 7.12. The solid wall interface undergoes displacement all along the considered
wall length, with the maximum displacement of about 10µm for Al-7075. At the end
of the simulation, only NAB shows a kind of pit near the symmetry axis whereas the
displacement for St A-2205 and Al-7075 demonstrates a wavy solid interface with
maximum relative displacement at an offset from the symmetry axis. The region of
maximum relative displacement corresponds to the region of maximum accumulated
plastic strain Pmaxεp in the solid.

We can monitor the propagation of the shock in the interface by tracking the
temporal evolution of interface for St A-2205 in fig. 7.13. The displacement of the
interface with the passing shock wave and advancing time can be seen. So can
be the elastic displacement of the interface long after the shock wave has passed
between t = 5 µs and t = 6 µs. A few points about the propagation of the shock
wave could be explained with the help of fig. 7.15. First the temporal evolution of
maximum pressure pmax−wall on the wall in fig. 7.15(a) which looks almost planar
in time after the shock impact. Comparing it with spatial evolution of pressure
in fig. 7.15(b), we can essentially see the radially propagating shock wave with its
maximum at different location on the wall at different time instant. Next we can
look at the evolution of speed of sound c on the wall obtained from fluid calculations
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Figure 7.13 – Interface position at different time instant showing propagation of
water-hammer shock on St A-2205, case SH1.4.

Figure 7.14 – von Mises stress σVM contour showing propagation of stress waves in
the solid for St A-2205, Rmax = 500 µm, case SH1.4, frame size = 1× 2.5mm2.

in fig. 7.15(c), which represents the shock propagating velocity on the solid wall.
It can be seen that near the symmetry axis, the shock speed on the wall is very
high whereas it starts decreasing as the shock moves along the wall after the impact.
Finally we track the fluid velocity ux parallel to the wall at a wall normal distance of
∆y = 5 µm in our viscous fluid calculations. The velocity ux increases as the shock
travels away from the symmetry axis and such high wall parallel velocity along the
interface would indicate high wall shear stresses near the center of the solid wall
length considered. We do not try to quantify the wall shear stress as it needs to
be resolved with much finer grid resolution in wall normal direction to capture the
boundary layers accurately.

The accumulated plastic strain Pεp contour for a detached bubble collapse is
shown in fig. 7.16. The region with maximum plasticity is at an offset distance
from the bubble symmetry axis for all the three materials. The Pmaxεp in Al-7075
is 0.014 located at a distance of 450 µm from the symmetry axis and at a depth
of 45 µm from the solid surface. Similarly Pmaxεp in NAB and St A-2205 is 0.0109
and 0.00539 respectively, located nearly in the same region in the solid as Al-7075.
Using the same definition for area under plastic deformation Aεp as before, we find
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Figure 7.15 – Temporal evolution pressure, sound speed on the wall and fluid velocity
ux at ∆y = 5µm (wall parallel i.e. along x-direction from viscous fluid calculations)
near solid wall for detached bubble collapse, case SH1.4.

Figure 7.16 – Accumulated plastic strain Pεp for the considered material at t = 6µs,
Rmax = 500 µm, case SH1.4, frame size= 1× 1mm2.

plastic surface area of 5.019 × 10−8 m2, 3.681 × 10−8 m2 and 6.243 × 10−12 m2 for
Al-7075, NAB and St A-2205 respectively. The values of Pmaxεp and Aεp for the case
SH1.4 are summarized in table 7.6. A few observations can be made: the maximum

Material Pmaxεp Aεp (m2)

Al-7075 0.014 5.019× 10−8

NAB 0.0109 3.681× 10−8

St A-2205 0.00539 6.243× 10−12

Table 7.3 – Maximum accumulated plastic strain Pmaxεp and area under plastic de-
formation Aεp at t = 6 µs for Al-7075, NAB and St A-2205, case SH1.4.

plastic strain from the impacting shock wave is found for Al-7075. The maximum
plastic strain is located at an offset from the bubble symmetry axis. Although the
maximum plastic strain region is located at an offset, the propagating shock does
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generate non negligible plasticity all along the length of solid wall. The Aεp is the
highest for NAB similar to what was reported for attached bubble collapse.

Figure 7.17 – Temporal evolution of displacement at (a) S00, (b) S10,(c) relative
displacement, case SH1.4.

Such an offset in the maximum plastic strain region has been reported in the
doctoral thesis of Paquette 2017 and more recently analyzed in Joshi 2018. The
offset has been attributed to the inertial effects in the solid, where due to high shock
speed on the solid surface near the symmetry axis the solid cannot respond, and the
rate of plasticity increases at an offset with decreasing shock speed. The wall shear
stress from the high fluid velocity in the wall parallel direction, possibly in the order
of few hundred KPa based on literature, could possibly contribute further to the
plastic strain at an offset on the solid wall. Although it must be highlighted that the
wall shear stress would be many order smaller in magnitude than the propagating
shock wave pressure along the wall. Finally, we present the displacement analysis for
detached bubble collapse in fig. 7.17 where the relative displacement indicates the
permanent plastic deformation on the material. As seen previously in the fig. 7.13,
such plastic deformation takes place more or less everywhere on the solid interface.
The maximum plastic deformation is of the order of 2µm for NAB whereas it is of the
order of 1µm or less for Al-7075 and St A-2205. It is consistent with our observation
where NAB absorbs much of the energy from the shock waves and plasticizes more.
For a detached bubble collapse, the pit formation is near the symmetry axis for
NAB whereas Al-7075 and St A-2205 undergoes pit formation at an offset from the
symmetry axis. The overall pit depth in a detached bubble collapse is smaller in
comparison to an attached bubble collapse.

7.3 Two-Way FSI results

Until now, we focused with the one-way coupling on the material response to
hydrodynamic loads during cavitation bubble collapse. Such an approach is satis-
factory if the solid wall displacement is sufficiently small. The behaviour of the solid
wall can be assumed to be almost rigid and no significant attenuation of hydrody-
namic loads are expected. On the other hand if the solid wall displacement is large,
a two-way coupling approach is needed to account for the feedback of solid wall
deformation into the fluid domain. Therefore based on the material response from
one-way coupling, the need for a two-way coupled fluid-structure interaction can be
evaluated in an extensive cavitation erosion study. In our investigation, we extend
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the shock-induced attached bubble collapse i.e. case SH0.9 to perform two-way
coupled FSI.

The approach for the two-way coupling is similar to the step-wise coupled analy-
sis discussed in section 4.6.2. A first step is to perform a complete fluid simulation
for bubble collapse assuming a rigid wall. The spatial and temporal evolution of the
pressure on the solid wall is extracted every ∆tFSI for the entire simulation time.
The time and space dependent pressure is applied as a time dependent boundary
condition every ∆tFSI on the interface in the solid solver to calculate the first step
of time dependent displacement of the wall, exactly as for one-way coupling. A sec-
ond step of fluid simulation is then performed using the time dependent boundary
displacement for calculating a second estimate of the pressure on the wall and sub-
sequently followed by a second solid-solver step. A cubic spline interpolation is used
to interpolate the computed boundary displacement on 801 nodes to 201 nodes used
in fluid domain boundary. This step-wise fluid and solid simulations are performed
separately until convergence of pressure and boundary displacement is reached be-
tween successive steps. In our analysis, four steps of fluid and solid simulations are
performed with pressure and displacement exchanged at ∆tFSI = 1 ns. The solu-
tion convergence is defined by the relative difference below 0.5% in the maximum
pressure for CFD and in maximum displacement for CSM between two successive
steps. We obtain convergence of pressure and displacement between the third and
fourth step of the simulations. For example in the case of St A-2205 out of the total
decrease in pwh from liquid jet impact, there is a relative decrease of 81% in the sec-
ond fluid step and about 19% in the third fluid step of the simulations. The relative
difference between the third fluid step and fourth fluid step is 0.3% at which point
a convergence of the numerical prediction is achieved. The dampening of pressure
and convergence of wall pressure pmax−wall after four steps in our FSI analysis for
St A-2205 is shown in fig. 7.18.

A coupling has to be implemented between the fluid and solid domain by means
of dynamic and kinematic interface conditions. The pressure and shear load from the
fluid side has to be in equilibrium with the traction at the boundary of the solid at
the fluid–solid interface (dynamic interface condition). As mentioned in the previous
section, the order of magnitude of shear loads (based on estimations from literature)
are much smaller in comparison to the normal pressure loads in our simulations, we
neglect the shear loads at the interface boundary. In addition, the normal velocity of
the solid must equal the fluid velocity at the fluid–solid interface (kinematic interface
condition) and is achieved by solving the ALE form of the Navier-Stokes equations
in the fluid solver. The deformation at the fluid interface is uniformly distributed in
the rest of the fluid computational domain. The fluid interface velocity must match
the velocity of the solid interface determined by the solid solver. At the opposite end
of the fluid computational domain, the boundary displacement is zero. The node
velocity anywhere else in the domain is evaluated by linear interpolation based on
the node position between both ends of the computational boundary.

In a loosely coupled FSI methodology, the flow-induced pressure is transferred
time step-wise to the solid as a normal stress at the fluid–solid interface inducing
solid wall motion. Only one solution of solid and fluid problem is required per time
step, making it appealing in terms of computational effort. In the absence of a
convergence sub-iteration step, the solution of the fluid problem is always one step
behind the solution of the solid problem. Such a scenario gives rise to time lag (or
phase error) between fluid and solid computations. In strongly coupled methods like
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Figure 7.18 – Pressure dampening in step-wise coupled FSI showing convergence of
pressure on St A-2205 in four steps, case SH0.9.

in Paquette 2017, convergence sub-iterations are used at each time step to obtain
solution of the fully coupled system.

In our methodology, we reduce the time lag between fluid-solid domain by ver-
ifying the convergence between successive steps of fluid and solid computation in
our step-wise analysis. The predicted wall displacement from a previous solid solver
step allows fluid to evolve in response to the deforming wall and once convergence
has been established between the solutions, the wall deformation and fluid pressure
are in agreement. It is also important to specify that the time-dependent wall dis-
placements are predicted from a previous solid step and the fluid evolves in response
to the deforming wall in the subsequent fluid step. It is thus essential to use smaller
∆tFSI to avoid predicting wall displacement too much ahead of the evolving fluid
and hence, a ∆tFSI = 1 ns is used for the two-way analysis.

We start the analysis of the results by first comparing the maximum wall pressure
pmax−wall from 2D bubble collapse in fig. 7.19. The temporal evolution of pressure
on the rigid wall and deformable wall of Al-7075, NAB, St A-2205 are plotted. To
recall the pressure peaks on rigid wall, the first peak of 1.97GPa at 4.294 µs is the
pwh from the liquid jet impact at the bubble symmetry axis. The second peak of
2.52 GPa at 4.423 µs is the remaining bubble collapse at an offset of 0.1 mm from
the bubble symmetry axis. This remaining bubble collapse emits shock waves and
the superimposition of the shock waves at the symmetry axis give rise to the third
peak of 2.69GPa at 4.46 µs.

We will initially look into the first pressure peak from liquid jet impact shown
in fig. 7.19. The maximum pressure recorded on a deformable Al-7075 wall at the
bubble symmetry axis is 1.82 GPa at 4.297 µs. Al-7075 is the softest of the three
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Figure 7.19 – Maximum pressure pmax−wall evolution on rigid wall and on the de-
formable materials with two-way FSI, case SH0.9.

Figure 7.20 – Zoomed-in on maximum pressure pmax−wall evolution on rigid wall
and on the deformable materials with two-way FSI, case SH0.9.

materials and has the lowest slope in the elastic regime of the σ − ε curve. It is
expected to provide the maximum damping to the pressure load out of the three
materials. The first pressure peak for deformable NAB and St A-2205 wall are
1.91 GPa and 1.94 GPa respectively with time shift due to damping of 1.5 ns and
1 ns. The pressure peak decreased about 8% in Al-7075 at the time of liquid jet
impact in comparison to the rigid wall. Similarly the decrease in pressure peaks for
NAB and St A-2205 are 3% and 1.5% respectively. We can compare the computed
impact pressure of liquid jet for different materials with the theoretical expression
of dampened pressure in eq. (7.1) which depends on the ratio of the liquid and the
solid acoustic impedances ρc.

∆p =
(ρlclvl)

1 + (ρlcl/ρscs)
(7.1)

The difference between the numerical results and theoretical estmation from eq. (7.1)



7.3. TWO-WAY FSI RESULTS 137

for Al-7075, NAB and St-A2205 are about 2%, 1.5% & 2% giving a reasonably good
agreement. In comparison, Chahine 2015 reported a total dampening in pressure
peaks of approximately 6% and 3% for Al-7075 and St A-2205 respectively, from a
3D bubble of Rmax = 2 mm at γ = 0.75 collapsing at an ambient liquid pressure
of 0.1MPa. The comparisons for the pressure dampening has been summarized in
table 7.4.

Material Present study Theoretical eq.(7.1) Chahine 2015

Al-7075 8% 10% 6%

NAB 3% 4.5% -

St A-2205 1.5% 3.5% 3%

Table 7.4 – Comparison of pressure dampening between the present study, theoretical
estimation and existing literature.

We find the behaviour of NAB and St-A2205 much closer to each other in com-
parison to Al-7075 as can be seen in fig. 7.20. Similarly the second and third pressure
peaks recorded for Al-7075 are 2.45GPa and 2.57GPa, for NAB are 2.46GPa and
2.62GPa and for St A-2205 are 2.48GPa and 2.63GPa respectively. The estimated
pressures for the three different dynamical peaks i.e. liquid jet collapse, remaining
bubble ring collapse and shock wave superimposition during bubble collapse for the
rigid wall and the considered materials has been summarized in table 7.5. The pres-
sure decrease due to damping in Al-7075 is about 2.7% in the second pressure peak
from remaining bubble collapse and of 4.5% in the third pressure peak from shock
wave superimposition at the symmetry axis. The predicted pressure peaks during
liquid jet impact, remaining bubble ring collapse and shock wave superimposition
for the rigid wall and the considered materials has been summarized in table 7.5.
The numerical Schlieren and accumulated plastic strain Pεp contour for St A-2205

Peak 1 Peak 2 Peak 3

Material Liquid jet Remaining bubble collapse Shock superimposition

in GPa

Rigid 1.97 2.52 2.69

Al-7075 1.82 2.45 2.57

NAB 1.91 2.46 2.62

St A-2205 1.94 2.48 2.63

Table 7.5 – Comparison of estimated pressure loads at different dynamical events
during bubble collapse for the rigid wall and the considered materials.

presented in fig. 7.21 shows the different salient features of the two way coupling
simulation in the final FSI iteration step. Data is mirrored in both the fluid and
solid domain along the Y-axis for visualization. At t = 4.320 µs after the liquid jet
impact on the wall, the first sign of plasticity near the bubble symmetry axis can be
seen.

The water hammer shock formed at the liquid jet impact on the wall can be seen
moving towards the liquid domain at t = 4.320µs and t = 4.365µs. This shock wave
also propagates along the wall with the compressing inner surface of the remaining
bubble and generates plasticity along the wall. The fluid interface movement matches
the solid surface deformation in the simulation, thus giving a conforming fluid-solid
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Figure 7.21 – Numerical Schlieren and accumulated plastic strain Pεp in two-way FSI
for St A-2205 at different time instants showing the dynamical features of bubble
collapse and corresponding generation of plasticity, Rmax = 495 µm, case SH0.9,
frame size=1× 1mm2.

physical domain with matching interface deformation. The relative error in the
displacement of the fluid and solid interface is about 0.0023%. The next sequence is
the collapse of remaining bubble at an offset of about 0.1mm from the symmetry axis,
which is accompanied by the emission of another shock. This shock wave produced
at an offset travels along the solid surface and the generation of plasticity from the
propagating shock waves can be seen at t = 4.455 µs. Finally the superimposition
of the shocks at the symmetry axis triggers the final pit formation by generating
additional plastic strain in the already plasticized area.

A comparison of the maximum accumulated plastic strain Pmaxεp and Aεp can
be drawn between the two-way and one-way computations. Figure 7.22 shows the
contours for accumulated plastic strain Pεp in the materials obtained with one-way
and two-way FSI. The maximum plastic strain from two-way coupled simulation
for Al-7075, NAB and St A-2205 are 0.191, 0.101 and 0.0608 respectively. If we
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Figure 7.22 – Comparison of accumulated plasticity Pεp contour for one-way and two-
way coupled FSI at t = 6µs, Rmax = 495µm, case SH0.9, frame size=250×250µm2.

compare the decrease in different peak pressures and its effect on Pmaxεp for Al-7075,
we find a decrease of the three peak pressures by 8%, 2.7% and 4.5% which gives
a reduction of 25% in the Pmaxεp . There is a decrease of 3.5% on Aεp which is

5.3291 × 10−8 m2 for Al-7075 with two-way coupling. We obtain Aεp for NAB and
St A-2205 of 9.2381×10−8m2 and 2.0062×10−8m2 which is a decrease of of 6% and
2.3% respectively. Similar to what we have seen before, NAB produces the maximum

Material Pmaxεp Aεp (m2)

Al-7075 0.191 5.3291× 10−8

NAB 0.101 9.2381× 10−8

St A-2205 0.0608 2.0062× 10−8

Table 7.6 – Maximum accumulated plastic strain Pmaxεp and surface area under plastic
deformation Aεp at t = 6 µs for Al-7075, NAB and St A-2205 with two-way FSI
coupling, case SH0.9.

plasticized area in comparison to other materials. The decrease in plasticized surface
area is also highest in NAB, indicating its sensitivity in developing plastic strain due
to low yield strength.

In our final analysis, we can draw comparisons of interface shape for the three
materials at final simulation time of 6 µs presented in fig. 7.23. We find similar
pit shapes in one-way and two-way simulation for the three materials. The relative
difference in final interface position between one-way and two-way coupling is the
maximum in Al-7075 followed by NAB and St A-2205 respectively. The highest
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relative difference in final interface position for Al-7075 highlights the material be-
haviour of maximum damping the impact pressure loads. NAB, although allowing
far less surface deformation and damping, responds with much larger plasticized
surface area. The behaviour of St A-2205 is much similar to rigid wall, although
it damps more shock wave pressure peak, about 2.3% in comparison to 1.5% of
pressure from liquid jet impact.

Figure 7.23 – Comparison of solid interface profile for one-way and two-way coupled
FSI, case SH0.9.

We can draw comparisons of our observations with the two-way coupled anal-
ysis presented in Paquette 2017 for a shock-induced detached bubble collapse. A
decrease in maximum pressure peak of 10% for Al − 7075 was reported with a de-
crease of plasticized area by a factor of 2 in the simulations. We are in reasonable
agreement with the magnitude of pressure damping from the deformed solid wall
of Al-7075. The discrepancy in the magnitude of decrease in plasticized area can
be explained with two major differences. The material properties considered in Pa-
quette 2017 are at strain rate of 0.05 s−1 where the yield strength σy of Al-7075 is
335 MPa in comparison to 500 MPa at strain rate of 1.0 s−1 in our work. There-
fore, behaviour of Al-7075 and NAB are reported to be closer in Paquette 2017 with
yield strength σy of 335 MPa and 300 MPa respectively. Second is the difference
in collapse dynamics and pressures from detached and attached bubble collapse. A
detached bubble collapse is prominently the emission of shock wave at a distance
and response of material to shock wave propagation on the wall. It is marked with
very small plastic strain and surface displacement, also seen in our results. As we
have highlighted throughout the course of this work, an attached bubble collapse is
a much more complex dynamical event dominated by many interconnected physical
features which determine the resultant pressures on the wall. There are multiple
shock waves impacting and propagating on the solid wall, the magnitude of which
are often many orders higher in comparison to detached bubble collapse. As a result,
the decrease in Pmaxεp is considerable in two-way coupling in this work, for example
about 30% in St A-2205. On the other hand, the area under plastic deformation Aεp
decreases by about 3.5%, 6%, 2.3% for Al-7075, NAB and St A-2205 respectively.

7.4 Summary

In this chapter, we carried out a comparative study of material response for
aluminum alloy Al-7075, nickle-aluminum bronze alloy (NAB) and duplex stain-
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less steel (St A-2205). We first highlighted the difference in material behaviour for
shock-induced and high ambient liquid pressure-induced collapse relevant in techni-
cal applications. The solid response predicted higher plastic deformation in liquid
pressure-induced collapse owing to higher driving pressure for the collapse which gen-
erates high pressure loads in such applications. We then investigated the material
response to attached and detached bubble collapse. The attached bubble collapse
is found to cause maximum plastic deformation and pit formation at the bubble
symmetry axis. For the considered attached bubble of Rmax = 495 µm at γ = 0.9
(case SH0.9) in our one-way FSI analysis, we found a total displacement of 5 µm in
Al-7075 at the bubble symmetry axis from the impacting liquid jet. In comparison,
the remaining bubble collapse (2D equivalent of bubble torus collapse) produced a
total displacement of 9 µm in Al-7075. In all the materials, we found the remaining
bubble collapse produces higher surface deformation in comparison to the liquid jet
for the attached bubble at γ = 0.9.

The plastic deformation in detached bubble collapse is at an offset from the
symmetry axis due to inertial effects in the solid. Overall we found higher plastic
deformation and pit formation on the solid from a collapsing attached bubble. Next,
we presented a two-way coupled investigation where we examined the effect of sur-
face deformation on the resulting pressure peaks. The two-way coupled simulations
provides a more reasonable predictions of pressure loading on deformable solid walls
as well as the plasticity generated due to loading in the solid.

We can also draw qualitative comparisons of our results with the recent findings
in Dular 2019, especially on the observed mechanism of damage in experimental
investigations of the collapsing bubble of Rmax = 3.3 mm. Surface damage was
recorded with high-speed visualisations on a 9 µm aluminium foil attached to a
1 mm thick microscopic glass by an optically clear 50 µm thick adhesive tape. For
γ = 0.9, the liquid jet produced a pit depth of 15 µm whereas the bubble ring (or
torus) collapse had a pronounced effect on the pit depth, which was reported to be
in the order of 35 µm. The material damage volume as a function of stand-distance
γ reported in Dular 2019 is shown in fig. 7.24, which shows that the pit formation
by liquid jet is pronounced at very small values of γ whereas at γ = 0.9, the bubble
ring collapse is the cause for the resulting pit formation.

Figure 7.24 – Surface damage as a function of distance from the wall (Dular 2019)
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Chapter 8
Conclusions and Perspective

8.1 Conclusions

In the course of this thesis, investigation on the mechanism of cavitation erosion
on the fundamental scale of bubble collapse is carried out. The broader objective
is to model the dynamics of collapsing bubbles near rigid and deforming materials
and characterize the material response by coupling the fluid and solid mechanics.
A Compressible Cavitation Solver (CCS ) has been developed in YALES2 for CFD
simulation of liquid water and two-phase cavitating flows in 2D and 3D. The com-
pressible Navier-Stokes equations are solved together with the equations of state
defining all the fluid phases to model small scale as well as large scale cavitating
structures efficiently. The solver takes compressibility and viscous effects into ac-
count and is capable of resolving highly instantaneous pressure loads from violent
collapses of cavitating structures inside the flow field. The improvement in solver al-
gorithm for cavitation modelling, the advantages of NSCBC characteristics boundary
conditions and strategies to reduce numerical oscillations have been highlighted for
two-phase compressible flows. This has been extended to the Arbitrary Lagrangian-
Eulerian (ALE) formulation for computational mesh movement in the Cavitation
ALE Solver (CLE ) required for coupled fluid-structure interaction studies. The de-
veloped solver algorithm is verified through a series of single-phase shock tube and
two-phase analytical Rayleigh-Plesset test cases. The solid mechanics simulations
have been performed with the finite-element solver Cast3M solver to predict the
dynamical behaviour of the materials. The elastic-plastic response of aluminum
(Al-7075) alloy, nickel-aluminum-bronze (NAB) alloy and duplex stainless steel (St
A-2205), following a power law relationship between stress and strain in the plastic
regime, has been studied and compared for different cases. A step-wise coupling ap-
proach has been employed to realize one-way and two-way fluid structure interaction
simulation. Such a methodology has been demonstrated to be capable of coupling
fluid and solid physical domains with minimal code development.

In our numerical study on bubble collapse, higher pressure loading on the mate-
rial surface is obtained for smaller stand-off distances where the bubble is attached
to the wall in comparison to detached bubble away from the wall. In attached bub-
ble collapse, the pressure loading is due to the liquid-jet impact and collapse of the
remaining bubble ring (or bubble torus) which emits high-intensity shock waves near
the solid wall. The high pressure loading results in generation of plastic strain at
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the bubble symmetry axis as well as along the material surface due to shock wave
propagation in the domain. Permanent plastic deformation in the shape of pits in
the material surface is formed at the symmetry axis for all the materials.

For higher stand-off distances where the bubble is detached and away from the
wall, the shock waves emitted on bubble collapse hit the wall and propagate along the
material surface. The high pressure loading results in high stress waves propagating
radially from loading location and maximum plastic strain is generated under the
material surface at an offset from the bubble symmetry axis. For a detached bubble
collapse, the pit formation for NAB is found to be near the symmetry axis whereas for
Al-7075 and St A-2205, the pit formation takes place at an offset from the symmetry
axis on the region of maximum plastic strain. The relative pit depth for detached
bubble collapse is found to be smaller in comparison to attached bubble collapse.

In our investigation, the maximum accumulated plastic strain and surface area
under plastic deformation in the solid is found to be higher for attached bubble
collapse in comparison to detached bubble collapse. The high plastic deformation is
related to the observation of high pressure loading in attached bubbles in compari-
son to detached bubbles. The 3D bubble collapse results also demonstrate a more
concentrated pressure loading on the material surface for attached bubbles with the
liquid-jet impact and subsequent pressure loading when the bubble ring collapses
very close to the material surface. Such concentrated pressure loading is indicative
of resulting pit on the material surface from liquid-jet impact on bubble collapse.

Two-way coupled fluid-structure interaction simulation shows that the pressure
load is damped on the material with surface deformation. The decrease in pres-
sure loads are higher when the surface deformation is high due to increased energy
absorption. The impact pressure from liquid jet impact on Al-7075 decreases by
8% whereas the decrease in pressure peak during remaining bubble ring collapse
and shock wave superimposition is 2.7% and 4.5%. In comparison to one-way cou-
pled prediction of material response, decrease in pressure peaks in two-way coupling
resulted in decrease of 25% in the maximum accumulated plastic strain and 3.5%
of total plasticized area in Al-7075. On the other hand, the behaviour of duplex
stainless steel is very close to that of a rigid surface. This is consistent with the
observation of delay in pressure peaks and lower magnitude of impact pressures on
compliant coatings.

The experimental investigations provided deeper insight into bubble shapes and
dynamics at different stand-off distances γ. When the bubble nucleation is closer
to the wall, at γ = 0.55, the bubble grows and collapses attached to the wall and
indentation pits are formed on the material surface. For 0.8 ≤ γ ≤ 1.2, the bubble
cavity is pushed away from the material surface due to the splash effect. No surface
damage was observed for the range of stand-off distances where the bubble cavity
rises up with the ”splash” and collapses away from the material surface.

At γ = 1.4, the bubble undergoes the first collapse away from the material, and
a shock wave is emitted towards the surface. Numerical simulations neglecting the
rebound have shown that the shock wave cause accumulation of plastic strain at
an offset distance from the bubble symmetry axis. The maximum plastic strain is
approximately at an offset distance of the initial bubble radius from the symmetry
axis. In comparison, the experimental dynamics shows that the rebounding bubble
torus collapses on the material surface and disintegrates into tiny micro-bubbles.
The collapsing micro-bubbles formed by the breakup of the main bubble cavity,
produces pitting like damage along a circular ring on the material surface. Based
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on these observations, it can be suggested that shock waves alone are not sufficient
to cause surface pitting like damage on material surface. The shock waves from the
first collapse of detached bubble produces significant plasticity in the material. The
pitting like damages are caused either by the liquid-jet from the micro-bubbles or
very localized shock waves produced when the micro-bubble collapses close enough
to the material surface. From the perspective of single cavitation bubble, it can be
concluded that the maximum damage takes place when the bubble is attached or is
very close to the material surface.

8.2 Perspective and Future Work

The developed solvers and methodology can be extended to predict cavitation
dynamics in complex flow applications. As the solvers are developed in a modular
and structured basis following the guidelines for YALES2, extensions and modifi-
cations can be implemented easily. A parametric study for different bubble size,
stand-off distances and collapse driving pressure on the dynamics of single bubble
and bubble-bubble interaction can be carried out in 2D and 3D. The representation of
the cavitation behaviour can be improved by including the effect of non-condensable
gas into the two-phase flow model by employing a multi-component homogeneous
mixture model (pvapor = p− pgas), where pvapor is the vapor pressure, p is the pres-
sure inside the bubble & pgas is the non-condensable gas pressure. This can be
further extended to study bubble cloud behaviours where the interaction between
bubbles influences the resulting pressure loads on the material. A classification of
bubble cloud characteristics and its effects on resulting surface damages deserves
further investigations.

On the material side, accounting for the strain rate sensitivity of the material
would provide more realistic behaviour. Subsequently, the work can be extended to
include fracture and damage model to account for actual mass loss observed in ex-
perimental studies. A 3D extension of the fluid-structure interaction model for single
bubble and bubble cloud collapse would provide substantial amount of information
on the missing links between fluid and solid mechanics. The FSI methodology can
be optimized by using larger time step size for exchanging information between fluid
and solid domains, when the dynamics does not change much and pressure loads
are insignificant. An extension to strongly coupled FSI with MPI for information
exchange between domains would automatize the methodology but would require
substantial amount of work.
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Appendix A
Numerics

A.1 Method of Characteristics

The 1D Euler equations can be used to derive the analytical solution for wave
propagation in compressible flows. The equations of conservation of mass and mo-
mentum can be expressed as eq. (A.1):

∂ρ

∂t
+
∂(ρu)

∂x
= 0

∂ρu

∂t
+
∂(ρu2 + p)

∂x
= 0

(A.1)

The system can be written in vector-matrix form in eq. (A.2), (A.3) & (A.4):

∂W̄

∂t
+ ¯̄A(W̄ )

∂W̄

∂x
= 0 (A.2)

W̄ =

(
w1

w2

)
=

(
ρ
ρu

)
(A.3)

F̄ =

(
ρu

ρu2 + p

)
(A.4)

¯̄A(W̄ ) means ¯̄A is a function (component) of W̄ in eq. (A.5).

¯̄A(W̄ ) =
∂F̄

∂W̄
=

(
∂ρu
∂ρ

∂ρu
∂ρu

∂(ρu2+p)
∂ρ

∂(ρu2+p)
∂ρu

)
(A.5)

The equation of state and speed of sound c for liquid water are given in eq. (A.6)
& (A.7):

p = (psat +B)

(
ρ

ρsat,l

)N
−B (A.6)

∂p

∂ρ
= c2 = (psat +B) N

(ρ)N−1

(ρsat,l)N
(A.7)

The components of ¯̄A(W̄ ) can be expressed as eq. (A.8), (A.9), (A.10) & (A.11):

∂ρu

∂ρ
=
∂w2

∂w1
= 0 (A.8)
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∂ρu

∂ρu
=
∂w2

∂w2
= 1 (A.9)
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∂ρ
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∂ρu2

∂ρ
+
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∂ρ

∂(w2
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(A.10)
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∂ρu
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(A.11)

Therefore, the eigenvalues of ¯̄A are:

det
(

¯̄A− λ ¯̄I
)

= 0

det

(
−λ 1

−u2 + c2 2u− λ

)
= 0

(A.12)

−λ (2u− λ)−
(
C2 − U2

)
= 0

λ2 − 2uλ+
(
u2 − c2

)
= 0

(A.13)

the roots are:

λ =
2u±

√
4u2 − 4 (u2 − c2)

2
λ = u± c

(A.14)

The eigenvalues along with the fluid velocity u define the trajectories for information
propagation in 1D called the ”characteristics curve” given in eq. (A.15).

dx

dt
= λ1 = u− c

dx

dt
= λ2 = u

dx

dt
= λ3 = u+ c

(A.15)

A.2 Integral theorems

For any arbitrary closed volume Ω with its boundary surface ∂Ω, the identities
for a scalar φ and vector field F are:∫

Ω
∇φdV =

∮
∂Ω
φdS (A.16)

∫
Ω
∇ · FdV =

∮
∂Ω
F · dS (A.17)∫

Ω
∇× FdV =

∮
∂Ω
F × dS (A.18)



A.3. VECTOR IDENTITIES 153

A.3 Vector identities

The vector identities for any scalar φ and vector field F are:

∇×∇φ = 0 (A.19)

∇ · (∇× F ) = 0 (A.20)

∇ · (φF ) = F · (∇φ) + φ (∇ · F ) (A.21)

∇× (φF ) = φ∇× F + (∇φ)× F (A.22)

∇ (∇ · F ) = ∇2F +∇× (∇× F ) (A.23)





Appendix B
Computational domain and mesh

The computational domain and mesh used for all numerical simulations are pre-
sented below. A good quality mesh is essential for improving the solution accuracy
and reduce numerical oscillations in computation. Mesh quality can be expressed in
terms of skewness.

Skewness is one of the primary quality measures for a mesh determining how
close a mesh element is to the ideal equilateral element, defined as eq. (B.1):

Esk =
Seq − S
Seq

(B.1)

Here, S is the area (in 2D) or the volume (in 3D) of the considered mesh element
and Seq is the maximum area (in 2D) or volume (in 3D) of an equilateral cell circum-
scribing the same radius as the considered mesh element. A value close to 0 describes
an equilateral element and a value close to 1 describes a degenerated element.

The computational mesh has been generated in Ansys GAMBIT software except
the 3D full domain for Rayleigh Plesset validation which has been generated in
Ansys ICEM-CFD. The 2D, 3D cartesian mesh for bubble collapse and FEM mesh
has been generated in the solver YALES2 and CAST3M solver respectively.

B.1 2D Rayleigh Collapse

The computational domains used for 2D Rayleigh validation test case presented
in Chapter 5 are shown below. A full domain in fig. B.1 and (1

4)th symmetrical
domain in fig. B.3 are compared. Uniform quad elements are used in the center of
the domain with ∆x = ∆y = 5 µm while the exterior domain is meshed with tri
elements and a growth ratio in cell size of 1.05. The smooth transition in cell size
between the quad elements in the domain center and tri elements in the farfield is
shown in fig. B.2.
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Figure B.1 – Computational domain for full 2D Rayleigh collapse case, Rmax =
8.5mm, Ncells = 205648, max. skewness=0.47.

Figure B.2 – Cell size transition between the uniform quad-elements and surrounding
tri-elements, growth ratio= 1.05.
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Figure B.3 – Computational domain for (1
4)th symmetrical computation of 2D

Rayleigh collapse case, Rmax = 8.5mm, Ncells = 50992, max. skewness=0.4.

B.2 3D Rayleigh-Plesset

For a 3D Rayleigh-Plesset validation presented in Chapter 5, a full 3D domain
in fig. B.4 and a (1

8)th symmetrical domain in fig. B.5 are used. The full 3D domain
of size 10× 10× 10mm3 is meshed with hexahedral cells of ∆x = ∆y = ∆z = 5 µm
at the domain center to have uniform spaced mesh along the bubble radius. The
farfield domain is meshed with hexahedral cells of uniformly increasing size towards
the domain boundary with a growth ratio of 1.1.

In the (1
8)th symmetrical domain, bubble is resolved with uniformly spaced hex-

ahedral cells with ∆x = ∆y = ∆z = 5 µm whereas the farfield domain is meshed
with tetrahedral cells and a growth ratio of 1.1.
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Figure B.4 – Full domain for 3D Rayleigh-Plesset validation, domain size 10× 10×
10mm3, Ncells = 14771173, max. skewness=0.5.

Figure B.5 – (1
8)th symmetrical domain for 3D Rayleigh-Plesset validation, domain

size 20× 20× 20mm3, Ncells = 6117566, max. skewness=0.68.
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B.3 Bubble collapse

The 2D bubble collapse near solid boundary has been investigated for two bound-
ary configurations - domain boundary at 40R0 in fig. B.6 and domain boundary at
10R0 in fig. B.8. In 40R0 the bubble is resolved in within a region of uniformly
spaced quad cells with ∆x = ∆y = 5 µm whereas the exterior domain has unstruc-
tured quadrilateral cells with growth ratio of 1.05. This value has been used keeping
in mind the transition between the mesh cells shown in fig. B.7. A higher growth
ratio increases the possibility of numerical oscillations in the interface between the
two meshed domains.

Figure B.6 – Computational domain for 2D bubble collapse near a solid wall - domain
40R0, size 20× 20mm2, Ncells = 176058, max. skewness=0.64.
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Figure B.7 – Cell size transition between the two meshed domains - domain 40R0.

A 2D and 3D cartesian domain with smaller domain size shown in fig. B.8 and
fig. B.9 has been found ideal for bubble collapse and FSI problems. The compu-
tational domain and mesh are generated with the YALES2 solver using the input
file.

Figure B.8 – 2D bubble collapse near a solid wall with cartesian mesh - boundary
40R0, domain size 5×2.5mm2, computational cells 500×500, Ncells = 250000, max.
skewness=0 - domain 10R0.
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Figure B.9 – Computational domain for 3D bubble collapse near solid wall with
cartesian mesh - domain size 2 × 2.5 × 2 mm3, computational cells 200 × 250 ×
200, Ncells = 10000000, max. skewness=0.

B.4 FEM domain

The FEM mesh used for the prediction of material response is shown in fig. B.10.
The mesh has been generated in CAST3M by specifying the parameters in the input
file.

Figure B.10 – Computational domain and mesh for FEM simulation - domain size
= 1× 2.5mm2, Nelements = 9850, Nnodes = 29065.





Appendix C
Computational Time

The computational time needed to perform CFD and FEM simulations are de-
tailed. All simulations are performed on the DELL cluster (Kareline) of MoST team
at LEGI, Univ. Grenoble Alpes. CFD simulations are performed on the nodes of
DELL powered C6320 machine, consisting of 400 cores interconnected by the infini-
band network. Each server node of 20 cores has a peak clock speed of 3 GHz and
64GB of memory. The FEM simulations are performed on the interactive nodes of
the cluster, powered with Dell PowerEdge C6100 of 48 cores, having a peak clock
speed of 3 GHz and 48 GB of memory. Post-processing were performed on the
interactive cluster Charlie, a DELL R730 server equipped with GPU’s.

The computational time has been presented in table C.1, in terms of Wall-Clock
Time (WCT) and Reduced Computational Time (RCT), defined in eq. (C.1) where
Ncore is the number of CPU cores, Niter is the number of iterations and NCV is the
number of control volumes.

RCT = (WCT ×Ncore)/(Niter ×NCV ) (C.1)

Case NCV WCT RCT (µs)

2D Rayleigh Full 182866 25min 6.03

2D Rayleigh (1
4)th 45757 316sec 5.83

3D Rayleigh Full 14,890,632 16h24min 26.44

3D Rayleigh (1
8)th 4,431,786 11h11min 33.04

2D bubble-wall 40R0 176,804 1h14min 8.06

2D bubble-wall 10R0 501,501 2h52min 5.61

3D Cartesian 10,140,651 17h2min 16.12

FEM ∆tFSI = 5 ns 9850 120 min -

Table C.1 – WCT and RCT for different computations.
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