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Résumé

Cette thèse étudie les approches complémentaires pour classer les images de texture
à partir de leur apparence sans imposer de contraintes ou exiger une connaissance a
priori des conditions de visualisation ou d'illumination auxquelles les images ont été
prises. Les algorithmes de classi�cation basés sur les caractéristiques sont extraits
des images de texture pour les classer dans un ensemble d'étiquettes de matériaux
pré-apprises.

La thèse commence par proposer une variante de modèle binaire local (LBP) pour
une classi�cation e�cace des textures. Dans cette méthode proposée, une approche
statistique de la représentation de la texture statique est développée. Il incorpore
l'information de quantité complémentaire d'intensité d'image dans les opérateurs à
base de LBP. Nous nommons notre variante LBP `les modèles binaires entropiques
locaux terminés (CLEBP) '. CLEBP capture la distribution des relations entre les
mesures statistiques du caractère aléatoire des données d'image, calculées sur tous
les pixels dans une structure locale. Sans aucun processus de pré-apprentissage et
aucun paramètre supplémentaire à apprendre, les descripteurs CLEBP transmettent
à la fois des informations globales et locales sur la texture tout en étant robustes
aux variations externes. En outre, nous utilisons un �ltrage biologiquement inspiré
(BF) qui simule les performances de la rétine humaine en tant que technique de
prétraitement. Il est montré que notre approche et la LBP conventionnelle ont la
force complémentaire et qu'en combinant ces algorithmes, on obtient de meilleurs
résultats que l'un ou l'autre considéré séparément.

Nous introduisons ensuite un cadre qui est une approche de combinaison de
caractéristiques au problème de la classi�cation des textures. Dans ce cadre, nous
combinons les caractéristiques de LBP avec des contreparties invariantes à faible
dimension, rotation et échelle, le réseau de di�usion artisanal (ScatNet). L'approche
proposée est capable d'extraire des caractéristiques riches à plusieurs orientations et
échelles. Les textures sont modélisées en concaténant l'histogramme des codes LBP
et les valeurs moyennes des coe�cients ScatNet. Nous utilisons ausi la technique de
prétraitement par Filtrage Inspiré Biologiquement (BF) pour améliorer la robustesse
des fonctionnalités LBP. Nous avons démontré expérimentalement que les nouvelles
caractéristiques extraites du cadre proposé atteignent des performances supérieures
à celles de leurs équivalents traditionnels lorsqu'elles sont comparées sur des bases de
données réelles contenant de nombreuses classes présentant des variations d'imagerie
signi�catives.

En outre, nous proposons un nouveau réseau appelé réseau de convolution nor-
malisé. Il est inspiré par le modèle de ScatNet avec deux modi�cations importantes.
Premièrement, la convolution normalisée remplace la convolution standard dans le
modèle ScatNet pour extraire des caractéristiques de texture plus riches. Deuxième-
ment, au lieu d'utiliser les valeurs moyennes des coe�cients du réseau, le vecteur
de Fisher est exploité comme une méthode d'agrégation. Les expériences montrent
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que notre réseau propose des résultats de classi�cation compétitifs sur de nombreux
benchmarks de texture di�ciles.

En�n, tout au long de la thèse, nous avons prouvé par des expériences que les
approches proposées obtiennent de bons résultats de classi�cation avec une faible
ressource requise.
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Abstract

This thesis investigates the complementary approaches for classifying texture images
from their appearance without imposing any constraints on, or requiring any priori
knowledge of, the viewing or illumination conditions at which the images were taken.
Classi�cation algorithms based on features are extracted from texture images to
categorize them into a set of pre-learned material labels.

The thesis begins by proposing a Local Binary Pattern (LBP) variant for e�-
cient texture classi�cation. In this proposed method, a statistical approach to static
texture representation is developed. It incorporates the complementary quantity
information of image intensity into the LBP-based operators. We name our LBP
variant `the completed local entropy binary patterns (CLEBP)'. CLEBP captures
the distribution of the relationships between statistical measures of image data ran-
domness, calculated over all pixels within a local structure. Without any pre-learning
process and any additional parameters to be learned, the CLEBP descriptors con-
vey both global and local information about texture while being robust to external
variations. Furthermore, we use biologically-inspired �ltering (BF) which simulates
the performance of human retina as preprocessing technique. It is shown that our
approach and the conventional LBP have the complementary strength and that by
combining these algorithms, one obtains better results than either of them consid-
ered separately.

We then introduce a framework which is a feature combination approach to
the problem of texture classi�cation. In this framework, we combine LBP features
with low dimensional, rotation and scale invariant counterparts, the handcrafted
scattering network (ScatNet). The proposed approach is capable of extracting rich
features at multiple orientations and scales. Textures are modeled by concatenating
histogram of LBP codes and the mean values of ScatNet coe�cients. We also use the
Biological Inspired Filtering (BF) preprocessing technique to enhance the robustness
of LBP features. We have demonstrated by experiment that the novel features ex-
tracted from the proposed framework achieve superior performance as compared to
their traditional counterparts when benchmarked on real-world databases containing
many classes with signi�cant imaging variations.

In addition, we propose a novel handcrafted network called normalized convolu-
tion network. It is inspired by the model of ScatNet with two important modi�ca-
tion. Firstly, normalized convolution substitute for standard convolution in ScatNet
model to extract richer texture features. Secondly, instead of using mean values of
the network coe�cients, Fisher vector is exploited as an aggregation method. Ex-
periments show that our proposed network gains competitive classi�cation results
on many di�cult texture benchmarks.

Finally, throughout the thesis, we have proved by experiments that the proposed
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approaches gain good classi�cation results with low resource required.
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Chapter 1

Introduction

1.1 What is a texture?
Texture can be seen everywhere in the natural world: the surface of any visible

object is textured at certain scale. Variety of textures can be observed on both ar-
ti�cial and natural objects such as those on wood, plants, materials and animals'
skin. In a common sense, the word texture refers to the characteristic physical struc-
ture given to a material, an object, and so on, by the size, shape, arrangement, and
proportions of its parts. Texture is usually described tactually in many dictionaries
as smooth or rough, soft or hard, coarse or �ne, matt or glossy, and so on. However,
computer vision focus on its visual de�nition which describes the surface of objects
or materials when we look at. For example, a shirt can be striped, the wings of a
butter�y can be veined, and the skin of an animal can be scaly.

Therefore, textures can be broadly understood by two di�erent points of view,
tactile and visual. In the tactile aspect, textures refer to the immediate tangible
feel of a surface. For instance, a surface, substance or piece of cloth feels when we
touch it, how rough, smooth, hard or soft it is. While in the visual aspect, textures
refer to the vision impression when we look at the objects or substance, which
are related to local spatial variations of simple stimuli like color, orientation and
intensity in an image. Cimpoi et al. [1] use a list of 47 adjectives to describe textures
visually. For example, striped, veined, and scaly. This thesis focuses only on visual
textures, so the term `texture' thereafter is exclusively referred to `visual texture'
unless mentioned otherwise. Figures 1.1 and 1.2 show a few natural and man-made
textures, respectively, which could be commonly seen in daily life.

Although texture is an important research area in computer vision, there is no
precise formal de�nition related to it. The main reason is that natural textures often
display di�erent yet contradicting properties, such as regularity versus randomness,
uniformity versus distortion, which can hardly be described in a consistent manner.
Many researchers have been trying to de�ne textures from a certain perspective of
their nature. Haralick considers a texture as an �organized area phenomenon� which
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2 Chapter 1. Introduction

can be decomposed into �primitives� having speci�c spatial distributions [2]. This
de�nition, also known as structural approach, comes directly from human visual
experience of textures. For instance, each texture in Figs 1.3 and 1.4 is the composi-
tion of particular texture elements, e.g., objects (�owers in carpets), shapes (square
cells in a grid structure or six-side cells of honeycomb), veins of leaves, or simply
color patterns. When these primitives are organized in a certain spatial structure,
they indicate a particular placement rules to form a certain pattern. Alternatively,
as Cross et al. formulate in [3] that a texture is �a stochastic, possibly periodic,
two-dimensional image �eld�. This de�nition considers texture as a stochastic pro-
cess that generates it, which is also known as stochastic approach. These di�erent
de�nitions usually lead to alternative corresponding computational approaches to
texture analysis.

Figure 1.1: Examples of natural textures

Figure 1.2: Examples of arti�cial textures.

However, it is an obvious consensus that spatial homogeneity is one of the most
important properties a texture has. From the statistical point of view, homogeneity
means statistical stationarity, i.e. that certain signal statistics of each texture region
has the same values. This property relates to self-similarity: the patterns at di�erent
scales, although not identical, are represented by the same signal statistics.

A texture also exhibits local non-homogeneity, i.e. departures from strict homo-
geneity to some extent in a local image region. For example, in the image ��owers� in
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Fig 1.1, every single �ower is slightly di�erent from another (local non-homogeneity),
but as a whole they display approximate spatial uniformity and consistency (global
homogeneity).

Figure 1.3: Examples of stochastic textures.

Although textures are diverse and complex, they can be separated them into
categories. For example, textures can be classi�ed into regular and stochastic ones by
their degree of randomness. A regular texture is formed by fractals, easily identi�able
small size elements organized into strong periodic patterns. A stochastic texture
exhibits less noticeable elements and display rather random patterns. For examples,
textures in Figs 1.1 and 1.3 are mostly stochastic, and those in Figs 1.4 and 1.5 are
regular. Most of textures in the wild, however, are mixtures of those.

Figure 1.4: Examples of regular textures.

According to spatial homogeneity, textures can be categorized into homogeneous,
weakly-homogeneous, and inhomogeneous patterns. Speci�cally, homogeneous tex-
ture contains ideally repetitive structures, and such uniformity produces idealized
patterns (1.4). Weak homogeneity involves local spatial variation in texture elements
or their spatial arrangement, which leads to more or less violates the precise repet-
itiveness (Fig 1.5). An �inhomogeneous texture� mostly refers to an image without
repetition and spatial self-similarity.



4 Chapter 1. Introduction

Figure 1.5: Examples of weakly-homogeneous textures.

1.2 Human perception of texture
Texture provides important visual clues regarding the surface properties, scenic

depth, surface orientation, and etc. Human vision utilizes these information e�ec-
tively in interpreting the scene and performs very e�ciently texture discrimination
and segmentation. It is showed in [4] that texture perception occurred in human
visual system is one of the early steps of identifying objects and understanding
scene.

Julesz et al. [5] conducted experiments as early steps toward computational tex-
ture analysis. They investigated the perceptual signi�cance of various image statis-
tics of texture patterns so as to determine how the human visual system responds to
the variation of a speci�c order statistic. In the experiments, they selected synthetic
textures with either repetitive or randomly placed micro-patterns such as lines, dots,
and symbols. Each of those corresponds to a certain order statistic. For examples,
contrast is �rst-order statistic, while homogeneity and curvature are second-order
and third-order statistic respectively. Their works resulted in two main contribu-
tions, the conjecture and the texton theory, and subsequently become an original
topic for other research.

Julesz conjectured that textures are indistinguishable for human if their second-
order statistics are identical. Julesz later revised his conjecture as failure in [6],
yet establishing an important idea that texture can be modeled using low-order
statistics. Nowadays, texture analysis approaches represent texture with a set of
su�cient statistics, which are at least conceptually based on the Julesz's conjecture.

Texton theory states that textons are �the putative units of pre-attentive human
texture perception�, related to texture's local features such as edges, line ends, blobs,
etc. By observation, Julesz stated that the way human discriminates textures could
be modeled by �rst-order density of such textons [5].

In addition, researches show that the performance of human retina could be
simulated by a computational model using a �lter bank [7]. This theory motivated
mathematic models of �lter-based methods which mimic human texture perception.
For example, Bergen [4] proposed that textures can be decomposed into series of
sub-band images using linear �lter bank at di�erent scales and orientations. Each
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Hand-crafted 

Feature Descriptor

Separate Trainable 

Classifier
Label

Trainable Feature 

Descriptor
Trainable Classifier Label

Figure 1.6: The components of a typical computer vision system (above: classical;
below: recent deep learning model).

sub-band image corresponds to a particular type of features. Thus, a texture can
be depicted by a distribution of the magnitude of �lter responses, and therefore
similarity metrics such as distances between distributions, could be utilized for dis-
criminating textures.

To summarize, visual human perception of texture has a great impact on its
analysis. Various theories have been developed to investigate the mechanisms at
which human perceives textures. This leads to Julesz's conjecture. As a result, the
statistical approach to texture analysis, which represents texture images by statistics
of features, was proposed. The texton theory results in the structural approach
which extracts texture primitives as local features. The �lter-bank-based models
were introduced into computational texture modeling, resulting in methods that
decompose texture images by �lters and transfer them into the frequency domain.

1.3 Texture analysis and its applications
Understanding, modeling and processing texture, or even simulating human vi-

sual learning process are among the major goals of texture research in computer
vision. Components of a typical computer vision system can be illustrated as in
Figure 1.6. Texture analysis applies di�erent steps of the process. At the preprocess-
ing stage, images can be simply noise disposed or more sophisticatedly segmented
into contiguous regions based on texture properties of each region; At the feature
extraction or feature descriptor stage (this stage can be either trainable or �xed
designed), important properties of images (features) selected to provide cues for
pattern classi�cation or object identi�cation. As a fundamental basis for all other
texture-related applications, texture analysis seeks to derive a general, e�cient and
compact quantitative description of textures so that various mathematical opera-
tions can be used to alter, compare and transform textures. Most available texture
analysis algorithms involve extracting texture features and deriving an image cod-
ing scheme for presenting selected features. These algorithms might di�er in either
which texture features are extracted or how they are presented in the description.
For example, a statistical approach describes a texture via image signal statistics
which re�ect nondeterministic properties of spatial distribution of image signals. A
spectral method extracts texture features from the spectral domain. A structural
approach considers a texture as a hierarchy of spatial arrangements of well-de�ned
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texture primitives. A probability model describes the underlying stochastic process
that generates textures. Several representative works on texture analysis will be
reviewed in more detail in Chapter 2.

Texture is a fundamental characteristics of the appearance of all natural sur-
faces, is ubiquitous in natural images, and is a key component of many computer
vision systems. It provides important clues for identifying materials and objects, es-
pecially when shape is not available. Therefore, a wide range of applications such as
industrial inspection, image retrieval, medical imaging, remote sensing, object and
facial recognition can be developed depend upon analyzing textures. Four major sub
domains of texture analysis are texture classi�cation, texture segmentation, shape
from texture, and texture synthesis. We start with texture classi�cation which is the
primary concern of this thesis.

1.3.1 Texture classi�cation

The task of assigning a given texture to a pre-identi�ed or known set of texture
classes is texture classi�cation. The majority of classi�cation methods involve a two-
stage process. The �rst stage is feature extraction, which yields the characteristic
of each texture class in terms of feature measures. It is important to identify and
select distinguishing features so that they are invariant to irrelevant transformation
of the images, such as translation, rotation, and scaling. In the perfect cases, the
quantitative measures of selected features should be identical or very close to each
other if the texture images are identical or similar. However, it is di�cult to design
a universally applicable feature extractor because features are often dependent on
a particular problem, and they require more or less domain knowledge to design or
data to learn from. It means that there is little feature extractor which distinguishes
well all categories of textures. For example, the recent state-of-the-art, FV-VGGVD
[8] has a high performance on many texture datasets except the fact that it has
low performance on the OUTEX suite [9, 10] because of not dealing well with the
rotation of images in OUTEX. FV-VGGVD is the FisherVector aggregation of SIFT
[11] features combined with those of a pretrained very deep convolutional network
developed by Visual Geometry Group from University of Oxford, VGGNet [12].

At the classi�cation stage, classi�ers are trained to determine a label for each
input texture based on obtained measures of selected features. In this case, a classi�er
is a function which takes the selected features as inputs and outputs texture class
labels.

1.3.2 Texture segmentation

Partitioning an image into separate regions so that each region is homogeneous ac-
cording to a particular texture characteristic is the task of texture segmentation.
This consists of extracting features and deriving metrics to segregate textures. Re-
sults of segmentation can be utilized for further image processing and analysis such
as for object recognition.
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Depending upon whether prior knowledge regarding the texture image class is
available or not, the segmentation could be regarded as supervised or unsuper-
vised. The supervised segmentation identi�es and partitions one or more regions
that match texture properties shown in the training textures. Unsupervised segmen-
tation has to �rst recover di�erent texture classes from an image before separating
them into regions. Compared to the supervised case, the unsupervised segmentation
is more �exible for real world applications in spite of more computational expensive
while it does not need the e�ort to set up data for training.

Texture segmentation has a variety of applications in pattern recognition and
machine leaning. Texture can also be combined with other clues, such as contour
information in order to segment generic images. Fig. 1.7 shows some illustrative
examples. As can be seen, segmentation in itself is not always a well de�ned task

Figure 1.7: Segmentation of natural images using texture properties [13]. For each
row, the image above is original (input), and the one below is the segmented image

since an image might have many �correct� segmentations. Nevertheless, segmenta-
tion can be a powerful tool leading on to classi�cation and recognition. For instance,
segmentation can be used as a preprocessing stage to recognize limbs and thereby
detect human beings and recover their body pose. Similarly, many of the texture
classi�cation applications listed in the previous section �rst rely on segmentation
methods to demarcate regions of interest before classifying them. As another exam-
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ple, segmentation can be used to break the camou�age of hidden objects and the
detected regions can then be classi�ed. There are many other applications of being
able to segment �gure from ground including applications in graphics, such as image
editing and background substitution , and document processing, such as extracting
printed text regions

1.3.3 Texture synthesis

The task of texture synthesis is to produce a speci�ed target texture usually from
the small samples. A synthetic texture should be di�erent from the original one,
yet has perceptually identical in texture characteristics. The advantage of texture
synthesis is that it can naturally handle boundary condition and avoid verbatim
repetitions. This is illustrated in Fig. 1.8. Computer vision research is in favour of
texture synthesis because it provides an empirical method to test texture analysis.

Figure 1.8: The texture synthesis problem: Given target textures on the left, the
task is to synthesise similar, but not identical, output images such as the ones on
the right. Results from [14].

Texture synthesis has variety of applications. In computer graphics, where there
is a need to generate large amounts of realistic textures for applications such as
video games and animated movies, texture synthesis methods use training images,
or exemplars, to generate realistic-looking graphical textures. It can also be used
together with inpainting techniques to �ll in blanks left by deleting large unwanted
objects in images [15]. In textile design industry, texture synthesis can be used to
generate clothe patterns.

1.3.4 Shape from texture

Shape from texture is a research domain whose purpose is to estimate a 3D shape of
textured objects by analyzing texture properties from their images. The shape cues
can be obtained from weak homogeneity or isotropy of a texture [16]. For example,
perspective projection when the surface is viewed from a slant often provides infor-
mation related to texture gradient, which infers the parameters of surface shape or
the underlying perspective transformation. Therefore, via properly measuring the
texture gradient, a depth map and the object shapes are probably recovered.

Shape from texture has several applications. It has been used to recover the true
surface orientation, to reconstruct the surface shape, and to infer the 3D layout of
objects [17]. For instance, texture deformation in an image can be used as a clue to
compute the plane vanish line [18], which is in turn used to a�ne rectify the image.
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1.4 Problem statement
Texture classi�cation is an important research area in computer vision. A great

e�ort has been made in search of an e�cient texture description.
Recent research approaches can be broadly categorized into two main branches.

The �rst branch is learning features extracted from a convolutional neural net-
work (CNN). They have gained wide acceptance because of their modeling power
and expressiveness. Though, they also have some disadvantages. For instances, high
computational cost of CNNs requires a powerful hardware like graphics processing
unit (GPU) to train the model, and they need a lot of training data to build such
powerful model. While second branch of texture description, the handcrafted fea-
tures are not always inferior to those of the CNNs, they need less training data, and
have lower computational cost compared with the learning counterparts.

However, texture discrimination is generally a di�cult problem due to diver-
sity and complexity of natural textures, there is still no single method which can
extract discriminative for all type of texture data. Recent research trends follow
both branches. There are works (e.g, [19]) which combine the two types of features
in a system for image representation. This thesis investigates e�cient handcrafted
methods for texture classi�cation.

1.5 Main contributions
Extracting robust and discriminating features are required in many applications.

The most important contribution of this thesis is the complementary feature extrac-
tion approach for e�cient texture classi�cation. The main ideas of the approach is to
gain both the local and global structure information of an image in order to represent
it in such a way which is invariant to rotation, robust to scaling and illumination
change, yet being able to preserve discriminative power.

The �rst contribution of this work is the development of a novel LBP variant,
called the completed local entropy binary patterns (CLEBP), for texture presenta-
tion. The approach is developed by applying the LBP-based self-similarity operators
on the image entropy space. This helps to incorporate the complementary informa-
tion, entropy, into LBP-based features to extract both micro and macro structure
information of images. Consequently, CLEBP and the conventional LBP have com-
plementary strength and that by combining these algorithms, one obtains better
results than either of them considered separately. Experimental results on four large
texture databases, including Outex, KTHTIPS2b, CuRet and UIUC show that our
approach is more e�cient than many other LBP variants. Although CLEBP is a
micro-macro complementary feature approach, the supplementary components are
formed by the same type of micro-feature LBP encoding method. The next con-
tribution introduces an alternative approach texture representation, a compound
framework formed by combining two complementary types of features results in
high discriminative texture method.

The second contribution is the set up of a framework from which two type of not-
concurrent yet complementary descriptors, LBP-based and ScatNet, are combined.
In this work, we empirically prove that these types of features when combined can
capture better both local and global structure information of texture images. The
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method obtains very competitive classi�cation results on four challenging datasets,
Outex, KTHTIPS2b, CuRet and UIUC. It is worth noticing that we combine CLBP
(a basic LBP method) rather than CLEBP (a novel advanced method) and ScatNet
because we want to prove in this contribution that even a micro LBP and macro
structure feature ScatNet can be complementary. Advanced LBPs combined with
ScatNet is intended for future works. With a di�erent approach, next contribution
introduces a novel ScatNet variant which enhances the strength of ScatNet for tex-
ture representation, namely a Normalized-Convolution Network.

The third contribution is the introduction of a novel convolution network, so-
called Normalized-Convolution Network. This work is inspired by the model of Scat-
Net [20] with two important modi�cations. 1) Normalized Convolution operator [21]
substitute for the standard convolution. Normalized Convolution is based on the the
signal/certainty philosophy, i.e. separating the values of a signal from the certainty
of the measurements. 2) The implementation [22] of Fisher Vector aggregation of
the network coe�cients is applied instead of the mean values of those. The pro-
posed method not only gains high competitive results on the challenging texture
databases: UIUC, KTH-TIPS2 but also poses the potentiality to high performance
on other challenging texture data such as occlusion or noised data.

1.6 Thesis outline
The remainder of the thesis is organized as follows. Chapter 2 presents a survey

of the literature and places the current versions of the classi�cation and synthesis
problems in a historical perspective. It is begun with discussions on a brief history
over the last decades or so and recalls how the classi�cation problem has evolved
from binary pattern discrimination to 2D texture classi�cation and �nally to 3D
texture classi�cation. Solutions of using �lter banks and co-occurrence have coped
by building more and more complex representations and this evolution is charted
as well. Filter bank based methods are mainly emphasized because they have pro-
vided key breakthroughs and insights into the �eld. Since �lters have played such
an important role, work on designing optimal �lter banks for texture classi�cation
is reviewed in the chapter. In addition, details of four popular texture databases,
CUReT, KTH-TIPS, Outex, and UIUC, are presented. These datasets are used for
all experiments in this thesis.

Chapter 3 introduces Local Binary Pattern (LBP), the relation of LBP to earlier
texture feature methods, as well as its variants. The chapter begins by formulating
the calculation method of the original LBP operator [23]. Then, the measures for
dealing with image rotation, dimensionality reduction (uniform LBP), and image
scaling are presented. Next, the relationship between LBP and the earlier texture
methods is discussed. At the end of the chapter, we summarize and classify LBP
variants into groups for easily understanding this simple yet e�cient method.

Chapter 4 reviews the scattering transform, its construction, and the scattering
network (ScatNet) implementation. Scattering transform is actually a cascade of
wavelet transforms followed by a modulus non-linearity. Therefore, wavelet trans-
form methods such as Gabor, Morlet and their implementation are also reassessed
in this chapter. Convolutional neural network (CNN) method is also presented in
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the chapter with some of its examples because CNN and ScatNet to a certain extend
are related.

Chapter 5 proposes a novel LBP variant for texture representation. It is built
by applying the LBP-based self-similarity operators upon the image entropy space.
Our LBP-based method encodes the relationships between the statistical measure of
the complementary information, the randomness of intensities, i.e., entropy, within a
local image structure. Motivated by the completed LBP operators proposed by Guo
et al. [24], we include both the sign and magnitude components of the di�erence
between the quantity information of a given local image patch and its surrounding
counterparts, and the local entropy of the considered patch. We �gure out how our
proposed method, the CLEBP descriptors, without any pre-learning process and
any additional parameters to be learned, convey both local and global information
about texture in this chapter. By experiments, we show that our approach and
the conventional LBP have complementary strength and that by combining these
algorithms, one obtains better results than either of them considered separately.
Classi�cation results on four texture datasets are reported, and compared to state
of the art.

In chapter 6, we propose another type supplementary feature method, the LBP
and ScatNet based complementary approach. Similar to the strategy in chapter 5,
the �nal features of this method are the combination of micro and macro structure
information. However, the approach in chapter 5 is the supplement of the similar
type of features while LBP and ScatNet combination presented in this chapter come
from two di�erent families of features. We set up a framework, and validate its
su�cient for classi�cation and experimentally verify on four challenging texture
datasets: UIUC, CURet, Outex, and KTH-TIPS-2b.

In chapter 7, we propose novel method, so-called Normalized-Convolution Net-
work (NmzNet) for texture classi�cation. Its implementation, by computing succes-
sively normalized convolution [21] with a prede�ned �lter bank (Gabor �lter bank)
and modulus non-linearities, is presented. The chapter also presents Fisher Vector
aggregation method which is used to aggregate coe�cients from NmzNet's layers for
�nal discriminative features. The results of experimental evaluation on three texture
datasets UIUC, KTH-TIPS-2a, and KTH-TIPS-2b are reported and compared to
state-of-the-arts.

We end in chapter 8 by discussing some of the conclusions that can be drawn
from this thesis and exploring some of the avenues for future work.
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Chapter 2

Literature Review

This chapter reviews the evolution of texture classi�cation problem over the last
decades and highlight some important achievements and innovations made in texture
classi�cation as well as texture analysis problem. Section 2.1 presents an overview
of the �eld while section 2.2 discusses the texture datasets that have been used in
this thesis to benchmark performance.

2.1 Overview
The pioneering work on the visual perception of texture [25] formed the basis for

a lot of the subsequent research that followed in texture analysis. Since then, many
various approaches have been formulated. There is a wide variety of techniques for
texture description have been proposed. They are generally divided into four cate-
gories: statistical, geometrical, model-based and signal processing. Among the most
well-known traditional approaches are statistical methods based on co-occurrence
matrices of second order gray level statistics [26] or �rst order statistics of local
property values (di�erence histograms) [27], signal processing methods based on lo-
cal linear transforms, multichannel Gabor �ltering or wavelets [28], and model-based
methods based on fractals or Markov random �elds [3].

From the mid 1990s to the mid 2000s, many discriminative and computationally
e�cient local texture descriptor methods were proposed. For example, local binary
patterns (LBP) [29], which has led to a certain progress in applying texture meth-
ods to various computer vision problems. The focus of the research has broadened
from 2D textures to 3D textures such as compact representation of bidirectional tex-
ture functions, three-dimensional textons [30], statistical distribution of rotationally
invariant clustered �lter responses [31], and spatiotemporal (dynamic) textures [32].

Since the late 2000s and afterwards have been witnessing signi�cant progress
imagery research in general and texture analysis in speci�c, with the several new
handcrafted features and deep learning convolutional neural network methods pro-
posed. These new innovation can be a long list, but the recent well-known state-
of-the-art in the �eld of texture analysis such as LBP variants [33, 34], scattering

13
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network (ScatNet) [35], and convolutional neural network (CNN) methods [8] cannot
be absent.

In this section, we present an overview of some of these approaches. The aim is
to put into perspective some of the important research that has shaped our under-
standing of texture as it is today. We begin with discussions on a brief history over
the last decades or so and review how the classi�cation problem has evolved from
binary pattern discrimination to 2D texture classi�cation and �nally to 3D texture
classi�cation. Proposed solutions using �lter banks and co-occurrence have coped
by building more and more complex representations and this evolution is charted as
well. In subsection 2.1.1, the emphasis is primarily on �lter bank based methods as
they have provided key breakthroughs and insights into the �eld. Since �lters have
played such an important role, work on designing optimal �lter banks for texture
classi�cation is reviewed next in subsection 2.1.2. Finally, the convolutional neural
network (CNN) method is presented in the �eld of texture analysis.

2.1.1 A brief history of texture descriptive methods

Many early works on texture classi�cation was concerned with Julesz's conjecture [6]
that two textures were not perceptually distinguishable if they had identical second
order statistics (i.e. the distribution of intensities over pairs of pixels was identical).
E�orts to prove or disprove the supposition focused on whether binary image pat-
terns, such as the ones shown in Figure 2.1, were preattentively discriminable by
the human eye or not. The conjecture was later disproved by Julesz himself and
replaced by a statistical theory of textons [5]. It was posited that textons were ba-
sic texture primitives such as line intersections, corners, terminators etc., and two
textures having di�erent level of texton densities can be easily distinguished.

At this time, the classi�cation task was simply to separate textures (binary im-
ages) formed by the repetitive fundamental micro patterns. Therefore, a lot of e�orts
were made on textures of man-made surface while little attention was paid to real
world textures except the work on Brodatz album [37]. The theory of textons lasted
until late 1980s when there are two other major proposals. The �rst one was about
how to formalize a list of universal textons. The second was how to generalize the
theory to gray scale images. At the same time, researchers had been experiment-
ing with using �lter banks for texture analysis throughout the decade [38]. In fact,
Julesz used �lter responses as a means to explain counter examples of his second
order statistics theory [6] and then later postulated a connection between textons
and �lter banks [39]. Because the limitations of the texton theory were realized,
�lter bank based methods started gaining popularity. Two very in�uential theories
which drew attention away from textons and sparked an alternate interest in �lter
banks were developed in [40, 41]. Bergen et al. showed in [40] that the responses of
size tuned center surround �lters can be used to discriminate textures. For example,
as illustrated in Figure 2.2, if the size of the primitives increases (decreases) then
the density of terminators and crossings remains unchanged whereas humans �nd it
easier (harder) to distinguish the two textures. Such phenomenon is similar to the
distribution of �lter responses as the di�erence between the total energies of the two
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Figure 2.1: Texture pairs with identical second-order statistics. The bottom halves
of the images consist of texture tokens that are di�erent from the ones in the top
half. (a) Humans cannot perceive the two regions without careful examination. (b)
The two di�erent regions are immediately discriminable by humans. [36]

distributions increases or decreases according to human perception. The results of
work in [42] supported this theory when they showed how the texture primitives of
natural gray scale images can be computed by thresholding the responses of center
surround �lters followed by morphological operations. It was also shown that tex-
ture boundaries could be computed for natural images. Inspired by human visual
system, Malik et al. [41] developed a bank of even-symmetric linear �lters followed by
half-wave recti�cation to give a set of responses modeling outputs of primary visual
cortex simple cells. Their model can predict the salience of texture boundaries in
any arbitrary gray-scale image. They proved by experiment on psychophysical data
that their model can predict well the degree of texture discriminability as human
observers can do. Later, there are also works [43] with a certain in�uence. They pro-
vided methods of calculating �lter responses at all possible orientations and scales
from a small basis set.

At the time, �lter banks preferred to texton feature methods because they could
be used to analyze gray scale images. This led to classi�cation of 2D texture being
available. The emphasis shifted from distinguishing patterns in binary images of
man-mad textures to classifying gray scale images of real world textures. Because of
computational limitation, the early �lter bank based methods only used low order
moments to characterize the distribution of �lter responses. The feature extraction
scheme was to form a long vector whose components formed by the mean or variance
of individual �lter response distributions. Some techniques were also used for pro-
cessing �lter responses such as recti�cation, energy measurement or conversion to
a rotationally invariant frame. A classi�ers were trained on the feature vectors and
used to classify novel images. Typical examples of such frameworks were [44, 45].
Performance was generally assessed on variations of the Brodatz album [46] and
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Figure 2.2: Results from [40]: The two textures shown in (a) get easier or harder to
distinguish as the size of the �L� pattern increases in (b) or decreases in (c) even
though the density of crossing and terminators has remained the same. However,
this discriminability is predicted well by the responses of a centre surround �lter
shown in (d) - (f).

fairly good classi�cation results were obtained.

From the mid nineties onwards, �lter bank and wavelet based methods became
increasingly successful at texture classi�cation and synthesis. They were regarded
as the method of choice. Their performance were improved because the richer repre-
sentations of the �lter response distributions. This is primarily due to two aspects.
Firstly, full �lter response distributions were learnt instead of only recording the low
order moments. Secondly, the joint distribution or co-occurrence of �lter responses
were learnt rather than learning distributions for each �lter independently. Another
common trend was the raising of number of �lters and wavelets to measure features
at various scales and orientations.

During the period of mid nineties, synthesis and classi�cation algorithms treated
textures as if they are pure albedo patterns painted on a �at surface. Under this
assumption, a single image could completely characterize all the possible variations
of a texture patch. For example, synthetic a�ne transformations of a texture image
were the re�ections of what the texture looks like if it is physically rotated and scaled
in the real world. However, it soon became apparent that such 2D texture models
were not very physically plausible because they ignored all 3D e�ects including
surface illumination changes, scale and perspective e�ects, normal variations, BRDF
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variations and so on.
To �ll the gap of 3D texture e�ects, in the late 1990s, the Columbia-Utrecht

(CUReT) database [47] was introduced and included over 200 images of each of 61
materials taken under di�erent viewpoints and illumination (see subsection 2.2.1).
The database were initially used to demonstrate that 3D texture synthesis on a
cylindrical surface gave much more realistic results as compared to traditional 2D
texture mapping. However, the database later became an important dataset not only
for synthesis but also for building and testing theoretical models of 3D textures.

Because 3D e�ects have a strong impact on the appearance of real world textures
(see �gure 2.3), the next phase in texture classi�cation was to bring 3D textures
within the ambit of the problem. The �lter bank based methods were once again
used.

Figure 2.3: The change in imaged appearance of the same texture (Plaster B, texture
from the CUReT database) with variation in imaging conditions. row 1): constant
viewing angle and varying illumination. row 2): constant illumination and varying
viewing angle. There is a considerable di�erence in the appearance across images.

By early 2000s, the problem of classifying 3D textures under varying viewpoint
and illumination were proposed by Leung and Malik in [30]. Their works provided
a decent innovation. It gave an operational de�nition of a texton based on �lter
responses and clustering. A 2D texton was de�ned as a cluster center in the �lter
response space. This generated textons automatically from not only an image but
also a universal set of textons for a whole dataset. To compensate for 3D e�ects, 3D
textons were proposed to be the cluster centers of �lter responses over a stack of
20 images with representative viewpoints and lighting. The frequency distribution
of these textons was su�cient for classifying a set of registered novel images taken
under the same conditions. A nearest neighbor classi�er based on the χ2 distance
was used. While the method was very important as it set up a framework in which
3D textures could be classi�ed successfully, there were some limitations in a way
that it needed many images for classi�cation which had to be taken under exactly
the same conditions as those used training.

At the same period, �lter banks also had good performance in other closely
related areas. In particular, the success of Bayesian classi�cation applied to �lter
responses was convincingly demonstrated by Konishi et al. [48]. The joint probability
distribution function (PDF) from responses of six �lters were used to classify classes
such as air, road, vegetation, and so on, and utilized them to label individual pixels
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in the San Francisco outdoor datasets (The San Francisco database has 37 images
of outdoor scenes taken on the streets of San Francisco. It has been segmented
manually into 6 classes: Air, Building, Car, Road, Vegetation and Trunk). Therefore,
their works were able to do both classi�cation and segmentation depending solely
on domain speci�c knowledge. There was also some preliminary investigation to
see whether or not pre-trained PDFs on one dataset could be used to classify and
segment the other. However, there was not enough attention paid on the variation of
3D textures, which changes considerably with imaging conditions, and only a single
distribution of �lter responses was learned for each class.

Similarly, Schmid et al. [49] modeled the joint PDF of thirteen rotationally in-
variant �lters for the purposes of image retrieval. In addition, even the co-occurrence
of these thirteen dimensional �lter responses was modelled to achieve impressive re-
sults. Cula et al. [50] then addressed some of the major shortcomings of Leung and
Malik's algorithm. They demonstrated that 2D textons (learnt from �lter responses
of single images instead of image stacks) could themselves be used for uncalibrated,
single image classi�cation without compromising on performance. The use of 2D
textons allowed a texture to be characterized by multiple probability distributions
(models). Theoretically as many as one from each training image could be learnt
to sample the e�ects of viewpoint and illumination variations. In practice, only a
few models were needed as the rest were discarded by a manifold shape preserv-
ing technique for model reduction. A somewhat similar approach was independently
suggested in [31].

The problem of reducing the number of models required to characterize a texture
is a major one and, generally speaking, two di�erent approaches have been proposed.

The �rst approach is Geometric and focuses on building a�ne invariant texture
descriptors in order to reduce the number of models needed to cope with variation
in camera pose. Scha�alitzky et al. [51] exploited the fact that a texture with su�-
cient directional variation can be pose normalized by maximizing the weak isotropy
of its second moment matrix (the technique is applicable in the absence of 3D tex-
ture e�ects). In essence, two images of the same texture which di�er by an a�ne
transformation are reduced to a canonical frame where they di�er by only a sim-
ilarity transformation. Full invariance can then be achieved by using a scale and
rotation invariant �lter bank to extract features. One drawback of this technique is
that the proposed normalization is global rather than local. Not only would local
normalization be more robust but it would also allow the method to be extended
to textures which are not globally planar but which can be approximated as being
locally planar. Realizing this, Lazebnik et al. [52] proposed an alternative method
of generating local, a�ne invariant, texture features. In their framework, certain in-
terest regions were �rst detected using a Laplacian blob detector. The characteristic
scale at each point was determined and the region pose normalized locally. Spin
images were then used instead of �lter banks to generate a�ne invariant features
for each region. The system achieved good classi�cation results on both the Brodatz
and the UIUC datasets.

In the second approach to model reduction, concepts from Machine Learning
can be used to select a subset of the models while maximizing some criteria of
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classi�cation and generalization. A good example of this is work of Hayman et
al. [53] where the nearest neighbor classi�er used in [31] is replaced by a Support
Vector Machine. They show that this not only improves classi�cation performance
on the CUReT database but also provides a principled way of selecting the required
models. The average number of support vectors used is demonstrated to be 10 -
20% lower than the number of models required by a nearest neighbor classi�er. The
paper also considers how far pure learning approaches can go towards coping with
imaging variations, especially those due to scale. At the time, Varma [54] �gured
out classi�cation performance of Hayman's work was acceptable because the scaled
images were included in the training set otherwise the results deteriorated very
rapidly. He also found that a similar e�ect was observed for di�erent instances of
the same material, i.e. training on one instance of a material was no guarantee that
another instance could be classi�ed correctly.

To summarize, the texture classi�cation problem has matured considerably over
the last decades. The emphasis in the eighties was on separating patterns in synthetic
binary images. This progressed in the early nineties to attempting classi�cation of
gray scale images of real world textures but with 2D variations due to synthetic
rotations and scaling. Finally, in the late nineties, the classi�cation task embraced
real world 3D textures with real variations caused due to changing viewpoint and
illumination. Throughout this period the most e�ective solution had been provided
by �lter banks which had themselves progressed by building more and more complex
representations. They were introduced at �rst due to their biological plausibility and
were soon seen as operators to extract features at multiple orientations and scales.
Initially, during the early nineties, feature vectors were formed from only the mean
and variance of �lter response distributions. This has then changed considerably and
the full joint PDF of �lter responses is modeled. However, it must be pointed out
that some recent papers still persist in attempting the 2D problem and approach
classi�cation via the dated technique of concatenating the low order moments of
distributions to form feature vectors [55].

2.1.2 Optimal �ltering

All the algorithms discussed so far had chosen their �lter banks heuristically rather
than by optimizing classi�cation rates. It is therefore expected that the performance
of the algorithms will get even better if their �lters were to be replaced by the opti-
mized ones, speci�cally for the given classi�cation task. While there were attempts
made at designing optimal �lter banks they have not had much of an impact on the
�eld in this period of time, the early 2000s. This is because such methods tend not
to minimize the classi�cation error itself but rather optimize other criteria, such as
the separation between �lter responses, in the hope that this will decrease the er-
ror. Such choices are necessary because it is often impossible to analytically express
classi�cation error as a function of the input �lter bank while numerical techniques
for classi�cation error minimization are often computational expensive. Therefore,
these optimization techniques were not widely used but were nevertheless impor-
tant as tools to reason about the �ltering process. We therefore present a very brief



20 Chapter 2. Literature Review

overview of di�erent optimization methods of the time in this subsection.
On one end of the spectrum are methods which determine �lter banks and

wavelets to be optimal since they are optimally localized in space and frequency
[56], or because of their shift invariance and regularity properties [57] or because
of the e�ective multiresolution representations of images using orthogonal wavelets
[58]. Other relevant methods are optimal at characterizing textures though these are
not optimal at discrimination. For instance, the `eigen�lters' [59] are designed by
obtaining eigenvectors of the corresponding variance-covariance matrix over a homo-
geneously textured region. Another method belongs to this category is the predictive
linear �lter [60] which is similar to a Gaussian Markov random �eld model [61] where
the parameters are learnt using the pseudo-likelihood estimate.

Moving along the spectrum approach, there are also methods which choose the
best subset of �lters from a �xed �lter bank. For instance, Zhu et al. [62] proposed
starting with a large set of �lters and then iteratively choosing an optimal subset
which maximizes the L1 norm of the probability distributions between classes. Simi-
larly, parameters of Gabor �lters were optimized for texture segmentation [63], these
works tuned the �lters which had been existed to push up performance.

A more general approach was taken by methods which applied techniques from
Discriminant Analysis. Most such approaches focused on the two class problem and
theorized that classi�cation errors would decrease if the separation between the �lter
responses of the two classes had been maximized (due to the reduced PDF overlap).
Various methods of measuring the distance between two classes was proposed in
the literature. For example, i) the local linear transform method [64], is closely
related to �lter bank analysis methods and gives a statistical justi�cation for the
extraction of texture properties by means of convolution operators or local matches;
or ii) using �lters to discriminate textures [65] such as terrains, background surfaces,
and random image �elds. The optimum �lter coe�cients are determined by use of
eigenvector analysis. The distance measurements were used as in (equation 2.1)

JF =
(µ1 − µ2)2

σ2
1 + σ2

2

; JU =
(µ1 − µ2)2

µ2
1µ

2
2

; JMS =
µ1

µ2
(2.1)

where µ1, σ1, µ2 and σ2 are the means and variances of the two classes respec-
tively. The linear SVM also provides a measure of the maximum separation between
two classes and relates it directly to classi�cation. In fact, the normal to the separat-
ing hyperplane acts as an optimal �lter. As such, a linear SVM should often turned
out to be the best optimizer at the time, specially as its underlying assumptions
are the least restrictive. However, a major drawback of such methods is that they
do not generalize readily to many class problems. Even though an n class problem
can be decomposed into O(n2) two class problems, this results in a large number of
�lters for most classi�cation applications at the time.

In the late 1990s, Jain et al. introduced neural network for texture classi�cation
[66]. Instead of using a general �lter bank, a neural network is trained to �nd a min-
imal set of speci�c �lters, so that both the feature extraction and classi�cation tasks
are performed by the same uni�ed network. They noted that the �rst layer weights in
a neural network essentially play the same role as a �lter bank. Therefore, training a
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neural network classi�er to learn the weights is equivalent to designing optimal �lters
for the given classi�cation task. Furthermore, LeCun et al., the pioneers of Convo-
lutional Neural Network (CNN), introduced CNN in [67] for document recognition.
It is a multilayer neural networks trained with the back-propagation algorithm ap-
plying gradient based learning technique. CNNs, which are speci�cally designed to
deal with the variability of 2D shapes, alongside deep learning technique, are shown
to outperform all other techniques, and have been considered as the most popular
methods despite of the high demand on resources (a lot of data needed to train the
network, and computation cost) . In the recent days, hybrid CNN methods, such
as FV-VGGVD [8]1 and a hybrid Scattering-ConvoNet [68], still have the highest
performance on the domain of texture analysis.

To sum up, among those approaches, the LBP-family can be considered as a
popular feature method which extracts well local micro-structure information from
images. Ojala et al. �rst introduced the LBP method in 1996, then a multi-resolution
version [69] in 2002. After that, several extensions on LBP have been conducted. In
2007, Tan et al. extended LBP to three-valued codes to become the local ternary
pattern (LTP) [70]. Liao et al. proposed dominant LBP (DLBP) [71] which com-
bines the most frequently occurred patterns with the Gabor �lter responses for fea-
tures. Later Guo et al. introduced completed LBP (CLBP) [24], which merges three
components the sign (CLBP_S), magnitude (CLBP_M), and center pixel intensity
(CLBP_C) together to form features. This enhances discriminative power compared
to the original version. Variance in LBP (LBPV) [72] is used to encode local con-
trast information without requiring a quantization process, rotation invariance is
implemented by estimating principal orientations and aligning LBP histograms. By
constructing a cascading spatial pyramid of LBP, Qian et al. [73] introduced pyra-
mid transformed LBP (PLBP), the robustness of PLBP was compared with those of
other LBP variants in this works. Further, Liu et al. suggested extended LBP [74] by
a combination of pixel intensities and local di�erences. In this way, the pixel intensity
part is divided into a central pixel's component and neighbor's component. Likewise,
the local di�erence consists of two components: radial di�erences and an angular dif-
ference. At the end, those four were combined to form features. In addition, Zhao
et al. in [75] presented local binary pattern histogram Fourier features (LBP-HF)
which implements rotation invariance by computing discrete Fourier transforms of
LBP histograms. In [76], moreover, Guo et al. presented a three-layered learning
framework in which LTP and CLBP were used as raw features to train and select
the discriminative features.

Contrary to the micro-structure descriptors of LBP family, several broader range
feature methods have been developed. Bovik et al. applied the Gabor �lters to
compute the average �lter responses for features [77]. Mallat proposed the multi-
resolution wavelet decomposition method [58], which generates coe�cients from the
high-low (HL), low-high (LH), and low-low (LL) channels for subsequent classi�-
cation tasks. Porter et al. [78] removed the high-high (HH) wavelet channels and

1FV-VGGVD is the Fisher Vector aggregation of SIFT [11] features combined with those of a
pretrained very deep convolutional network developed by VisualGeometry Group from University
of Oxford, VGGNet [12].
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combined the LH and HL wavelet channels to obtain rotation invariance wavelet
features. Haley et al. [79] calculated isotropic rotation invariance features from Ga-
bor �lter responses. More recent, scattering transform is considered as a high per-
formance approach based on cascading wavelet transform layers [35] compared to
previous wavelet-based methods.

2.2 Texture image datasets
We conclude this chapter by describing the four databases that have been used

in this thesis. The �rst one is the Columbia-Utrecht (CUReT), it is a collection of 61
real-world surfaces, its samples were chosen to span a wide range of geometric and
photometric properties. The second dataset is KTH-TIPS (Textures under varying
Illumination, Pose and Scale) [80], KTH is the abbreviation of a university, this image
database was created to extend the CUReT. The third dataset is University of Oulu
Texture Database (OUTEX) [9] contains a collection of surface textures and natural
scenes. The last presented dataset is University of Illinois at Urbana-Champaign
(UIUC) texture database [52] features 25 texture classes. They are usually used to
benchmark the performance of classi�cation algorithms, and therefore used in the
experiments of our proposed methods presented in Chapter 5, 6, and 7.

2.2.1 The Columbia-Utrecht (CUReT) database

The Columbia-Utrecht (CUReT) [47] is a texture data set of the visual appearance
of real-world surfaces. It consists of in 3 databases:

1) BRDF (bidirectional re�ectance distribution function) database with re�ectance
measurements for over 60 di�erent samples, each observed with over 200 di�erent
combinations of viewing and illumination directions.

2)BRDF parameter database with �tting parameters from two recent BRDF
models: the Oren-Nayar model [81] and the Koenderink et al. representation [82].
These BRDF parameters can be directly used for both image analysis and image
synthesis.

3)BTF (bidirectional texture function) database with image textures from over
60 di�erent samples, each observed with over 200 di�erent combinations of viewing
and illumination directions. Each of these databases is made publicly available for
research purposes. For details about the measurements, and �tting procedures a
technical report and summary paper are provided.

A collection of 61 real-world surfaces is used in the measurements. The samples
were chosen to span a wide range of geometric and photometric properties. The
categories include specular surfaces (aluminum foil, arti�cial grass), di�use surfaces
(plaster, concrete), isotropic surfaces (cork, leather, styrofoam), anisotropic surfaces
(straw, corduroy, corn husk), surfaces with large height variations (crumpled pa-
per, terrycloth, pebbles), surfaces with small height variations (sandpaper, quarry
tile, brick), pastel surfaces (paper, cotton), colored surfaces (velvet, rug), natural
surfaces (moss, lettuce, fur) and man-made surfaces (sponge, terrycloth, velvet).
Di�erent samples of the same type of surfaces are denoted by letters, e.g. Brick_a
and Brick_b. Samples 29, 30, 31 and 32 are close-up views of samples 2, 11, 12 and
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14, respectively.

Figure 2.4: CUReT samples

2.2.2 KTH-TIPS and KTH-TIPS2

The KTH-TIPS (Textures under varying Illumination, Pose and Scale) [80], KTH is
the abbreviation of a university, image database was created to extend the CUReT
database in two directions, by providing variations in scale as well as pose and
illumination, and by imaging other samples of a subset of its materials in di�erent
settings.

While the CUReT database[47] images 61 materials, the KTH-TIPS database
currently contains images of 10 of those materials as outlined in Table 2.1 and
depicted in Figure 2.5. Each of the samples is planar. The Orange peel was �attened
by placing it inside a CD case.
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Table 2.1: The materials present in the KTH-TIPS database.

CUReT Corresponding CUReT sample number

Sandpaper 06
Crumpled aluminium foil 15
Styrofoam 20
Sponge 21
Corduroy 42
Linen 44
Cotton 46
Brown bread 48
Orange peel 55
Cracker B 60

Figure 2.5: Images of the materials present in the KTH-TIPS database.

The KTH-TIPS2 databases [83] took this a step further by imaging 4 di�erent
samples of 11 materials, each under varying pose, illumination and scale.

There are two versions of KTH-TIPS2. KTH-TIPS2-a does not contain an equal
number of images for each sample (40 out of 44 samples have 108 images, but
4 samples contain only 72 images). KTH-TIPS2-b contains also these "missing"
images.

The acquisition of KTH-TIPS2 images largely followed the procedure used for
KTH-TIPS, though with some di�erences with regard to scale and illumination. The
images were taken with an Olympus C-3030ZOOM digital camera at a resolution
of 1280× 960 pixels. Many of the full-size images contain not only the sample, but
also some background.

Like KTH-TIPS, KTH-TIPS2 contains images at 9 scales equally spaced loga-
rithmically over two octaves. However, in KTH-TIPS2 the scale closest to the camera
corresponds to Scale 2 of KTH-TIPS. This is due to problems with focus in Scale 1
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of KTH-TIPS. The scales used are described in full in Table 2.3, and full-resolution
images from one material (Cracker B) are shown in Figure 2.6. To maintain compat-
ibility with KTH-TIPS, these scales are labeled with numbers ranging from 2 to 10
rather than 1 to 9. In other words, scale 4 in KTH-TIPS and scale 4 in KTH-TIPS2
represents the same camera-object distance.

KTH-TIPS2 contains images at the same 3 poses as KTH-TIPS (frontal, rotated
22.5�left and 22.5�right), but 4 rather than 3 illumination conditions. The 3 illumi-
nations from KTH-TIPS are used (frontal, 45�from the top and 45�from the side, all
taken with a desk-lamp with a Tungsten light bulb), and for the fourth illumination
condition we switched on the �uorescent lights in the laboratory.

At each scale 12 images were taken in a combination of three poses (frontal,
rotated 22.5� left and rotated 22.5� right) and four illumination conditions (from
the front, from the side at roughly 45�and from the top at roughly 45�, and using
ambient lighting), sample images are presented in Figure 2.6. Note that images 1-9
follow the naming convention of KTH-TIPS, whereas images 10-12 are the images
with the new, ambient, lighting condition. This gives a total of 12× 9 = 108 images
per sample. However: For �Aluminium foil�, �Linen� �Cotton� and �Cracker�, i.e. four
of the six classes already in KTH-TIPS (Table 2.2), images were acquired from 3 new
samples, and inserted the original KTH-TIPS images into the KTH-TIPS2 database
as the fourth sample with the caveat that those four samples were not captured with
ambient lighting, and only 8 scales (2-9) were available.

The 200×200 pixel patches (cropped to remove the background) may be obtained
as color PNG images for KTH-TIPS2-a (374MB) and KTH-TIPS2-b (386MB).

Table 2.2: The materials present in the KTH-TIPS2 database.

Material
Corresponding

CUReT sample number
Present in KTH-TIPS

Crumpled aluminium foil 15 ×
Cork 16
Wool 22
Lettuce leaf 23
Corduroy 42 ×
Linen 44 ×
Cotton 46 ×
Brown bread 48 ×
White bread 52
Wood 54
Cracker 59 and 60 ×

2.2.3 OUTEX database

OUTEX database [9], University of OULU Texure database, contains a collection
of surface textures and natural scenes ( at an early stage ). The collection of surface
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Table 2.3: The materials present in the KTH-TIPS2 database.

Scale number Relative scale Distance to camera (cm)
2 2−1.00 = 0.500 16.65
3 2−0.75 = 0.595 19.80
4 2−0.50 = 0.707 23.55
5 2−0.25 = 0.841 28.00
6 20.00 = 1.00 33.30
7 2+0.25 = 1.189 39.60
8 2+0.50 = 1.414 47.09
9 2+0.75 = 1.682 56.00
10 2+1.00 = 2.000 64.41

textures is regularly expanded. Recently, the database contains 320 surface textures,
both macro- and micro-textures.

Many textures in OUTEX have variations in local color content, which results
in challenging local gray scale variations in intensity images. Some textures have a
large tactile dimension, which can induce considerable local gray scale distortions.
The current database of surface textures comprises of 27054 images, in both 24-bit
RGB and 8-bit gray scale, totaling about 40 GB of disk space.

Each texture uses three di�erent simulated illuminants provided in the light
source: 2300K horizon sunlight denoted as 'horizon', 2856K incandescent CIE A
denoted as 'inca', and 4000K �uorescent TL84 denoted as 'TL84'. Every texture is
captured using six spatial resolutions (100, 120, 300, 360, 500 and 600 dpi) and nine
rotation angles (0�, 5�, 10�, 15�, 30�, 45�, 60�, 75�and 90�) .

With three illuminants, six spatial resolutions and nine rotation angles, there are
162 RGB images captured for every texture sample. Eight bit intensity images are
generated from the RGB images using the standard formula:

I = 0.299R + 0.587G+ 0.114B.

OUTEX contains three basic types of test suites: texture classi�cation ("TC"),
supervised texture segmentation ("SS"), and unsupervised texture segmentation
("US"). In this thesis, we mention only the classi�cation test suites.

The purpose of an individual test suite is to encapsulate a meaningful entity for
the purpose of empirical evaluation of a candidate texture analysis algorithm. A test
suite may contain a large number of classi�cation or segmentation problems having
a particular basic structure, but for example di�erent partitioning of the image
data into training and testing sets due to randomization, or di�erent collection of
textures. The motivation in packing a large number of problems with well de�ned
variation for example in terms of textures is to properly evaluate the robustness
of the algorithm with respect to its built-in parameters (any external parameters
provided by the user are required to remain constant throughout the suite) and
analyzed textures. Further, individual test suites may be combined into challenging
�grand suites� assessing the performance in many di�erent respects. The texture
samples are illustrated in Figure 2.7.
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Figure 2.6: Images of the materials present in the KTH-TIPS2 database.

2.2.4 UIUC database

The UIUC texture database [52] features 25 texture classes, 40 samples each, and
includes changes of viewing angle, scale, and illumination conditions. All images are
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Table 2.4: OUTEX Database: Surface categories and the number of textures.

i

Categories Number of Textures

barleyrice 11
canvas 46
cardboard 1
carpet 12
chips 23
crushedstone 8
�akes 10
�our 13
foam 4
fur 12
granite 10
granular 3
gravel 7
groats 7

ii

Categories Number of Textures

leather 5
mineral 6
paper 10
pasta 6
pellet 4
plastic 47
quartz 6
rubber 1
sand 5
sandpaper 8
seeds 13
tile 7
wallpaper 20
wood 12
wool 2

in grayscale JPG format, 640× 480 pixels.
The database consists of surfaces whose texture is due mainly to albedo vari-

ations (e.g., wood and marble), 3D shape (e.g., gravel and fur), and a mixture of
both (e.g., carpet and brick). There are signi�cant viewpoint changes and scale di�er-
ences within each class, and the illumination conditions are uncontrolled. Additional
sources of variability is added wherever possible during data acquisition. These in-
clude non-planarity of the textured surface (bark), signi�cant non-rigid deformations
between di�erent samples of the same class (fur, fabric, and water), inhomogeneities
of the texture pattern (bark, wood, and marble), and viewpoint-dependent appear-
ance variations (glass). Figure 2.8 illustrates four samples of 25 texture classes in
the database.
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Figure 2.7: OUTEX texture dataset: One example from each category. The number
in parentheses denotes the number of textures in that category. The images are
512× 512 pixels in size printed at 464 dpi and histogram equalized for visualization
purposes.
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Figure 2.8: UIUC texture dataset: Four samples each of the 25 texture classes.



Chapter 3

Local Binary Pattern

The local binary pattern (LBP) is an image operator which encodes an image into
an array or image of integer labels describing small-scale appearance of the image.
These labels or their statistics, most commonly the histogram, are then used for
further image analysis. The most widely used versions of the operator are designed
for monochrome still images but it has been extended also for color (multi channel)
images as well as videos and volumetric data. This chapter covers the di�erent
versions of the actual LBP operator in spatial domain which is commonly used for
texture classi�cation and close-related applications.

3.1 Original LBP
The original LBP was �rstly proposed in 1994 and then appeared again in a

comparative study in 1996. The introduction of the LBP ri
r,p, LBP

u2
r,p and, LBP riu2

r,p

descriptors [29] was in 2002, since then LBP began to attract broad interest of the
research community. The original LBP characterizes the spatial structure of a local
image texture pattern by thresholding a 3 × 3 square neighborhood with the value
of the center pixel and considering only the sign information to form a local binary
pattern. As illustrated in Figure 3.1, given an image pixel c, the LBP pattern at c
is computed by comparing the pixel's gray value gc with the gray values gc of its p
neighbors g0, ..., gp−1 which are distributed in an equal angle on a circle of radius r
centered at c:

LBPr,p(c) =

p−1∑
i=0

S(gi − gc)2i, S(x) =

{
1 x > 0
0 x < 0

(3.1)

In practice the neighboring pixels are sampled on a circle, such that the gray
values of neighbors which do not fall exactly in the center of pixels are estimated by
interpolation. The co-occurrence of the comparison results is recorded in LBPr,p(c),
by a unique string of binary numbers, where the sign function s() ensures that the
LBP code is invariant against any monotonic transformation of image brightness.

31



32 Chapter 3. Local Binary Pattern

Figure 3.1: (a) A typical (r, p) neighborhood type used to derive a LBP like operator:
central pixel gc and its p circularly and evenly spaced neighbors g0, ..., gp−1 on a circle
of radius r [10].

Given a texture image f(x, y), it can be characterized by the distribution of LBP
patterns, representing a whole image by a LBP histogram vector h:

hi =
∑
x,y

I{f(x, y) = i}, i = 0, ..., n− 1 (3.2)

where n is the number of LBP patterns, and

I(A) =

{
1 , if A is true
0 otherwise

(3.3)

By altering the radius r and the number of neighbors p, one can compute LBP
features for any quantization of the angular space and for any spatial resolution.
LBP has several distinctive advantages, such that it is not only easily to implement
but also is invariance to monotonic illumination changes, and low computational
complexity. Despite these merits, there are signi�cant disadvantages associated with
the original LBP such as: (1) Producing rather long histograms, overwhelmingly
large even for small neighborhoods, leading to decreased distinctiveness and large
storage requirements. (2) Capturing only the very local structure of the texture and
failing to detect large-scale textural structures. (3) Being sensitive to image rotation.
(4) Being highly sensitive to noise: the slightest �uctuation above or below the value
of the central pixel is treated the same way as a major contrast. (5) Losing local
textural information due to the use of hard, �xed and coarse quantization and only
the signs of di�erences of neighboring pixels are utilized.

To address these limitations, the traditional fundamental LBP strategy led to
three early generalizations:

3.1.1 Rotation invariant LBP

The original LBP descriptor is not rotationally invariant, a serious limitation for
many real world applications. A rotation invariant version LBP ri

r,p , of LBPr,p, was
obtained by grouping together those LBPs that are actually rotated versions of the
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same pattern, introduced by Pietikäinen et al. in [84]. Formally, the LBP ri
r,p is de�ned

as
LBP ri

r,p = min{ROR(LBPr,p, i) |i = 0, 1, ..., p− 1} (3.4)

where function ROR(x, i) performs a circular i-step bit-wise right shift on the pat-
tern binary string x, i times. Keeping only those rotationally-unique patterns leads
to a signi�cant reduction in feature dimensionality, however the number of codes in
LBPr,p still increases rapidly with p.

3.1.2 Uniform LBP

Ojala et al. in [69] observed that some LBP patterns occur more frequently than
others, therefore the uniform LBP LBP u2

r,p preserves only the uniform patterns and
groups all information contained in the nonuniform patterns. In particular, the uni-
formity measure

U(LBPr,p) =
P∑
i=1

|s(gmod(i,p) − gc)− s(gi−1 − gc)| (3.5)

counts the number of 0→ 1 or 1→ 0 transitions between adjacent bits in the binary
string of the LBP code. All patterns with U > 2 are called nonuniform patterns and
are classi�ed under a single group, thus the 2p original LBPr,p patterns are classi�ed
into p(p−1) + 3 di�erent groups, resulting in a signi�cant dimensionality reduction.

3.1.3 Rotation invariant uniform LBP

In order to obtain improved rotation invariance and to further reduce the feature di-
mensionality, building on LBP ri

r,p and LBP
u2
r,p , Ojala et al. [69] proposed the rotation

invariant uniform LBP descriptor

U(LBP riu2
r,p ) =

{∑p−1
i=0 (gi − gc) , if U(LBPr,p) 6 2
p+ 1 otherwise

(3.6)

where the uniformity measure U is de�ned in (3.5). LBP riu2
r,p classi�es all 2p LBPs

into p+ 2 distinct groups resulting in a signi�cantly lower feature dimensionality.
LBP ri

r,p has all the shortcomings of the original LBP, except for having some level
of rotation invariance. Unfortunately, the LBP ri

r,p descriptor was found to give poor
performance for rotation invariant texture classi�cation [69, 84].

In comparison with LBPr,p and LBP ri
r,p, LBP

riu2
r,p has much lower feature dimen-

sionality. Although uniform patterns are bene�cial in practice, their usage is still
heuristic, i.e. the experimental observation that the uniform patterns appear to be
fundamental properties of local image textures and have dominating proportions.
This was challenged by researchers [33, 71, 85], who argued that uniform LBPs ex-
tracted from some images containing high curvature edges, crossing boundaries or
corners are not necessarily the dominant patterns.

Many extensions and modi�cations of LBP will be discussed in the following
sections, build on the fundamental LBP strategy, seeking to increase robustness, to
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improve discriminative power, and to avoid the disadvantages of the traditional LBP
methods.

3.1.4 Multiscale LBP

A signi�cant limitation of the original LBP operator is its small spatial support
area. Features calculated in a local 3 × 3 neighborhood cannot capture large-scale
structures that may be the dominant features of some textures. However, adjacent
LBP codes are not totally independent of each other. Figure 3.2 displays three
adjacent four-bit LBP codes [86]. Assuming that the �rst bit in the leftmost code is
zero, the third bit in the code to the right of it must be one. Similarly, the �rst bit in
the code in the center and the third bit of the rightmost one must be either di�erent
or both equal to one. The right half of the �gure shows an impossible combination
of the codes. Each LBP code thus limits the set of possible codes adjacent to it,
making the �e�ective area� of a single code actually slightly larger than 3× 3 pixels.
Nevertheless, the operator is not very robust against local changes in the texture,
caused, for example, by varying viewpoints or illumination directions. An operator
with a larger spatial support area is therefore often needed.

Figure 3.2: Three adjacent LBP4,R neighborhoods are impossible to combine LBP
codes. A black disk denotes the gray level of a sample is lower than that of the center

A straightforward way of enlarging the spatial support area is to combine the
information provided by N LBP operators with di�erent P and R values. This way,
each pixel in an image gets N di�erent LBP codes. The most accurate information
would be obtained by using the joint distribution of these codes. However, such a
distribution would be overwhelmingly sparse with any reasonable image size. For
example, the joint distribution of LBP8,1, LBP u2

16,3, and LBP u
24,52 would contain

256 × 243 × 555 ≈ 3.5 × 107 bins. Therefore, only the marginal distributions of
the di�erent operators are considered even though the statistical independence of
the outputs of the di�erent LBP operators at a pixel cannot be warranted. For
example, a feature histogram obtained by concatenating histograms produced by
rotation-invariant uniform pattern operators at three scales (1, 3 and 5) is denoted
as: LBP riu2

8,1+16,3+24,5.
The aggregate dissimilarity between a sample and a model can be calculated as

a sum of the dissimilarities between the marginal distributions

LN =
N∑
n=1

L(Sn,Mn) (3.7)

where Sn and Mn correspond to the sample and model distributions extracted by
the nth operator [69]. The chi square distance or histogram intersection can also be
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a substitution for the log-likelihood measure. Although the LBP codes at various
radii are not statistically independent in the typical case, using multi-resolution
analysis often enhances the discriminative power of the resulting features. With
most applications, this straightforward way of building a multi-scale LBP operator
has resulted in good accuracy.

3.2 Relation of LBP to earlier texture methods
In this section, LBP is presented as texture descriptor in the relationship with

some others. Although LBP was not directly derived from any of the methods pre-
sented, it is very closely related to some of them. Those are co-occurrence matrix,
N-tuple methods, and texton statistics. The LBP is related to many other well-known

Figure 3.3: Relation of LBP to earlier texture methods

texture analysis features as presented in Figure 3.3 [87]. The arrows represent the
relationship between di�erent methods, and the texts next to the arrows summarize
the main di�erences of those.

The original LBP
The LBP operator was �rst introduced as a complementary measure for local

image contrast [23]. The original LBP works with the eight-pixel-neighbor, the gray
level of the center pixel used as a threshold. An LBP code for a neighborhood is pro-
duced by multiplying the thresholded values with weights given to the corresponding
pixels, and summing up the result (Figure 3.4). Since the LBP is, by de�nition, in-
variant to monotonic changes in gray scale, it is supplemented by an orthogonal
measure of local contrast. Figure 3.4 shows how to derive the contrast measure (C).
The mean value of the gray levels below the center pixel is subtracted from that
of the gray levels above (or equal to) the center pixel. Two-dimensional distribu-
tions of the LBP and local contrast measures are used as features. The operator is
called LBP/C, and good discrimination accuracy were reported in [23] with textures
selected from the photographic album of Brodatz.

Cooccurrences and graylevel di�erences
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Figure 3.4: Calculating the original LBP code and a contrast measure

The graylevel cooccurrence(GLC) statistics were �rst described by Haralick et
al. in 1973. Typically, GLC features are extracted in two stages.

1) A set of gray-level co-occurrence matrices (GLCM) is computed. This is done
by selecting a few displacement operators, with which the image is scanned. Some
typical sets of displacements are shown in Figure 3.5. While processing an image, all
the pairs of pixels are found and positioned relative to each other as the displacement
operator indicates. A statistic of the gray levels of these pixel pairs is collected into
a two dimensional co-occurrence matrix. The number of rows and columns in this
matrix equals the number of gray levels in the image. It means that the co-occurrence
matrix represents the joint probability of the pairs of gray levels which occur at
pairs of points separated by the displacement operator proposed in [88]. Since the
co-occurrence matrix collects information about pixel pairs instead of single pixels,
it is called a second-order statistic.

Figure 3.5: Displacement operators for the calculation of co-occurrence matrices.

2) In the second stage, actual features are extracted from an averaged co-occurrence
matrix, or by averaging the features calculated from di�erent matrices. The co-
occurrence matrices give information regarding the homogeneity of an image, its
contrast, and linearity, etc. [88] or choosing �ve e�cient measures [89] extracted
from the GLCMs: energy, entropy, correlation, homogeneity and inertia.

The gray-level di�erence (GLD) methods closely resemble theWeszka's co-occurrence
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approach [27]. The main di�erence is that instead of the absolute gray levels of the
pair of pixels, their di�erence is utilized. By this way it is possible to achieve in-
variance against changes in the overall luminance of an image. Another advantage
is that in natural textures, the di�erences tend to have a smaller variability to the
absolute gray levels, resulting in more compact distributions. As features, Weszka
et al. [27] proposed to use the mean di�erence, the entropy of di�erences, a contrast
measure, and an angular second moment.

Valkealahti et al. [90] presented a method in which multi-dimensional co-occurrence
distributions were utilized. In their approach, the gray levels of a local neighbor-
hood are collected into a high-dimensional distribution, whose dimensionality is
reduced with vector quantization. For example, if the eight-neighbors are used, a
nine-dimensional (eight neighbors and the pixel itself) distribution of gray values
is created instead of eight two-dimensional co-occurrence matrices. An enhanced
version of this method was later utilized by Ojala et al. [91] with signed gray-level
di�erences.

According to the derivation of LBP [87], it is apparent that LBP can be regarded
as a specialization of the multi-dimensional signed gray-level di�erence method. The
reduction of dimensionality is directly achieved by considering only the signs of the
di�erences, which makes the use of vector quantization unnecessary. A comprehen-
sive comparison of the original LBP, the LBP/C, GLCM, GLD, and many other
methods has been carried out by Ojala et al. [23].

Texture spectrum and N-tuple methods

At the turn of the 1990s, He & Wang introduced a new model of texture analysis
based on the so-called texture unit (TU) [92, 93]. In their model, texture information
was collected from a 3×3 neighborhood, which was divided into three levels according
to the value of the center pixel. Each neighbor got the label 0, 1, or 2 depending on
whether it was below, equal to or above the gray level of the center pixel, respectively.
This resulted in a total number of 38 = 6561 di�erent texture units which were
collected into a feature distribution called texture spectrum (TS). The method is
called �TUTS� in the literature. The TUTS method [92] closely resembles the original
LBP. The only di�erence is that TUTS uses three levels of thresholding whereas LBP
uses two levels.

The N-tuple method was �rstly described in [94], it is closely resemble the TUTS
method. The main di�erence is that TUTS considers the eight-neighbors of a pixel
whereas N-tuples consider N arbitrary samples. Patel et al. [95] �rst used oriented N-
tuple operators which globally thresholded binary images using one-layer neural net-
work. The method was named the binary texture co-occurrence spectrum (BTCS).
The BTCS method was soon extended to gray-scale images in [96], resulted in a
gray level texture co-occurrence spectrum (GLTCS). The rank coding was used as a
measure to reduce the dimensionality of the features. Later, Hepplewhite & Stonham
[97] returned to the binary representation by using the BTCS with binarized edge
images. This method was called the zero crossings texture co-occurrence spectrum
(ZCTCS).

The concept of arbitrarily sampled �neighborhoods� in the N-tuple methods can
be considered as a precursor of the circular sampling in LBP. Furthermore, the binary
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N-tuples in the BTSC method closely resemble LBP codes. The main di�erence is
in the binarization, which is done locally in the LBP. Unfortunately, there has been
no reports found which compares the LBP and the N-tuple methods.

Texton statistics

Textons were originally used by Julesz in [5] as the fundamental units of human
preattentive texture discrimination. According to that research, textures consisted
of separated binary texture primitives � orientation elements, crossings and termi-
nators. Until recently, this model was not extended to gray-scale textures. Malik et
al. [30] mentioned again the term �texton� in a study of texture segmentation. In
their model, multi-dimensional features are created by �ltering with a Gabor �lter
bank, and representative vectors (i.e. textons) are formed by k-means clustering.
The texton vocabulary is created once for a set of textures, and used in describing
all textures in it. Distributions of textons are used for texture description. Later, a
number of works [30, 50, 98] have used similar models for recognizing textures in
the CUReT database [47].

Varma et al. [98] considered the Gabor-based textons as micro-primitives. How-
ever, even the smallest Gabor �lters calculate the weighted mean of pixel values
over a small neighborhood. LBP in turn considers each pixel in the neighborhood
separately, thus providing even more �ne-grained information. LBP can therefore
be regarded as a micro-texton, as opposed to the Gabor-based macro-textons. An-
other di�erence is that in LBP there is no need to create an application speci�c
texton vocabulary. Instead, a generic vocabulary of micro-textons can be used for
most purposes. The �Gabor texton� approach was recently compared to the LBP
by Pietikäinen et al. [99] with 3-D textures from the CUReT database. The LBP
provided better performance even with a more challenging set of textures and with
a signi�cantly smaller computational overhead. Later, Sánchez-Yáñez et al. [100]
introduced a method called �coordinated clusters representation� (CCR) for texton-
based texture discrimination. The CCR method extracts 3× 3 neighborhoods from
a globally binarized image, and uses the distribution of these local �textons� as a
texture feature. The idea is very similar to the LBP with the di�erence of global
binarization.

3.3 LBP variants
The success of LBP methods in di�erent computer vision problems and ap-

plications has inspired many researchers to study for various variants. Due to its
simplicity the LBP method can be easily modi�ed to make it suitable for the needs
of di�erent types of problems. The original LBP has also some shortcomings that
need to be eliminated. Therefore, several extensions and modi�cations of LBP have
been proposed with an aim to increase its robustness and discriminative power. In
this section di�erent variants are divided into such categories that describe their
roles in feature extraction. Some of the variants could belong to more than one cat-
egory, but in such cases only the most obvious category was chosen. A summary
of the variants is presented hereafter, and (Figure 3.6) illustrates a general feature
extraction pipeline using LBP, where the actual sequence of stages taken clearly
depends on the particular LBP method. The choice of a proper method for a given



3.3. LBP variants 39

application depends on many factors, such as the discriminative power, computa-
tional e�ciency, robustness to illumination and other variations, and the imaging
system used. Therefore the LBP (and LBP with contrast) operators presented in
the previous sections will usually provide a very good starting point when trying to
�nd the optimal variant for a given application.

Figure 3.6: A typical LBP feature extraction pipeline [10].

3.3.1 Preprocessing

Preprocessing the input image before extracting LBP features is useful in many
applications. It is commonly agreed that LBP captures small and �ne details while
Gabor �lters encode appearance information over a broader range of scales. Thus,
it is believed that Gabor �ltering and LBP provide complementary information.
For example, Local Gabor Binary Patterns (LGBP) [101] extracts LBP features
from images obtained by �ltering an image with 40 Gabor �lters of di�erent scales
and orientations. This is a high performance method, its shortcoming is the high
dimensionality of the LGBP representation. Vu at al. [102] developed an e�ective
preprocessing technique. It is composed of di�erence of Gaussian (DoG) �ltering,
and thresholding to split a input image into two maps. LBP codes are then computed
on these maps.

In some studies, edge detection has been used prior to LBP computation to
enhance the gradient information. Local edge patterns (LEP) [103] is an example of
this type, in this method the local edge patterns (LEP) are used with color features
for color texture retrieval. In LEP, the Sobel edge detection and thresholding are
used to �nd strong edges, and then LBP-like computation is used to derive the LEP
patterns.

Also other types of preprocessing have been applied prior to LBP feature extrac-
tion. For example, Patterns of Oriented Edge Magnitudes (POEM) [104] 1)�rstly
computes the gradient of the input image, 2) then incorporates gradient information
from neighboring pixels by computing a local histogram of gradient orientations over
all cell pixels. 3) the gradient magnitude at the pixel is computed. 4) �nally, encodes
the accumulated magnitudes using LBP operator within a block. The advantage of
this method is computationally e�cient.
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3.3.2 Neighborhood topology and sampling

One important factor which makes the LBP approach so �exible to di�erent types
of problems is that the topology of the neighborhood from which the LBP features
are computed can be di�erent, depending on the needs of the given application.

The traditional LBP method identi�es a neighborhood as a set of pixels on
a circular ring. However, there have been many di�erent neighborhood topologies
de�ned, Figure 3.7 illustrates such a variety.

The extraction of LBP features is usually done in a circular or square neighbor-
hood. A circular neighborhood is important especially for rotation-invariant opera-
tors. However, in some applications, such as face recognition, rotation invariance is
not required, but anisotropic information may be important. To exploit this, Liao et
al. proposed Elongated Local Binary Patterns (ELBP) [105] for face recognition. For
this speci�c application domain, the anisotropic information is more important than
rotation invariance. Comparing with the conventional LBP, anisotropic structures of
the facial images can be captured e�ectively by the proposed approach using elon-
gated neighborhood, an ellipse shape (Figure 3.7 (c2)). There are three parameters
related to the ELBP approach: (1) The long axis of the ellipse; (2) The short axis
of the ellipse; (3) The number of neighboring pixels. The X and Y coordinates, gix
and giy, of each neighbor pixel gi (i = 1, 2...,m) with respect to the center pixel is
de�ned by Equations 3.8 and 3.9 respectively,

Ri =

√
A2B2

A2sin2θi +B2cos2θi
(3.8)

gix = Ricosθi, giy = Risinθi (3.9)

where θi = (360
m

(i−1)). If the coordinates of the neighboring pixels do not fall exactly
at the image grid, then the bilinear interpolation technique is applied.

In the literature, a so called Average Maximum Distance Gradient Magnitude
(AMDGM) was proposed to e�ectively capture gradient magnitude information.
AMDGM embeds the gray level di�erence information between the reference pixel
and neighboring pixels in each ELBP pattern. It is found that the ELBP and
AMDGM features are well complement with each other. To de�ne AMDGM, the
concept of distance gradient magnitude (DGM) was �rstly introduced. For each
ELBP pattern, there are three parameters: A,B and m denoting the long axis,
short axis and the number of neighboring pixels. Then, the distance gradient magni-
tude for each neighboring pixel gi, given the center pixel gc, is de�ned by Equation
3.10,

|OdI(gi, gc)| =
|Igi − Igc |
|vi − vc|2

(3.10)

where v = (x, y) denotes the pixel position, Igi and Igc are the intensities of the
neighbor pixel and the reference pixel respectively. Based on the de�nition of DGM,
the maximum distance gradient magnitude G(v) is de�ned by Equation 3.11,

G(v) = maxgi |OdI(gi, gc)| , i = 1, 2, ...,m (3.11)
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Figure 3.7: LBP variants' neighborhood topologies [10].
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Suppose that, in an input image, for each type of uniform ELBP patterns Pi(i =
1, 2, ...,m), its occurrence is Ni. Then, the average maximum distance gradient mag-
nitude (AMDGM) A(Pi) for each type of uniform patterns is de�ned by Equation
3.12,

A(Pi) =

Ni∑
k=1

G(vk)

Ni

(3.12)

where vk ∈ Pi, the AMDGM feature has more advantage over the conventional
gradient magnitude as it encodes the spatial information (i.e. the distance from the
neighbor pixel to the reference center pixel) into consideration. It is essential because
the neighborhood distribution is no longer isotropic. The distance from each neigh-
borhood pixel to the reference pixel can be di�erent, unlike the conventional LBP.
The AMDGM feature is well complement with ELBP because the ELBP provides
pattern type distribution and the AMDGM feature implies the general gradient
information with spatial information for each type of uniform patterns.

Also, Nanni et al. generalized in [106] to parabolic, hyperbolic, and spiral neigh-
borhood topologies, with points detailed in Table 3.1 and in Figure 3.7 (c1-c5) for
the neighborhood de�nition.

Table 3.1: Loci of points used for neighborhood topologies.

Loci of points Equation Parameters

Circle x2 + y2 = r2 r is the circle radius
Ellipse x2

a2
+ y2

b2
= 1 a, b are the semimajor and semiminor

axis lengths
Parabola y = −1

c
x2 + 2c c is the distance between vertex and fo-

cus
Archimedean spiral r = a+ bθ (r, θ) represent the polar coordinates;

the parameter a turns the spiral, while
b controls the distance between succes-
sive turnings

Another di�erent topology was introduced in the Local Line Binary Pattern
(LLBP) [107], which uses vertical and horizontal lines for LBP neighborhood sam-
pling. The basic idea of LLBP is to �rst obtain the Line binary code along with
horizontal and vertical direction separately and its magnitude, which characterizes
the change in image intensity such as edges and corners, is then computed. Mathe-
matically,

LLBPh(N, c) =
c−1∑
n=1

s(hn − hc).2(c−n−1) +
N∑

n=c+1

s(hn − hc).2(n−c−1) (3.13)

LLBPv(N, c) =
c−1∑
n=1

s(vn − vc).2(c−n−1) +
N∑

n=c+1

s(vn − vc).2(n−c−1) (3.14)

LLBPm =
√
LLBP 2

h + LLBP 2
v (3.15)
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where LLBPh, LLBPv, LLBPm are LLBP on horizontal direction, vertical direc-
tion, and its magnitude respectively. N is the length of the line in pixel, c =

⌈
N
2

⌉
is

the position of the center pixel hc on the horizontal line and vc on the vertical line, hn
is the pixel along with the horizontal line and vn is the pixel along with the vertical
line, and s() is the LBP sign function (s(x) = 1 if x ≥ 0, otherwise s(x) =
0).

Further generalized in the Local Quantized Pattern (LQP) [108], which exploits
vector quantization and lookup tables to allow a larger or deeper neighborhood and
more quantization levels. By sampling larger local neighborhoods (Figure 3.7, (d)-
(e)), LQP is expected to provide an increase in discriminative power. However, the
number of di�erent LBP patterns increases exponentially with the size of the spatial
support of the pattern and the number of quantization levels.

Many di�erent neighborhood geometries were used by LQP, these are horizontal
(H), vertical (V), diagonal (D) and antidiagonal (A) strips of pixels; combinations
of these like horizontal-vertical (HV), diagonal-antidiagonal (DA) and horizontal-
vertical-diagonal-antidiagonal (HVDA); and traditional circular and disk-shaped re-
gions (see Figure 3.7, (d)-(e) for sampling topologies). By default LQP compares
each noncentral pixel to the central one, but LQP also tests �center symmetric� (CS)
codes, where each pixel is compared to the diametrically opposite one. Geometries
will be described by notation such as HV 3

7 , where HV denotes the neighborhood
shape (here a horizontal-vertical cross), the subscript indicates the neighborhood
diameter (here 7 pixels) and the superscript indicates the quantization level (here
native ternary coding - 3* denotes split ternary coding and 2 binary coding).

3.3.3 Complementary descriptors

The standard LBP encoding rule thresholds all neighboring pixel values against the
single, central pixel. This thresholding o�ers an encoding of a neighborhood with
regard to its central value, but all relations between pixels in the neighborhood are
lost. Therefore a class of methods has been proposed to generate LBP codes based
on simple local di�erences or magnitudes among neighbors.

Most fundamental was the idea of A Completed Modeling of Local Binary Pat-
tern Operator (CLBP)[24] to decompose local di�erences into two complementary
components: the signs and the magnitudes, corresponding to operators CLBP_S
and CLBP_M, respectively. CLBP_S is therefore the same as the original LBP,
and CLBP_M o�ers local contrast (variance) information. Local di�erence infor-
mation was proposed in [74], measuring radius di�erences (RDLBP) and angular
di�erences (ADLBP), as illustrated in Figure 3.7(h, i). Related to ADLBP in taking
angular di�erences are the center-symmetric LBP (CSLBP) [109] of Figure 3.7(g),
the binary gradient contours (BGC) [110] of Figure 3.7(l), Transition Local Binary
Patterns (tLBP) [111] of Figure 3.7(k), and the directional LBP (dLBP) of Fig-
ure 3.7(j). The Local Neighboring Intensity Relationship Pattern (LNIRP) [112]
is similar, but is based on second-order derivatives in the circular direction. Al-
though the literature gives the impression that the angular-LBP family has been
studied more intensively than radial di�erences, from [74] the RDLBP is more ef-
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fective than ADLBP for texture classi�cation. Rather than dense local neighbor-
hoods, the Geometric Local Binary Pattern (GLBP) explores intensity changes on
oriented neighborhoods, meaning a geometry of points on circles with di�erent radii;
the neighborhood topology of multi-scale RDLBP and multi-orientation GLBP are
nearly the same, the di�erence lies in the subset of radial di�erences they choose to
generate an LBP code. The Local Derivative Pattern (LDP) is a general framework
to encode directional pattern features based on local derivative variations, such that
the (n)th-order LDP compares the (n− 1)th-order directional derivative at the cen-
ter pixel with those at neighboring pixels. LBP is essentially the �rst-order special
case of LDP. The third-order LBP was found to be most e�ective in the context of
recognition experiments.

3.3.4 Patch-based LBP methods

The traditional LBP methods and many variants are criticized for encoding only
local micro-texture and losing nonlocal macro-texture that may be dominant in
some cases. By contrast, patch-based LBP variants integrate over larger areas to
capture macro-structure information. There are many mechanisms for introducing
non-locality, including Three and Four Patch LBP (TPLBP) [113], and Patterns
of Oriented Edge Magnitudes (POEM) [114], Binary Rotation Invariant and Noise
Tolerant (BRINT) [33], and Median Robust Extended LBP (MRELBP) [34]. These
methods are all related, with variations on the shapes of the patches (rectangu-
lar, square or pixel arc), �ltering (raw pixels or �ltered values), the nature of the
central comparison (single pixel, patch mean, or patch median), whether one or
multiple rings of patches are used, and whether directional or gradient information
is captured. LBP has also led to local binary feature descriptors designed for im-
age matching, including Binary Robust Independent Elementary Features (BRIEF)
[115], Binary Robust Invariant Scalable Keypoints (BRISK) [116] and Fast Retina
Keypoint (FREAK) [117], shown in Figure 3.7(v), (w) and (x) respectively. BRIEF
uses random pairwise gray level pixel or Gaussian smoothed pixel comparisons to
produce 128, 256 or 512 bit binary patch descriptors for key-point matching. These
binary descriptors provide a comparable matching performance with the widely-used
region descriptors such as SIFT [11] and SURF [118], but have very short extraction
times and very low memory requirements, especially suitable for emerging appli-
cations using mobile devices with limited computational capabilities. Comparative
evaluations of these descriptors can be found in [119].

3.3.5 Thresholding and quantization

A shortcoming of the original LBP operator is that the thresholding operation di-
rectly compares pixel values, making it highly sensitive to noise. Researchers have
proposed many LBP variants by changing thresholding schemes to gain noise ro-
bustness and discrimination power.

Instead of using only the gray value of the center pixel for thresholding, many
other techniques also have been considered, including local means (NILBP [74]), and
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one or more shifted thresholds (TMLBP [120]).
Of these methods, ILBP and MBP also code the value of the center pixel, re-

sulting in a doubling in the number of LBP bins. Similarly, the UTGLBP applies a
union of multiple TMLBP features computed with di�erent thresholds, thus able to
capture a distribution of behavior, but at a cost of a signi�cant increase in feature
dimensionality.

The variants can also come form the changes in number of quantization levels.
The pioneering approach here is the Texture Spectrum (TS) [92], which actually
predates LBP. TS uses an additional parameter, τ , which de�nes a tolerance for
similarity between di�erent gray intensities, allowing for robustness to noise, however
at 38 = 6561 bins, TS has a far higher dimensionality than 28 = 256 of those from
LBP.

Motivated by TS and LBP, [121] introduced a split coding scheme in order to
reduce the dimensionality and proposed LTP. The pair of thresholds leads to an
important strength: LTP is capable of encoding pixel similarity modulo noise using
the simple rule that any two pixels within some range of intensity are considered
similar. Subsequent to [121] many LTP variants were proposed in the literature. In
[106] a quinary code was proposed, with two thresholds further split into four binary
codes. In [122] the SILBP was proposed to deal with gray scale intensity changes in
complex backgrounds, but again at high feature dimensionality. In a related strategy,
some researchers proposed to encode small pixel di�erence as an uncertain bit �rst
and then to determine its value based on the other bits of the LBP code, such as
the SoftLBP [123], and Noise Resistant LBP (NRLBP) [124].

FLBP and NRLBP allow multiple LBP patterns to be generated at one pixel
position, but at considerably increased computational cost. As a result, the NRLBP
[124] was proposed as a lower-complexity improvement on FLBP. In NRLBP, only
the uniform patterns are with a simpli�ed contribution weight, which allows the
complex method of FLBP to be replaced with a lookup table. Extended LBP (ELBP)
presented in [125] generates multiple LBP codes at a pixel position in a di�erent
way. The ELBP operator not only encodes the sign information between the central
pixel and its neighbors, but also encodes the magnitudes using some additional
binary units in an interesting way. The Improved Local Ternary Pattern (ILTP) [126]
combines ILBP and LTP in that the LTP code is split into positive and negative
ILBP codes.

3.3.6 Encoding and regrouping

The original LBP operator produces rather long histograms of 2p distinct patterns,
overwhelmingly large even for small neighborhoods, leading to poor discriminative
power and large storage requirements. It is clear that not all local patterns are
meaningful for modeling the characteristics of textures or other image types, thus
researchers have attempted to obtain more discriminative, robust and compact fea-
tures by identifying the most informative pattern groups according some criteria:
(1) Heuristic groupings, (2) Co-occurrence groupings, (3) Learning strategies.

Encoding can be based on heuristically grouping LBPs into classes. The goal here



46 Chapter 3. Local Binary Pattern

Figure 3.8: Examples illustrating four closely-related LBP variants. Empty and �lled
circles correspond to bit values of 0 and 1, respectively. The number in the center
of each pattern is just a category label, with red patterns indicating the collecting
of multiple patterns into one group. Thus the uniform LBP has 58 patterns (a), 30
groups in SULBP (b), 29 di�erent groups in CRLBP (c), and 30 di�erent groups
in semantic LBP (d). (For interpretation of the references to color in this �gure
caption, the reader is referred to the web version of this paper.) [10].

is to attempt to develop a di�erent grouping scheme to regroup all LBP patterns to
improve on the traditional descriptors. Figure 3.8 and Figure 3.9 visually depict the
grouping behavior for a number of methods.

Symmetric Uniform Local Binary Pattern (SULBP) [127], Non Redundant LBP
(NRLBP) [128] and semantic Local Binary Pattern (sLBP) [129], all illustrated in
Figure 3.8, share the common idea in regrouping the uniform LBPs to obtain lower
feature dimensionality and higher discriminative ability than LBP u2

r,p . Thus SULBP
asserts that uniform patterns representing �edg� and �corne� occur more frequently
in face images than those representing �line en� and are more discriminative, NRLBP
[130] is designed to be robust to inverted changes of the background and foreground
intensities for object detection, and sLBP [129] groups the uniform patterns with
similar arch length (number of consecutive 1s) and close orientations together.

Noise Tolerant Local Binary Pattern (NTLBP) [131], Sorted Local Binary Pat-
tern (SLBP) [132], Local Binary Count (LBC) [133], and sorted consecutive Local
Binary Pattern_Sign (scLBP_S) [134] are closely related LBP variants which are
designed to make better use of the nonuniform patterns instead of discarding them,
with illustrations given in Figure 3.9. The groups in scLBP_S are highly similar
to those in LBP ri

r,p [134]. Similar to scLBP_S, scLBP_M, which is derived from
CLBP_M [24], was also proposed in [134].

Another way of LBP encoding is the aggregation of LBP codes depending upon
Co-occurrence. The use of co-occurrences of LBP (CoLBP) patterns is borrowed from
Gray Level Co-occurrence Matrices (GLCM) [26]. The general idea is to consider
the joint probability of pairs of LBPs at certain relative displacements.

Traditional methods for making the GLCM matrix rotation invariant can be ap-
plied to CoLBP, such as summing multiple CoLBP over orientation. However, there
is an essential di�erence between applying GLCM to image gray values and to LBP
codes; in particular, unlike a gray value, an LBP pattern has spatial structure and
orientation. Researchers have thus proposed methods to achieve rotation invariance
either at the local feature level or at the co-occurrence level, or both. The key for
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Figure 3.9: A continuation from Fig. 3, with shading indicating bit value and num-
bers indicating category labels, comparing nine strategies in space of uniformity
U(4) and O value denotes the number of 1s in a pattern. Empty and �lled circles
correspond to bit values of 0 and 1, respectively. For example, the non-uniform LBP
codes, with a uniformity U > 2, may be preserved (a), lumped into a single category
(b), divided into a few categories (e), or not be preserved at all (h) [10].
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the computation of rotation invariant at the co-occurrence level is to construct a
rotation invariant coordinate system for each pair of LBP patterns.

Pairwise Rotation Invariant Co-occurrence LBP (PRICoLBP) [135] was proposed
to achieve global rotation invariance by sampling the neighboring point along the
unit gradient direction or the unit normal direction at the center point. The method
was further extended PRICoLBPg to multi-scale and multi-orientation analysis by
sampling multiple neighboring points along the gradient direction and norm direc-
tion at the center pixel, but resulting in a fairly high dimension feature. Instead
of considering co-occurrences of LBPs at di�erent locations, some strategies encode
the pairwise information of LBPs at the same location but from various scales, such
as Multiscale Joint encoding LBP (MSJLBP) [136].

LBP method can also be encoded by learning their discriminative labels. This en-
coding learns the most reliable and discriminative dominant patterns; representative
work along this line includes Dominant Local Binary Pattern (DLBP) [71], Discrim-
inative Local Binary Pattern (disLBP) [76], Labeled Dominant RICoLBP (LDRI-
CoLBP) [137] and Learning discriminative LBP patterns with AdaBoost (ABLBP)
[138].

DLBP [71] uses the most frequently occurring LBP patterns while discards those
rarely occurring ones by examining the occurrence frequencies of the rotation in-
variant LBP groups. disLBP [76] improves on DLBP by considering the intra-class
similarity and inter-class distance during learning. Similarly, LDRICoLBP [137]
learns co-occurrencing LBP patterns by using DLBP and disLBP's learning schemes.
ABLBP [138] uses AdaBoost to select the most discriminative LBP pattern groups.

Almost all heuristic regrouping methods have fairly low feature dimensionality,
which is bene�cial when generalizing to multiscale analysis and does not increase
the computational complexity over traditional LBP methods. In contrast, the co-
occurrence LBP methods attempt to increase discriminative power by including spa-
tial co-occurrence information with a considerable dimensionality increase, resulting
in limiting the number of neighbors to be at most eight for multiscale analysis. While
the learning based methods in have moderate feature dimensionality, they require a
pre-training step.

3.3.7 Combining with complementary features

A common branch in the development of new e�ective local image and video descrip-
tors is to combine the strengths of complementary descriptors. From the beginning
the LBP operator was designed as a complementary measure of local image contrast.
In many recent studies proposing new texture descriptors the role of the LBP con-
trast has not been considered when comparing LBP to the new descriptor. The use
of LBP (or its simple robust version using a non-zero threshold [120], can still be the
method of choice for many applications, and should be considered when selecting a
texture operator to be used. An interesting alternative for putting the local contrast
into the one-dimensional LBP histogram was proposed by Guo et al. [72].

One category of complementary descriptors is to combine with other prepro-
cessing techniques. A high performance preprocessing technique proposed by Vu et
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al. [102], the biologically-inspired �ltering (BF) approach, belongs to this category
of complementary descriptors. This technique simulates the performance of human
retina in such a way that it applies a DoG �lter to detect the �edges�, and then splits
the �ltered image into two �maps� alongside edges. The feature extraction step is
then carried out on the two �maps� instead of the input image. Another widely used
preprocessing method before LBP computation is Gabor �ltering. This is because
Gabor �ltering and LBP provide complementary information: LBP captures small
and �ne details, while Gabor �lters encode appearance information over a broader
range of scales. The pioneering work is LGBP [101]. It �lters an image with multi-
scale and multi-orientation Gabor �lters and then extracts LBP features from Gabor
magnitude images. A downside of LGBP includes its high dimensionality and the
extra computation burden introduced by �ltering. Following LGBP, Gabor prepro-
cessing has also been coupled with other LBP variants to further boost recognition
performance, such as Local Quantized Patterns (LQP) [108]. Zhang et al. [139] pro-
posed Local Energy Pattern (LEP) for texture classi�cation, where multi-scale and
multi-orientation Gaussian-like second-order derivative �lters are used to �lter the
original image. Di�erent from LGBP where each �lter response map is converted
to one LBP feature map, the �lter responses from the same scale but across all
orientations are used to generate a LBP type feature map. LEP encodes the rela-
tionship among di�erent feature channels using N-nary coding scheme instead of
binary coding scheme. A downside of LEP is that it requires pretraining. Similar
to LEP, BSIF [140] describes each pixel's neighborhood by a binary code which is
obtained by �rst convolving the image with a set of linear �lters and then binarizing
the �lter responses. The bits in the code string correspond to binarized responses
of di�erent �lters. However, BSIF learns the �lters by utilizing statistics of natu-
ral images instead of a manually prede�ned set of �lters. Qian et al. [73] proposed
�rst to transform an image into spatial pyramid domain and then to compute the
traditional LBP descriptors, and named their method as Pyramid LBP (PLBP).

Li et al. [141] proposed an LBP variant named Scale and Rotation Invariant
SubUniform LBP (LBP sri_su2

r,p ) for texture classi�cation. The radius for computa-
tion of an local binary pattern at each pixel is de�ned as the characteristic scale of
the local patch centered at that pixel. Di�erent pixels have di�erent characteristic
scales, resulting in local scale invariance. The subuniform pattern groups de�ned
by Li et al. [141] are essentially the same as the rotation variant uniform groups in
LBP u2

r,p . After obtaining the subuniform histograms, a circular shift LBP histogram
is computed to obtain rotation invariance. Note that the circular shifting of the
subuniform histograms is actually the same as the glob al matching scheme pro-
posed in [89], which was applied in LBPV u2

r,pGMPD2. Li et al. [141] showed a good
discrimination capability of LBP sri_su2

r,p for texture classi�cation. Davarzani et al.
[142] proposed Weighted Rotation and Scale Invariant LBP (WRSI LBP) to address
rotation and scale variations in texture classi�cation. To achieve rotation invariance,
dominant orientation needs to be estimated for each pixel in a image. To achieve
scale invariance, an approach similar to the one used in LBP

sri_su2
r,p [141] is used.

Furthermore, Davarzani et al. [142] used the minimum magnitude of local di�er-
ences as an adaptive weight to adjust the contribution of an LBP code in histogram
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calculation, resulting WLBP operator. One downside of LBP sri_su2
r,p and WRSI LBP

is that characteristic scale and dominant orientation estimation is computationally
expensive and unreliable.

Complementary descriptors can also be formed by combining multiple LBP-like
codes. Guo et al. [24] can be known as the �rst authors who combine multiple LBP
type features. They proposed to decompose the image local di�erences between a
center pixel and its neighbors into two complementary components, the signs (sp)
and the magnitudes (mp), and therefore two operators CLBP_S and CLBP_M were
proposed.

sp = s(gp − gc), mp = |gp − gc| (3.16)

where gp, gc, and S(x) =

{
1 x > 0
0 x < 0

.

Two operators called CLBP-Sign (CLBP_S) and CLBP-Magnitude (CLBP_M)
are encoded, where the CLBP_S is equivalent to the conventional LBP, and the
CLBP_M measures the local variance of magnitude. The CLBP_M is de�ned as
follows:

CLBP_MP,R =
P−1∑
p=1

t(mp, c)2
p, t(x, c) =

{
1, x ≥ c
0, x < c

(3.17)

where the threshold c is set as the mean value of mp of the whole image. Guo et
al. observed that the center pixel, which expresses the image local gray level, also
has discriminative information. Thus, they de�ned an operator named CLBP-Center
(CLBP_C) to extract the local central information as follows:

CLBP_CP,R = t(gc, cI) (3.18)

where threshold cI is set as the average gray level of the whole image. By combining
the three operators CLBP_S, CLBP_M and CLBP_C, signi�cant improvement
is made for texture classi�cation compared to the original LBP.

The Completed Local Binary Count (CLBC) approach [133] is highly similar
to CLBP, but with a di�erent binary patterns regrouping scheme. Guo et al. [76]
combined CLBP and disLBP to introduce disCLBP. Liu et al. introduced CINIRD
in [74], which is the joint distribution of NILBP, RDLBP and CILBP, turned out to
be very discriminative.

CLBP, CLBC and CINIRD are highly sensitive to image noise, high in dimen-
sionality and being too local. To overcome these shortcomings, Liu et al. recently
proposed Binary Rotation Invariant and Noise Tolerant (BRINT) [143] and Median
Robust Extended LBP (MRELBP) [34]. BRINT combines three individual descrip-
tors BRINT_S, BRINT_M and BRINT_C. Unlike CLBP and CINIRD where only
rotation invariant uniform patterns are considered, BRINT uses all the rotation in-
variant patterns to avoid the risk of the uniform patterns not taking the dominant
proportion. In BRINT, pixels are sampled in a circular neighborhood, but keeping
the number of bins in a single-scale LBP histogram constant and small, such that
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arbitrarily large circular neighborhoods can be sampled and compactly encoded over
a number of scales. BRINT can extract features from a number of scales with low
feature dimensionality. Moreover, BRINT was showed to be robust to noise.

In order to encapsulate microtexture and macrotexture information at the same
time and further to enhance the discriminative power and noise robustness, Liu et al.
[34] presented MRELBP to combine MRELBP_NI, MRELBP_RD andMRELBP_CI.
Although MRELBP was derived based on CINIRD, it outperformed CINIRD sig-
ni�cantly, especially in random noise corrupted situations. Moreover, MRELBP has
much lower feature dimensionality than other methods in this subcategory. Ryu et
al. [134] developed a method to represent a local binary pattern as a feature vec-
tor in Euclidean space by sorting numbers of consecutive patterns. In [134], they
applied the idea to CLBP_S and CLBP_M, resulting in three new LBP type fea-
tures scLBP_S, scLBP_M+ and scLBP_M- (CLBP_M was separated into two
features) which was concatenated into a single feature vector named scLBP. Subse-
quently, Ryu [134] introduced dictionary learning of scLBP based on kd-tree which
separates data with a space partitioning strategy. Guo et al. [144] proposed Scale
Selective LBP (SSLBP) with the aim of addressing scale variation for texture classi-
�cation. In SSLBP, a scale space of a texture image is �rstly derived by a Gaussian
�lter; Then a histogram of pre-learned dominant binary patterns is built for each
image in the scale space; Finally, for each pattern, the maximal frequency among
di�erent scales is considered as the scale invariant feature. Essentially, SSLBP com-
bines the ideas of DLBP [71] and CLBP (CLBP_CS and CLBP_CM) [24] to learn
the dominant binary patterns.

Finally, combining LBP and other complementary features is also a popular
approach. From the very beginning the original LBP operator was designed as a
complementary measure of local image contrast, and the joint histogram of the two
complementary features, namely LBP/VAR, was proposed for rotation invariant
texture classi�cation. However, the value of VAR is continuous so that a quantization
step is needed to calculate the histogram.

Ahonen et al. [144] proposed LBP Histogram Fourier features (LBPHF) to achieve
rotation invariance globally by combining LBP and Discrete Fourier transform (DFT).
LBPHF is derived by �rst computing a uniform LBP histogram over the whole im-
age, and then constructing rotationally invariant features from the DFT transform of
the histogram. Later in [75], LBPHF is combined with the CLBP_S and CLBP_M
descriptors [24] to further improve its distinctiveness.

Guo et al. [72] proposed LBPV to incorporate the local contrast information into
the LBP histogram by utilizing the variance VAR as a locally adaptive weight to ad-
just the contribution of each LBP code. LBPV avoids the pretraining step for VAR
quantization used in [69]. Likewise, Guo et al. [72] also obtained rotation invariance
globally. They estimate the principal orientation of an image from the uniform LBP
histogram and then use the estimated principle orientation to align the LBPV fea-
tures. This raises two issues. For one, it is unstable and inaccurate to estimate the
dominant orientation of a texture image since lots of texture images do not have an
obvious principle orientation. For another, their proposed global matching procedure
have to handle high dimensional feature. Arguing that local variance feature VAR is
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an isotropic measurement and fails to capture orientation information in textures,
Guo et al. developed Adaptive Local Binary Pattern (ALBP) by incorporating the
directional statistical features (i.e. the mean and standard deviation of the local ab-
solute di�erences) for rotation invariant texture classi�cation. In addition, the least
square estimation is used to adaptively minimize the local di�erence for more stable
directional statistical features.

Similar to LBP variance (LBPV) [72], Discriminative Robust Local Binary Pat-
tern (DRLBP) [145] is proposed to combine LBP and gradient magnitude informa-
tion. Instead of considering the LBP code frequencies, the pixel gradient magnitude
is used as a weight to be assigned to each code which is then voted into the bin that
represents the code. DRLBP is formulated by concatenating two histogram vectors:
the di�erence histogram which is the absolute di�erence between the bins of an LBP
code and its complement and the sum histogram which is the sum of the bins of
an LBP code and its complement. It is hoped that DRLBP can solve the problem
of discrimination between a bright object against a dark background and vice versa
inherent in LBP. Satpathy et al. [145] also extend the idea of DRLBP to LTP and
proposed DRLTP approach.

In addition to applying LBP to Gabor �ltered face images [101], the fuse of LBP
variants and Gabor features has also been explored, with applications in texture
classi�cation [71] and face recognition [70]. Wang et al. [146] combined Histogram
of Gradients (HOG) with LBP, performing very well in human detection with par-
tial occlusion handling. In addition to HOG and LBP, Hussain and Triggs [147]
used LTP. Klare and Jain [148] exploited the combination of LBP and SIFT for
heterogeneous face recognition. Chan et al. [149] fused LBP and Local Phase Quan-
tization (LPQ) for face recognition with robustness to image degradation caused by
illumination variations and blurring.

3.3.8 Other methods inspired by LBP

LBP has inspired the development of related local image descriptors, including Lo-
cal Phase Quantization (LPQ) [150], Weber Law Descriptor (WLD) [151], Local
Higher-Order Statistics (LHS) [152], Local Frequency Descriptor (LFD) [153] and
Discriminant Face Descriptor (DFD) [154].

LPQ [150] is generated by quantizing the Fourier transform phase in local neigh-
borhoods, such that histograms of LPQ labels computed within local regions are
used as a texture descriptor similar to LBP. LPQ is, by design, tolerant to most
common types of image blurs. WLD [151] is designed based on the fact that human
perception of a pattern depends not only on the change of a stimulus but also on the
original intensity of the stimulus. WLD [151] is a 2D histogram of di�erential ex-
citation and gradient orientation, where the di�erential excitation re�ects the ratio
between the relative intensity di�erences of a center pixel against its neighbors and
the intensity of the center pixel itself. WLD demonstrated good results on texture
classi�cation and face detection.

Lategahn et al. [155] applied a �lter bank to transform a texture image into mul-
tidimensional �lter response space and subsequently estimated the joint probability
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density functions of the �lter responses by Gaussian mixture models (GMM). Two
types of �lter banks, i.e. the oriented di�erence �lters of the LBP method [156] and
wavelet frame transform �lter bank, were considered. This method avoids the crude
quantization errors of LBP. Motivated by the idea of Fisher Vector [157], Sharma et
al. [152] proposed Local Higher-Order Statistics (LHS) of oriented di�erence �lter
responses of the LBP method [156] for image description. Like the method proposed
by [155], the LHS requires neither any user speci�ed quantization of the feature space
nor any heuristics for discarding low occupancy volumes of the space. Experiments
with texture and face databases demonstrate good performance.

Motivated by LBP, Maani et al. [153] proposed Local Frequency Descriptor
(LFD) for texture classi�cation. The LFD descriptor [153] is based on the local
frequency components that are computed by applying 1D Fourier transform on the
neighboring pixels on a circle centered at each pixel. The low frequency components
are kept since they are the major constituents of the circular neighbors and can
e�ectively represent textures. Then three sets of features are extracted from the low
frequency components, two based on the phase and one based on the magnitude.
LFD is invariant to rotation and linear changes of illumination. Maani et al. [158]
also extend the idea of LFD and proposed Robust Edge Aware Descriptor (READ)
for image matching. The recent DFD descriptor learns the most discriminating local
features, computing the di�erence vectors between the center patch and each of its
neighboring patches to form a pixel di�erence matrix, which is then projected and
re-grouped to form the discriminant pattern vector. A standard bag of words model
[52, 159] is applied for face representation. The DFD descriptor performs well in face
identi�cation and veri�cation, however it involves a number of parameters, has high
dimensionality, a time consuming training process, and high training data needs.

3.4 Conclusions
This chapter has reviewed LBP as an image feature method which mainly has two

stages. In the �rst step, it transforms an image into an array or image of integer labels
describing small-scale appearance of the image. In the second step, the statistics of
the transformed image, most commonly the histogram, are then used as features for
further analysis. The relationship between LBP and other close-related methods has
been also recalled. Finally, the chapter has covered di�erent versions of the actual
LBP operator in spatial domain which is commonly used for texture classi�cation
and close-related applications. Next chapter will review an alternative approach for
image representation in general and texture features in particular, the Scattering
transform method.
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Chapter 4

Scattering Transform

The previous chapter reviews a well-know feature method, which captures the small
scale appearance of the image, the LBP method. In this chapter, an alternative
feature approach which extracts larger scale information of image appearance will
be reassessed. We therefore present the scattering transform, its construction, and
the scattering network (ScatNet) implementation of scattering transform. ScatNet
is a cascade of wavelets transforms followed by a modulus non-linearity, which is
spatially averaged. The �nal averaging permits to build invariance to translation
and to build stable invariants to small deformations. More recent, convolutional
neural network (CNN) emerges as a frontier in the domain of image classi�cation.
In addition, ScatNet and convolutional neural network (CNN) to a certain extend
are similar except the fact that ScatNet does not have the learning stage in it. We
therefore present at the end of this chapter the main points of a CNN architecture
and some of its well-known examples.

4.1 Wavelet transform

A family of wavelets can be obtained from a set of mother wavelets ψθ by dilating
each mother wavelet with dyadic scales 1 ≤ 2j < 2J

ψθ,j(u) = 2−2jψθ(2
−ju) (4.1)

The multiplicative constant 2−2j is chosen so that the dilated wavelet veri�es

ψθ,j(ω) = ψθ(2
jω) (4.2)

where ψ if the Fourier transform of ψ. The wavelet coe�cients of an image con-
sist in all convolutions

{
x ? ψθ,j

}
θ,j

of the image with the wavelets ψθ,j where the
convolution is de�ned as

x ? ψθ,j =

∫
v∈R2

x(v)ψθ,j(u− v)dv. (4.3)

55
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The wavelet coe�cients
{
x ? ψθ,j

}
θ,j

retain the variations of the signal x at all scales
smaller than 2J . Complementary to these variations, a coarse approximation of the
signal is captured through convolution with a single low-pass window φJ , which is
obtained by dilating at scale 2J

φJ(u) = 2−2Jφ(2−Ju) (4.4)

where φ is typically a Gaussian window φ = e
−|u|2

2σ2 . In this case, φJ is a Gaussian
window of width 2Jσ.

The wavelet transform W (x) of a signal x consists in both the local average and
the wavelet coe�cients

W (x) =
{
x ? φJ , x ? ψθ,j

}
θ,j

(4.5)

4.2 Oriented Gabor and Morlet wavelets

Among all possible sets of mother wavelets, the oriented one will be in favor for
building rotation invariants. They are constructed as rotated versions of a single
mother wavelet ψ.

ψθ(u) = ψ(r−θu) (4.6)

so that the family of multiscale wavelets
{
x ? ψθ,j

}
θ,j

is indexed by (θ, j) its elements
are de�ned as rotated and dilated versions of a single mother wavelet ψ

ψθ,j(u) = 2−2jψ(2−2jr−θu) (4.7)

A two dimensional wavelet is said to be analytic if its Fourier transform has a support
which is contained in a half space of R2. Analytic wavelets have their complex
modulus which tends to be much more regular than their real or imaginary part. A
typical example of such wavelet is the Gabor wavelet

ψGabor(u1, u2) =
1

2πσ2
e
−|u|2

2σ2
+iξu1 (4.8)

A Gabor wavelet consists in a Gaussian envelope of width σ modulated by an hori-
zontal complex sine wave of frequency ξ. Its Fourier transform is

ψGabor(ω) = e−2σ2|ω−ξ(0,1)T |2 . (4.9)

It is a Gaussian of width (2σ)−1 centered around ξ(1, 0)T . Therefore a Gabor wavelet
is not exactly analytic because the support of a Gaussian is in�nite but if σ/ξ is
su�ciently small, then it is a good approximation to say that the Fourier transform
ψGabor = 0 for ω ≤ 0.

Gabor wavelets are the decent theoretical trade o� between spatial and frequency
localization. They also have a hermitian symmetry

ψGabor(−u) = ψGabor(u)∗ (4.10)
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where ∗ denotes the complex conjugate. Therefore, when computing convolutions of
a real signal x with rotated Gabor wavelets, the wavelet coe�cients can be deduced
for θ ∈ [π, 2π) from those for which θ ∈ [0, π) because

x ? ψθ(u) = (x ? ψθ+π(u))∗ (4.11)

this will save approximately a factor of two of computational time and memory
usage. In addition, if we are only interested in the complex modulus, as it will be
the case for scattering networks, we can discard all the orientations θ ∈ [π, 2π)
because

|x ? ψθ(u)| = |x ? ψθ+π(u)| (4.12)

In scattering network [35, 160, 161], a variation of Gabor wavelets is used, the
elongated Morlet wavelet. Because Gabor wavelets have a non-zero average which
makes their responses non-sparse. Morlet wavelet �xes this while preserving the
smoothness and spatial localization of a Gabor wavelet by subtracting a Gaussian
envelope multiplied by an appropriate constantK. The Morlet wavelet and is de�ned
as

ψMorlet(u) =
1

2πσ2
e
−|u|2

2σ2 (eiξu1 −K) (4.13)

The constant K is computed such that
∫
ψMorlet = 0. Because of this subtraction of

a low pass envelope, Morlet wavelets are slightly less analytic and less localized in
frequency than Gabor wavelets, but they have an exact zero-mean.

Computing the wavelet transform with Morlet wavelets requires to discretized θ
in 2L of orientations between [0, 2π). When choosing a larger L, Sifre et al. [161]
modi�ed the wavelets to increase the angular sensitivity, otherwise the extra ori-
entations do not bring additional information. For this reason, they replace the
circular envelope of the Gaussian envelope with an elliptical one whose horizontal
and vertical semi axes are respectively σ and σ/s.

ψElongatedMorlet(u1, u2) =
1

2πσ2/s
e−

1
2σ2

(u21+u22s
2)(eiξu1 −K) (4.14)

Sifre et al. [161] typically choose s ∝ L−1 where L is the number of orientations so
that the horizontal wavelet θ = 0 has a growing vertical semi axes proportional to
L and thus becomes more sensitive to the horizontal orientation when the number
of orientations L increases. Several scales per octave Q can be computed instead of
only one. In this case typically σ/ξ ∝ 2Q is chosen to increase the scale sensitivity of
wavelets when the number of scales per octave rises. Figure 4.1 compares two families
of elongated Morlet wavelets with di�erent number of scales J , orientations L and
scales per octave Q, along with their associated Littlewood Paley function. One
can see that in all con�gurations, the Littlewood Paley has reasonable bounds with
α ≈ 0.7. If the number of orientations and scales per octave of wavelets increases it
will rise their localization in the Fourier plane. This makes a particular wavelet ψθ,j
is slightly redundant with its adjacent neighbors ψθ±π/L,j±1/Q and almost orthogonal
to all other wavelets.
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Figure 4.1: Comparison of elongated Gabor and Morlet two dimensional wavelets.
The left image is �ltered with Gabor and Morlet wavelets obtained with constant
window spread σ = 0.8, a top frequency ξ = 3π/4 and a slant s = 0.5, at two pairs
of orientation and scale. The image is �ltered and which result in a complex signal
x?ψ of which we compute the modulus |x?ψ|. The Gabor wavelets have a non-zero
DC component, which tends to dominate over the high frequencies [161].

When increasing the number of orientations and scales per octave, elongated
Morlet wavelets have better angular and scale sensitivity and therefore better sep-
arate the di�erent frequency components of an image. This can positively impact
classi�cation, but it also has a number of disadvantages. The most obvious one is the
rise in number of convolutions to compute a wavelet transform. Since the wavelets
are better localized in Fourier space, they are also less well localized spatially. This
will grow their spatial support and therefore increase the time required to perform a
single convolution, if computed in the spatial domain. As explained in [161], better
Fourier localization also means less stability to deformation, which can adversely
a�ect classi�cation at a certain point. Therefore, the choice of the number of ori-
entations and scales per octave is a trade o� between the better separability and
worsen instability to deformations of the wavelet transform, and the resources we
are willing to dedicate to its computation.
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Figure 4.2: Fourier implementation of the wavelet transform with J = 2 scales and
L = 2 orientations. The Fourier transform of x is computed �rst, its output is
then multiplied with the Fourier transform of each function in the wavelet family
ψθ,j, φJ . The results are periodized according to the target resolution, �nally an
inverse Fourier transform is applied.

4.3 Wavelet transform fast implementations

This section discusses the two methods which Mallat et al. [160, 161] implemented
the wavelet transform in their toolbox, the ScatNet. While the Fourier implemen-
tation is more �exible, the �lter bank strategy is faster but also more restricting.
It supposes that the Fourier transform of the wavelets can be written as an in�nite
produce of Fourier transform of some dilated �lters. Its running time is proportional
to the support of the �lters.

4.3.1 Fourier implementation

A �rst possible strategy to implement the wavelet transform is to compute all the
convolutions in Fourier domain. Given two discrete �nite periodic images x and ψ,
then

(x ? ψ)(ω) = x(ω)ψ(ω) (4.15)

where f is the Fourier transform of f . To compute the convolutions with all wavelets
ψθ,j, the Fourier transform of x is computed �rst, then multiply the result with all
the Fourier transforms of ψθ,j. The inverse Fourier transforms of the resulting signals
are �nal outputs. A Fourier transform is implemented with a fast Fourier transform
(FFT) algorithm which has a complexity of O(n log n) for an image of n pixels. If the
wavelets are �xed, as it is the case for our applications, their Fourier transform can be
precomputed. Also, x?ψθ,j has a spatial regularity and can therefore be subsampled
by 2j. Instead of computing the inverse Fourier transform and then subsampling, it
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is equivalent, and more e�cient, to periodize the product of the Fourier transforms
and then to compute the inverse Fourier transform at the lowered resolution. The
algorithm is illustrated in Figure 4.2.

4.3.2 Filter bank implementation

Every wavelet of its family {ψθ,j} is actually the dilated versions of another. The �lter
bank implementation method can leverage this fact while the Fourier one can not.
A fast wavelet transform [162] takes advantage of this by computing approximations
Ajx of the input signal at di�erent resolutions and computing x ? ψθ,j by �ltering
Ajx at the output resolution 2j.

This assumes that the Fourier transform of the window φ0 at scale 1 and each
mother wavelet ψθ can be written as a product of Fourier transform of discrete
dilated �lters h and gθ

φ0(ω) =
∏
j<0

h(2jω) (4.16)

ψθ(ω) = gθφ(ω) (4.17)

Initialize A0 = x ? φ0, and denote

Ajx(n) = x ? φj(2
jn) (4.18)

Bθ,jx(n) = x ? ψθ,j(2
jn) (4.19)

for n ∈ Z2. In practice, A0x is not actually computed, the input image is used
instead. De�nitions (4.16), (4.17) leads to

Aj+1x(n) =
∑
p

Ajx(2p)h(n− 2p) (4.20)

Bθ,jx(n) =
∑
p

Ajx(p)g(n− p). (4.21)

Therefore, the subsampled wavelet transform
{
x ? φJ(2Jn), x ? ψθ,j(2

jn)
}
n,θ,j

is im-
plemented as convolutions followed by downsampling. These convolutions are done
with �lters h and gθ whose support do not change with the scale 2j of the wavelet
ψθ,j. Therefore, these convolutions can be implemented in the spatial domain, in
the small �lter support regime where they are faster than FFT-based convolutions.
Equations (4.20), (4.21) are compactly expressed as

Aj+1x = (Ajx ? h) ↓ 2 (4.22)

Bθ,jx = Ajx ? gθ (4.23)

Let N be the size of image and P be the size of �lters. A convolution at the �nest
resolution is implemented as a weighted sum over P elements for each position n

x ? h(h) =
∑
p

x(n− p)h(n) (4.24)
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Figure 4.3: Filter bank implementation of the wavelet transform with J = 3 scales
and L = 2 orientations. A cascade of low pass �lter h and downsampling results in
low frequencies Ajx = x?φJ and �lters gθ output the high frequencies Bθ,jx = x?ψθ,j.
This cascade leads to a tree whose internal nodes are intermediate computations,
and its leaves are the output of the downsampled wavelet transform.

and therefore requires N×P operations. The cascade requires 1+L such convolution
at each resolution 2j. The wavelet transform complexity as shown in [162] isO(LNP )
and requires a memory of O(LNP ) where L is the number of orientations, N is the
size of the input image and P is the size of the �lters h and gθ. In practice, �lters of
size P = (2q + 1)× (2q + 1) where q = 3 are typically used, Mallat et al. shown in
[162] that their �lter bank implementation is faster their Fourier one. The algorithm
is broadly illustrated in Figure 4.3.

4.4 Construction of Scattering transform

4.4.1 Wavelet modulus operator

It is proved in [160] that the averaging �lter φJ builds a stability to deformation
and translation invariance up to 2J . However, the averaging only captures the very
coarse approximation of x and loses all its high frequency components. A wavelet
transform recovers the high frequencies by convolutions with the high pass wavelets
x ?ψθ,j but these high frequencies are only invariant to translation up to 2j, not the
maximum scale 2J .

To make sure the resulting wavelet coe�cients of x?ψθ,j are invariant to transla-
tions up to 2J while maintaining the stability to deformations, an obvious measure
is to average them into x ? ψθ,j ? φJ but this yields almost zero coe�cients because
ψθ,j and φJ are speci�cally designed to be almost orthogonal to each other. There-
fore, to build non-trivial translation invariance, a possible strategy is to intertwine
a non-linearity between the wavelet convolution ?ψθ,j and the averaging φJ .

The convolutions of an input signal x with an analytical oriented wavelet such
as Gabor or Morlet wavelet results in a complex signal x?ψθ,j(u). The amplitude of
this signal is a regular envelope which describes how the signal is correlated to the
orientation θ and scale 2j in the neighborhood of u, while its phase varies almost
linearly and is sensitive to local displacements. Figure 4.1 presents the result of such
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convolutions. By applying a complex modulus to such �lter responses, it will discard
local displacements which are irrelevant to describe the image content. It is therefore
a good non-linearity operator to apply before averaging, because the averaging will
capture more information when its input becomes more regular. Complex modulus
also has the advantages of being contractive, preserving the norm and the stability
to deformation.

The wavelet modulus operator W (x) consists in the approximation x ? φJ coef-
�cients and the modulus of the wavelet coe�cients x ? ψθ,j,

|W (x)| =
{
x ? φJ , |x ? ψθ,j|

}
θ,j

(4.25)

It decomposes the signal into a �rst linear invariant S0x, called scattering of order
0, de�ned by

S0x(u) = x ? φJ(u) (4.26)

which is invariant to translation up to 2J and stable to deformation, and a �rst
non-linear covariant part

U1x(u, θ, j) = |x ? ψθ,j(u)| (4.27)

which is proved in [160] to be invariant to small translation up to 2j and stable to
deformation.

4.4.2 Scattering operator

A scattering operator computes local image descriptors with a cascade of wavelet
modulus operator. The resulting scattering representation is locally invariant to
translations. It includes coe�cients which are similar to SIFT [11] descriptors, to-
gether with co-occurrences coe�cients at multiple scales and orientations.

Cascading wavelet transform followed by a non-linearity modulus operator is the
strategy used to build homogeneous wavelet up to 2J , U1x is also averaged which
yields a second invariant S1x, called scattering of order 1,

S1x(u, θ, j) = |x ? ψθ,j| ? φJ(u) (4.28)

Similar to the case for S0x (4.26), the averaging in S1x also loses high frequency
information of U1x. This is supplemented later via wavelet modulus coe�cients,

U2x(u, θ1, j1, θ2, j2) = ||x ? ψθ1,j1| ? ψθ2,j2(u)| (4.29)

Because U1x(., 1, j1) is invariant to translations up to 2j1 , its �ne scale coe�cients
U1x(., θ1, j1)?ψθ2,j2 are almost zero for �ne scale j2 ≤ j1. Therefore, only coe�cients
whose scale j2 > j1 are computed.
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Figure 4.4: Translation scattering can be seen as a neural network which iterates
over wavelet modulus operators W . Each layer m outputs averaged invariant Smx
and covariant coe�cients Um+1x.

U2x is invariant to translations up to 2j2 , but not to 2J . Therefore, U2x is averaged
into the second order scattering coe�cients

S2x(u, θ1, j1, θ2, j2) = ||x ? ψθ1,j1| ? ψθ2,j2| ? φJ(u) (4.30)

This non-linear decomposition can be generalized to order m as follows

Smx(u, θ1, j1, ..., θm, jm) = Um(., θ1, j1, ..., θm, jm) ? φJ(u)

= |...|x ? ψθ1,j1|... ? ψθm,jm | ? φJ(u)

Um+1x(u, θ1, j1, ..., θm+1, jm+1) = ||Umx(., θ1, j1, ..., θm, jm)| ? ψθm+1,jm+1(u)|
= |...|x ? ψθ1,j1|... ? ψθm+1,jm+1|

(4.31)

Let the scattering path pm = (θ1, j1, ..., θm, jm), then 4.31 can be rewritten as follows

Smx(u, pm) = Umx(., pm) ? φJ(u)

Um+1x(u, pm+1) = |Um(., pm) ? ψθm+1,jm+1|
(4.32)

then compactly written as

{Smx, Um+1x} = |W |Umx (4.33)

The scattering thus successively applies the wavelet modulus operator |W | to
decompose the residual layer Umx into a translation invariant layer Smx and a non-
linear covariant deeper layer Um+1x which will be either re-transformed or simply
discarded when it becomes negligible. The scattering structure is illustrated in Figure
4.4.

The scattering invariant vector consists of scattering vector of all orders up to a
maximum order M : Sx = {S0x, ..., SMx}

4.4.3 Scattering network

The scattering vectors are computed by cascading several scattering operators which
form the so-called scattering network. The scattering oprators are in turn created
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by the wavelet transform whose implementation can be chosen to be either the
Fourier or the �lter bank of Section 4.3. The �rst scattering operator computes
S0x, subsampled at resolution 2J , and U1x(., θ1, j1), subsampled at resolution 2j1 .
The second scattering operator is applied to every U1x(., θ1, j1) at input resolution
j1. This results in L wavelets modulus at each resolution 2j1 , all of which costs
O(LNP ) if the �lter bank algorithm is used to implement the wavelet transform.
Cascading this process results in a time complexity of O(LNP ) and a memory cost
ofO(LNP ) where L is the number of orientations,M is the scattering order,N is the
size of the input and P is the size of the �lters. For classi�cation purposes, invariant
scattering coe�cients Sx are often mostly interested in the while the intermediate
computations Ux can be needed for the subsequent layers of the scattering network
computation. Because all its components are downsampled by a factor 2J , storing Sx
requires O(2− 2J(JL)MN coe�cients, which in practice, is much smaller than the
size N of the original image. For the fully translation invariant scattering 22J = N
so that the representation has O((L/2logN)M) coe�cients. Figure 4.4 illustrates
scattering network as a special type of convolutioanl neural network.

4.5 Deep convolutional neural networks

A deep convolutional neural network or convolutional neural network (CNN) for
short is a architecture which learns features from data. Proposed methods based on
this architecture have recently obtained state-of-the-art results in several applica-
tions including texture analysis. This section discusses shortly about a generic CNN,
and some well-known CNN because their texture classi�cation results are used for
comparison purpose throughout this thesis. They are Lenet, AlexNet, and VGG.

A deep network usually consists of linear operators intertwined with non-linearity
ones f which computes a sequence of layers Φmx,

Φmx = f(Wm...f(W2f(W1x))). (4.34)

A forward propagation used to form the network layers one after another

Φmx = f(WmΦm−1x). (4.35)

The last layer ΦMx computes a required function y(x) which is the label of the input
image for a classi�cation task. The di�erence between ΦM and the target function
is quanti�ed by an error function E(Φx). The derivative of this errors with respect
to the values of the output of each layer is calculated by back propagation method
[163]. The top error ∂E

∂ΦM
is initialized by simply computing the derivative of E in

the point ΦMx, then the other derivatives are obtained recursively by applying the
chain rule

∂E

∂Φm−1x
=

∂E

∂Φmx

∂f(WmΦm−1x)

∂Φm−1x
(4.36)

Once those errors derivatives are computed, the derivatives of the error with respect
to the weights are deducted by applying the chain rule

∂E

∂Wm

=
∂E

∂Φm

∂f(WmΦm−1x)

∂Wm

(4.37)
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The learning is done typically with a gradient descent algorithm which updates the
weights with

Wm ← Wm + η
∂E

∂Wm

(4.38)

where η is the learning rate.

Convolutional neural networks [164�166] limit the number of weights by local-
izing the operators Wm and sharing their weights across di�erent positions. Their
layers Φmx(u, pm) are indexed by a spatial variable and a depth variable pm. The
weights are computed by

Φmx(x, pm) = f

(∑
v∈Ω Φm−1(u, pm−1)wv,pm,pm−1

pm−1

)
(4.39)

For the localization, the sum is limited to a compact support Ω. However, in the
convolution, wv,pm,pm−1 does not depend upon the position u but only upon the o�set
v and the input and output path pm−1 and pm. In most deep network architecture for
images, the spatial resolution of signals (i.e. the number of samples for u) decreases
from one layer to the next, while the depth (i.e. the number of samples for pm)
grows, which results in a progressively more rich and more invariant representation.
This is similar to translation scattering. A major di�erence between the translation
scattering and convolutional neural network as de�ned in (4.39) is that in (4.39),
every output depth pm is connected to every input depth pm−1. By contrast, a
scattering path pm = (θ1, j1, ...θm−1, jm−1, θm, jm) is connected to only one previous
path, its ancestor pm−1 = (θ1, j1, ...θm−1, jm−1). This implies that the translation
invariance is built independently for di�erent path, which can lead to information
loss.

The following paragraphs will summarize architecture of three well-known con-
volutional neural networks which are to some extend related to this thesis.

LeNet-5

LetNet-5 is seven-layer convolutional neural network without counting the input.
It was proposed to recognize handwriting digits. Lenet-5's layers contain trainable
parameters (weights), ScatNet [35] bears some resemblances to LeNet-5 such as
subsampling strategy, convolution layers except this learning functionality.

LeNet-5 has three convolution layers labeled C1, C3, C5 and two subsampling
layers labeled S2, S4 as illustrated in Figure 4.5.

Convolutional layer C1 produces six feature maps by using 5× 5 �lters or 5× 5
matrices at stride 1 while convolutional layers C3 and C5 output 16 and 120 feature
maps respectively with the same �lter size of 5× 5.

Sub-sampling layers S2, S4 are applied in the neighborhood of size 2 × 2 at a
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stride of 2. Sigmoid or tanh nonlinearity function, and averaging pooling are used
in LeNet-5.

Figure 4.5: Architecture of LeNet-5, a Convolutional Neural Network for digits recog-
nition [67].

AlexNet

The architecture of AlexNet is summarized in Figure 4.6. It contains eight learned
layers in which there are �ve convolutional and three fully-connected ones.

Figure 4.6: An illustration of the AlexNet's architecture, explicitly showing the de-
tails of responsibilities between the two GPUs. One GPU runs the layer-parts at
the top of the �gure while the other runs the layer-parts at the bottom. The GPUs
communicate only at certain layers [165].

The output of the last fully-connected layer is used as the input of a 1000-way
softmax in order to produce a distribution over the 1000 class labels. AlexNet maxi-
mizes the multinomial logistic regression objective, which corresponds to maximizing
the average across training cases of the log-probability of the correct label under the
prediction distribution.

The kernels of the second, fourth, and �fth convolutional layers are connected
only to the kernel maps in the previous layer which reside on the same GPU (see
Figure 4.6). The kernels of the third convolutional layer are connected to all kernel
maps in the second layer. The neurons in the fully-connected layers are connected
to all neurons in the previous layer. There are response-normalization layers follow
the �rst and second convolutional layers. Overlapping max-pooling layers, come
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after both response-normalization layers as well as the �fth convolutional layer.
The Recti�ed Linear Units (ReLU) non-linearity is applied to the output of every
convolutional and fully-connected layer.

The �rst convolutional layer computes a convolution the 224×224×3 input image
with 96 kernels of size 11×11×3 with a stride of 4 pixels (this is the distance between
the receptive �eld centers of neighboring neurons in a kernel map). The second
convolutional layer takes as input the (response-normalized and pooled) output of
the �rst convolutional layer and �lters it with 256 kernels of size 5 × 5 × 48. The
third, fourth, and �fth convolutional layers are connected to one another without
any intervening pooling or normalization layers. The third convolutional layer has
384 kernels of size 3× 3× 256 connected to the (normalized, pooled) outputs of the
second convolutional layer. The fourth convolutional layer has 384 kernels of size
3 × 3 × 192 , and the �fth convolutional layer has 256 kernels of size 3 × 3 × 192.
The fully-connected layers have 4096 neurons each.

VGGNet

VGGNet [12] is a deep convolutional networks for large-scale image recognition, it
is developed by K. Simonyan et al. from Visual Geometric Group, University of
Oxford, the network is named after the group's name. In VGGNet, small receptive
�elds with size of 3×3 is used in all convolutional layers with the convolution stride
is set to on for building a deeper network compared to prior proposed con�gurations,
the depth is up to 19 weight layers. For example, one 7 × 7 convolution layer with
F feature maps needs 72F 2 = 49F 2 weights while three 3 × 3 convolution layers
need only 3(32F 2) = 27F 2 weights. In one of the VGGNet con�gurations, 1 × 1
convolution �lters are utilized, which can be seen as a linear transformation of the
input channels (followed by non-linearity). Spatial pooling is carried out by �ve max-
pooling layers, which follow some of the convolution layers (not all the convolution
layers are followed by max-pooling). Max-pooling is performed over a patch size of
2×2 with the stride of 2. A stack of convolutional layers (which has a di�erent depth
in di�erent architectures) is followed by three Fully-Connected (FC) layers: the �rst
two have 4096 channels each, the third performs 1000-way classi�cation and thus
contains 1000 channels (one for each class). The �nal layer is the soft-max layer. All
hidden layers are equipped with the recti�cation ReLU non-linearity.

4.6 Conclusions

This chapter has presented about scattering transform as an image feature ex-
traction method and relevant image techniques which help to implement it. In that
way, important concepts have been reviewed. 1) aggregating the coe�cients of scat-
tering network results in scattering transform; 2) Scattering network is formed by
cascading of consecutive wavelet transform and non-linear modulus operators; 3)
wavelet transform is used as an fundamental operator in ScatNet. Finally, because
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scattering network is close related to convolutional neural network (CNN), it has
been also introduced in this chapter. Our contributions in this thesis are mainly
inspired by the two important handcrafted methods, the LBP presented in Chapter
3 and ScatNet in this chapter. Our �rst contribution based on LBP method will be
introduced next chapter.



Chapter 5

Incorporating Information Quantity

into Micro LBP-based Features

In this chapter, a statistical approach to static texture representation is developed,
which incorporates the complementary information quantity of image intensity into
the LBP-based operators. The descriptors, called the completed local entropy binary
patterns (CLEBP), capture the distribution of the relationships between statistical
measures of image data randomness, calculated over all pixels within a local struc-
ture. Without any pre-learning process and any additional parameters to be learned,
the CLEBP descriptors convey both global and local information about texture
while being robust to external variations. Furthermore, we use biologically-inspired
�ltering (BF) which simulates the performance of human retina as preprocessing
technique. We show that our approach and the conventional LBP have complemen-
tary strength and that by combining these algorithms, one obtains better results
than either of them considered separately. Experimental results on four large tex-
ture databases, including Outex, KTHTIPS2b, CuRet and UIUC show that our
approach is more e�cient than many state-of-the-arts.

5.1 Introduction

Entropy, as introduced in information theory by Shannon in 1948 [167], o�ers,
in general terms, an indication of randomness in the studied data, has been used
in �elds such as physics, computer science, statistics, biology, linguistics, neurology,
learning and so on.

This chapter introduces a novel texture representation which is built by apply-
ing the LBP-based self-similarity operators upon the image entropy space. Di�erent
from all existing local binary pattern (LBP) variants, our method encodes the re-

69
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lationships between the statistical measure of the randomness of intensities, i.e.,
entropy, within a local image structure. Motivated by the completed LBP operators
proposed by Guo et al. [24], we include both the sign and magnitude components
of the di�erence between the information quantity of a given local image patch and
its surrounding counterparts, and the local entropy of the considered patch. In our
proposed method, the CLEBP descriptors, without any pre-learning process and
any additional parameters to be learned, convey both local and global information
about texture. Furthermore, an e�cient �ltering simulating the fashion how the
human retina processes the images observed and extracts their details is presented
in order to improve the strength of texture descriptor at the level of preprocess-
ing. Integrating all these ingredients, CLEBP encodes rich descriptive information
while having strong robustness against environmental changes. We then show that
our approach and the conventional LBP have complementary strength and that by
combining these algorithms, one obtains better results than either of them consid-
ered separately. Experimental results on four large texture databases show clearly
that our approach is more e�cient than contemporary ones.

The rest of chapter is organized as follows, Section 5.2 describes CLEBP in detail.
We then verify CLEBP in Section 5.3, with extensive experiments on four popular
texture datasets and comparisons with various state-of-the-art texture classi�cation
techniques. Section 5.4 provides concluding remarks.

5.2 The Completed Local Entropy Binary Patterns

(CLEBP)

Di�erent from all existing texture representations, we propose to apply the self-
similarity operators on complementary entropy space of images to describe the tex-
ture. Entropy, as introduced in information theory by Shannon in 1948 [167], o�ers,
in general terms, an indication of randomness in the studied data, has been used
in �elds such as physics, computer science, statistics, biology, linguistics, neurology,
learning and so on. This section details our new descriptors by incorporating the
image intensity randomness into the LBP-based operators, and then presents a bio-
inspired �ltering which improves the strength of CLEBP descriptors at the level of
preprocessing.

5.2.1 Entropy-based texture descriptors

Entropy measures the randomness in the studied data, heterogeneous patches are
therefore expected to have higher entropy values than homogeneous patches. The key
idea behind our descriptors is to encode the relationships between the randomness
of image data of di�erent patches. Details of the entropy descriptors are described
as follows.

In the �rst step, for each pixel in the given image, the entropy of the pixel
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intensities within a local structure around the considered pixel is computed and
assigned to it. Figure 5.1-(a) illustrates this �rst step where the entropy ep of all
pixel intensities within the neighborhood is computed and assigned to pixel p. Up to
now, in the obtained �map�, each pixel conveys the information of its neighborhood.
Figure 5.2 illustrates examples of entropy maps which are calculated with square
neighborhood of 7× 7 pixels (more details about neighborhood are presented in the
next section).

Calculating randomness  
of image data within 
     local patches

Encoding the relationships between  
    the information quantity in  
              larger regions

ec1ec4ep

1

1

0 0

0

001010 = 10  
 

0

ep

ec6ec5

ec3 ec2

(a)

(b)

(c)

Figure 5.1: Extraction of entropy-based features for a pixel p. ep represents the
entropy value assigned to the considered pixel, ec denotes the entropy value assigned
to the surrounding pixels

Figure 5.2: Examples of entropy �maps� on which the self-similarity operators are
applied. Upper row: original images, lower row: corresponding entropy maps. Our
�nal texture representations are those combining the features extracted from both
the upper and lower images, which are intuitively di�erent. We believe therefore
that they have complementary strength which is not present in the counterpart.

Then, in the second step, we apply the completed LBP operators on the entropy
map to build novel features (example shown in Figure 5.1-(b)). When applying the
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CLBP_S operator, we obtain CLEBP_S features (Figure 5.1-(c)):

CLEBP_SP,R =
P−1∑
p=0

s(ep − ec)2p, s(x) =

{
1, x ≥ 0
0, x < 0

(5.1)

where ep represents the entropy value assigned to the center pixel (the considered
pixel), ec denotes the entropy value assigned to the surrounding pixels, and the
term �E� in CLEBP refers to entropy. Similarly, the CLEBP_M and CLEBP_C
features as well as their combination will be obtained (see below for more details
about combination strategies).

Since its de�nition in the seminal work of Shannon [167], entropy has widely
used for di�erent �elds and can be calculated by di�erent formulas. In this work,
various entropy de�nitions were evaluated, ranging from the basic de�nition (Shan-
non entropy) to the generalized ones (Renyi and Tsallis-Havrda-Charvat entropies),
as well as the most used in image processing [168�171]. Basically, for each pixel c,
the local entropy is calculated in its neighborhood using:

e1(c) = −
n∑
i=1

p(i)log2p(i) (5.2)

where n is the total number of di�erent pixel intensities, or gray values, present in
the neighborhood and p(i) is the frequency of appearance of value i in the local
patch, i.e., the ratio of the number of pixels with value i in the patch to the total
number of pixels of the patch.

The Renyi and Tsallis-Havrda-Charvat entropies, both used for image registra-
tion [170], are respectively de�ned by:

e2(c) =
1

1− α

n∑
i=1

log2p
α(i) (5.3)

e3(c) =
1

α− 1
(1−

n∑
i=1

pα(i)) (5.4)

where α > 0 and α 6= 1, and p(i) is the frequency of appearance of value i in the
local patch.
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Other entropy de�nitions [168] are also considered:

e4(c) = −
n∑
i=1

1

log2p(i)
(5.5)

e5(c) = −
n∑
i=1

1

[log2p(i)]2
(5.6)

e6(c) = −
n∑
i=1

√
log2p(i) (5.7)

e7(c) = −
∑

k∈patch

log2(
Ĩ(k)

I(k)
) (5.8)

e8(c) = −
∑

k∈patch

Ĩ(i)log2(
Ĩ(i)

I(i)
) (5.9)

where, in the two last equations, k is the coordinates of image pixels: all pixels within
a patch around the current pixel c are considered; I(k) and Ĩ(k) denote respectively
the pixel intensities at the pixel k in the original images and its smoothed version.

Properties:

• Entropy, a measure of randomness of data, is invariant by de�nition to intensity
shift. CLEBP descriptors are therefore robust to illumination changes. Note that
this robustness comes from both the entropy space and the self-similarity operators
whereas other LBP variants use only self-similarity operators.

• Our features are built by two steps, the �rst step is to characterize the infor-
mation quantity of image data at a small scale and the second step is to encode the
relationship of this information at a larger scale. As a result, our descriptors convey
both local and more global information about texture.

• Being built upon the entropy space, we believe therefore that our descriptors
have the complementary strength which is not present in CLBP. In practice, the
combination approaches (see next section) results in state-of-the-art texture classi-
�cation performance.

5.2.2 Preprocessing with Biologically Inspired Filtering

This section �rst brie�y describes the human retina, in particular the bipolar cells
by which the algorithm is inspired and then details the BF �ltering [102].

5.2.2.1 Model of retinal processing

Lying at the back of the eye, the retina is made of three layers: the photoreceptors
layer with cones and rods; the outer plexiform layer (OPL) with horizontal, bipolar
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and amacrine cells; and the inner plexiform layer (IPL) with ganglion cells [172].

Photoreceptors: rods have the ability to see at night, under conditions of very
low illumination; cones have the ability to deal with bright signals. Photoreceptor
layer plays therefore the role of a light adaptation �lter.

OPL: the photoreceptor performs a low pass �lter. Horizontal cells perform a
second low pass �lter. In OPL, bipolar cells calculate the di�erence between pho-
toreceptor and horizontal cell responses. Typically, to model the processes of OPL,
two Gaussian low pass �lters corresponding to the e�ects of photoreceptors and
horizontal cells are used [172]. Thus, bipolar cells act like a di�erence of Gaussians
(DoG) �lter.

IPL: IPL works similarly to OPL but it performs on the temporal information
rather than on the spatial one as in OPL, and thus does not concern the present
work focusing on static images.

5.2.2.2 Details of the BF method

In fact, there are two types of bipolar cells, called ON and OFF. The ON bipolar
cells take into account the di�erence of photoreceptor and horizontal cell responses,
whereas the OFF bipolar cells compute the di�erence of horizontal and photore-
ceptor cells. If we apply a DoG �lter on an image for simulating the bipolar cells,
a map with positive and negative values will be obtained. Within this map, the
positive values and the absolute of the negatives values correspond respectively to
the responses of the ON and OFF cells. The DoG �lter calculates the second spa-
tial derivative of an image. In areas where the image has a constant intensity, the
�lter response will be zero. Wherever an intensity change occurs, the �lter will give
a positive response on the darker side and a negative response on the lighter side.
To simulate the performance of the ON and OFF cells, a two-step preprocessing
technique is presented as follows (Figure 5.3):

Step 1: the given image Iin is �rst �ltered by a band-pass DoG �lter: Ibf =

DoG ∗ Iin, DoG = 1
2πσ2

1
e
−x

2+y2

2σ21 − 1
2πσ2

2
e
−x

2+y2

2σ22 where σ1 and σ2 correspond to the
standard deviations of the low pass �lters modeling photoreceptors and horizontal
cells.

Step 2: the responses at bipolar cells are then decomposed into two maps cor-
responding to the image details alongside the two sides of the image edge:

I+
bf (p) =

{
Ibf (p) if Ibf (p) ≥ ε
0 otherwise

(5.10)

I−bf (p) =

{
|Ibf (p)| if Ibf (p) ≤ −ε
0 otherwise

(5.11)

where the term bf refers to �Biologically-inspired Filtering�, p refers to a considered
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pixel, ε is slightly larger than zero to provide some stability in uniform regions: we
do not take into account the uniform areas since these areas often contain noise
rather than useful texture information.

Figure 5.3: Proposed processing chain: Iin, Ibf , I+
bf , I

−
bf (left to right).

Then, in the feature extraction step, instead of the input image Iin, features are
�rst extracted from the two images, I−bf and I+

bf , and then combined together. The
resultant feature vector is considered as the descriptor of Iin.

As advantages, the BF �lter is �rst robust to illumination and noise since the
band-pass DoG �lter removes both high frequency noise and low frequency illumina-
tion. Also, BF is isotropic and discards all orientation information, and is therefore
independent to rotation. The BF �lter is real time: with un-optimized MATLAB
code running on a laptop of CPU Intel Core i5 1.7 Ghz (2G Ram), it takes less than
0.9 s to process 1000 images of 128 × 128 pixels.

5.3 Experimental validation

5.3.1 Experimental settings

Databases

The e�ectiveness of the CLEBP is assessed by a series of experiments on four large
and representative databases: Outex [9], CUReT [47], UIUC [52] and KTHTIPS2b
[173].

The Outex database (examples are shown in Figure 2.7) contains textural images
captured from a wide variety of real materials. We consider the three commonly
used test suites (TC10, TC12 t184, and TC12 horizon) containing 24 classes of
textures which were collected under three di�erent illuminations (�horizon�, �inca�,
and �t184�) and nine di�erent rotation angles (0◦, 5◦, 10◦, 15◦, 30◦, 45◦, 60◦, 75◦ and
90◦).

The CUReT database (examples are shown in Figure 2.4) contains 61 texture
classes, each having 205 images acquired at di�erent viewpoints and illumination
orientations. There are 118 images shot from a viewing angle of less than 60◦. From
these 118 images, as in [24, 174], we selected 92 images, from which a su�ciently large
region could be cropped (200×200) across all texture classes. All the cropped regions
are converted to grey scale. The UIUC texture database includes 25 classes with 40
images in each class. The resolution of each image is 640×480. The database con-
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tains materials imaged under signi�cant viewpoint variations (examples are shown
in Figure 2.8).

The acquisition procedure for KTH-TIPS-2b has been described in more detail
in [173], with 3 viewing angles, 4 illuminants, and 9 di�erent scales, producing 432
images per class. Figure 2.6 illustrates an example of the 11 materials. All the images
are converted to grey scale. Notice in particular the striking di�erences between
samples of the same class. There is almost no intra-class variation due to in-plane
rotation for this database.

Combination strategies, similarity measure, and classi�er

There are two ways to combine two types of codes, i.e., the CLEBP_S and CLEBP_M
codes 1 or CLBP_S and CLBP_M ones, concatenation or jointly [24]:

• In the �rst way, the histograms of the LEP_S and LEP_M codes are com-
puted separately, and then concatenated together. This scheme is referred to
as �LEP_S_M� (CLBP_S_M resp.).

• In the second way, a joint 2D histogram of the LEP_S and LEP_M codes is
calculated and denoted by �LEP_S/M�.

We consider now how to combine the three operators, LEP_S, LEP_M and
LEP_C 2. Similarly, they can be combined in two ways, jointly or hybridly:

• In the �rst way, a 3D joint histogram of them is built and denoted by �LEP_S/M/C�.

• In the second way, a 2D joint histogram, �LEP_S/C� or �LEP_M/C� is built
�rst, and then is converted to a 1D histogram, which is then concatenated with
LEP_M or LEP_S to generate a joint histogram, denoted by �LEP_M_S/C�
or �LEP_S_M/C�.

All those combination strategies were evaluated in our experiments. Similar to
[24], we found that the �joint� combination strategies outperform the others. We
therefore present in the next section the results of joint strategies which are denoted
by �LEP_SM, �LEP_SMC�,�CLBP_SM�, and �CLBP_SMC�, for short. Concerning
how to combine two models CLEBP and CLBP, we consider only the concatenation
strategy in order to avoid the high complexity (the complexity of the joint strategies
is higher than that of concatenation ones). Classi�cation rates are reported using
the simple nearest neighbor classi�er (NNC).

1For a better distinction between CLEBP and CLBP, the CLEBP is simply denoted by LEP
hereafter.

2Throughout experiments carried out in this chapter, only the rotation invariant uniform pat-
terns are considered. The rotation invariant uniform patterns are often denoted with the subscript
riu2 , e.g., LEP_Sriu2 , but for simplicity in this chapter, they are simply denoted by their names,
without riu2 , e.g., LEP_S.
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5.3.2 LEP descriptor settings

Parameters of the LEP descriptors include the entropy de�nition, the shape and size
of the neighborhood where entropy is calculated, as well as the quantization. We
�rst evaluated the performance of the proposed descriptors with respect to di�erent
entropy de�nitions, as mentioned in Section 5.2.1. In our experiments on the Outex
database, we found that they perform similarly (indeed, the classic Shannon entropy
functions slightly better than the others). Note that computing entropy is just the
�rst step in our algorithm and we further encode the relationships of local entropy
of di�erent patch. That is the reason why the performance of our descriptors is
somehow independent of the entropy de�nitions. In the rest of this chapter, we use
the classic Shannon entropy for its computational e�ciency.

Concerning the shape of neighborhood, two cases are considered: square (grid)
and circle (Figure 5.4). In the �rst case, the intensities of all pixels within the image
grid around the considered pixel are used whereas in the second case, the intensities
of neighbors in several circles are used. In the second case, interpolation is used
for estimating the neighbors which do not fall in the center of pixels. Theoretically,
the circle neighborhoods should perform better than the square ones since circle-
sampling neighbors with interpolation makes the entropy computation invariant to
rotation. To validate this, we computed the texture classi�cation rates on three test
suites (TC10, TC12h and TC12t) of the non-preprocessing Outex texture database
[9] for the two schemes. When using the LEP_S operator, the circle neighborhoods
outperform the square ones by 4-5% but when combining the LEP_S, LEP_M
and LEP_C operators, the two types of neighborhood perform similarly. We use
therefore the square neighborhoods for their low complexities.

Figure 5.4: Entropy can be computed using all pixels within the image grid (left) or
the neighbors in one or many circles around the considered pixel (right).

Concerning the dimension of neighborhood, a trade-o� needs to be considered:
on the one hand, the neighborhood needs to be rather small in order to increase
spatial resolution and capture local details in the texture. On the other hand, in
order to have reliable and meaningful statistical analysis, the number of considered
values has to increase or the window size increases. By experiments on the Outex
database, we obtained the best performance when using the CLEBP descriptors
built upon the entropy space calculated within square neighborhood of 7× 7 pixels
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(neighborhoods of 3× 3, 5× 5, 7× 7, and 9× 9 are considered).

Two quantization strategies were tested, one with the entire image being quan-
tized to q gray levels (q is a parameter) and one with each considered patch being
quantized individually. Another particular case, referred to as the third strategy
hereafter, is that no quantization is used, i.e., q = 256. Regarding the statisti-
cal analysis, the neighborhood size and the quantization are relatively dependent:
when the neighborhood size increases, the number of gray levels quantized q should
increase. When q increases, the local variance of the patch is more precisely charac-
terized, the performance of a considered strategy increases. Similarly, with the same
q, the second quantization strategy should perform better the �rst one. However, the
higher q is, the higher the computational cost of entropy is. The second quantization
strategy is slower than the �rst one. In our experiments on the Outex database when
using the LEP_S operator with q = 8, 16, 32, the second quantization strategy out-
performs the �rst one by 2-3%, but the computational time is of around 70% higher.
The simple third strategy without quantization results in the similar performance
as the second strategy with q = 32 with the computational time of 20% lower. In
the follows, we report the results of our descriptors without quantization.

5.3.3 BF experimental settings

This section explores di�erent parameters of BF preprocessing algorithm to improve
the performance of LBP features for texture classi�cation.

Feature extraction

Concerning LBP, we use the completed model proposed in [24], which gathers three
individual operators: CLBP-Sign (CLBP_S) which is equivalent to the conventional
LBP, CLBP-Magnitude (CLBP_M) which measures the local variance of magni-
tude, and CLBP-Center (CLBP_C) which extracts the local central information.
When using LBP features, only rotation invariant uniform patterns are considered
3.

We also apply the combination strategies presented in [24]. There are two ways to
combine the CLBP_S and CLBP_M codes: by concatenation or jointly. In the �rst
way, the histograms of the CLBP_S and CLBP_M codes are computed separately,
and then concatenated together. This CLBP scheme is referred to as �CLBP_S_M�.
In the second way, a joint 2D histogram of CLBP_S and CLBP_M codes is calcu-
lated (denoted as CLBP_S/M).

Finally, the three operators, CLBP_S, CLBP_M and CLBP_C, can be com-
bined in two ways, jointly or hybridly. In the �rst way, a 3D joint histogram of them

3The rotation invariant uniform patterns are often denoted with the subscript riu2 , e.g., LBPriu2

or LBCriu2 , but for simplicity they are simply denoted by their names, without riu2 , e.g., LBP
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is built and denoted by �CLBP_S/M/C�. In the second way, a 2D joint histogram,
�CLBP_S/C� or �CLBP_M/C� is built �rst, and then is converted to a 1D his-
togram, which is then concatenated with CLBP_M or CLBP_S to generate a joint
histogram, denoted by �CLBP_M_S/C� or �CLBP_S_M/C�.

We therefore apply these schemes on the original texture images and on the
preprocessed images, obtained as presented in Section 5.2.2.

Similarity measure and classi�er

Classi�cation rates are reported using the simple nearest neighbor classi�er. The
χ2 distance is used to measure the similarity between two texture images. If H =
{hi} and K = {ki}, (i = 1, 2, ..., n) denote two histograms corresponding to the
representations of two images, the χ2 distance is calculated as:

χ2(H,K) =
n∑
i=1

(hi − ki)2

hi + ki
(5.12)

5.3.3.1 BF parameter exploration

In this section, we study how the parameters of the BF �lter its in�uence �nal
performance. Parameters to be chosen include the two standard deviations σ1 and
σ2 de�ning the low and high cuto� frequencies of the band pass DoG �lter, and the
threshold ε. A critical constraint is σ1 < σ2.

The experiments described in this section were conducted on the Outex database.
We compute the average classi�cation rates on the three test suites (TC10, TC12t
and TC12h) with di�erent parameters of the BF �lter. For each texture descriptor
or combination strategy in the completed LBP model used (each descriptor was also
tested with di�erent parameters itself), 150 BF �lters with di�erent parameters were
evaluated: σ1 ∈ {0.5, 0.75, 1, 1.25, 1.5}, σ2 ∈ {2, 3, 4, 5, 6}, ε ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.3}.
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(c) CLBP_S_M/CR=2

Figure 5.5: Improved classi�cation accuracy obtained with di�erent standard devi-
ations (σ1 and σ2) of the BF �lter. These rates are calculated by averaging classi-
�cation rates with di�erent ε on the three test suites (TC_10, TC_12 �t�, TC_12
�h�) of the Outex database.
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• Determining σ1 and σ2

For each pair of σ1 and σ2, the average classi�cation rates are calculated for
varying ε. Figure 5.5 shows the improved classi�cation rates obtained when BF
�lter is used with di�erent descriptors and combination strategies. In general, Vu et
al. [102] experimentally recommended to use σ1 ∈ {0.7, 1.3} and σ2 ∈ {3, 6}. Indeed,
in our tests, we obtained the best results with σ1 = 1.25 and σ2 = 5, 6.

• Determining ε

The slightly larger than zero threshold parameter ε is used to provide the sta-
bility in uniform regions (the uniform areas containing noise rather than useful
texture information should be removed). To determine ε, the average of classi�ca-
tion rates across di�erent ε is computed: for each value of ε, 12 pairs of (σ1, σ2),
σ1 = 0.75, 1.00, 1.25 and σ2 = 3, 4, 5, 6 are used. As can be seen from Figure 5.6, the
performance of the BF �lter with ε = 0.05, 0.1, 0.15 is similar (the BF �lter with
ε = 0.15 performs slightly better the others) while it begins to drop when ε ≥ 0.2.
This can be explained by the fact that if ε is too high, useful information is lost.
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Figure 5.6: Classi�cation rates for di�erent descriptors with di�erent values of the
threshold ε. These rates are calculated by averaging classi�cation rates on the three
test suites (TC_10, TC_12 �t�, TC_12 �h�) of the Outex database with di�erent
values of σ1 and σ2.

To summarize, the BF �ltering performs well with di�erent parameters: σ1 ∈
[0.7, 1.3] and σ2 ∈ [3, 6], ε ∈ [0.05, 0.15]. The best results are obtained with σ1 = 1.25,
σ2 = 5, 6, and ε = 0.15 when CLBP is used.
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5.3.3.2 The robustness of BF to noise

Robustness to noise is one of the most important factors to assess texture classi�ca-
tion methods. To measure the robustness of the BF we use the three test suites of
the Outex dataset. In our experiments, the original texture images are added with
random Gaussian noise with di�erent signal-to-noise ratios (SNR): SNR = {30, 15,
10, 5, 4, 3}. To reduce the variability of randomness, each experiment is repeated
ten times and then the average classi�cation accuracies and the standard deviations
are calculated for each test suite and for each descriptor or combination strategy.

Table 5.1: Classi�cation rates on the Outex test suites with di�erent signal-to-noise.
SNR=30 SNR=15 SNR=10 SNR=5 SNR=4 SNR=3

TC10
CLBP_S/MR=2 97.87 97.45 96.70 91.01 88.99 86.81
BF + CLBP_S/MR=2 99.26 99.27 99.17 98.76 98.52 98.04

TC12t
CLBP_S/MR=2 90.44 89.71 88.01 82.61 80.02 78.38
BF + CLBP_S/MR=2 98.16 98.07 97.82 97.08 96.95 96.44

TC12h
CLBP_S/MR=2 91.07 90.51 88.41 82.71 81.02 78.03
BF + CLBP_S/MR=2 97.75 97.64 97.51 97.27 96.99 96.21

As can be seen from Table 5.1, the BF method is robust to noise. When the
BF preprocessing is used, the classi�cation accuracy is much more stable for the
evaluated descriptor. This loss is about 5% for the combination strategies such as
CLBP_S/M and CLBC_S/M, and more than 12% for the �individual� descriptor
like LBP. When the BF �lter is applied, for CLBP_S/M and CLBC_S/M, the losses
are around 0.5% with SNR=5 for all three test suites.

5.3.3.3 Low complexity

Concerning the complexity of an algorithm, three factors must be considered: prepro-
cessing time, feature extraction time and feature size which a�ects the classi�cation
time. BF preprocessing step requires 0.87ms (resp. 1.91ms) to process an image
of 128×128 (resp. 200×200) pixels, this additional time being really small. When
using the BF �lter, the feature extraction time and feature size are doubled, but
there are important gains in classi�cation rates. The feature extraction time of �BF
+ LBP� is similar to that of CLBP_S_M/C and CLBP_S/M. However, while the
feature sizes of CLBP_S_M/C are 30, 54, and 78, the feature sizes of CLBP_S/M
are 100, 324, and 676 for (R = 1, P = 8), (R = 2, P = 16), and (R = 3, P = 24),
respectively, the feature sizes of �BF + LBP� are much smaller: they are 20, 36, and
52 for (R = 1, P = 8), (R = 2, P = 16), and (R = 3, P = 24) respectively. This
means that �BF + LBP� is more e�cient than CLBP_S_M/C and CLBP_S/M in
both terms of performance and complexity.
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5.3.4 Results on the Outex database

In our LEP descriptors, the �rst step is computing entropy map in which a pixel
conveys the information of local patch around it. In the second step, the relationship
between the entropy of neighbor patches is encoded. If R is small, considered patches
will signi�cantly overlapped, thus, in the experiments on the Outex database, we
report the performance of the LEP descriptors with R = 3 and varying P (P = 8, 16,
or 24). Given an image, the BF �ltering is �rst applied and the two maps are
obtained (see I+

bf and I
−
bf in Figure 5.3). The LEP_SMC and CLBP_SMC features

are then extracted on both I+
bf and I−bf . All the four resulting descriptors are then

concatenated in order to obtain the �nal descriptor representing the considered
texture image. Recall that, in the three tests of this database, the training and
testing images are priorly split by its prede�ned evaluation protocol.

Table 5.2 compares the performance obtained by combining the BF, LEP_SMC
and CLBP_SMC to that of di�erent recent state-of-the-art systems. Our approach
outperforms signi�cantly and systematically all competing algorithms. The best re-
sults of the NI/RD/CI (Neighboring Intensities, Radial Di�erence, and Central In-
tensity) [74] which are respectively 99.7%, 98.7% and 98.1% for the three test suites
of the Outex database are obtained by combining the three descriptors at multi-scale
while our results, 99.9, 99.3, and 99.6% on the three tests respectively, are obtained
with single-scale features (CLBP(R,P )=(2,16) + LEP(R,P )=(3,16)). Also, in [33], in or-
der to obtain the results of 99.3, 97.7, and 98.6%, the authors have to combine nine
scales. TDLBP&NGF [175] are fused features of the DLBP features and the normal-
ized Gabor �lter response average magnitudes (NGF). The DLBP approach needs
pre-training and the dimensionality of the DLBP feature varies with the training
images. The results of CLBP_CLBC included are the best ones obtained by com-
bining CLBP_S/M/C and CLBC_S/M/C with (R,P ) = (3, 24) [133]. To the best
of our knowledge, our classi�cation rates obtained are the best ever published results
on this database.
Table 5.2: Comparing CLEBP with various state-of-the-art methods on the Outex
database.

TC10 TC12 Mean
t184 horizon

CLEBP 99.88 99.26 99.56 99.57
VZ-MR8 [176] 93.39 92.55 92.82 92.99
VZ-Joint [174] 92.00 91.41 92.06 91.82
LBPV [72] 97.63 95.06 93.88 95.52
CLBP [24] 99.14 95.18 95.55 96.62
LBPV [72] 97.63 95.06 93.88 95.52
CLBC [133] 98.96 95.37 94.72 96.35
CLBP_CLBC [133] 98.96 95.37 94.72 96.35
NI/RD/CI [74] 99.70 98.70 98.10 98.83
BRINT [33] 99.35 97.69 98.56 98.53
MRELBP [34] 99.38 99.17 99.51 99.35

We now discuss in more detail the contribution of each algorithm presented,
LEP and BF, to those excellent obtained results. The detailed results are reported
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Table 5.3: Classi�cation rates obtained on the Outex database.
TC10 TC12 Mean

t184 horizon

R
=
1
,
P
=
8

CLBP_SM 94.66 82.75 83.14 86.85
BF + CLBP_SM 97.18 95.01 94.00 95.39
CLBP_SMC 96.56 90.30 92.29 93.05
BF + CLBP_SMC 97.40 95.46 94.97 95.94
LEP_SM 90.11 83.26 81.64 85.00
BF + LEP_SM 94.14 91.85 93.45 93.15
LEP_SMC 91.23 85.20 83.81 86.75
BF + LEP_SMC 97.79 96.13 96.85 96.92
LEP_SM + CLBP_SM 97.79 91.83 91.46 93.69
BF + LEP_SM + CLBP_SM 97.86 97.36 97.82 97.68
LEP_SMC + CLBP_SMC 98.36 94.42 95.23 96.00
BF + LEP_SMC + CLBP_SMC 99.14 98.52 98.77 98.81

R
=
2
,
P
=
1
6

CLBP_SM 97.89 90.55 91.11 93.18
BF + CLBP_SM 99.61 97.82 98.84 98.66
CLBP_SMC 98.72 93.54 93.91 95.39
BF + CLBP_SMC 99.53 97.69 98.73 98.65
LEP_SM 93.90 84.70 87.15 88.58
BF + LEP_SM 97.34 94.84 96.00 96.06
LEP_SMC 94.43 86.39 90.92 90.58
BF + LEP_SMC 99.11 97.66 98.22 98.33
LEP_SM + CLBP_SM 99.09 95.60 95.20 96.63
BF + LEP_SM + CLBP_SM 99.79 98.98 99.44 99.40
LEP_SMC + CLBP_SMC 99.19 96.60 96.11 97.30
BF + LEP_SMC + CLBP_SMC 99.88 99.26 99.56 99.57

R
=
3
,
P
=
2
4

CLBP_SM 99.32 93.58 93.35 95.41
BF + CLBP_SM 99.66 98.35 99.03 99.01
CLBP_SMC 98.93 95.32 94.53 96.26
BF + CLBP_SMC 99.66 98.45 99.00 99.04
LEP_SM 94.56 87.92 86.32 89.60
BF + LEP_SM 97.65 94.97 95.87 96.16
LEP_SMC 94.32 88.75 87.46 90.18
BF + LEP_SMC 99.08 97.63 97.82 98.17
LEP_SM + CLBP_SM 99.09 96.55 96.16 97.27
BF + LEP_SM + CLBP_SM 99.90 98.89 99.47 99.42
LEP_SMC + CLBP_SMC 99.19 97.22 96.32 97.58
BF + LEP_SMC + CLBP_SMC 99.82 99.26 99.56 99.55
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in Table 5.3 (the bold lines indicate the best �nal results - �mean� column) from
which we can get some interesting �ndings:

• For considered features with their di�erent parameter settings, using BF as
preprocessing results in high gains in performance. For example, when combining BF
with CLBP_SM with the three parameter con�guration, the average improvements
are respectively 8.54%, 5.48%, and 3.6%.

• The BF �lter and the LEP descriptors have the good complementary strengths.
The LEP features are less powerful than CLBP but the combination of BF and
LEP performs similarly well the combination of BF and CLBP. For example, with
R = 1, the classi�cation rates of �BF + LEP_SMC� and �BF + CLBP_SMC�
are respectively 96.92% and 95.95%. With R = 2, the classi�cation rates of �BF
+ LEP_SMC� and �BF + CLBP_SMC� are respectively 98.33% and 98.65%. It
is worth noting that the very high performance of single scale �BF + LEP_SMC�
(R = 2) is already comparable to the state-of-the-art (see Table 5.2): single scale
�BF + LEP_SMC� results in the similar classi�cation rate of the combination of
three descriptors at multi-scale NI/RD/CI [74].

• When two methods BF and LEP combine with the existing CLBP, the re-
sults obtained are even better for all considered parameter settings. While CLBP
considers the relationships between image intensities, our LEP method captures the
relationships between statistical measures of image data randomness. Moreover, the
LEP descriptors are built by two steps, the �rst step is to characterize the informa-
tion quantity of image data at a small scale and the second step is to encode the
relationship of this information at a larger scale. As a result, the LEP descriptors
convey both local and more global information about texture. That is the reason
why our descriptors have the complementary strength which is not present in CLBP,
and the combination of BF, LEP, and CLBP results in excellent classi�cation rates.

5.3.5 Results on the CUReT and UIUC databases

Since the experiment settings as well as the observations obtained on those two
datasets are similar, we present the results on those databases in one section. In
the experiments on the CUReT database, as in [24], to get statistically signi�cant
experimental results, N training images were randomly chosen from each class while
the remaining 92 − N images per class were used as the test set. Similarly, in ex-
periments on the UIUC database, to eliminate the dependence of the results on the
particular training images used, N training images were randomly chosen from each
class while the remaining 40−N images per class were used as test set.

Similar to experiments on the Outex database, we �rst compare CLEBP with
the state of the art methods. We include di�erent features: VZ-MR8, LBP and
its variants, such as LBP/VAR, DLBP (Dominant LBP), multi-scale CLBP_SMC,
multi-scale CLBC_SMC, multi-scale NI/RD/CI, as well as the two very recent algo-
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Table 5.4: Comparing CLEBP with state-of-the-art methods on the CUReT et UIUC
databases. Our results are obtained by the combination of BF, single-scale LEP, and
single-scale CLBP. The bracketed numbers are the number of the training samples
per class used for the corresponding database.

Method CUReT (46) UIUC (20)
Ours 97.92 95.78
LBP/VAR 55.49 -
DLBP [175] 84.93 60.73
VZ_MR8 [176] 97.79 -
Multi-scale CLBP_SMC[24] 97.40 93.26
Multi-scale CLBC_SMC[133] 95.39 92.42
Multi-scale NI/RD/CI[74] 97.29 -
MRELBP [34] 97.10 -
SSLBP (NNC) [177] 98.55 97.02

Multi-scale methods must combine three scales R.

rithms, MRELBP [34] and SSLBP (Selective Scale LBP) [177]. For a fair comparison,
all included results are obtained with a NNC classi�er. The average classi�cation
rates on those databases over a hundred random splits with di�erent parameters (in
those experiments, RLEP = RCLBP +2) are reported in Table 5.4, from which we can
see the e�ciency of our approach. When combining BF, single-scale LEP and CLBP
(with P = 16), the obtained results are better than almost competing methods, such
as multi-scale CLBP_SMC, multi-scale CLBC_SMC, multi-scale NI/RD/CI, and
MRELBP. Our method performs only worse than the recent SSLBP method [177]
which is based on dominant LBP in scale space and has a strategy for selecting the
texture scale.

Tables 5.5 and 5.6 present in more detail the results obtained on the CUReT
and UIUC databases, from which we get the similar interesting observation as in
the experiments on the Outex database: the BF �lter and the LEP descriptors have
the complementary strengths (when combining BF and LEP, we already obtained
the very high performance, comparable to the state-of-the-art) but when these two
methods combine with the existing CLBP, the results obtained are even better.

5.3.6 Results on the KTHTIPS2b database

For the experiments on KTHTIPS2b, we follow the training and testing scheme used
in [173]. We perform experiments training on one, two, or three samples; testing is
always conducted only on un-seen samples. For example, there are six experiments
where two samples are used as training and the two remaining samples are used
as testing, and the classi�cation rate reported is the average of those results . In
this last database, in order to emphasis the strength of the proposed features, any
preprocessing is used. Table 5.7 details the our results obtained on this challenging
dataset with di�erent parameters and combination strategies while Table 5.8 com-
pares CLEBP with various state-of-the-art methods which are recently published.
As can be seen, our approach considerably outperforms almost all competing algo-
rithms (we obtained the similar results as those of MRELBP). The best results of
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Table 5.5: Classi�cation rates obtained on the CURet database.
46 23 12 6

R
=
1
,
P
=
8

CLBP_SM 93.52 88.67 81.95 72.30
CLBP_SMC 95.59 91.35 84.92 74.80
BF + LEP_SM 92.95 87.91 81.47 72.03
BF + LEP_SMC 95.13 90.87 83.79 74.67
BF + LEP_SM + CLBP_SM 96.98 93.96 89.03 83.07
BF + LEP_SMC + CLBP_SMC 96.92 94.06 89.53 82.58

R
=
3
,
P
=
1
6 CLBP_SM 94.45 90.40 84.17 75.39

CLBP_SMC 95.86 92.13 86.15 77.04
BF + LEP_SM 92.87 88.03 82.01 73.15
BF + LEP_SMC 94.93 90.68 84.45 74.56
BF + LEP_SM + CLBP_SM 97.92 95.27 91.85 83.95

BF + LEP_SMC + CLBP_SMC 97.61 94.87 89.95 82.88

R
=
5
,
P
=
2
4 CLBP_SM 93.63 89.14 82.47 73.26

CLBP_SMC 94.74 90.33 83.82 74.46
BF + LEP_SM 92.65 88.61 81.89 73.43
BF + LEP_SMC 94.78 91.21 84.32 74.48
BF + LEP_SM + CLBP_SM 97.46 94.78 90.97 82.77
BF + LEP_SMC + CLBP_SMC 96.61 93.45 88.94 81.83

Table 5.6: Classi�cation rates obtained on the UIUC database.
20 15 10 5

R
=
2
,
P
=
1
6

CLBP_SM 87.87 85.07 80.59 71.64
CLBP_SMC 91.04 89.42 86.29 78.57
BF + LEP_SM 93.25 89.32 85.47 73.53
BF + LEP_SMC 93.43 89.27 86.01 75.12
BF + LEP_SM + CLBP_SM 95.78 92.36 90.19 81.12

BF + LEP_SMC + CLBP_SMC 95.42 92.27 89.97 80.76

R
=
3
,
P
=
2
4

CLBP_SM 89.18 87.42 81.95 72.53
CLBP_SMC 91.19 89.21 85.95 78.05
BF + LEP_SM 92.95 87.91 81.47 72.03
BF + LEP_SMC 95.13 90.87 83.79 74.67
BF + LEP_SM + CLBP_SM 95.68 91.96 89.03 81.07
BF + LEP_SMC + CLBP_SMC 95.32 92.06 89.83 80.78
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the NI/RD/CI with training on one, two and three samples are 58.1%, 62.9%, and
66.0% respectively while our results are 58.8%, 65.3%, and 69.1%. It is worth noting
that the results of the combination of single-scale features are already better than
those of many existing methods (refer to the results of �LEP_SM + CLBP_SM�
with P = 8 and training on two and three samples which are 64.1% and 67.6%
respectively).

Table 5.7: Classi�cation rates obtained on the KTHTIPS2b database.
P 8 16 24
Ntrain 1 2 3 1 2 3 1 2 3
CLBP_S 48.1 54.2 52.6 50.5 55.8 59.1 49.9 54.6 57.8
LEP_S 48.04 54.15 56.64 49.01 53.75 56.73 48.51 55.03 55.22
LEP_SM 54.60 59.53 61.57 53.63 58.97 61.97 53.61 59.49 63.26
LEP_SMC 55.60 59.77 62.27 53.21 58.45 62.04 51.92 57.02 60.16
LEP_SM + CLBP_SM 58.12 64.11 67.59 57.85 63.98 67.53 58.45 64.01 67.57

P (8)+(16) (16)+(24) (8)+(16)+(24)
Ntrain 1 2 3 1 2 3 1 2 3
LEP_SM + CLBP_SM 58.78 65.25 69.13 57.93 63.86 67.38 58.84 65.17 68.83

Table 5.8: Comparing CLEBP with various state-of-the-art methods on the
KTHTIPS2b database. All scores are obtained with NNC classi�cation.

Method Accuracy (%)
Ours 69.13
LBP [69] 60.35
CLBP [24] 63.87
PRICoLBP [135] 61.17
MWLD [178] 64.7
VZ_MR8 [176] 55.7
VZ_Joint [174] 60.7
NI/RD/CI [74] 64.84
MRELBP [34] 69.13

5.4 Conclusions

Novel e�cient texture features are built by applying the LBP operators upon
the image entropy map where each pixel is replaced by the randomness of image
intensities within a local patch around it. CLEBP descriptors, without any pre-
learning process and any additional parameters to be learned, convey both global
and local information about texture. A biologically-inspired �ltering (BF) simulating
the performance of human retina is also presented as preprocessing. Integrating all
these ingredients, CLEBP encodes rich descriptive information while reserving the
robustness against environmental changes. Experiments carried out on four large and
challenging databases, including Outex, KTHTIPS2b, CuRet, and UIUC provide the
better results than many state-of-the-art approaches. Next chapter will introduce
an alternative approach texture representation, a compound framework formed by
combining two complementary types of features results in high discriminative texture
method.
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Chapter 6

LBP-ScatNet: An Complementary

micro-macro Approach

The previous chapter introduces a novel LBP variant which leverages the informa-
tion quantity to compensate for the loss of macro-structure information of LBP
operator. This results in a robust LBP variant for texture representation. In this
chapter, we propose a micro-macro feature combination approach for texture classi-
�cation. By this way, Local Binary Pattern (LBP) plays the role of micro-structure
feature extractor while the scattering transform captures macro-structure informa-
tion1. In fact, for extracting the macro-type features, coe�cients from three dif-
ferent layers of the scattering network are aggregated. The scattering network is a
handcrafted convolution network which is implemented by computing consecutively
wavelet transforms and modulus non-linear operators. By contrast, in order to ex-
tract micro-structure features which are rotation-invariant, relatively robust to noise
and illumination change, the completed LBP is utilized alongside the biologically-
inspired �ltering (BF) preprocessing technique. Overall, since the proposed frame-
work can exploit the advantages of both feature types, its texture representation
is not only invariant to rotation, scaling, illumination change but also highly dis-
criminative. Intensive experiments conducted on many texture benchmarks such as
CUReT, UIUC, KTH-TIPS-2b, and OUTEX show that our framework has a com-
petitive classi�cation accuracy. We discuss and present reasons as to why the two
disparate yet complementary categories of features, the scattering transform and

1Macro-structure information in the scattering transform is di�erent from those of CLEBP
presented in Chapter 5 because of twofold. 1) scattering transform or ScatNet extracts macro
features from the input image space based on a multi-scale and multi-orientation wavelet whereas
CLEBP extracts features from a macro space - the information quantity space. 2) ScatNet is a
macro feature method whilst CLEBP extracts features from a macro-space using miro-LBP feature
method

89
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LBP, are combined.

6.1 Introduction

LBP method and ScatNet are two contrary approaches for texture-image fea-
tures. The former extracts well micro-structure information from texture, has mea-
sures for dealing with image rotation, scaling, and illumination changes while losing
macro-structure information. CLBP [24] is a LBP variants which aims at solving
the information lost of the original LBP [69] by introducing three complementary
components, the sign (CLBP_S), magnitude (CLBP_M), and center pixel intensity
(CLBP_C). However, the method is still a type of micro-features. This is proved
by the fact that it has a high performance on micro structure image dataset like
Outex (with the avarage of 98.34% on the three test suites TC10, TC12_t184, and
TC12_horizon) but low classi�cation accuracy on the macro-structure KTH-TIPS2b
texture dataset (63.20%).

Contrary to the micro-structure descriptors of LBP family, ScatNet [35] is a
macro-feature approach which extracts features by concatenating the coe�cients of
a 3-layer handcrafted convolution network. In fact, the coe�cients of ScatNet are
formed by the mean values of �lter responses. Therefore, as many other �lter bank
based methods, ScatNet is also a macro-feature method which usually mislays micro-
structure information. The evidence for this is that it has decent classi�cation results
on macro texture databases such as KTH-TIPS2b (67.26%) but low accurate rate on
micro data, with the average of 97.66% on the three test suites TC10, TC12_t184,
and TC12_horizon.

With the aim of leveraging both �ne details and broader-range multi-path of
signals, we propose a novel framework which combines LBP features and those
of scattering transform for texture classi�cation. A preprocessing algorithm, the
biologically-inspired �ltering(BF) [102], as well as an e�cient PCA classi�er are
also used. Our hand-crafted descriptor has the accuracy which is close to those of
the CNN state-of-the-art (FV-CNN [179]) on the three out of four well-known tex-
ture datasets (UIUC [52], CUReT [47], KTHTIPS2b [173]), while demonstrating its
superior on Outex [9]. FV-CNN is the Fisher Vector aggregation of a Convolutional
Neural Network (CNN) �lter bank.

In this chapter, it is demonstrated that texture classi�cation can be tackled
more e�ectively by employing the combination of the LBP-and-ScatNet-based com-
plementary features. It is based on publications appeared in [180�182].

6.2 LBP-and-ScatNet-based framework

A motivation for our proposed algorithm is that LBP features and those of scat-
tering transform provide complementary information. The CLBP is used to capture
small and �ne detail information from texture by encoding the pixel-wise structure
in a certain radius. It is usually of from one to seven pixel-distances from a cen-
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ter. However, it does not take into account the wider range pixel relationship that
takes place beyond the coverage of its radii. In this section, we propose a framework
which complements the BF+CLBP features with the broader range, multi-scale,
multi-path counterparts, the scattering transform of texture image.
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6.2.1 BF+CLBP

Biologically inspired �ltering (BF) presented in section 5.2.2 is a preprocessing tech-
nique which uses Di�erence of Gaussians (DoG) �lter to imitate the function of
retina. DoG is often used as an approximation of a Laplacian of Gaussian (LoG)
�lter due to its low computational cost. It calculates the second spatial derivative
of an image. In areas where images have constant intensity, the �lter responses will
be zero. Wherever an intensity change occurs, the �lter will give a positive response
on the darker side and a negative response on the lighter side. In other words, the
DoG �lter splits the image details alongside two sides of the edges. For a given input
image Iin, BF of Iin outputs two images, let us denote them I−bf and I

+
bf . Thus, in the

feature extraction step with BF used as a preprocessing technique, instead of the
input image Iin, features are �rst extracted from the BF output� I−bf and I+

bf , and
then combined together. The resultant feature vector is considered as the descriptor
of Iin. For example, with the conventional LBP method, the two histograms of LBP
codes estimated from I−bf and I+

bf are concatenated and considered as the texture
representation of Iin.

Concerning LBP, we use the completed model proposed in [24], which gathers
three individual operators: CLBP-Sign (CLBP_S) which is equivalent to the con-
ventional LBP, CLBP-Magnitude (CLBP_M) which measures the local variance
of magnitude, and CLBP-Center (CLBP_C) which extracts the local central in-
formation. When using LBP features, only rotation invariant uniform patterns are
considered 2.

We also apply the combination strategies presented in [24]. There are two ways to
combine the CLBP_S and CLBP_M codes: by concatenation or jointly. In the �rst
way, the histograms of the CLBP_S and CLBP_M codes are computed separately,
and then concatenated together. This CLBP scheme is referred to as �CLBP_S_M�.
In the second way, a joint 2D histogram of CLBP_S and CLBP_M codes is calcu-
lated (denoted as CLBP_S/M).

Finally, the three operators, CLBP_S, CLBP_M and CLBP_C, can be com-
bined in two ways, jointly or hybridly. In the �rst way, a 3D joint histogram of them
is built and denoted by �CLBP_S/M/C�. In the second way, a 2D joint histogram,
�CLBP_S/C� or �CLBP_M/C� is built �rst, and then is converted to a 1D his-
togram, which is then concatenated with CLBP_M or CLBP_S to generate a joint
histogram, denoted by �CLBP_M_S/C� or �CLBP_S_M/C�.

We therefore apply these schemes on the original texture images and on the
preprocessed images which are the outputs of BF.

2The rotation invariant uniform patterns are often denoted with the subscript riu2 , e.g., LBPriu2

or LBCriu2 , but for simplicity they are simply denoted by their names, without riu2 , e.g., LBP
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6.2.2 ScatNet con�guration

ScatNet performs scattering transform which captures a wide range of signals for
features. The con�guration proposed in [35] is used for our framework. That is a
three-layer handcrafted convolution network with the �rst layer implemented two
operators consecutively: 1) a 2D-Morlet-wavelet transform followed by 2) a non-
linear modulus operator. The latter generates signal magnitudes for the next layers.
While the second and third layers are computed by a 3-D wavelet transform of
signal magnitudes which have been calculated from the previous layer (Figure 6.1).
The 3-D wavelet transform is implemented by a spatial 2D-wavelet transform and
a 1D-wavelet transform along the rotation angles. The wavelet transform used here
is Morlet wavelet.

Figure 6.1: A spatial 2D-wavelet on input image x outputs a coe�cient S0x, and U1x
is then grouped into orbits (signals with the same scale and di�erent orientations,
left).
3D-wavelet on each orbit (right) is computed by a spatial 2D-wavelet followed by
an 1D-wavelet transform along the orientation variables θ.

6.2.3 PCA classi�er

A generative classi�er called Principal Component Analysis (PCA) [35] was proved
to have decent performance for ScatNet. PCA Classi�er is described as follows.

Given a test image X, S̃X denotes the scattering transform of X and its dilated
version DjX.

S̃X =

( ∑
0≤j<H

1

)−1 ∑
0≤j<H

S̃DjX. (6.1)

The representation of S̃X used at test time is therefore a Scattering Transform.

Let PUcS̃X denotes the orthogonal projection of S̃X in the scattering space Uc
of a given class c. The principal components space Uc is approximately computed
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from the singular value decomposition (SVD) of the matrix of centered training
sample S̃DjXc,i − µc with all possible samples i dilated by 2j for a given class c.
The PCA classi�cation computes the class ĉ(X) base on the minimum distance∥∥∥(Id− PVc)(S̃X − µc)

∥∥∥ from S̃X to the space µc + Uc, Figure 6.2

Figure 6.2: PCA-classi�er classi�es a test image X based on the minimum distance
from Scattering Transform S̃X to subspace µc + Uc.

6.2.4 Framework

The overall idea is illustrated in Figure 6.3. For a given input image x, we �rst
apply BF+CLBP and the Scattering Transform on the image independently, then
aggregate their outputs (features) to form �nal features. BF splits the input image x
into I+

bf and I
−
bf , BF+CLBP representation of image x is the combination of CLBP

features of I+
bf and I

−
bf , namely BF+CLBP features. Similarly, the ScatNet features

are gained by an average pooling of the its coe�cients (S0x, S1x, S2x). Finally, an
aggregation of those forms our integrated features.

6.3 Experimental validation

This section evaluates the proposed method for classifying texture data. First,
parameter settings and datasets are presented. Second, we evaluate the results and
compare with the state-of-the-arts. Finally, we analysis the proposed framework and
its complexity.

6.3.1 Experimental settings

We analyze the e�ectiveness of our method by doing experiments on four popu-
lar texture databases, and their testing protocols are strictly followed. The PCA
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Figure 6.3: Proposed framework consists of two components separated by the dashed
line:
1) BF takes one image as input, and generates two outputs I+

bf and I−bf which are
further used as CLBP's inputs, namely BF+CLBP component.
2) ScatNet component: scattering representation is computed by a cascade of
wavelet-modulus operators |Wm|. Every |Wm| has one input and two outputs which
are the scattering coe�cients Smx and the next layer wavelet modulus coe�cients
Um+1x. The latter is used for further transformation.
Final features are the concatenation of those generated by the components.

classi�er [35] instead of a nearest neighbor classi�er is used to produce texture clas-
si�cation results because PCA classi�er was proved in [35] as a high performance
classi�er for ScatNet. Also, we want to follow a consistent classi�cation procedure
with ScatNet [35] for a fairly comparison. It is worth noting that in the previous
chapter (Chapter 5), a nearest neighbor classi�er (NNC) is used because we want
to prove that there is an enhancement of the proposed method in comparison with
other LBP variants which used NNC. In the experiments, we used source code of
CLBP, BF, ScatNet, VLFeat library and MatConvNet shared by Guo et al., [24], Vu
et al. [102], Mallat's group [35], and Vedaldi et al. [183, 184] respectively to generate
texture classi�cation results.

Databases

We analyze the e�ectiveness of our method by doing experiments on four popular
texture databases with details presented in Section 2.2, and their testing protocols
are strictly followed (as summarized in Table 6.1).

The Outex [9] database contains texture images captured from a wide variety of
real materials. We consider the two commonly used test suites, Outex_TC_00010
(TC10) and Outex_TC_00012 (TC12), containing 24 classes of textures which were
collected under three di�erent illuminations (�horizon�, �inca�, and �t184�) and nine
di�erent rotation angles (0◦, 5◦, 10◦, 15◦, 30◦, 45◦, 60◦, 75◦ and 90◦). There are
20 non-overlapping 128×128 texture samples for each class under each situation.
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Table 6.1: Summary of Datasets for the experiments

Dataset Images Image size Classes Splits
CURet 5612 200× 200 61 100
UIUC 1000 640× 480 25 100
Outex TC10 4320 128× 128 24 pre-de�ned
Outex TC12 9120 128× 128 24 pre-de�ned
KTH-TIPS2b 4752 200× 200 11 pre-de�ned

The 24×20 samples with illumination condition �inca� and rotation angle 0◦ were
adopted as the training data.

The CUReT [47] database contains 61 texture classes, each having 205 im-
ages acquired at di�erent viewpoints and illumination orientations. There are 118
images shot from a viewing angle of less than 60◦. From these 118 images, as in
[24, 174], we selected 92 images, from which a su�ciently large region could be
cropped (200×200) across all texture classes. All the cropped regions are converted
to grey scale (examples are shown in Figure 2.4).

TheUIUC [52] texture database includes 25 classes with 40 images in each class.
The resolution of each image is 640×480. The database contains materials imaged
under signi�cant viewpoint variations (examples are shown in Figure 2.8).

The material databases KTHTIPS2b [173], with 3 viewing angles, 4 illumi-
nants, and 9 di�erent scales, produce 432 images per class, with the image size of
200× 200 and 11 classes in total. Regarding the KTHTIPS2b databases, we follow
the common testing and training protocols. Only unseen data is used for testing,
with three out of four samples used for training and the remaining for testing.

6.3.2 BF+CLBP settings

BF parameter

Parameters of the BF �lter include the two standard deviations σ1 and σ2 de�ning
the low and high cuto� frequencies of the band pass DoG �lter, and the thresh-
old ε. It is worth noting that multiple bands can be used. For example, when
using three di�erent BF �lters with di�erent cuto� frequencies, one can obtain
six di�erent �maps� where the feature extraction is applied. However, on the one
hand, the multiple bands increase both the feature extraction and classi�cation
time, and on the other hand, this section focuses rather on the descriptors, we
do not report the result of multiple bands. A critical constraint is σ1 < σ2 (re-
call that these correspond respectively to the parameters of the blurring �lters be-
ing performed in photoreceptors and horizontal cells). By varying σ1, σ2, and ε
(σ1 ∈ {0.5, 0.75, 1, 1.25, 1.5},σ2 ∈ {2, 3, 4, 5, 6}, ε ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.3}),



6.3. Experimental validation 97

we used the BF parameters in this chapter as follows: σ1 = 1, σ2 = 5, and ε = 0.15.

CLBP

We use the completed model proposed in [24] for extracting LBP features. In which
three individual LBP operators applied on the BF maps of an input image: 1) CLBP-
Sign (CLBP_S) which is equivalent to the conventional LBP, 2) CLBP-Magnitude
(CLBP_M) which measures the local variance of magnitude, and 3) CLBP-Center
(CLBP_C) which extracts the local central information. When using LBP features,
only rotation invariant uniform patterns are considered 3.

We also apply the combination strategies presented in [24], the CLBP_S-and-
CLBP_M-code concatenation or jointly. In the former, the histograms of the CLBP_S
and CLBP_M codes are computed separately, and then concatenated. This CLBP
scheme is referred to as �CLBP_S_M�. In the latter, a joint 2D histogram of
CLBP_S and CLBP_M codes is calculated (denoted as CLBP_S/M).

At the end, three operators, CLBP_S, CLBP_M and CLBP_C, can be com-
bined in a joint or hybrid manner. In the �rst way, a 3D joint histogram of them
is built and denoted by �CLBP_S/M/C�. In the second way, a 2D joint histogram,
�CLBP_S/C� or �CLBP_M/C� is built �rst, and then is converted to a 1D his-
togram, which is then concatenated with CLBP_M or CLBP_S to generate a joint
histogram, denoted by �CLBP_M_S/C� or �CLBP_S_M/C�.

In addition, 3-scale CLBP is also utilized in our experiments. A popular scheme
of radii and number of neighbors (R,P) are applied, they are (1,8), (2,16), and (3,24).

6.3.3 ScatNet settings

ScatNet parameters are selected such that scaling number is J = 3 for datasets with
resolution of images at 150×150 or below, J = 4 for image size 300×300 or smaller,
and J = 5 otherwise. Here, the principle is that the smaller image size, the smaller
scaling number chosen as recommended in [35]. Orientations of �lter bank is set to 8
(L = 8), the number of ScatNet layers is set to 3 (M = 3). Since if the layer number
exceeds this threshold, both feature dimension and feature extraction time increase
with minor improvement in classi�cation accuracy.

The following sections will discuss about classi�cation results of our framework
and compare them with those of recent state-of-the-arts.

3The rotation invariant uniform patterns are often denoted with the subscript riu2 , e.g., LBPriu2

or LBCriu2 , but for simplicity they are simply denoted by their names, without riu2 , e.g., LBP
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6.3.4 Results on the Outex dataset

In our framework, there are actually two types of complementary features, the micro-
structure (LBP) and the macro counterpart, ScatNet. Therefore, the �rst step is
extracting 3-scale LBP features with the scheme of popular radii R = 1, 2, 3, and
number of neighbors P = 8, 16, 24, the CLBP variant is used in this case. In the
second step, coe�cients of ScatNet are aggregated, we use the original aggregation
method proposed in [35], the mean values of coe�cients. The �nal features are the
concatenation of those two descriptor types, the micro structure features are fused
with the macro counterpart results in a novel robust texture representation approach
for variety of type of texture. This property is veri�ed on Outex and three other
datasets.

There are actually two experiments on each dataset. 1) ScatNet is combined with
CLBP features. 2)ScatNet combines with BF+CLBP features.

Given an image, the BF �ltering is �rst applied and the two maps are obtained
(see I+

bf and I
−
bf in Figure 5.3). The CLBP_SMC features are extracted on both I+

bf

and I−bf . All resulting descriptors are then concatenated in order to obtain the �nal
descriptor representing the considered texture image. Recall that, in the three tests
of this database, the training and testing images are priorly split by its prede�ned
evaluation protocol.

Table 6.2 compares the classi�cation results obtained by our proposed framework
in this chapter with those of our work presented in the previous chapter, and other
state-of-the-arts. PCA classi�er [35] is used for our proposed methods to prove for
the improvement of the proposed method in comparison with the ones it derived
from. The features include single scale CLEBP, multi-scale CLBP, ScatNet, and the
proposed framework are classi�ed by PCA classi�er in this experiment.

It is worth noting that our proposed method in Chapter 5, the CLEBP has the
highest performance on this dataset, with the average accuracy at 99.61 %, while our
work presented in this chapter, the micro-macro complementary feature, is ranked
second. However, our framework in this chapter outweighs the CLEBP in the more
challenging datasets with scale variance. The reason can be easily noticed is that the
framework has the ability of extracting both micro and macro structure information
of images while the CLEBP does not, this can be seen in the next sections.

Here are some most interesting observations:

1) The texture classi�cation accurate rates are at 99.87%, 98.43%, and 99.63%
for Outex_TC10, Outex_TC12_00, and Outex_TC12_01 respectively, they are
consistently higher than those of the original features. Those classi�cation results
of ScatNet are, in turn for the three test suites, 98.39%, 96.23%, and 98.38% while
these �gure for CLBP and BF+CLBP are respectively 99.20%, 96.20%, 97.25% and
99.50%, 97.13%,98.40%.
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2) Our results are much better than those of FV-SIFT+ FC+FV-VD [179], which
can be considered as the frontier on many datasets other than Outex, the data suite is
mainly used to test the rotation invariance of features. One can observe that the two
rotation invariance features, ScatNet and CLBP, are combined together in our novel
framework, this results in the features which are also invariant to rotation yet more
robust. In fact, FV-SIFT+ FC+FV-VD [179] is a very powerful framework which is
formed by combining features from a 19-layer pre-trained CNN and SIFT features.
The �nal Fisher Vector aggregated features of this framework show a competitive
classi�cation results on many texture datasets except the Outex. This is caused by
the data dependence of the pre-trained CNN. On contrary, our handcrafted method
in this chapter, without any expensive learning stage, can deal well with such a
variety type of texture. Details can be seen in Table 6.2.

3) MRELBP[34] is a LBP variant which gains signi�cant performance with mul-
tiscale version being up to nine scales. It should be noticed that we choose CLBP
instead of others to combine with ScatNet because we want to prove that a basic
LBP variant, which is closed to the original rather than an advanced version, and
ScatNet can be complementary.

6.3.5 Results on the CUReT database

In the experiments on the CUReT database, as in [24], to get statistically signi�cant
experimental results, N training images were randomly chosen from each class while
the remaining 92 − N images per class were used as the test set. We pick up the
high performance results, with N = 46, for a solid report in this chapter.

Similar to experiments on the Outex database, we compare the framework classi-
�cation results with our proposed method (single scale CLEBP with PCA classi�er)
presented in the previous chapter, and other state-of-the-art methods. We include
di�erent features: VZ-MR8, LBP and its variants, such as LBP/VAR, DLBP (Dom-
inant LBP), multi-scale CLBP_SMC, as well as the two very recent algorithms,
MRELBP [34]. The highest performance of all reported results chosen for compari-
son, some benchmarks used SVM classi�er. The average classi�cation rates on those
databases over a hundred random splits with di�erent parameters are reported in
Table 6.3, from which the e�ciency of our approach obtained by its complementary
components can be noticed. When combining 3-scale CLBP and ScatNet, the ob-
tained results are better than all other LBP variants, and ScatNet. Frankly, features
extracted from a 9-layer pre-trained CNN combined with those of SIFT, the FV-
SIFT+ FC+FV-VD[179], gained the best performance on this dataset. However, it
should be recalled that our handcrafted method has its components which consist
of a compact feature type (LBP), and a three-layer convolution network without
learning stage. Even though, we have a signi�cant classi�cation results on Outex,
whereas the FV-SIFT+ FC+FV-VD[179] dose not.

Our proposed framework has a slight improvement comparing to the method it
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Table 6.2: Classi�cation accuracy (%) comparisons with state-of-the-art on the Ou-
tex database. (�): Our method in Chapter 5; (��): Our method in this chapter.

Method TC10
TC12

t184 horizon mean
CLEBP (�) 99.87 99.38 99.59 99.61
CLBP_S/M+ScatNet (��) 99.40 98.45 98.80 98.88
CLBP_S/M/C+ScatNet (��) 99.51 98.43 98.94 98.96
BF+CLBP_S/M+ScatNet (��) 99.82 98.22 99.40 99.15
BF+CLBP_S/M/C+ScatNet (��) 99.87 98.66 99.63 99.39

BF+CLBP_S/M 99.60 97.29 97.99 98.29
BF+CLBP_S/M/C 99.50 97.13 98.40 98.34
CLBP_S/M 99.30 96.40 97.05 97.58
CLBP_S/M/C 99.20 96.20 97.25 97.55
ScatNet[35] 98.39 96.23 98.38 97.67
MRELBP[34] 99.38 99.17 99.51 99.35
NTLBP[131] 99.24 96.18 94.28 96.57
DLBP[71] 99.10 93.20 90.04 94.11
COV-LBPD[185] 98.78 95.72 97.62 97.37
LTP[70] 98.54 92.59 89.17 93.43
LBP [69] 97.70 87.30 86.40 90.47
MSJLBP[136] 96.67 95.21 95.74 95.87
PRICoLBP[135] 94.48 92.57 92.50 93.18
VZ-MR8[176] 93.59 92.55 92.82 92.99
NRLBP[186] 93.44 86.13 87.38 88.98
VZ-Path [174] 92.00 91.41 92.06 91.82
MBP[187] 89.92 95.18 95.55 93.55
FV-SIFT+ FC+FV-VD[179] 80.00 82.16 82.44 81.53
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derived from, the CLBP and ScatNet. As illustrated in Table 6.3, the classi�cation
rate of our method closely reaches the state-of-the-art on this dataset. Once again,
the small �ned structure features (CLBP) can compensate for scattering transform
features for being robust to the combinations of viewing and illumination direction
changes of texture in the CUReT dataset.

It is worth noticing that our �rst proposed texture representation method, the
single scale CLEBP presented in Chapter 5, has very competitive results on Outex
but it does not on CURet. This is because the structure information it captures from
images is not enough diversity as our second proposed method does, the micro-macro
complementary feature approach.

Table 6.3: Classi�cation accuracy comparisons with state-of-the-art on the CUReT
database. (�): Our method in Chapter 5; (��): Our method in this chapter.

Method Accuracy(%)

CLEBP (�) 98.92

CLBP_S/M+ScatNet (��) 99.53
CLBP_S/M/C+ScatNet (��) 99.50
BF+CLBP_S/M+ScatNet (��) 99.74

BF+CLBP_S/M/C+ScatNet (��) 99.51

CLBP_S/M 98.60
CLBP_S/M/C 98.56
BF+CLBP_S/M 98.65
BF+CLBP_S/M/C 98.57
ScatNet[35] 99.10

FV-SIFT+ FC+FV-VD[179] 99.70
Broadhurst[188] 99.22
MRELBP [34] 99.02
VZ-MR8[176] 98.61
Multi-scale BIF[189] 98.60
Hayman et al.[190] 98.46
VZ-joint[174] 97.66
Zhang et al.[191] 95.30
DLBP[71] 92.77

6.3.6 Results on the UIUC database

This section discusses in more detail the classi�cation results obtained on the UIUC
dataset. Experiment protocol on the UIUC database is similar to that on CUReT,
to eliminate the dependence of the results on the particular training images used, N
training images were randomly chosen from each class while the remaining 40−N
images per class were used as test set. There are two experiments actually drawn on
this dataset.

1) CLBP+ScatNet: We get around 2% classi�cation enhancement on this dataset
(from 95.90% to 97.50%) comparing to its original version.
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2) BF+CLBP+ScatNet has got similar improvement in classi�cation accuracy,
increasing from 95.20% to 98.69%. When BF preprocessing techniques added to
CLBP, the accurate rate rises roundly 1%.

From above analyses, one can conclude that local CLBP/BF+CLBP features
combined with broader range features (ScatNet) will improve the overall perfor-
mance on UIUC dataset. This is because these two kinds of features are comple-
mentary in such a way that they can be robust to the changes of viewing angle,
scale, and illumination conditions.

Results in Table 6.4 shows that our accurate rate on this dataset is similar to that
of works in [191], roundly 1% lower than the recent frontier FV-SIFT+ FC+FV-VD
[179] of this dataset while beating all others.

Table 6.4: Classi�cation accuracy comparisons with state-of-the-art on the UIUC
database. (�): Our method in Chapter 5; (��): Our method in this chapter.

Method Accuracy(%)
CLEBP (�) 95.81
CLBP_S/M+ScatNet (��) 97.20
CLBP_S/M/C+ScatNet (��) 97.50
BF+CLBP_S/M+ScatNet (��) 98.63
BF+CLBP_S/M/C+ScatNet (��) 98.69

CLBP_S/M 95.90
CLBP_S/M/C 96.02
BF+CLBP_S/M 96.48
BF+CLBP_S/M/C 96.28
ScatNet[35] 95.20
FV-SIFT+ FC+FV-VD[179] 99.90
Zhang et al.[191] 98.70
WMFS[191] 98.60
VZ-joint[174] 97.83
OTF[192] 97.40
MFS[193] 92.74
Hayman et al.[190] 92.00

6.3.7 Results on the KTH-TIPS-2b

For the experiments on KTHTIPS2b, the training and testing scheme used in [173]
are followed. We conduct experiments by training on one, two, or three samples;
testing is always conducted only on un-seen ones. For example, there are six ex-
periments where two samples are used as training and the two remaining sam-
ples are used as testing, and the classi�cation rate reported is the average of those
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results. In this challenging database, our the proposed framework, the LBP-and-
ScatNet-based complementary approach demonstrates its superior strength to other
handcrafted features including our e�cient LBP variant, the CLEBP presented in
Chapter 5. Table 6.5 details our results obtained on this challenging dataset with
di�erent combination strategies. It also compares the framework classi�cation accu-
rate gain with other recent well-known state-of-the-art methods. As can be seen in
the table, our approach considerably outperforms almost all competing algorithms,
except the 19-layer-CNN and SIFT hybrid method with Fisher Vector aggrega-
tion, the FV-SIFT+ FC+FV-VD[179]. The best results of the highest performance
(MRELBP[34]) among handcrafted descriptors is 77.91% while our result is 78.09 %.
This performance is much better than our previous proposed method, the CLEBP
with PCA classi�er whose result on this dataset is at 70.50 %.

As can be seen from Table 6.5, our proposed framework gets a signi�cant improve-
ment over the original features it inherits from, the enhancement in classi�cation
accuracy is approximately 6% for CLBP+ScatNet, 10% for BF+CLBP+ScatNet,
and up to 14% when comparing to CLBP or ScatNet features alone. Also, our clas-
si�cation result on this database is ranked closely to FV-SIFT+ FC+FV-VD [179].
As discussed earlier, the method of our second contribution can demonstrate its su-
perior strength to our �rst contribution because it can leverage the micro-structure
information from LBP features and the macro-structure information from ScatNet
descriptors. Surprisingly, the two type of feature are complementary in our frame-
work, this results in a discriminative handcrafted texture representation.

6.3.8 Framework experimental analysis and complexity

In this section, we �rst show the complementary strength of CLBP and ScatNet in
the proposed framework, features generated from the framework are more tolerant to
the variations in scale, pose and illumination with the KTH-TIPS-2b dataset when
CLBP and ScatNet combined. Then, we represent the complexity of our method
(Table 6.9). Finally, we discuss about the use of feature dimensionality reduction
and its corresponding accuracy.

Tables 6.6, 6.7, and 6.8 present the confusion matrices of classi�cation of one split
on the KTH-TIPS-2b dataset with BF+CLBP, ScatNet, and the combined features
respectively. The results show that our framework leverages the complementary
properties of CLBP (micro-structure information features) and ScatNet (macro-
features) to reduce the misclassi�cation cases, confusion matrix of the framework
(Table 6.8) shows a smaller miss-class numbers than those of the other two (Tables
6.6, 6.7). Figure 6.4 illustrates the cases of class 4 (cork) and 7 (lettuce Leaf) are
classi�ed incorrectly by both CLBP and ScatNet. However, the proposed framework
perfectly classify images in these classes. This shows that CLBP and ScatNet can
complement each other. Figure 6.4 illustrates misclassi�cation cases of the original
features while the proposed method classify these images without error. However,
BF+CLBP mis-classi�es two left images: cork (class 4) is classi�ed incorrectly into
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Table 6.5: Classi�cation accuracy comparisons with state-of-the-art on the KTH-
TIPS-2b database. (�): Our proposed method in Chapter 5; (��): Our proposed
method in this chapter

Method Accuracy(%)

CLEBP (�) 70.50
CLBP_S/M+ScatNet (��) 69.15
CLBP_S/M/C+ScatNet (��) 68.80
BF+CLBP_S/M+ScatNet (��) 78.09

BF+CLBP_S/M/C+ScatNet (��) 77.71

CLBP_S/M 63.30
CLBP_S/M/C 63.20
BF+CLBP_S/M 67.68
BF+CLBP_S/M/C 68.31
ScatNet[35] 67.26

FV-SIFT+ FC+FV-VD[179] 81.50
MRELBP[34] 77.91
MSJLBP[136] 65.51
ELBP[74] 64.84
MWLD[151] 64.70
COV-LBPD[185] 63.47
LTP[70] 62.12
PRICoLBP[135] 61.17
LBP [69] 60.35
MBP[187] 60.29
VZ-Path [174] 60.70
NTLBP[131] 58.78
NRLBP[186] 57.00
VZ-MR8[176] 55.7

cracker (class 6), brown bread (class 2), corduroy (class 3), and cotton (class 5).
While lettuce leaf (class 7) is classi�ed incorrectly into aluminium foil (class 1).
ScatNet mis-classi�es 2 right images: cork (class 4 ) is misclassi�ed into aluminium
foil (class 1), brown bread (class 2), corduroy (class 3), lettuce leaf (class 7), and
white bread (class 9), lettuce leaf (class 7) is misclassi�ed into aluminium foil
(class 1).

Figure 6.4: BF+CLBP mis-classi�es (2 left images), ScatNet mis-classi�es (2 right
images), the proposed method classi�es these images without error.

Among those methods mentioned in this chapter, network-based approaches have
high classi�cation accuracy and obviously high complexity in comparison with oth-
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Table 6.6: Confusion Matrix BF+CLBP on the KTH-TIPS-2b database.
108 0 0 0 0 0 0 0 0 0 0
0 61 0 0 0 7 0 0 40 0 0
0 1 95 0 7 0 0 2 0 1 2
0 1 1 103 1 2 0 0 0 0 0
0 0 0 0 39 2 0 54 5 6 2
0 8 24 7 0 56 2 0 11 0 0
3 0 3 0 0 1 96 0 0 5 0
0 0 0 0 5 0 0 96 0 0 7
0 8 1 0 0 6 0 0 92 1 0
0 0 1 0 0 0 0 0 0 107 0
0 0 11 0 4 0 14 7 0 0 72

Table 6.7: Confusion Matrix Scatnet on the KTH-TIPS-2b database.
108 0 0 0 0 0 0 0 0 0 0
15 44 1 2 0 8 14 0 21 2 1
1 0 101 0 1 0 0 3 0 2 0
5 12 1 77 0 0 2 0 11 0 0
0 0 2 0 64 0 4 30 0 7 1
3 11 7 12 0 38 19 0 9 4 5
19 0 0 0 0 0 89 0 0 0 0
0 1 0 0 6 1 0 99 0 0 1
3 13 2 10 0 2 12 0 62 4 0
11 0 0 0 0 0 1 0 0 96 0
11 3 25 0 0 0 10 0 0 3 56

Table 6.8: Confusion Matrix of the proposed method on the KTH-TIPS-2b database.
108 0 0 0 0 0 0 0 0 0 0
0 97 0 0 0 8 0 0 3 0 0
0 0 98 0 8 0 0 1 0 1 0
0 0 0 108 0 0 0 0 0 0 0
0 0 1 0 65 0 0 30 0 7 1
0 17 12 8 0 64 1 0 3 0 3
0 0 0 0 0 0 108 0 0 0 0
0 0 0 0 2 0 0 103 0 0 3
0 0 1 0 0 0 0 0 107 0 0
0 0 1 0 0 0 0 0 0 107 0
0 0 0 0 0 0 19 5 0 0 84
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ers. We will present the complexity of our work, and compare it with the state-of-
the-art CNN, the FV-SIFT+ FC+FV-VD[179] (Table 6.9). Feature extraction time
(Fea. Ex. Time) of methods in second, is calculated on the same laptop with Intel(R)
Core(TM) i7-4710MQ CPU @ 2.50GHz, 2501 Mhz, 4 Core(s), 8 Logical Processor(s)
and 8Gb of RAM. We measure the feature extraction time by the average compu-
tation time of 500 images from the KTH-TIPS-2b dataset.

Our framework feature extraction time depends on ScatNet parameters (scales),
the smaller scale, the faster feature extraction. In general, our approach takes a little
longer time to extract features in comparison with FV-SIFT+ FC+FV-VD[179].
However, our method has the feature dimension which is much lower, this leads to a
lower classi�cation time. We also examined the performance of BF + CLBP, followed

Table 6.9: Framework complexity and comparison, feature extraction time in seconds
(Feat. Ex. Time(seconds)), feature dimension (Feat. Dimension).

Method Feat. Ex. Time(second) Feat. Dimension

Ours 0.7073 4,608
FV-SIFT+ FC+FV-VD[179] 0.5431 65,536

Figure 6.5: Classi�cation accuracy on the KTH-TIPS-2b database where PCA di-
mensionality reduction is done upon the BF+CLBP-feature-vectors before concate-
nating with those of ScatNet.

by the PCA dimensionality reduction technique. Figure 6.5 presents the classi�cation
accuracy on KTH-TIPS-2b dataset with such features. There is a slight decrease
in classi�cation accuracy (from 68.38% to 67.28%) when dimension of BF+CLBP
feature vectors are reduced from 3888 to 416. However, the accurate rates of the
combined method are stable around 77.63% with feature vector dimension ranging
from 416 to 2288 (the feature vector dimension without dimension reduction is
4096), the accuracy peaks at 77.87% (the accurate rate without dimension reduction
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is 78.09%) with the feature vector dimension of 1248. Therefore, applying feature
vector dimension reduction of BF+CLBP features before concatenating with those of
ScatNet can be considered as a trade-o� between classi�cation accuracy and feature
dimension.

6.4 Conclusions

In this chapter, we have proposed a novel framework which generates handcrafted
features for texture classi�cation. It takes full advantages of the BF preprocessing
technique, the local LBP features, and the global ones extracted from ScatNet.
Experiments show our proposed method enhances distinctiveness of texture while
preserving the robustness to variations in illumination, rotation, and scale. Overall,
ScatNet and LBP are not concurrent but complementary while the preprocessing
technique makes the LBP descriptors more robust. Our modest improvements in
terms of classi�cation accuracy have not reached the recent frontiers but are in the
high ranking on the experimental databases, to the best of our knowledge. Future
study can be drawn on the same domain with scale variation tolerance by using
multi-scale training techniques. Next chapter we will introduce a novel ScatNet
variant which enhances the strength of ScatNet for texture representation, namely
a Normalized-Convolution Network.
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Chapter 7

Normalized-Convolution Network: A

More E�cient Net-based Method

So far, we have proposed two di�erent methods for texture representation. The �rst
contribution focused on developing a LBP variant which extracts features based on
complementary signals from input images, they are micro-structure information from
LBP operators and information quantity computed using entropy. On contrary, our
second contribution proposes a compound framework which leverages the strength
of two types of features which are not concurrent yet complementary, the micro-
features extracted from LBP and a macro counterparts derived from ScatNet.

In this chapter, we introduce a Handcrafted Normalized-Convolution Network
(NmzNet) for e�cient texture classi�cation. NmzNet is implemented by a three-layer
normalized convolution network, which computes successively normalized convolu-
tion with a prede�ned �lter bank (Gabor �lter bank) and modulus non-linearities.
Coe�cients from di�erent layers are aggregated by Fisher Vector aggregation to
form the �nal discriminative features. The results of experimental evaluation on
three texture datasets UIUC, KTH-TIPS-2a, and KTH-TIPS-2b indicate that our
proposed approach achieves the good classi�cation rate compared with other hand-
crafted methods. The results additionally indicate that only a marginal di�erence
exists between the best classi�cation rate of recent frontiers CNN and that of the
proposed method on the experimented datasets.

7.1 Introduction

Convolution is an essential operator which is used in almost every image pro-
cessing technique, and texture analysis is not an exception. Let us consider texture
classi�cation for an example, �lter bank based methods have played a vital role

109
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with several successful proposed works where the fundamental operator of those is
the convolution. Bovik et al. applied the Gabor �lters to compute the average �lter
responses for features [77]. Mallat proposed the multi-resolution wavelet decompo-
sition method [58], which generates coe�cients from the high-low (HL), low-high
(LH), and low-low (LL) channels for subsequent classi�cation tasks. Porter et al.
[78] removed the high-high (HH) wavelet channels and combined the LH and HL
wavelet channels to obtain rotation invariance wavelet features. Haley et al. [79]
calculated isotropic rotation invariance features from Gabor �lter responses. More
recent, scattering transform is considered as a high performance approach based on
cascading wavelet transform layers [35] compared to previous wavelet-based meth-
ods.

There is another operator which can be computed using standard convolution
called normalized-convolution [21]. It has the potentiality of a decent fundamen-
tal operator for texture descriptors because it is based on the concept of the sig-
nal/certainty - philosophy to produce a description of the neighborhood which is op-
timal in the mean square sense. We therefore propose to use normalized-convolution
in the scattering network model to substitute for standard convolution for texture
classi�cation. The idea was �rst introduced in [194].

This chapter is organized as follows: we start with a review of the normalized
convolution in Section 7.2.1, Fisher vector aggregation presented in Section 7.2.2, fol-
lowed by details of the proposed Cormalized-Convolution Network (Section 7.2.3).
In Section 7.3, we verify the our approach with experiments on popular texture
datasets and comparisons with various state-of-the-art texture classi�cation tech-
niques. Section 7.4 provides concluding remarks and possible extensions of the pro-
posed method.

7.2 Normalized-convolution network

In this section, we propose a handcrafted Normalized-Convolution Network with
its derivation described in 7.2.1 for e�cient texture classi�cation.

7.2.1 Normalized convolution

Normalized convolution [21] is a method for performing general convolution oper-
ations on data of signal/certainty type. More speci�cally, it takes into account the
uncertainties in signal values and allows spatial localization of possibly unlimited
analysis functions. The conceptual basis for the method is the signal/certainty phi-
losophy, i.e. separating the values of a signal from the certainty of the measurements.
The separation of both data and operator into a signal part and a certainty part.
Missing data is simply handled by setting the certainty to zero. In the case of un-
certain data, an estimate of the certainty must accompany the data. Localization
or �windowing� of operators is done using an applicability function, the operator
equivalent to certainty, not by changing the actual operator coe�cients. Spatially
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or temporally limited operators are handled by setting the applicability function to
zero outside the window.

Formally, Knutsson et al. [21] de�ne normalized convolution in form of standard
convolution as follows,

U(ξ) =
∑
x

a(x)B(x)� c(ξ − x)T (ξ − x) (7.1)

where
ξ is the global spatial coordinate.
x is the local spatial coordinate.
T (ξ) is a tensor corresponding to the input signal.
c(ξ) is a function which represents the certainty of T (ξ).
B(x) is a tensor corresponding to the operator �lter basis.
a(x) is the operator equivalent to certainty, a function which represents the appli-
cability of B(x).

� denotes multi-linear operations (in standard convolution this operation is
scalar multiplication). When the basic operation is understood explicitly indicat-
ing the dependence on the global spatial coordinates ξ, the local spatial coordinate
x plays no role. Then, the expression (7.1) can be written as

U = {aB�̂cT} (7.2)

where the �hat� over the multilinear operation symbol acts as a marker of the oper-
ation involved in the convolution (it is useful when more than one operation symbol
appears within the brackets).

Knutsson et al. also draw another de�nition of normalized convolution by the
means of general convolution operations on data of signal/certainty type. Normalized
convolution of aB and cT can be de�ned and denoted by:

UN = {aB�̂cT}N = N−1D (7.3)

where: D = {aB�̂cT}
N = aB �B∗̂.c
The star, ∗, is the complex conjugate operator.

The concept of normalized convolution has a theory behind, the least squares
problem.

To see this, for a given neighborhood, t, in a set of basis functions given by a
matrix B and the coe�cients u. The approximation t′ of t is the projection of u on
B, (standard matrix and vector notation are used).

t′ = Bu (7.4)
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It is proved that for a given set of basis functions, B , the least square error, ‖t′ − t‖,
is minimized by choosing u to be:

u =
[
BTB

]−1
BT t (7.5)

With the introduction of a diagonal matrix, W, a weighted least square problem can
be solved by

Wt′ = WBu (7.6)

Then the minimum of ‖W (t′ − t)‖ is obtained by choosing coe�cients u to be:

u =
[
(WB)T WB

]−1

(WB)T Wt (7.7)

which can be rewritten and split into two parts, N−1 and D.

u =
[
BTW 2B

]−1︸ ︷︷ ︸
N

BTW 2t︸ ︷︷ ︸
D

(7.8)

It can be shown that N and D are identical to the corresponding quantities used
in normalized convolution, equation (7.3). In normalized convolution, the diagonal
weight matrix is, for a neighbourhood centered on ξ0, given by:

W 2
ii (ξ0) = a (xi) c (ξ0 − xi) (7.9)

Therefore, normalized convolution can be considered as a method used to obtain a
local weighted least square error representation of the input signal. The input signal
is described in terms of the basis function set, B, while the weights are adaptive
and given by the data certainties and the operator applicability. One of the most
striking applications of normalized convolution might be the interpolation of Lena
image (Figure 7.2) using applicability function illustrated in Figure 7.1.
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Figure 7.1: An applicability function.
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Figure 7.2: Top left: The famous Lena-image, top right the image has been degraded
to a grey-level test image only containing 20% of the original information. Bottom
left: Interpolation using standard convolution with a normalized smoothing �lter
(see Figure 7.1). Bottom right: Interpolation using normalized convolution with the
same �lter as applicability function.

7.2.1.1 Example

To give a small example, assume that we have a two-dimensional signal T , sampled
at integer points, with an accompanying certainty �eld c, as de�ned below.

T =

9 6 9 1 7
10 10 2 9 2
2 10 5 10 8
10 2 10 7 1
7 10 8 8 3
1 10 10 8 1
3 5 7 4 1

c =

0 2 2 2 2
2 1 1 2 2
2 1 1 2 1
2 2 2 2 1
1 0 2 2 2
1 1 2 1 0
2 2 2 1 0

Let the local signal model be given by a polynomial basis, {1, x, y, x2, xy, y2} (it
is understood that the x variable increases from the left to the right, while the y
variable increases going downwards) and an applicability of the form:

a =
1 2 1
2 4 2
1 2 1

The applicability �xes the size of the neighborhood, in this case 3×3 pixels, and gives
a localization of the unlimited polynomial basis functions. Expressed as matrices,
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taking the points columnwise, we have

B =



1 −1 −1 1 1 1
1 −1 0 1 0 0
1 −1 1 1 −1 1
1 0 −1 0 0 1
1 0 0 0 0 0
1 0 1 0 0 1
1 1 −1 1 −1 1
1 1 0 1 0 0
1 1 1 1 1 1


and a =



1
2
1
2
4
2
1
2
1


Assume that we wish to compute the result of normalized convolution at the marked
point in the signal. Then the signal and certainty neighborhoods are represented by

t =



2
10
10
10
8
10
7
8
8


and c =



2
0
1
2
2
2
2
2
1


Applying equation 7.8 with W 2 = WaWc we get the result

u = (BTWaWcB)−1BTWaWct = {8.4275, 1.3913, 0.9855,−2.6739,−1.5362, 1.1449}

with this choice of basis functions, the resulting coe�cients hold much informa-
tion on the the local orientation of the neighborhood. To conclude this example,
we reconstruct the projection of the signal, t

′
= B × u, and reshape it to a 3 × 3

neighborhood:
2.9855 8.5870 8.8406
4.3623 8.4275 7.1449
8.0290 10.5580 7.7391

To get the result of normalized convolution at all points of the signal, we repeat the
above process at each point.

7.2.1.2 Implementation Matters of Normalized Convolution

In fact, Convolution Networks are implemented by convolving a given input image
or some cases a feature map (a �lter response of previous convolution) with a set
of �lters. To build Normalized Convolution Network using normalized convolution
as a primal operator, an important question need to be answer is that how can
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we use normalized convolution to compute �lter responses when a bank of �lters is
provided?

For a given set of convolution kernels, Farnebäck [195] suggested to conjugate
and re�ect these kernels to obtain the equivalent correlation kernels

{
hi
}m

1
, such

that
ui(x) = (hi ? f)(x) (7.10)

The idea is to �nd a set of basis functions and an applicability with the property
that in the case of full certainty, the basis functions coincide with the given correla-
tion kernels. Thus normalized convolution using the computed basis functions and
applicability gives the expected results when all data are certain and something that
is expected to be useful when uncertain data are present.

By setting n × n matrices Wa = diag(a), Wc = diag(c), and W 2 = WaWc as
proposed in [195]. The coe�cients u from equation (7.8) will be

u =
[
BTWaWcB

]−1︸ ︷︷ ︸
N

BTWaWct︸ ︷︷ ︸
D

(7.11)

To solve this problem we �rst collect the correlation kernels {hi} into the matrix
H. With the assumption that the images have full certainty, it means that Wc is an
identity-one matrix, this leads to

B = W−1
a H(HTW−1

a H)−1 (7.12)

An additional requirement is that the correlation kernels are linearly independent,
so that HTW−1

a H is invertible. Now that we have this B, normalized convolution
is computed as usual with W 2 = Wc and the expansion coe�cients give the �lter
responses. Obviously we must use the same applicability as in the construction of
B.

7.2.2 Fisher Vectors

This section describes the Fisher Vector (FV) of [196]. The FV is an image repre-
sentation obtained by pooling local image features. It is frequently used as a global
image descriptor in visual classi�cation. Given an input image I, the Fisher Vector
(FV) formulation of [196] starts by extracting dense-and-multi-scale local descrip-
tors X = {xt, t = 1 · · ·T}. It is assumed that X can be modeled by a probability
density function uλ, with λ is the set of parameters of u as well as the estimation of
those. Then, X can be described by the gradient vector as

Gλ
X =

1

T

h

λ

log uλ(X) (7.13)
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Since Fisher information matrix (Fλ) of probability density function (uλ) is sym-
metric and positive, it has the Cholesky decomposition Fλ = L′λLλ. Therefore, the
Fisher kernel can be written as a dot-product between normalized gradient vectors
Γλ, with ΓXλ = LλG

X
λ , and ΓXλ is referred to as the Fisher vector of X.

The probability density function uλ is chosen to be a Gaussian Mixture Model
(GMM): uλ (x) =

∑K
i=1wiui (x), and λ = {wi, µi,Σi, i = 1 · · ·K} where wi, µi, and

Σi are mixture weight, mean vector and covariance matrix of Gaussian ui respec-
tively. Covariance matrices are assumed to be diagonal, and σ2

i denotes the variance
vector. The local descriptors xt are assumed to be generated independently from uλ,
and therefore:

GX
λ =

1

T

T∑
t=1

h

λ

log uλ (xt) . (7.14)

Soft assignment (γt) of descriptor xt to Gaussian i is computed as

γt (i) =
wiui (xt)∑K
j=1wjuj (xt)

. (7.15)

Let ΓXµ,i be the gradient vector computed on the mean µi, and ΓXσ,i be the gradient
vector computed on the standard deviation σi of Gaussian i, then derivative of those
will lead to formulations for computing the �rst and second order statistics of the
local descriptors.

ΓXµ,i =
1

T
√
wi

T∑
t=1

γt (i)

(
xt − µi
σi

)
. (7.16)

ΓXσ,i =
1

T
√

2wi

T∑
t=1

γt (i)

[
(xt − µi)2

σ2
i

− 1

]
. (7.17)

The �nal Fisher vector is the concatenation of the ΓXµ,i and ΓXσ,i vectors for i = 1...K,
with the dimensionality is 2KD, D is the dimension of a descriptor xt.

7.2.3 Normalized-convolution network

This section introduces a handcrafted network which inherits ScatNet [35] for texture
classi�cation. In this novel handcrafted network, so called Normalized-Convolution
Network (NmzNet), we propose two important changes to the ScatNet (Chapter 4)
to enhance its robustness.

1) We modify the wavelet modulus operator, the fundamental operator of Scat-
Net, by a substitution of the normalized convolution presented in section 7.2.1 for
the standard convolution used in ScatNet as follows

The operator of the �rst network layer:

W1x =
(
x~ φJ , {|x~ ψθ,j|}θ,j

)
= (S0x, U1x) (7.18)



7.3. Experimental validation 117

where ~ is the normalized convolution operator.
|.| is the modulus operator.
j = 1...J is the scaling parameter.
φJ and ψθ,j are respectively the low and high pass �lter kernels with J scales and θ
angles. These kernels used as applicability functions for the normalized convolution
in our proposed method.

The wavelet-modulus operator for layers m ≥ 2 computed on Um−1x the same
way as the one on the �rst layer. However, there is a normalized convolution com-
puted along the angle parameters taken into account.

2) The concatenation of mean value of ScatNet coe�cients is replaced by the
Fish Vector feature aggregation in the NmzNet.

Given an image I, local descriptors {d1, ..., dn} are extracted from three di�erent
layers of NmzNet. These features are then soft-quantized using a Gaussian Mix-
ture Model (GMM). Subsequently, the dimensionality is reduced by PCA before
concatenating their �rst and second order statistics to form the �nal Fisher Vector
features.

7.3 Experimental validation

This section evaluates the Normalize-Convolution Network for classifying texture
data. First, parameter settings and datasets are presented. Second, we evaluate
the results and compare with the state-of-the-art. Finally, we analyze the proposed
method and its complexity. In our experiments, we used source code of ScatNet [35],
and the implementation of Fisher Vector aggregation in [22] to generate classi�cation
results on three challenging texture datasets: UIUC [52], KTH-TIPS-2a, and KTH-
TIPS-2b [173].

Figure 7.3: Images in the same class from the 3 experimented datasets: Rows 1)
UIUC, 2) KTH-TIPS-2a, 3) KTH-TIPS-2b.

7.3.1 Experimental settings

This section discusses how the Normalize-Convolution Network is implemented and
enhances texture representation. As illustrated in (Figure 7.4), the �rst row presents
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(from left to right) a Gaussian window used as applicability function, the real and
imaginary part of one Gabor �lter, windowed �lters respectively which can be used
for computing normalized convolution. The second row is a lettuce leaf image and its
corresponding convolution results. It is obvious that normalized convolution results
(right) retain more details from the image than those of standard convolution. This
clue inspires us to build a convolution handcrafted network based on ScatNet with
normalized convolution used instead of standard convolution.

Figure 7.4: Normalized Convolution compared with Standard Convolution, lettuce
leaf image from KTH-TIPS-2b dataset

We built Normalized-Convolution Network successively cascading wavelet trans-
form and modulus nonlinear operators, this is inspired by ScatNet model [35] with
a major di�erence is that in our network, normalized convolution is used in stead
of standard convolution. Figure 7.5 illustrates images taken from the KTH-TIPS-2b
dataset, the two images are in the same class (cork). We extracted feature vectors
of these images, using Normalized-Convolution Network. Next we compute χ2 dis-
tance between those, it is 0.45. The same procedures are done with ScatNet, and
the χ2 distance is 14.89. It is obvious that our approach has a better discriminative
representation compared with ScatNet.

Finally, we use o�-the-shelf method Fisher vector as an aggregation method for
our approach. Classi�cation results are presented in the next section with SVM
classi�er is used.

The parameters of Normalized-Convolution Network are selected such that scal-
ing number is J = 3 for datasets with resolution of images at 150 × 150 or below,
J = 4 for image size 300× 300 or smaller, and J = 5 otherwise. Here, the principle
is that the smaller image size, the smaller scaling number chosen as recommended
for ScatNet in [35]. Orientations of �lter bank is set to 8 (L = 8), the number of
ScatNet layers is set to 3 (M = 3). Since if the layer number exceeds this threshold,
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Figure 7.5: Images in the same class (cork) from KTH-TIPS-2b dataset whose
NmzNet descriptors have smaller χ2 distances compared with those of ScatNet.

both feature dimension and feature extraction time increase with minor improve-
ment in classi�cation accuracy. The reason for choosing those parameters is that our
model is strongly inspired by ScatNet model with the two important modi�cation as
mentioned, we use normalized convolution for the fundamental operator and Fisher
vector as aggregation method. Our novel convolution network can be considered as
the �rst variant of ScatNet. It has the full advantages of ScatNet which has been
mathematically proved to have the capability to deal with a�ne transform of tex-
ture data. Furthermore, the novel ScatNet variant we proposed has the stronger
discriminative power on the very challenging datasets which will be discussed in the
next sections.

The following sections will discuss about classi�cation results of our Normalized-
Convolution Network and compare them with those of recent state-of-the-arts. Ex-
periments were conducted on three texture datasets, the results are compared with
well-known and state-of-the-art of those, and we chose the highest results reported
by relevant articles for the comparison. Di�erent form the our two other contribu-
tion, the classi�er we use here in this chapter is a multi-class SVM classi�er rather
than a Nearest Neighbor applied Chapter 5 or PCA classi�er in Chapter 6 for a fair
comparison with state-of-the-arts.

7.3.2 Results on the UIUC database

Classi�cation results on UIUC dataset (Table 7.1) shows that our proposed Normalized-
Convolution Network improves the discriminative power slightly when comparing
with its predecessor, ScatNet, 96.97 % compared to 96.15 %. Even though, the
improvement is signi�cant on the more challenging database such as KTH-TIPS2
presented in the next sections. There is such an enhancement because we propose
to use within ScatNet model the normalize-convolution operator [21]. In addition to
that, Fisher Vector aggregation method also shows its advantages when aggregating
the Normalized-Convolution Network coe�cients. They are altogether complemen-
tary to form good convolution network for texture representation.

Results in Table 7.1 shows that our accurate rate on UIUC dataset is similar
to that of works in [191], roundly 1% lower than the recent frontier FV-SIFT+
FC+FV-VD [179] of this dataset while beating all others. Compared with our
previous approaches for texture in this dataset, the proposed Network (NmzNet)
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Table 7.1: Classi�cation accuracy comparisions with state-of-the-art on the UIUC
database. (�), (��), and (?): Our proposed methods in Chapter 5, 6, and this chapter
respectively.

Method Accuracy(%)

NmzNet (?) 96.97

CLEBP (�) 95.81
CLBP_S/M+ScatNet (��) 97.20

MDLBPriu2 [197] 88.05
LBPHF [144] 89.58
Hayman et al.[190] 92.00
CLBPHF [198] 92.55
MFS[193] 92.74
BRINT [33] 93.30
MRELBP (SVM) [34] 96.88
ScatNet(PCA) [35] 96.15
VZ-joint[174] 97.83
OTF[192] 97.40
scLBP [134] 98.45
FV-AlexNet (SVM) [179] 99.1
FV-VGGM (SVM) [179] 99.7
FV-VGGVD (SVM) [179] 99.8

has above 1% more accurate than CLEBP (at 95.81%) while being outweighed by
CLBP_S/M+ScatNet (at 97.20%). However, it should be noticed that in this exper-
iment, results presented in Table 7.1, only a single type of features extracted from
NmzNet is classi�ed whilst FV-VGGVD (SVM) [179] and CLBP_S/M+ScatNet
(our proposed method presented in Chapter 6) are in fact the compound features,
i.e. their features are formed by a combination of two or more type of features which
are complementary. Recalling that FV-SIFT+ FC+FV-VD [179] combines SIFT fea-
tures and those extracted from a pre-trained CNN (VGG), and CLBP_S/M+ScatNet
is the mixture of LBP and ScatNet features. On contrary, in this experiment, we
choose the classi�cation results from only a single type of features, the �sher vector
aggregation of Normalized-Convolution Network coe�cients, to compare. This is be-
cause we want to introduce Normalize-Convolution Network as the original version
of our work or the �rst ScatNet variant.

7.3.3 Results on KTH-TIPS-2a

KTH-TIPS-2a [173] is a very challenging dataset for the texture classi�cation
task. State-of-the-art performance on this dataset was reported approximately 78%.
KTH-TIPS-2a is challenging because it has very intense intra-class variations, as
evident in Figure 7.3. Table 7.2 shows the experimental results obtained on KTH-
TIPS-2a. NmzScat achieved a 82.37% classi�cation rate, which was superior to the
results obtained by handcrafted conventional methods with a wide margin (being
roughly 20% di�erent from VZ-joint[174], and 4% from the scLBP [134], the best
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LBP variant performance reported on this dataset). The classi�cation accurate rate
of NmzScat is slightly better than those of our framework proposed in Chapter
6 (BF+CLBP+ScatNet, 82.05%) while it is much better than our LBP variant
presented in Chapter 5 (CLEBP, 74.50%). NmzScat has a signi�cant classi�cation
result on this dataset, far outweighs CLEBP which has very high performance on
Outex due to the fact that Normalized-Convolution [21] is a decent operator to
be used in a three-layer convolution-modulus network. In addition, Fisher Vector
aggregation also contributes to the success of our Normalized-Convolution Network,
the �rst ScatNet variant has ever reported.

Table 7.2: Classi�cation accuracy comparisons with state-of-the-art on the KTH-
TIPS-2a database. (�), (��), and (?): Our proposed methods in Chapter 5, 6, and
this chapter respectively.

Method Accuracy(%)

NmzNet (?) 82.37

CLEBP (�) 74.50
BF+CLBP_S/M+ScatNet (��) 82.05

LBP [69] 58.10
CLBP [133] 66.58
VZ-MR8 [176] 62.35
VZ-joint[174] 61.93
Multi-Scale-BIF [189] 71.56
ScatNet [35] 72.57
COV-LBPD [185] 74.86
MLEP [139] 75.57
scLBP [134] 78.39

7.3.4 Results on KTH-TIPS-2b

For the classi�cation setting on KTHTIPS2b texture dataset, as a protocol we follow
the scheme used in [173]. That is experiment conducted by training on one, two, or
three samples; testing is always conducted only on un-seen ones. Thus, there are six
experiments in which two samples are used as training and the two others are used
as testing, and the classi�cation rate reported is the average of those results. In this
challenging database, our the proposed convolution network demonstrates its supe-
rior strength to other handcrafted features including our proposed methods, they are
the CLEBP presented in Chapter 5 and BF+CLBP+ScatNet framework introduced
in Chapter 6. Table 7.3 details the results obtained on this challenging dataset and
compares accurate gain of the proposed network with other recent state-of-the-art
methods. As can be seen in the table, our approach (at the classi�cation accuracy
78.10 %) considerably outperforms all competing handcrafted algorithms. It is only
inferior to the 19-layer-CNN and SIFT hybrid method with Fisher Vector aggrega-
tion, the FV-SIFT+ FC+FV-VD[179] in term of classi�cation accuracy (81.50 %). It
is worth noticing that our handcrafted network has only three convolution-modulus
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Table 7.3: Classi�cation accuracy comparisons with state-of-the-art on the KTH-
TIPS-2b database. (�), (��), and (?): Our proposed methods in Chapter 5, 6, and
this chapter respectively.

Method Accuracy(%)

NmzNet (?) 78.10

CLEBP (�) 70.50
BF+CLBP_S/M+ScatNet (��) 78.09

VZ-MR8[176] 55.70
NRLBP[186] 57.00
NTLBP[131] 58.78
MBP[187] 60.29
LBP [69] 60.35
VZ-Path [174] 60.70
LTP[70] 62.12
PRICoLBP[135] 61.17
COV-LBPD[185] 63.47
MWLD[151] 64.70
ELBP[74] 64.84
MSJLBP[136] 65.51
MDLBPriu2[197] 66.52
BRINT[33] 66.67
LBPHF[144] 67.51
CLBPHF[198] 68.10
ScatNet(PCA)[35] 68.92
MRELBP[34] 68.98
MRELBP (SVM)[34] 77.91
FV-AlexNet (SVM) [179] 77.9
FV-SIFT+ FC+FV-VD (SVM)[179] 81.50

layers. The best results of the highest performance (our proposed compound frame-
work presented in Chapter 6) among handcrafted descriptors is 78.09% while the
result of our novel convolution network is 78.10 %. This performance is much better
than ScatNet (68.92 %), the network from which our proposed network is derived.

As can be seen from Table 7.3, our proposed network gets a signi�cant improve-
ment over the original features it inherits from, the enhancement in classi�cation ac-
curacy is approximately 9%. Also, our classi�cation result on this database is ranked
closely to FV-SIFT+ FC+FV-VD [179]. As discussed earlier, the method of our third
contribution presented in this chapter can demonstrate its superior strength to other
handcrafted features because it can leverage strength of Normalized-Convolution op-
erator [21], ScatNet architecture, and Fisher Vector aggregation method. Normalized-
Convolution operator and Normalized-Convolution with the theory of signal/certainty
was proved mathematically to be su�cient operator for dealing with degraded im-
ages, and Fisher Vector shows its power when applying as an aggregation method
of FV-SIFT+ FC+FV-VD (SVM)[179].

Although our classi�cation result on this database is inferior to FV-SIFT+
FC+FV-VD [179], it is on the high ranking.
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7.4 Conclusions

In this chapter, we have proposed the Normalized-Convolution Network (NmzNet),
a handcrafted convolution network which leverages o�-the-shelf methods such as
Normalized Convolution, ScatNet, Fisher Vector aggregation for e�cient texture
classi�cation. Our approach extracts features which are robust to scale, rotation,
and illumination changes.

Future works can be drawn on other categories of texture data such as noise and
occlusion data with other types of feature aggregation. Next chapter of this thesis
will draw a perspective of this network in a more detail.
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Chapter 8

Conclusions

This thesis started by providing de�nition of texture, texture analysis and its appli-
cations followed by a literature review. Perhaps, it is therefore appropriate to end
by looking at some of the applications that our work has been put to and reviewing
extensions of it in the literature. Finally, possible directions of future research will
be also discussed.

8.1 Applications

It is obvious that texture analysis in general and texture classi�cation in par-
ticular has a great variety of applications. As such, the most mentioned domains
include textile industry, image retrieval, medical imaging, remote sensing, and so
on. However, we want to �gure out in this section some very practical applications
in which our works can be applied on such as industrial inspection, and detecting face
spoo�ng attacks in a authentication security system based on biometric measures.

A good example of the inspection system is introduced in [199]. In this machining
process, a computer system controls the movement and operation of the mills, lathes,
and other cutting machines, and images of the workpiece surfaces are analyzed to
distinguish sharp tools from the blunt ones or to recognize the output products
as good ones or faults using machine vision techniques. Figure 8.1 illustrates a
machining system whose operations are monitored based on surface texture and
vibration signal.

In the monitoring platform illustrated in Figure 8.1, along every cutter path, 10
cutting positions are set with a interval of 10mm for every two of them. During the
milling process, a piece of 10-second vibration signal is acquired for every cutting
position which is machined. The surface texture is inspected by using the micro-
scope under a �xed distance and illumination condition. A surface texture image is

125
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Figure 8.1: A monitoring platform used in [199].

captured from a 2mm × 2mm area at every cutting position. Both surface texture
image and vibration signal are collected for every cutting position. Finally, 180 data
group are obtained, and both up-milling and down-milling are considered.

Figure 8.2: Wood and micro-structure defect samples used in [200].

Surface texture inspection using texture features is also type of automated surface
inspection. It is an important but challenging domain in the industry. Figure 8.2
presents data samples used in [200] where texture features are applied to detect fault
materials. Since collecting training data is usually costly, for this reason training
data can be limited. Therefore, surface inspection should deal well with the lack
of training data cases. Another factor should be aware of is that related learning
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methods are highly data-dependent when amount of data for training is limited. In
this certain situation, CNN-based methods in general may face challenges while our
handcrafted feature methods developed in Chapter 5, 6, and 7 can be useful.

In addition, CNN-based method such as framework proposed in [200] has high
inspection performance in comparison with other handcrafted methods. However,
it is claimed in the literature that it needs further investigation for the real-time
inspection applications. On the contrary, our novel LBP variant proposed in Chapter
5 can be a potential measure for this situation.

Another striking example of applying texture classi�cation is detecting face
spoo�ng attacks in a authentication system based on biometric security measures.
When being spoofed, a biometric recognition system is bypassed by presenting a
copy of the biometric evidence of a valid user. Among several type of biometric
modalities, spoo�ng a face recognition system is particularly easy to perform: all its
need is simply a photograph of a valid user.

It is not easy for human eye to distinguish an image of a real user and a recaptured
image of the same user at a very �rst glance (Figure 8.3). However, there is a certain
di�erence between the real face and spoof-attack images when they are translated
into a proper feature space. The disparities come from the fact that the human face as
a 3D object, as well as the human skin, have their own optical qualities (absorption,
re�ection, scattering, refraction), which other materials (paper, photographic paper
or electronic display) do not possess. Therefore, the texture properties of real accesses
and spoof-attacks will be di�erent. Chingovska et al.[201] address the problem of
detecting face spoo�ng attacks by inspecting the potential of texture features and
their variations on types of attacks: printed photographs, and photos and videos
displayed on electronic screens of di�erent sizes. They exploit the capabilities of
LBP texture features to reveal the di�erence between real accesses and attacks
with photographs and videos. It is obvious that our proposed methods presented in
Chapter 5, 6, 7 are superior to the original LBP texture features used in [201] can be
applied in the same application domain with potentially competitive performances.

8.2 Conclusions

This doctoral dissertation proposes many complementary approaches for e�cient
texture classi�cation.

Here are some of the key contributions made in the thesis. The �rst contribu-
tion of this work is the development of a novel LBP variant in Chapter 5, called
the completed local entropy binary patterns (CLEBP), for texture presentation.
The approach is developed by applying the LBP-based self-similarity operators on
the image entropy space. This helps to incorporate the complementary informa-
tion, entropy, into LBP-based features to extract both micro and macro structure
information of images. Consequently, CLEBP and the conventional LBP have com-
plementary strength and that by combining these algorithms, one obtains better
results than either of them considered separately. Experimental results on four large
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Figure 8.3: The order from left to right and top to bottom, images show examples
of real access, printed photograph, mobile phone and tablet attacks respectively.

texture databases, including Outex, KTHTIPS2b, CuRet and UIUC show that our
approach is more e�cient than many other LBP variants. Although we have incor-
porated the information quantity (a type of macro structure information) into LBP
features to compensate for macro structure information loss of micro LBP features,
the supplementary components are formed by the same type of micro-feature LBP
encoding method. This results in high performance on texture data which is less
or not variant on scales such as Outex while having poor performance on datasets
like KTH-TIPS2. The next contribution introduces an alternative approach texture
representation, a compound framework formed by combining two complementary
types of features results in high discriminative texture method.

The second contribution is the proposed framework in which BF+CLBP, and
its supplementary features (ScatNet) are combined, and PCA classi�er used. This
is detailed in Chapter 6. The LBP operator [29] is a theoretically simple yet a ef-
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�cient method of analyzing textures. It uni�es the traditional divergent statistical
and structural models of texture analysis. LBP method describes texture in terms
of micro-primitives (textons), and their statistical placement rules. It also has mea-
sures to deal with the rotation and multi-scale problems of texture. In addition,
CLBP[24] is a variant which is close related but more robust than the original
version. The power of this can be enhanced when using the complementary BF
preprocessing technique [102]. Even though, this suite of measures only captures
the micro-primitives while losing the macro-primitives because this traditional LBP
method basically thresholds the neighborhood against its center in a certain radius.
Another shortcoming of LBP method is the way it copes with the multi-scale issue
in such a way that will lead to a high dimension of feature vector when using up
to nine scales. Those drawbacks can be removed when LBP is combined with Scat-
Net [35]. The empirical study in this thesis and related works show that CLBP and
ScatNet are not concurrent yet complementary due to their several properties. First,
ScatNet catches a wider range primitives in comparison with LBP because ScatNet
cascades multi-scale wavelet transform operators for its implementation. The macro-
primitives captured by ScatNet can compensate for the lost of LBP method. Second,
ScatNet extracts discriminative multi-scale features while keeping the feature vector
very compact, dimension is 536 (this number is approximately 1800 for nine-scale
LBP) if ScatNet features are computed over image patches of size 2J = 25 = 32 with
K = 8 wavelet orientations. Because ScatNet is proved mathematically in [160] that
it is invariant to rotation, translation and small deformation, and we experimentally
show in the thesis that these properties supplement to LBP when they are com-
bined. Finally, PCA classi�er is integrated to form a robust and e�cient framework
for texture classi�cation. It should be noticed that CLBP (a basic LBP method)
rather than CLEBP (a novel advance method) and ScatNet have been combined
because we want to prove in this contribution that a basic micro LBP and macro
structure feature ScatNet can be complementary. Advanced LBPs combined with
ScatNet is intended for future works. With an alternative approach, next contribu-
tion introduces a novel ScatNet variant which enhances the strength of ScatNet for
texture representation.

The third contribution is presented in Chapter 7. In the chapter we propose a
novel handcrafted convolution network, so-called Normalized-Convolution Network.
Our model in this work is inspired by the ScatNet model [20] with two important
modi�cations. 1) Normalized Convolution operator [21] substitute for the standard
convolution. Normalized Convolution is based on the the signal/certainty philosophy,
i.e. separating the values of a signal from the certainty of the measurements. 2)
The implementation [22] of Fisher Vector aggregation of the network coe�cients is
applied instead of the mean values of those. The proposed method not only gains
high competitive results on the challenging texture databases: UIUC, KTH-TIPS2
but also poses the potentiality to high performance on other challenging texture
data such as occlusion or noised data.
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8.3 Perspective

The possibilities to extend our complementary approaches and improvements of
the algorithms have been discussed throughout the thesis. In addition to those there
are some more ideas we want to mention.

The LBP-ScatNet combination framework has the potentiality of noise tolerant
since it is constituted by BF+CLBP and ScatNet which are proved to be robust to
noise. However, this needs to have further experiment and test on noise data.

Normalized Convolution Network uses the normalized convolution as basic oper-
ator. This operator has the signal/certainty principle and the weighted least square
theory behind, and is proved as a powerful measure to deal with degraded data.
Therefore, there is a potential that our Normalized Convolution Network can have
good representation of degraded and occlusive texture images. This is worth to be
explored in the future works. Formulating a model for extracting features from the
degraded, and occlusive texture using Normalized Convolution Network can be a
interesting work.

More recent, Oyallon et al. [68] proposed to use Scattering Network, a hand-
crafted method, as a hybrid manner with deep CNNs. Additionally, Oyallon et al.
[68] also show that early layers of deep CNNs do not necessarily need to be learned.
Instead, they used pre-de�ned parameters from a Garbor �lter bank. Their work
has the best results to-date in comparison with pre-de�ned representations, and
also gains competitive performance compared to Deep CNNs while having lower
number of network layers.

Our Normalized Convolution Network [194] shares several common character-
istics with Scattering Network. Thus, the pre-de�ned features of this handcrafted
network can provide a parameter saving measure on deep learning techniques and
to allow them to require lower resource in both computation and training data.

To conclude, in the CNN and deep learning era, handcrafted features still have
their roles to play due to several reasons. First of all, handcrafted descriptors are
inspired by the learning features for computational savings. For example, Local Bi-
nary Pattern [29] is inspired in a work related to CNN [202], called Local Binary
Convolutional Neural Networks (LBCNN) which aims at statistical and computation
e�ciency while having CNN-comparable performances. Or in another case, a hand-
crafted feature method, SIFT [11] is combined with �lter banks learned from VGG
CNN in [8] to enhance classi�cation performance, and this work has state-of-the-art
results on many texture datasets. Being di�erent from the other two works men-
tioned, Scattering Network hybridizes with CNNs in [68] for network-layer reduction
while the hybrid method still has decent approximation results of a full layer CNN.
Last but not least, in some domains, collecting training dataset is usually costly and
related methods are highly dataset-dependent. Our works on handcrafted texture
features therefore to pursuit similar targets of those.
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