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Abstract

This PhD thesis gives a numerical illustration of how a carbon tax affects South African GDP,
employment, CO2 emissions and socio-economic inequality. It uses a “hybrid” computable general
equilibrium model of an open economy in a one-step projection from 2005 to 2035. It models second-
best economies, notably skill-related rigidities in the labour market and in production of electricity.
Seven scenarios for recycling of carbon tax revenue are analysed, plus an option to invest a part of tax

revenue in improvement of skills of labour.

The analysis shows that under conventional assumptions about technological change, a carbon tax of
around 100 ZAR2005 (18 USD2013) per tonne of CO2 will have little negative consequences for
GDP and employment, when combined with the right type of tax revenue recycling: Labour subsidies
and company profit tax reduction likely lead to the best macro-economic outcomes, though do not
reduce inequality. Additional measures are needed to reduce “energy poverty”. To achieve South
Africa’s NDC of the Paris Agreement, a carbon tax rate of around 300 ZAR2005 or 55 USD2013 per
tonne of CO2 is necessary. However, this could have serious impacts on GDP growth. Also, without a
change in the trend of increasing labour productivity, such lower GDP will lead to higher
unemployment than in the reference case. An investment in skills of 7.5 billion ZAR2005 of annual
Ctax revenue, with the objective of increasing access to high quality education and reducing the high
skill labour shortage, is found to have a positive impact on GDP growth. However better calibration

data is required.

The findings of this PhD thesis furthermore call for a thorough examination of what type of
technological change could be expected for South Africa. Technological progress, consumer
preferences and international circumstances limit the economy’s capacity to restructure and
decarbonise and therefore to reduce negative consequences of carbon taxation for GDP growth. Proper
assessment of future technological change is relevant for all sectors and inputs. Examples are given
that show that energy and materials efficiency have an important role in future GDP growth under
carbon constraints, because they determine the economy’s flexibility to reduce energy consumption
and to substitute it, e.g. by labour. This finding normally holds not only for South Africa, but also for
the rest of the world. These results also imply that international climate policy must coordinate

technology transfer and that it has to take different potentials of nations to decarbonise into account.



Résumé

Cette thése fournit une illustration numérique de la facon dont une taxe carbone pourrait affecter le
PIB, I’emploi, les émissions de CO2 et les inégalités socio-économiques en Afrique du Sud. Elle
utilise un modele d’équilibre général calculable « hybride » en économie ouverte par projection en un
seul pas de temps de 2005 a 2035. Le modele représente des économies de second rang, notamment
des rigidités sur le marché du travail liées aux niveaux de qualification et dans la production
électrique. Sept scénarios basés sur des modalités différentes de recyclage de la taxe carbone sont
analysés, plus une option d’investir une partie des revenus de la taxe dans 1’amélioration des

qualifications de la force de travail.

L’analyse montre que sous hypothése standard de changement technique, une taxe carbone de 100
ZAR par tonne de CO2 environ a peu d’impact négatif sur le PIB et ’emploi lorsqu’elle est associée a
un mode de recyclage des revenus approprié : subventionner le facteur travail et réduire les taxes sur
les profits des entreprises pourrait conduire aux meilleurs résultats macroéconomiques, mais ne réduit
pas les inégalités. Des mesures supplémentaires sont nécessaires pour réduire la « pauvreté
énergétique ». Pour atteindre le NDC d’Afrique du Sud au titre de I’ Accord de Paris, un taux de taxe
d’environ 300 ZAR ou 55% par tonne de CO2 serait nécessaire. Toutefois, un tel taux pourrait avoir un
impact significatif sur la croissance du PIB. En méme temps, sans changement de la tendance de
croissance de la productivité du travail, ce PIB plus faible conduirait a un chémage plus élevé que
dans le cas de référence. Une politique d’investissement de 7.5 milliards de ZAR de revenus carbone
dans les qualifications de la main d’ceuvre, avec 1’objectif d’augmenter 1’accés a la formation de haut
niveau et de réduire le manque de salariés trés qualifiés, pourrait avoir un effet trés positif sur la

croissance du PIB. Néanmoins, de meilleures données de calibration sont encore nécessaires.

Les conclusions de cette thése appellent par ailleurs a un examen approfondi du type de changement
technologique qui pourrait se produire en Afrique du Sud. Le progres technologique, les préférences
des consommateurs et le contexte international, limitent la capacité de 1’économie a se restructurer et
se décarboner et incidemment a réduire les impacts négatifs de la taxe carbone sur la croissance du
PIB. Une Véritable évaluation du changement technologique futur serait pertinente pour tous les
secteurs et facteurs de production. Nous donnons des exemples qui montrent que 1’efficacité
énergétique et matiéres jouent un réle important pour la croissance du PIB sous contrainte carbone, car
elles déterminent la flexibilité¢ de I’économie a réduire la consommation d’énergie et a la substituer au
facteur travail par exemple. Ces conclusions sont & priori valables pour I’Afrique du Sud mais
également pour le reste du monde. Ces résultats impliquent aussi que la politique climatique
internationale doit traiter la question des transferts de technologie et celles des potentiels différents de

décarbonation sérieuse a 1’échelle nationale.
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CGE Computable General Equilibrium

CIRED Centre International de Recherche sur I’Environnement et le Développement

Cco, Carbon dioxide

COA Coal mining sector of IMACLIM-ZA

COP21 Conference Of the Parties to the UNFCCC (see below), 21% edition, held in Paris
November-December 2015

CPI Consumer Price Index

CSLF Constant Shares of the Labour Force

Ctax Carbon tax

CTL Coal-To-Liquids

DIM Domestic Income Multiplier

DoE Department of Energy of the governement of South Africa

EIN Energy INtensive and other mining sector

ELM External Labour Market

ELC Electricity sector of IMACLIM-ZA

EKC Environmental Kuznets Curve

ERC Energy Research Centre, of the University of Cape Town (UCT)

e-SAGE energy-sector module added South African General Equilibrium model

ESKOM South Africa’s national power generation & distribution company

FC Final Consumption

Fi Firms

GAS Natural gas and other gaseous fuels sector of IMACLIM-ZA

GDI Gross Disposable Income

GDP Gross Domestic Product

GDP PI GDP Price Index

GFCF Gross Fixed Capital Formation

GHG Green House Gas

GTL Gas-To-Liquids

GOS Gross Operating Surplus

Gov Government (at all levels), by which in fact is meant the entire public sector

HDI Human Development Index
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RSUM
RTaY
RTIF-fix
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Household class, or Households’ (in an adjective sense)
High Skill Services sector of IMACLIM-ZA

Intermediate Consumption

Internal Labour Market

IMpact Assessment of CLIMate change policies (Crassous, 2008)
International Labour Organisation

Intergovernmental Panel on Climate Change

Input-Output

Integrated Resource Plan

Kapital — Labour — Energy — Materials

Liquified Natural Gas

Low Skill Sectors of IMACLIM-ZA

Marginal Abatement Cost (MAC) Curves
Minerals-Energy-Complex

Megatonne

Nationally Determined Contribution

National Development Plan

National Energy Regulator of South Africa

Net National Income

Organisation for Economic Cooperation and Development
Crude oil (imports) sector of IMACLIM-ZA

Operation & Maintenance

Philosophiae Doctor (Doctor of Philosophy)

PetaJoules

Purchasing Power Parity

PhotoVoltaic

Quarterly Labour Force Survey

Relative Consumer Price Index

Revenue recycling through DEFicit reduction

Reseach & Development

Real Effective Exchange Rate

Refineries sector of IMACLIM-ZA

Revenue recycling through increased governmental final consumption
Rest of the World

Reference Projection

Republic of South Africa

Revenue recycling through a lump-SUM transfer

Revenue recycling to redaction of Taxes on production (Y)

Revenue recycling reducing Taxes on Income of Firms, with fixed profit margins
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RTIF-low Revenue recycling reducing Taxes on Income of Firms, with lowering of profit

margins
RTSC Revenue recycling reducing Taxes and Social Contributions on labour
RVAT Revenue recycling reducing VAT
SA South Africa
SAM Social Accounting Matrix
SASOL South Africa’s main international integrated energy and chemical company
SATIM South Africa TIMES model
SLM Segmented Labour Market
StatsSA Statistics South Africa
SU tables Supply and Use tables
SNI Sustainable National Income
tCO, tonne of CO, emissions
TD Top-Down, or macro-economic, often CGE, model
TFP Total Factor Productivity
TIMES The Integrated MARKAL-EFOM System (of IEA-ETSAP)
TRA TRAnsport service sector in IMACLIM-ZA
UNFCCC United Nations Framework Convention on Climate Change
UCT University of Cape Town
usb United States Dollar
VA Value Added
VAT Value Added Tax
ZA South Africa
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Technical Summary

Introduction and methodology

Backgrounds

South Africa faces a double challenge of developing economically and reducing its greenhouse gas
emissions at the same time. Its main economic problem is high unemployment and inequality. One of
the causes is a shortage of high skilled labour, and another often mentioned cause is what is called the
“Minerals-Energy Complex” which reinforces inequality and creates disadvantageous economic

conditions for labour intensive sectors.

South Africa is both likely to suffer from climate change — economically, and in terms of human
health and ecologically —, and at the same time a big contributor to climate change. In terms of climate
change the Republic of South Africa has made clear in its Nationally Determined Contribution to the
Paris Agreement that it wants to take its responsibility to reduce its greenhouse gas emissions, given
the right availability of support. The country is therefore developing climate change mitigation

policies, and as a part of that has it is working on the implementation of a carbon tax.

Electricity production plays a big role as it is responsible for a bit more than half of South Africa’s
GHG emissions, and almost two thirds of energy use related CO, emissions. In 2005 about 45% of
electricity was consumed by energy sectors, mining and heavy industries. However transport and

industrial processes contribute strongly as well.

Some policy strategy documents try to integrate economic and climate change policies. Nevertheless,
the National Development Plan' still treats economic development and climate change in rather
separate manners. However, without a low-carbon development path South Africa risks lock-in of
polluting infrastructure with the costs for the South African society. It is important to correctly inform
the debate about SA’s options for low carbon development. Improving economic modelling is part of
improving such knowledge and insights, which is why this PhD thesis presents a macro-economic

analysis of a South African carbon tax and its revenue recycling.

Research question and differences with other studies

This thesis tries to answer whether the objectives of economic development and climate change
mitigation can be combined through the implementation of such a carbon tax and especially the
recycling of the revenues which it generates. It also looks into the possibility to reduce the “skill’s
shortage” as a way to create low carbon growth. The premise is that no mitigation policy can be
successfully implemented without taking into consideration South Africa’s concerns about growth,

employment, and inequality. The main research question therefore is:

! See: National Planning Commission, 2011.

XVii



How could climate policy influence South Africa’s economic development? What order of magnitude

could be expected from such policies in terms of socio-economic impacts and environmental impacts?

This question has been studied elaborately in scientific literature. Studies find differing degrees of
economic impacts, and in some case economic benefits, for South Africa’s economic development of

climate change mitigation policies, mainly carbon taxation.

Compared to these studies this thesis proposes changes in economic modelling, particularly the
inclusion of second-best economies for price setting in the labour market. It uses the IMACLIM
framework of dual accounting of physical and economic flows in a “hybrid” I-O matrix of the SA
economy for the modelling of energy use, allows for the application of an “engineering” view on
future productivity or intensity of factors and inputs; and secondly, for estimating technological
coefficients of future electricity production (“engineering” input and factor intensities) on the basis of
a BU-model. Also, the present study uses a simulation model rather than intertemporal optimisation,
synonymous to perfect foresight, as most studies do. Furthermore, it highlights complications in
describing the role of skills in an economy and in CGE modelling. Finally, this thesis offers a detailed
evaluation of the economic mechanisms of structural and technological change through which carbon
taxation and recycling of its revenue could contribute to low carbon growth.

Methodology for analysing growth, environmental constraints, and development

Growth within environmental limits
To decide on what model to develop the question of how the interaction between environmental limits

and economic growth is understood needs to be answered. This topic has received attention in
economic sciences for more than a century. A selective review of scientific literature in this area leads
to the conclusion that it is unlikely that when moving from a state of polluting growth to one of
environmentally sustainable growth, a short-time drag on economic growth can hardly be avoided.
The reason being that lack of regulation has promoted the use of technologies which externalise
environmental costs. Environmentally sustainable “technologies” are therefore likely (still) less
productive, which means that they are more costly. This does not mean growth needs to stop, because
in theory technological progress can still continue. In the long run, growth will even be higher,
because in the long run economic disadvantages of scarce or destroyed resources would have reduced

growth too while obliging to perform the transition to sustainable capital against higher costs.

The conclusion is that the central issue is to foresee and integrate technological change in a macro-
economic model.? In the context of modelling technological change, an important issue is how to
account or model inertia in the modes or technologies of production and consumption. A proposed
innovation to capture technological change is to model it endogenously. These models however often

fail to provide a basis for how to calibrate them, at least one applicable to South Africa.

? Other measures, such as investment in R&D or evaluation of intelligent ways of influencing investment through mechanisms such as
green bonds were unfortunately out of scope for this thesis.
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More traditional production functions calibrate price elastic technological change on the basis of cost
shares of factors, which are considered unreliable for representing the trade-off between capital and
energy use. For the purpose of relatively long term prospective macro-economic modelling common to
the analysis of climate change policies, Ghersi and Hourcade (2006) propose the use of technological
coefficients informed by engineering knowledge, or energy system bottom-up models as a better way
to project technological change in a (top-down) macro-economic CGE model.

To model economic behaviour and technological change they propose the macro-economic
equilibrium framework IMACLIM. The reasons for the choice of this framework are:

e It uses dual accounting of physical volumes and values of economic flows, which is better
capable to represent technological change and incorporate insights from engineering and so-
called Bottom-Up models, rather than a “factor-value shares”-only approach to modelling
technology in production;

e It models second-best economies: for profit or price-setting (mark-up rates); in wage setting
(wage curve and equilibrium unemployment); and through rigidities in technological change
and consumption. This allows to better capture both costs and benefits from lifting and
introducing second-best economic conditions;

e It uses myopic simulation and avoids intertemporal optimisation: the latter under-estimates
costs and benefits of policies which aim at avoiding infrastructure lock-in.

Development, growth and technological change

To model economic growth in developing and emerging countries functions a topic of discussion is
whether convergence is taking place in per capita GDP. However, the more important question
appears to be whether the adoption or development of more productive technology is taking place.
Views about this question differ, notably about the respective roles of government and the free market.
The conclusion is that such technological development and the development of (hew) industries
cannot be taken as a given fact in a single country study, such as for South Africa. The question of
how to model prospective technological change is therefore also relevant in this context.

A second-best labour market model with skill differentiation

Due to the problematically high rate of unemployment in South Africa, second-best economies in the
labour market need to be a key element of any analysis of economic development and the policies
which could impact it. Furthermore, considering that reducing the skill-constraint of the South African
economy offers a potential for environmentally benign economic development, this feature of the

South African labour market needs to be part of the analysis and modelling of this thesis.

To model the labour market, the wage curve (out of multiple theoretical models) is the most
convincing and most useful model in the South African context. To model the skills shortage, a
segmented labour market model is proposed with a positional definition of skill of labour for the

following reasons: (i) Earlier work has shown that an approach which equals skills to the level of
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educational attainment runs into the problem that the foreseen increase in the level of educational
attainment of the SA labour force cannot be absorbed by the SA economy in a CGE, except under
extreme assumptions about labour productivity®; (ii) Recent findings show that for the majority of
South Africans the quality of the education is poor, something which can be expected to impact the
South African labour force still in the coming decades; (iii) Several more sophisticated labour market

models by level of skill could be imagined, but lack calibration data.

To model skill of labour two approaches are common: “Human capital” models, which consider
labour as one factor with a changing average level of skill; and different types of “segmented” labour
market models. Of the latter, multiple types have been identified. Most of these models are market-
clearing wage setting models, but wage curves can be imagined too in some of these models. The
informal-formal duality could be seen as a special case of a segmented labour market model, but it
could to some extent be captured by sectoral disaggregation and having, three or four levels of skills.
The latter seems to fit the reality in South Africa’s labour market best. Furthermore, to reflect recent
trends of a global trade-off between low- and high skill labour, for a part explained from technological
change, this thesis models demand for high skill labour complementary to capital.

The IMACLIM South Africa model

IMACLIM South Africa (ZA) is an open-economy ‘“hybrid” CGE model, running a one-step
simulation from 2005 to 2035, taking account of population dynamics, exogenous productivity gains
for all factors and inputs of production. It has sectoral disaggregation in 5 energy sectors and 5 non-
energy sectors which have been grouped on the basis of the criteria of intensity in energy
consumption; exposure to trade; and the skill profile of sub-sectors. International trade is modelled

through Armington (style) price elasticities;

Its hybridisation procedure consists of three steps: (i) Translating energy balances and other
information into an input-output (1-O) table of energy flows mirroring in its composition the economic
I-O table; (ii) multiplying this table with user-specific energy price data, creating an “energy bills” I-O
table; and (iii) “hybridising” by imposing the “energy bills” I-O table on the economic I-O table and

adjusting the latter to re-obtain a balance in Inputs and Outputs by sector.

Technology of production of all sectors except electricity is modelled with nested CES KLEM
production functions that also differentiate between three levels of skill of labour of labour and capital.
Exogenous assumptions about technological change through changes in factor productivities and input
intensities are differentiated by sector, reflecting different potentials for technological innovation and

efficiency gains.

Technology for production of electricity is modelled on the basis of outcomes of the TIMES South

Africa model (SATIM). It consists of applying similar trajectories for energy prices (notably coal and

* A previous study by the author, see : Schers et al (2015).
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electricity) to IMACLIM-ZA and SATIM, and running the latter model with different scenarios for
carbon tax rates, similar to the ones in IMACLIM-ZA.

The labour market consists of three separate segments by level of skill, each modelled with a wage
curve for the relationship between rigid real wages, indexed on productivity, and unemployment.
Demand for investment follows the capital intensity and the projected GDP growth. The endogenous
interest rate allows solving the capital market.

Primary and secondary income distribution is modelled for four main economic agents: firms,
government, households and the rest of the world (ROW). Households are further disaggregated into 5
income-skill classes, whose consumption behaviour is represented by nested-CES consumption
functions. For each agent exogenous assumptions about saving, investment, and thus future

(international) borrowing and lending are made, and debt accumulation is modelled as well.

Policy scenarios are analysed against a reference projection (RP) meant to be a coherent and
reasonable economic future (disregarding impacts of climate change). The RP’s purpose is to identify
the impacts and key mechanisms caused by the carbon tax and different types of carbon tax revenue
recycling, by separating these impacts from those of the rest of the prospective parameterisation.
Because a part of parameters has been chosen ad hoc, parameterisation of RP is benchmarked against
“normal” values for a list of “macro-indicators”. The parameters which in theory are most relevant for
modelling growth and unemployment are: Productivity changes; trend in export volume; the evolution

of international prices; higher elasticities for international trade; elasticities of production functions.

Analysis of carbon tax scenario results

Main carbon tax scenarios

Eight “main” carbon tax (Ctax) revenue recycling scenarios are analysed, and investment in skills is

added as an option (see below):

e RDEF, revenue recycling through reduction of South Africa’s public debt — the rapid increase
of which in recent years is currently perceived as an economic problem;

e RVAT, recycling through reduction of a sales tax — this is seen as a way to reduce the burden
of a Ctax for South African consumers and generate economic activity;

o RGOV, models an increase in final consumption by government for more public services;

e RSUM, a per capita lump sum transfer to all households — this measure is proposed to as a
pro-poor way of revenue recycling to citizens;

o RTIF, recycling via reduction of company profit taxes. There are 2 variants:

o “fix”: In which companies do not change their profit mark-up rates (calibrated on BY

data), and owners benefit from higher returns to capital;
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o “low”: Mark-up rates decrease (e.g. due to pressure of competition) and firms only
maintain returns to equity about constant, consumers benefit from cheaper products;
e RTaY, recycling via subsidies to production of non-energy sectors, to stimulate activity in
non-energy sectors;

e RTSC, replacing charges for social security and pension contributions by a subsidy to labour.

All scenarios are analysed for two levels of a carbon tax: 100 and 300 ZAR,gs/tonne CO, (resp. 18
and 55 USDy5/tonne CO,); The outcomes of these scenarios are compared to a Reference Projection
(RP), which is modelled with the objective of being a “reasonable” expectation for a business-as-usual

socio-economic future of South Africa.

Reference projection (RP)

A first key outcome for the evolution of the South African economy from 2005 to 2035 in RP is an
increase of CO, emissions of 55%, implying a rise in per capita CO, to about 11 tonnes per capita.
This is paralleled by an economic growth 2.7% on average per year, or 125% over 30 years, which
corresponds to growth of real per capita GDP of 80%. Together this translates into a decrease of CO,
intensity of GDP of 31%.

This decarbonisation of GDP can mainly be seen as a response to assumed price increases for coal,
electricity, imported oil, and refinery products. Electricity production and household private transport
decrease their share in direct CO, emissions, while refineries, transport services and industrial sectors
have an above average increase in direct CO, emissions. If one also allocates first-degree indirect CO,
emissions from energy sectors and transport then also the energy intensive industries and other mining
sector (EIN), increases its share South Africa’s CO, emissions (from 37% to 41%). Exports’ share also

increases (from 7 to 8%), whereas that of households decreases (from 24% to 19%).

Employment increases by about 8 million jobs, causing the broad unemployment rate to decrease from
39% in 2005 to 24% in 2035. Technically, this reflects growth in real demand outpacing growth in
labour productivity and the labour force, in other words: the labour force and labour productivity
together grow less (82%) than total GDP (125%). Decreasing unemployment is accompanied by
higher real wages, but mostly for high skill labour, and relative income inequality between the poorest
and richest household class (resp. class 1 and 5) increases. Consumption budgets of median income
and lower middle class (classes 3 and 4) increase relatively fast, slowly catching up with the richest
households (class 5). Material standards of living improve for everyone when it concerns non-energy
consumption. However, per capita consumption of energy goods (ELC and REF) does not increase
much. Classes 1 and 2 experience respectively a decrease or no increase of per capita consumption of

electricity.

An increase in trade balance surplus as a consequence of model parameterisation about net

international income transfers and borrowing and lending goes in parallel with a slight (~10%)

XXii



devaluation of the real effective exchange rate of the South African Rand.

Methodology for analysis of scenario results, and application to RP

It is not only the results which interest us, but also why scenario assumptions led to them. However,
results for GDP growth and employment do not follow intuitively from assumptions of IMACLIM-
ZA’s prospective parameterisation. Explaining outcomes of CGE models is difficult, because of the
many feedback loops in the model. A crucial element to explain growth of GDP and especially
employment is the fact that in RP (and many scenario results) GDP per worker grows more than

labour productivity in volume terms.

What counts in IMACLIM-ZA is the evolution of the average price of primary factors’ productivity
(in volume terms) relative to the average price of goods supplied to the economy — in an open
economy model this ultimately means relative to the price of foreign goods. In the scenarios of this
thesis, which have an approximately constant trade balance and current account over GDP, the real
effective exchange rate (REER) expresses this relative evolution of the price of primary factor
productivity relative to foreign prices and thus expresses international competitiveness. However due
to rigid real primary factor prices, the price of primary factor’s productivity also determines domestic
purchasing power and demand. Figure.0.1 thus expresses how the price of primary factors’
productivity relates to factor use, and thus to GDP growth relative to primary factors’ productivity

growth in volume terms.

Figure.0.1 Causal loop diagram of how a change in primary factor prices over factor productivity impacts GDP

Relative price - _ International + Foreign
imported vs REER > competiti- »| demand dom.
dom. products veness products
+
Price <
+ "productive” Import
primary substitution by
factor unit dom. products
\ 4 vyt
Costs non- Costs _ Domestic
substitutable domestic »! demand dom.
imports™ + goods basket products

Explanation of the figure: A causal loop diagram shows how variables in a model are linked: a “+” sign with a connecting arrow indicates a
positive relationship of a change in one variable on the other, a “-“ sign a negative relationship; For IMACLIM-ZA this figure is conditional
on a constant current account and trade balance (relative to GDP), as well as fixed price elasticities for international trade; One mechanism
(in shaded boxes) in the scheme functions as a brake on the relation between GDP and productive primary factor unit costs: Non-
substitutable imports would become too expensive if primary factor productivity would become very cheap.

The disadvantage of the REER as an explanation for GDP growth in scenarios is that its aggregate
character makes it hard to link it scenario assumptions. | therefore construct another indicator that

quantifies the change in domestic income relative to volume of goods supplied to the South African
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economy (domestic output, Y, + imports, M), also conditional on the constant trade balance and
current account found in IMACLIM-ZA’s scenarios. Due to income growth equating to growth in
demand, and therefore further increase of the volume of goods supplied to the economy, this indicator
has the character of a multiplier, which is the reason that I call it the Domestic Income Multiplier
(DIM). While I do not calculate the multiplier effect of this indicator, 1 do demonstrate that it
correlates strongly with GDP growth results. The advantage of the DIM, compared to the REER, is
that its 3 components and the fact that it can be calculated at the sectoral level enable showing how

scenario settings lead to GDP growth results.

The DIM is calculated on a per worker basis, and consists of change in income per average volume
unit of supply, multiplied by the change of the volume of domestic output over the volume of supply
(Y+M). The latter is added, because domestic output generates more primary income per unit (value
added plus indirect taxes) than average supply. The first term, growth of income relative to volume of
supply consists of two elements: (i) Income growth thanks to cost reductions, meaning relative to the
non-income parts of the cost structure of resources of a sector or the aggregate economy; and (ii)
growth in the average value (price) of supply. The latter term is not easy to analyse. It can be
considered a consequence of structural change and e.g. also of increase of primary factor prices’
productivity (income) compensated by a decrease of the REER, meaning that it allows primary income
to grow without causing cost increases and without negative consequences for international trade (e.g.

growth of exports).

For the Reference Projection (RP) it can be shown that the increase in the DIM is driven for a large
part by growth of value per unit of supply and by cost reductions in average production (see Table
0.1). It can be noticed that energy sectors increase their average price, but this has little negative
consequences for international trade or for the ratio of income over costs in the supply of goods and
services by other sectors, whose costs decrease thanks to import substitution and efficiency gains for

materials & services inputs.

Growth of income relative to the volume of goods and services supplied to the economy causes GDP
growth to exceed growth of supply per worker (which is found to be 23% in RP relative to base year
(BY)) and growth of the labour force (34% vs BY), which — all other things equal — would translate
into a growth of volume of supply of 65%. However thanks to the cost decreases and structural change
captured by indicators like the DIM and the REER, GDP grows 125% in RP. Per worker, GDP growth
turns out to be 35% in RP. All in all, this means that the employed labour force increases 66% relative
to base year (and the employment rate 24%), corresponding to the mentioned 8 million jobs. Trade-
offs in production and in the labour market cause this increase in employment to be slightly more

concentrated in medium and high skill jobs than in low skill jobs.
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Table 0.1 Calculation of DIM by sector for RP, vs BY

::;Lgr‘g EIN MAN Lss HSS TRA ’:fg;igl:;‘f
Value per unit of supply +64% +0.1% -5.4% -2.2% +6.1% -0.6% +4.0%
Total resources relative to income™ +12% -1.8% -6.7% -7.0% -6.4% -9.0% -5.2%
Income relative to total costs™ -11% +1.8% +7.2% +7.5% +6.8% +9.8% +5.5%
Primary income over supply volume™ +47% +1.9% +1.4% +5.2% +13% +9.2% +9.7%
Share of domestic output in supply +0.9% +3.5% +10% +0.1% +0.2% +0.1% +1.9%
uMn‘i‘:tsiE"i)‘:Ii:}ﬂ"(rgl';’vslzi‘ income per +48%  +5.5%  +111%  +52%  +13.5%  +0.3% | +11.8%

Comments: * Supply concerns total resources, in volume terms it consists of Y+M, whereas for energy sectors it is measured by dividing the
value of supply by a price index for total energy resources. For the aggregate economy the volume of supply measures GDP growth. The values
of average units of supply has been calculated as change in per worker values; ** The change in final demand per unit of supply is calculated by
multiplying: (1+ change in value per unit of supply) * (1+ change in income relative to total resources); *** Multiplying the change in final
demand per unit of supply times the change in the share of domestic output in supply gives the GDP multiplier per unit of supply; **** Income
relative to total costs is the inverse of total resources relative to income.

Structural change favours growth of EIN, MAN, LSS and HSS sectors, relative to energy sectors and
transport services (TRA). Decomposition analysis of the economic structure shows that domestic
demand plays an equally large role in SA’s GDP growth, with manufacturing (MAN) and labour-
intensive sectors (LSS and HSS) seeing final demand to grow faster than exports, while the opposite is
true for export-oriented energy sectors and the energy intensive industries & other mining (EIN)

sector.

The decreasing CO, emission intensity of SA’s GDP can be seen as partly a consequence of this
structural change between sectors, with the volume of output growing more in MAN than in the more
energy intensive EIN and TRA, and more in HSS than in the relatively more energy intensive LSS.
However, most importantly, demand for electricity decreases. This is also caused by increasing energy
and materials & services efficiency in production. Though not all sectors are equally capable to
decrease their own emission intensity: HSS and MAN decarbonise more than EIN and LSS, while the
direct CO, emission intensity per unit of output of REF and TRA also hardly reduces. This capacity of

sectors to decarbonise is of significant impact for the results of carbon tax scenarios next.

Results of main carbon tax policy scenarios

Big differences were found between carbon tax revenue recycling (Ctax) scenarios in terms of GDP
growth, CO, emissions, and employment. Differences in CO, intensity of GDP and income inequality,
on the other hand, were not very big in most cases. Table 7.1 summarizes a comparison of Ctax
scenarios with the reference projection (RP). It shows that two revenue recycling schemes result in
much lower GDP and employment losses than other scenarios, while they obtain higher reductions in
CO, emission intensity of GDP. It concerns the scenarios with revenue recycling into a reduction of
profit taxes if followed by a reduction of profit mark-up rates (RTIF-low) and with revenue recycling
into labour subsidies (RTSC). But, their CO, emissions are still higher than in other scenarios, because
the relative size of their reduction of CO, emission intensity of GDP is smaller than that of growth of

GDP. Income inequality of the richest over the poorest household class, finally, only changes in the
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RSUM scenario, which sees the per capita income difference between the richest 10% of population

and the poorest 20% being almost halved.

Table 0.2 Comparison of key results for Ctax scenarios with reference projection for 2035 (RP)

) €O, emis- (;Oz femis- Employ- Hh class 5
GDP in sions. vs sion inten- ment (nr over class
2035 vs RP Rl; sity of of jobs), vs 1income
Scenario GDP, vs RP RP gap, vs RP
Ctax rate 100 ZAR(s/tCO,
RDEF -11% -26% -16% -11% -4%
RTIF-fix -10% -25% -17% -10% -2%
RSUM -10% -25% -16% -10% -29%
RGOV -10% -25% -17% -10% -3%
RVAT -6% -22% -17% -6% -1%
RtaY -6% -22% -17% -6% -1%
RTIF-low -4% -20% -17% -4% -1%
RTSC -5% -21% -17% -3% -2%
Ctax rate 300 ZAR(s/tCO,
RDEF -32% -56% -34% -33% -13%
RTIF-fix -30% -54% -35% -30% -9%
RSUM -28% -53% -35% -28% -48%
RGOV -27% -54% -36% -27% -11%
RVAT -18% -47% -36% -17% -5%
RTaY -17% -47% -36% -16% -5%
RTIF-low -14% -45% -36% -13% -4%
RTSC -13% -45% -37% -10% -5%

Analysis of carbon tax scenario results

Analysis of results of carbon tax revenue recycling scenarios shows that the choice of revenue
recycling schemes has a considerable impact on GDP growth, but that apart from the differences in
GDP growth, the differences in CO, intensity and employment intensity of GDP between scenarios are

relatively small.

The difference in the DIM between Ctax scenarios and RP is roughly proportional to the difference in
GDP between Ctax scenarios and RP (see Table 0.3). Note, furthermore, that difference in the DIM vs
RP also correlates to difference in the REER vs RP. Some deviations in this relationship can be
associated to differences in the trade balance surplus. A break-down of the DIM shows that all
scenarios suffer from substitution of domestic production by imports, which is roughly proportional to
the REER. Furthermore, all scenarios except RVAT face a decrease in the average value of the supply
of goods relative to RP. In RVAT this value increases, but the economy suffers more than in other

scenarios from average cost increases (in the resource structure of goods).

Results show two categories of Ctax scenarios: One with relatively low GDP growth (RDEF, RTIF-
fix, RSUM and RGOV), and one with medium to relatively high GDP growth (RVAT, RTaY, RTIF-
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low, and RTSC). First of all, one can observe that low growth scenarios (RDEF, RTIF-fix, RSUM and
RGOV) mainly reduce labour costs (income) per unit of GDP to absorb the increase in tax income due
to the carbon tax. In parallel, costs for imports per unit of GDP increase in these scenarios, something
which could be expected on the basis of the for South Africa’s competitiveness detrimental evolution
of the REER. On the other hand, costs for inputs of materials & services per unit of GDP decrease
compared to RP, but this is a consequence of the decrease of unit labour costs (gross wages) in their
production. Energy costs per unit of GDP do not increase more than in the four scenarios with higher
GDP. This can be explained for a large part by the higher REER, which reduces import prices, and

therefore the relative cost of OIL imports.

Table 0.3 Change in the DIM, its 3 principal elements, and in GDP and REER, for R300 Ctax scenarios vs RP

Change vs RP for R300 Ctax Low growth Ctax scenarios Medium to high growth Ctax scenarios
scenarios RDEF RTIF-fix  RSUM RGOV RVAT RTaY  RTIF-low  RTSC
iv. DIM* -5.3% -5.5% -6.0% -5.2% -3.6% -3.4% -3.2% -3.0%
v. GDP -32.4% -30.2% -27.6% -27.5% -17.6% -17.2% -13.9% -12.7%
vi. REER +10.4% +10.6% +11.3% +10.4% +5.0% +4.9% +3.6% +2.8%
vii. Trade balance over GDP +1.8% +0.6% -1.3% +0.1% +0.1% +0.3% +0.1% -0.1%

* DIM = Domestic Income Multiplier; It measures domestic income per unit of goods & services supplied to South African markets
relative to BY. It is calculated by multiplying elements i to iii (more precisely: 1 + iv = (1+i)*(1+ii)*(1+iii).

Moving on to the four scenarios with medium to low GDP losses relative to RP (RVAT, RTaY, RTIF-
low and RTSC), one observes that RVAT and RTaY manage to avoid a forced decrease in labour costs
through a reduction of other taxes. In RVAT the cost of (or expenditure on) imports remains high
though, whereas in RTaY, the recycling of carbon tax-driven price increases per unit of GDP is
incomplete (we will see why this is the case in the next sub-section). RTIF-low assumes a reduction in
profit mark-ups and therefore in Net Operating Surplus, which absorbs the largest part of the carbon
tax-driven cost increase. Finally, the RTSC scenario shows a decrease in labour costs per unit of GDP,
but this time it is not the consequence of a forced decrease in net wages, but due to carbon tax revenue

being recycled into labour subsidies.

A successful revenue recycling mechanism proves to be one which manages to translate this cost
increase for energy and energy-intensive sectors into a sufficiently big cost decrease in especially
labour intensive sectors, thereby maintaining purchasing power close to the level of RP and lifting
possible negative consequences for the trade-off between domestic and foreign products. The four low
growth scenarios offer no such kind of cost reductions, and their type of revenue recycling rather
represents a kind of an income transfer or a subsidy to final consumption. Still, any revenue recycling
mechanism can achieve this only up to a limited extent, because of rigidities in intermediate and final
consumption, especially of energy products. And, without any sudden drastic improvements in
productivity with the introduction of a carbon tax — beyond price-elastic substitution of energy in
production modelled with common elasticities of substitution, the consequence is that GDP growth

will be (at least temporary) lower with carbon taxation.
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Also important is that none of the economically well-performing scenarios manages to seriously
reduce inequality. Only the RSUM recycling mechanism does. The reason is that no scenario achieves
a radical change in high vs low skill employment and salaries, or of wages vs interests (property
income). Structural change towards labour-intensive sectors and labour as a factor in production is
insufficient to generate more low and medium skill employment. Furthermore, unemployment is not
eliminated and not everybody can work. Therefore, without any additional compensation or measures
against income inequality or for high energy bills, the impacts of a carbon tax on household final
consumption “energy poverty”, here measured through the amount of final energy consumed by
person, of the poorest two socio-economic household classes is expected to stay at its BY level for
2005.

Investment in skills

Results of both skill investment approaches show that a 7.5 billion ZAR:s annual investment in
education and training, financed with carbon tax revenue, only needs to achieve a small improvement
in either high skill labour supply, or in output productivity of factors and other inputs to have a
significant impact on South African GDP. In case such an investment increases the access of a large
number of South African students to the high skill job market, GDP in 2035 ends up 4 to 6% higher

than in cases with similar carbon tax revenue recycling but without an investment in skills.

If on the other hand the investment in skills does not change the positional character of the labour
market, e.g. because the quality gap in education or other social barriers are not diminished, then the
hypothesis was that it would at least improve output productivity thanks to having better trained
workers. In this case, the impact of the investment can be positive if productivity gains are combined
with wage moderation. However, the investment should focus on skills improving material and energy
efficiency gains, as they are more effective in reducing the CO, intensity of GDP than further

increasing labour’s output productivity.

Alternative scenarios

Alternative scenarios have been studied to consider the role of foreign carbon taxation and Border Tax
Adjustment if South Africa would not apply a carbon tax, and also to analyse the comparability of
different scenarios, their carbon tax rates and economic impacts, regarding differences in CO,

emission reductions obtained. This led to the following findings:

A separate analysis of four scenarios shows that results for GDP growth and employment of the RTSC
scenario remain the best, even if the carbon tax rate is increased to such an extent that South Africa’s
NDC is achieved, which translated in IMACLIM-ZA to an emission target of 350 Mt of CO,
emissions in 2035. This analysis shows that the carbon tax required to achieve South Africa’s NDC
lies above 300 Rand,gs per tonne of CO,, or well above the currently planned carbon tax rate (at 120

Randyoe per tonne of CO,, excluding exemptions).
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Table 0.4 Comparison of key results for NDC objective vs reference projection for 2035 (RP)

Carbon CO, Hh class
tax rate Total '05- Cco, emis- Employ- 5 over
'35 GDP emis- sion ment (nr class 1
(ZAR
/tC00)5 growth sions intens. of of jobs) income
Scenario z GDP gap
RSUM 255 -27% -49% -30% -27% -46%
RVAT 314 -19% -49% -37% -18% -5%
RTIF-low 325 -18% -49% -38% -17% -5%
RTSC 339 -15% -49% -40% -12% -6%

A second additional question was: How would different international climate policy regimes affect the
impacts of South Africa’s carbon taxation and Ctax revenue recycling options? Were the Rest of the
World to levy a carbon tax with similar consequences for relative prices of products as a unilateral
carbon tax in South Africa would have (the average for all Ctax scenarios in IMACLIM-ZA), then this
is slightly positive for South African GDP growth and even more so for employment. However, the
difference is relatively small. The influence of international trade and foreign Carbon taxation or
Border Tax Adjustments (BTA) on South African economic growth however was likewise found to be

small, unless a very aggressive BTA is applied.

Another question asked was: What happens if industries achieve different levels of energy efficiency?
In this ex post analysis the energy efficiency gains found in IMACLIM-ZA were compared with
values found in scientific and grey literature. On the basis of a report published by the Department of
Environmental Affairs’ an inventory was made of the potential for CO, emission reducing energy
efficiency gains by sector. In general, energy efficiency gains by sector found are on the high side in
IMACLIM-ZA, but lower for the energy-intensive EIN sector. Alternative assumptions about future
energy efficiency potentials were modelled through exogenous energy efficiency improvements.
These new energy efficiency estimates increased GDP growth in selected carbon tax scenarios.
However, to realistically model industrial sector’s energy efficiency gains for South Africa

corresponding to engineering insights, there is a lack of technology assessment studies.

A last scenario analyses ex post how results look like under an alternative assumption about wage
indexation with productivity. In this case GDP growth and employment turn out higher for both the
reference projection and carbon tax scenarios, but the relative impact of carbon taxation on growth and
employment turns out to be smaller than in the main scenario results presented above. These results
show that there is considerable uncertainty for the absolute size of outcomes for GDP growth and
employment due to the way the wage curve is modelled, but conclusion of comparison between

scenarios stays the same.

* DEA (2014): “South Africa’s Greenhouse Gas (GHG) Mitigation Potential Analysis”
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Discussion and conclusion

Reflections on the methodology

At several occasions assumptions were necessary in modelling and scenario building, first of all to

reduce model complexity and secondly to deal with a lack of calibration data. The following

assumptions potentially cause uncertainty around, or bias in, modelling results:

A first limitation to the modelling outcomes is modelling production through (nested) CES
functions and exogenous productivity improvements (for all sectors except the electricity
sector) instead of using Bottom-Up model information: This is not the ideal way to represent
technological change for a few decades into the future;

This study does not assume that carbon taxation leads to changes in exogenous (price-
independent) labour-productivity improvement, while a general perception is that
environmental technology is more labour intensive, e.g. organic agriculture versus agro-
industrial production methods. Were this the case, then the main Ctax scenarios might

underestimate employment, though not necessarily GDP;

Descriptions of household consumption behaviour for South Africa are based on an ad hoc
approach, and recent econometric studies of South African household behaviour could not be

integrated in this PhD thesis anymore;

There is uncertainty about the correct values for future elasticities of substitution in
international trade, the relative evolution of prices between different foreign goods, and the
price-inelastic trend in volume of world trade, but it is not possible yet to see whether there is

a bias towards over- or underestimating impacts of carbon taxation or its revenue recycling;

The interpretation that skills of labour are purely positional is probably, though very likely
describing the current situation in South Africa’s labour market well, a position that is too

extreme for the longer term future, but no better alternatives were available;

The model for the capital market (investment, capital formation, returns on investment, net
borrowing and lending) might be too flexible, and might exclude the possibility of under-
utilisation of capital or stranded assets, or responses of investment to change in the rate of

returns or dividends and interest (on financial capital);

An ex post comparison of SATIM runs and IMACLIM-scenarios showed a big difference in
the amount of electricity produced. This could impact the share of existing and planned coal-
based power generation in total power generation. Depending on expectations about the 2035
SA electricity market, the carbon intensity of electricity production in IMACLIM-ZA could

range between 10% lower and 41% higher;
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e On a more strategical level one has to keep in mind that results do not take into account
feedbacks of climate change on the economy. Also, indirect economic and social impacts, e.g.
for productivity, of revenue recycling has not been studied. This could cause underestimation
of the benefits of the scenarios for more governmental spending (RGOV) and a lump-sum
transfer to households (RSUM).

Comparison to other studies and theory on growth under environmental constraints

Other studies on carbon taxation in South Africa (Altieri et al., 2015; Alton et al., 2014; Merven et al.,
2014; Van Heerden et al., 2006; and Devarjan et al, 2009) find smaller economic impacts of a carbon
tax, or they find higher disadvantages or benefits of international carbon taxation or BTA regimes than
found in this thesis. These differences can be explained from differences in how GDP growth is
modelled, and in assumptions about investment, technological change, and more fundamental
modelling differences, like the fact that many models use intertemporal optimisation while
IMACLIM-ZA is a myopic simulation model. Also, in several of the mentioned studies energy
efficiency comes “free of charge”, whereas in IMACLIM-ZA energy efficiency is achieved in a trade-
off with capital and labour intensity, though sometimes to easily achieved. Without negative to zero
cost alternatives for fossil fuel-based energy use, carbon taxation makes production more expensive.
Whether this is a question of too much optimism in the other models concerning technological
progress, or on too pessimist assumptions in IMACLIM-ZA is unknown because hardly any study is

available on the cost of energy efficiency improvements in South African industries.

The difference between standard neoclassical Computable General Equilibrium (CGE) models and
IMACLIM-ZA is that the latter is not an optimisation model and does not assume perfect markets: It
and allows capital and labour prices to be non-optimal in terms of welfare or GDP. Profit mark-ups are
assumed constant and average real wage is assumed rigid through a wage curve indexed on the
consumer price index. IMACLIM-ZA therefore finds bigger impacts on GDP and employment than
many other models, and finds revenue recycling schemes that reduce the costs of labour (relative to its
productivity) to be an efficient way to reduce the excess burden of a carbon tax. This is notably the
case for revenue recycling into labour subsidies and for investing a part of carbon tax revenue into

reducing the gap in the labour market between high skilled labour and other labour.

IMACLIM-ZA assumes that the carbon tax does not suddenly unlock a hidden potential of zero- to
negative-cost options for more energy efficiency which would lead to abandoning fossil fuel-based
energy use in production and consumption. A second way in which the South African economy is
“attached” to energy use is through exports and household final consumption, which do not easily
replace energy products, or products of energy-intensive sectors, by energy-extensive & labour-
intensive products. This “attachment” to fossil fuel-based energy use manifests itself in limited
substitution of energy by other factors of production. The consequence is higher production costs per

unit than before the introduction of a carbon tax, and a “growth drag”. In view of this “attachment” to
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energy, a decrease in real income (purchasing power of factor payments) can only be limited if carbon
tax revenue recycling leads to cost reductions for labour or capital, and price reductions, of other
products than energy or energy-intensive products. This promotes decarbonisation of production and

helps maintain real income and international competitiveness high.

Answer to the research questions

The central question of this thesis was: How could climate policy, notably a carbon tax and the use of
the public revenue which it generates, influence South Africa’s economic development? What order of
magnitude could be expected from such policies in terms of socio-economic impacts and

environmental impacts?

The main conclusion is that a carbon tax and its revenue recycling could have something in-between
almost no impact up to a significant negative impact on South African GDP growth, varying between
scenarios analysed in this thesis. The order of magnitude of impacts on GDP growth varies between
almost a double dividend, for a 100 Rand.,qs carbon tax recycled into labour subsidies and with an
investment in skills of labour that reduces the high skill shortage, and as a worst-case scenario the case
of a 300 Rand,ygs carbon tax is purely recycled into reducing the public deficit, with a GDP one third
smaller than reference GDP in 2035 (of 125% above GDP in 2005). In these cases CO, emissions vary
respectively between a reduction of 18% and a reduction of 56% relative to reference CO, emissions,
which consist of a growth of South African CO, emissions of 55% compared to base year data (for
2005).

These results depend strongly on the choice of revenue recycling mechanism, but also on the type of
technological change that is foreseen. The best way to recycle carbon tax revenue for GDP growth is
by doing it in such a way that costs of domestic production are reduced in other sectors than the
energy and energy-intensive sectors which see their average prices increase due to carbon taxation.
Revenue recycling that stimulates technological change away from the use of energy or energy-
intensive products, and that promotes the use of labour turns out to result in the best combination of
economic and environmental development. This is notably the case for revenue recycling in the form
of labour subsidies and in the form of a reduction of taxes on profits, on the condition that companies

render the benefits to consumers and reduce their profit mark-up rates.

Results for broad unemployment vary in the same way as results for GDP growth, though there is
some variation in the labour intensity of GDP between different revenue recycling schemes. Findings
vary between hardly any impacts on unemployment (measured by its “broad” definition) in the case of
a R100 carbon tax recycled into labour subsidies with an investment in skills, or with optimal energy
efficiency prospects. While on the negative end revenue recycling of a R300 carbon tax through a
reduction of the public deficit leads to a doubling of the broad unemployment rate compared to that of

the reference projection. It must be noted that this thesis analyses the specific expectation of a future

XXXii



with continued autonomous labour-saving technological change of especially low skill labour, and that
this development is assumed to be the same with and without carbon taxation, except for price-elastic
substitution. With price-elasticities of substitution between factors and intermediate inputs effectively
being smaller than 1.0, this means that no fundamentally different pathway of technological

development is foreseen under carbon taxation.

Carbon taxation does not seem to influence income inequality very much, which depends on other
aspects of the economy, such as the relative size of labour and capital income, the rate of returns on
capital, the growth in employment by skill, and finally social security and pensions. Only recycling of
carbon tax revenue into a lump-sum transfer to households radically reduces (almost halves) income
inequality. Poverty, in contrast to relative inequality, is affected by carbon taxation though. Without
further assumptions about increases in social security, and with insufficient increases in low skill jobs,
the lowest household income classes see little progress in their purchasing power of energy products

compared to 2005, except in the lump-sum transfer scenario.

The results presented in this thesis depend on modelling and scenario assumptions (e.g. simplifications
inherent to modelling), and some of these assumptions can be expected to cause over- or under-
estimations of the socio-economic and environmental impacts of a carbon tax and its revenue
recycling. One of the two most significant causes for bias in the results is the way in which the labour
market has been modelled. This might lead to an overestimation of future cost of labour relative to
labour’s productivity, and thus leads to an overestimation of economic impacts of carbon taxation. The
capital market, on the other hand, might be modelled too flexible, which might lead to an under-

estimation of possible (negative) consequences for GDP growth and employment.

Policy implications

With the right type of carbon tax revenue recycling, South Africa can and should gradually introduce a
carbon tax of at least up around 100 ZAR.s per tonne of CO, (18 USD:5/tCO,) considering that it
likely has no significant impact on GDP and employment, while reducing CO, emissions
considerably. The best macro-economic result is obtained when recycling carbon tax revenue into
labour subsidies (RTSC) and reduction of profit taxes on the condition that it leads to lower profit

mark-ups (RTIF-low), e.g. due to having competitive markets.

Reduction of value added taxes (RVAT) and taxes on production (RTaY) have been found less
economically attractive than the first two options, but more attractive than carbon tax revenue
recycling into one of the four measures that primarily increase income and expenditure: Reduction of
the public deficit (RDEF), increased government-spending (RGOV), reduction of profit taxes in
markets that are not combined with reducing profit mark-up rates (RTIF-fix), and a lump-sum transfer
to households (RSUM). These four were found to have strong negative impacts on GDP and
employment for a carbon tax rate of ZAR 05 300/tonne CO, (18 USD:;5/tCO,).
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Nevertheless, if one evaluates revenue recycling options against fixed emission targets, only the labour
subsidies option stands out, and reduction of profit taxes, taxes on production, or VAT turn out to have
similar impacts on growth and employment.

Analysis of the lump-sum transfer to households likely underestimates the macro-economic benefits of
anti-poverty measures. Independent of whether there is underestimation of benefits, dedicated energy
use-related anti-poverty measures should be part of the revenue recycling policy. The reason is that
carbon taxes can — with current expectations about future technology — be expected to lead to more
expensive energy supply and thus increase poverty of the poorest households, especially the

unemployed and for other reasons not economically active people.

Were a part of carbon tax revenue to be used for an investment in skills with the objective of
increasing access to high quality education and reducing the high skill labour shortage, then a strong
positive impact on GDP growth can be expected: An investment of 7.5 billion ZAR,ys of Ctax
revenue per year generated 4 to 6% additional GDP by 2035 in selected scenarios, while also reducing
CO, emission intensity of GDP and income inequality. For a R100 carbon tax this reduces the gap in
GDP with RP almost entirely. However more research is required as proper calibration data on

educational investment, skills and productivity is lacking.

Low-cost energy efficiency and, in general, input efficiency improvements have been found to have a
high potential to increase GDP growth and employment too, especially in the context of the
introduction of a carbon tax. However, also here, more studies into energy efficiency potentials and

their costs are required.

Analysis in this thesis showed furthermore that a carbon tax can contribute to South Africa achieving
its Nationally Determined Contribution of the Paris Agreement of 2015 (COP21). A carbon tax rate of
around 300 ZARjges/tonne CO, (55 USD,5/tCO,) would be required. The South African economy
turns out to be very sensitive to a carbon tax. The reason is that a large part of its energy use is very
cheap, namely that of coal, while the economy’s CO, intensity is very high. Furthermore, relatively
standard values for elasticities in consumption and international trade do not allow for a major
restructuring of the South African economy. This points at limited possibility to change roles in the
global economy, and casts doubts on the current focus in international climate policy on national and
local approaches. Two things are required: First of all, international coordination of carbon taxation,
possibly including consumer-oriented carbon taxes with differentiation in carbon tax rates between
types of final consumption (e.g. holiday air travel versus clean infrastructure and technology
investment). Secondly, transfer of technology, and knowhow and experience is required, as well as
opening up of markets for, and protection of, new industries in trade regimes so developing economies

can change their economic structure.
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Future work

Industrial (or sectoral) energy efficiency has been identified to lack sufficient and applicable Bottom-
Up studies. Without clear predictions for future technological change available, new approaches to
inform macro-economic modelling and decision making should be considered. Possibly, expert- or
stakeholder-based scenario-building could be developed. The link between the levels of education, job
type and productivity need to be better conceptualised and studied too. For IMACLIM-ZA it might be
interesting to model skills of labour by separating skill as a role in production, and skill of the
workforce, and match the two through a “hiring procedure”-inspired labour market model. The
description of future household consumption behaviour could be improved too, just like the model for
the capital market, and behaviour for investment, rent-taking and setting profit margins.
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1. Introduction

1.1. Challenges for South Africa’s economic development

South Africa is an upper middle-income country®, the 28" national economy globally when measured
in GDP PPP terms. The country has gone through an enormous transformation since it freed itself
from Apartheid and held its first democratic elections in 1994. Since then, South Africa has advanced
significantly in providing public and social services to its population, such as providing health care
and education to its previously strongly disfavoured black African communities. It saw the number of
people living below World Bank’s poverty line decrease from 29% in 1993 to 16.5% in 2011. Similar
progress (and a similar gap remaining to be closed) can be witnessed for access to electricity, which
increased from 65% in 1990 to 85% in 2012.

But social challenges and problems remain: South Africa’s Human Development Index lags compared
to its economic richness: In 2014, with a HDI of 0.67, South Africa occupied a shared 116" position
(together with El Salvador and Viet Nam) out of 188 countries.® HDI progress in terms of education
have for a part been undone by a decrease in life expectancy since 1990, obviously related to South
Africa’s HIV pandemic. But this trend in life expectancy has been reversed since 2005, and likewise
there are signs that the increase in HIV among South Africa’s population has been halted. Still, several
generations, especially those now of working age and their children have been heavily marked by the
epidemic.

With a Gini coefficient of 0.63 (in 2011) South Africa also has one of the highest levels of inequality
in the world. Characteristics of South Africa’s inequality are that it largely runs along racial lines, that
it is most manifest in property, and that it is combined with one of the world’s highest unemployment
rates. Though Statistics South Africa (StatsSA) reports an increase in the number of people employed,
from about 14 million in 2008 to 15.5 million in 2016, South Africa’s official unemployment rate has
risen at the same time, from 23% in 2008 to 27% in 2016.2 If one includes discouraged work-seekers,
the so-called broad unemployment rate stood at 34% in 2016.° The parallel increase in jobs and
unemployment is also a sign that South Africa is struggling to absorb all young adults which freshly

enter its labour market each year.'

All these issues are acknowledged in South Africa’s National Development Plan (National Planning

s According to World Bank’s classification, see https://datahelpdesk.worldbank.org/knowledgebase/articles/906519-world-bank-country-
and-lending-groups; Furthermore, South Africa was in 2015 the 86" or 89" richest country in the world in average per capita GDP in PPP
terms (out of 183 or 185 countries respectively, depending on whether one follows IMF’s or World Bank’s calculation), with a per capita
GDP of 13.2 thousand international dollars, 12% below world average of 15 thousand int. dollars.

® According to UNDP’s Human Development Report 2015.

7 According to World Bank

8 Source Statistics South Africa website: http://www.statssa.gov.za/?page id=737&id=1, accessed 02/12/2016.

° Author’s own calculations on the basis of data from the Quarterly Labour Force Survey Q3 2016. Statistics South Africa estimates its
“expanded” unemployment rate at 36.3%.

% south Africa’s population is clearly aging, and the growth of South Africa’s population of working age is expected to slow down on the
basis of South Africa’s demography: see Statistics in Brief 2016: http://www.statssa.gov.za/publications/StatsInBrief/StatsInBrief2016.pdf
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Commission, 2011). In its Diagnostic Report the National Planning Commission listed the following:
1. “Too few people work;
2. The quality of school education for black people is poor;
3. Infrastructure is poorly located, inadequate and under-maintained;
4. Spatial divides hobble inclusive development;
5. The economy is unsustainably resource intensive;
6. The public health system cannot meet demand or sustain quality;
7. Public services are uneven and often of poor quality;
8. Corruption levels are high;
9. South Africa remains a divided society.”

The origins of South Africa’s inequality, poverty and previously very poor public and social services
can be found in its history of Apartheid; A history that also shaped the country’s economic
development. It contributed to an economy centred around what is called the “Minerals-Energy-
Complex” (MEC), in which cheap labour and cheap energy contributed to the development of an
export-oriented, state supported mining industry (Baker et al., 2014; Black, 2014; Hausmann, 2008;
Wilde-Ramsing, 2013). This situation still largely continues nowadays, though it is bound to end some
day due to falling per capita mineral resource exports, the ASGI-SA project'* foresees (Hausmann,
2008). The MEC is also a part of the explanation for South Africa’s poor economic performance in
other sectors, with particularly agriculture and manufacturing reducing employment between 1994 and

2007. For instance, Hausmann (2008) states:

“Instead, the first explanation is skills “mismatch” and inequality (geographically, in
ownership, and in income), and the lack of structural change to correct for it are
considered important factors. The lack of structural change is typically a consequence of

disadvantageous conditions of trade for the sectors which could absorb low skill labour.”

This can be understood in the following way: The big role of export-oriented mining in the South
African economy contributes to an often high-valued Rand, and (among other factors) to real
exchange rate volatility, which is bad for the predictability of revenues for manufacturing and other
tradable sectors. A second consequence of the MEC is a relatively big services sector, which puts a
strain on South Africa’s scarce high educated labour force, and which drives up labour costs for other
sectors too. One study found manager wages in South Africa in 2002 being about two and a half times
higher than in Poland, whereas unskilled production worker wages were about the same (Clarke et al.,

2007). Thirdly, a large services sector and a limited role of domestic manufacturing also contribute to

" ASGI-SA stands for: Accelerated and Shared Growth Initiative for South Africa (ASGI-SA), and consisted of an evaluation of South Africa’s
economic development by an international panel of experts on a request of the South African government in 2005, and coordinated by the
National Treasury.



a current account deficit, including a trade balance deficit. The reason is that it makes consumption
prevail over investment. The only recent period of relatively high economic growth for South Africa,
the mid 2000s, reflected this services-income oriented growth and could thus have been considered
“non-durable” for this reason: Growth consisted mainly of growth in real estate value and final
consumption, and not in productive capacity (Hausmann, 2008).

As a consequence of this economic and political history, unemployment is particularly high among
low-skilled individuals, while there is a shortage of high-skilled workers (Black and Gerwel, 2014;
Colclough et al., 2010; Hausmann, 2008). The precise form of this skills shortage is debated though,
because some authors think that it is particularly a shortage of specific skills at all levels of education,
and not a lack in the level of educational attainment (Daniels, 2007). Such precisions do not alter the
fact that a lack of skilled labour increases labour costs, and that these shortages exist against a
background of big differences in rates of unemployment by level of education: e.g. in 2013 the official
unemployment rate for people with tertiary education was 9.9%, against 24.7% on average and 31.9%

for people with incomplete secondary education (StatsSA, 2014a).

For completeness the importance of the MEC for South Africa’s low and medium skill unemployment,
should be relativized a bit: Other causes play a role too in the weak position of manufacturing and the
weak overall economic growth in South Africa. E.g., infrastructure bottle-necks and the low rate of
household savings contribute to a lack of investment too. Another factor which hurts South Africa’s
economic development is crime: One case study shows that crime adds a high “entry cost” to starting a
business or running a successful businesses (Cichello et al., 2011). Another indication of causes
outside the MEC for South Africa’s low and medium skill labour’s unemployment is that between
1995 and 2005 low skill job losses took place in all sectors, and not only in manufacturing. In other
words: They were largely due to a changing skill profile of labour within sectors, and not so much due
to a shift of employment between sectors, while the latter mechanism was the main cause of low skill
job losses before 1995 (Banerjee et al., 2007). The latter observation also raises the question whether
technological change has taken a new direction, or whether other factors play a role. Different sources
point out that labour’s share in value added has decreased around the world, with technological change
named as one of the important factors, because it leads to replacement of low skill jobs by more
capital (ILO and OECD, 2015; Los et al., 2014).

In the context of these developments the structure of South Africa’s skill supply might seem
worrisome. The skill shortage signalled above seems to be compounded by problems with educational
quality, with an educational system providing high quality education to about a quarter of pupils and
students, but very low educational quality for the rest of pupils and students (see Spaull, 2013). This

poses important constraints on South Africa’s future economic development.

A question therefore is how to provide lasting and sustainable economic growth that can absorb South

Africa’s for a large part poorly educated unemployed population.



1.2. South Africa’s response to climate change

South Africa has started to experience several negative consequences of climate change, with
increased frequencies of rainfall extremes and droughts, increased numbers of hot days, and sea-level
rise. South Africa is also considered vulnerable to climate change because of social vulnerability and
dispersed and poorly planned development (National Planning Commission, 2011). With water
already being a scarce resource and soil often thin and sensitive to erosion, it is particularly South
Africa’s agriculture and forestry sector which will feel economic consequences of climate change
first.!2 Crops most at risk include maize, apples, pears, wheat, barley and rooibos. Furthermore, a more
generic rise of pests and of heat stress in animal husbandry should be expected. A lot however will
depend on the capability to take adaptation measures. Consequences are expected to be felt especially
between 2050 and 2100, with other countries on the African continent likely to be affected much more
negatively than South Africa (RSA, 2011a). However, a lot is still unknown about both the direction
and impacts of climate change in South Africa, as about the capacity to adapt to it and the cost to
which damages can be avoided. The National Development Plan 2030 therefore proposed a strategy
for the near future in which South Africa’s economic and societal resilience is strengthened, and in
which more research, studies and planning is done regarding climate change adaptation and modelling,
on food security, on water resources, and on national disaster management (National Planning

Commission, 2011).

Unlike most other African countries, South Africa cannot claim that it is not partly responsible for the
historic rise in greenhouse gas (GHG) emissions. In fact, with its coal and partly coal-to-liquids based
energy system, and energy intensive mining and industry sectors, South Africa is the 23" most
emitting country in the world according to World Bank data.®* South Africa is also one of the highest
per capita CO, emitters in the world: In 2010 GHG emissions (excluding land use change) were
estimated at 582.5 Mt CO,-eq. This translates to approximately 11.5 Mt CO, emissions per capita
(RSA, 2013a)."

The country is therefore aware of its responsibility to act on climate change and reduce its greenhouse
gas emissions. In its Nationally Determined Contribution (NDC) for the COP21 in Paris, South Africa
pledges to reduce its GHG emissions by 34% in 2020 and by 42% in 2025, relative to business-as-
usual, and conditional on financial and technical support from the international community (UNFCCC,
2015a). In 2011, South Africa had already issued a Climate Change Response White Paper (RSA,
2011b), which included a carbon tax proposal planned for 2015 (see Box 1 for details on the strategy).

2 As an example: Fruit farmers in the Western Cape are reported to have lost a quarter of their orchads due to Cape Town’s 2018 water
crisis following several consecutive years of low rainfall and a late political response. Hopes of restoring these orchards are dimm, due to a
lack of funds for reinvestment. At the same time 30 000 harvest season jobs are said to have been lost in the Western Cape in 2018.
Source: Mail & Guardian, 22 March 2018. URL: https://mg.co.za/article/2018-03-22-cape-farmers-lose-25-of-orchards-vineyards-as-result-
of-drought (consulted on 19 April 2018)

2 World Bank data, source: http://wdi.worldbank.org/table/3.9#, accessed 2/12/2016.

 Other sources, such as World Bank quote lower numbers, which estimate South African greenhouse gas emissions excluding land use
change at 456 Mt of CO, (or 9.1 tons of CO, per capita) in 2010.



https://mg.co.za/article/2018-03-22-cape-farmers-lose-25-of-orchards-vineyards-as-result-of-drought
https://mg.co.za/article/2018-03-22-cape-farmers-lose-25-of-orchards-vineyards-as-result-of-drought
http://wdi.worldbank.org/table/3.9

Consecutive revisions and delays have led to a second version of the carbon tax bill released for public
comments and treatment in parliament by mid 2018 (National Treasury, 2017; RSA, 2015). A date for
the introduction of the carbon tax is to be determined at a later point, but should logically be well
before 2022, in which year the carbon tax law demands a first review of the carbon tax. The carbon
tax, however, is only one of several instruments by which the country aims to meet its mitigation
goals. It will interact with other plans and policies, notably in the energy sector. In particular, the
Government of South Africa has adopted a long-term electricity sector investment plan, titled the
“Integrated Resource Plan” (IRP-2010, of which this thesis will use the updated version of 2013).
Following massive power outages in the late 2000s it aimed at easing the tension between supply and
demand of electricity (RSA, 2013b).

Box1 Key elements of the South African mitigation strategy
The 2011 Climate Change Response White Paper outlines the following key elements of the South
African mitigation strategy (IEA, 2013; RSA, 2011b):

¢ A National GHG Emissions Trajectory Range. The objective is that emissions increase from 374
Mt CO; in 2011 to 398-583 Mt CO, between 2020 and 2025, then plateau at 398-614 Mt CO,
between 2025 and 2035, and eventually decrease down to 212-428 Mt CO, by 2050;

¢ Reduction targets for key sectors (based on cost-benefit analysis);

e The requirement for actors of such sectors to submit mitigation plans, including actual carbon

budgets for some companies in certain sectors and subsectors;
¢ Implementation of mitigation policies that support job creation and economic development;

e Implementation of economic measures, including carbon pricing — which could come in the form

of a carbon tax (or in the form of emission trading for the entities covered by carbon budgets);

¢ Implementation of a monitoring system for GHG emissions.

The IRP therefore deals with the contributions of energy use to South Africa’s greenhouse gas (GHG)
emissions. Direct CO, emissions from energy use make up the majority of South Africa’s GHG
emissions (RSA, 2013a): An elaborate greenhouse gas emission inventory found that in 2000 CO,
emissions were 76% of South African GHG emissions. Within this category energy use caused 85%
(301 Mtonne of CO,) of gross (or net positive) CO, emissions (354 Mtonne of CO,).” The remainder
of gross CO, emissions consisted of industrial process emissions, while absorption of CO, took place
in forestry and cropland use (reducing emissions with 21 Mtonne of CO,). The CO, emissions from
energy use itself consisted in 2000 for about 50% of emissions from the electricity sector (RSA,

2013a). Industrial fuel combustion contributed 13% and transport contributed about 12% to direct CO,

1> Greenhouse gas emissions here include land use change and forestry. Percentages are based on author’s own calculations are based on
data from the Department of Environmental Affairs and Tourism (DEAT), Republic of South Africa (from RSA, 2013).

5



emissions of energy use.'® Transformation of energy, especially Coal-to-Liquids, but also oil refineries
and Gas-to-Liquids processes, contributed about 9% to CO, emissions of energy use.!” The CO,
emissions from fuel combustion in commercial, public and residential buildings (mainly space and
water heating plus cooking) contributed 2.5%, whereas gross CO, emissions from fuel combustion in
agriculture, forestry and fishing contributed 1.2% (RSA, 2013a).

On the supply side, the updated IRP-2010 report of 2013 calls for the addition of new power
generation capacity. Renewables, primarily wind and photovoltaic (PV) power generation, would
constitute the largest share (via price-competitive procurement), followed by nuclear. Under the
updated IRP-2010, the share of coal thus falls from 93% (current) to 46% of total electricity capacity
in 2030." The plan furthermore contained further increases in regulated electricity prices, which have
risen from ca. 0.25 South African Rand per kWh (ZAR/kWh) in 2005 to 0.65 ZAR/kWh in 2013, after
approval by the National Energy Regulator of South Africa (NERSA) (Baker et al., 2014; IEA, 2013).

Improving electricity transmission links with neighbouring countries is also proposed as a strategy to
reduce the pressure on the South African power generation system and provide access to low-carbon
electricity (notably hydro-electricity from Mozambique and further away in Southern Africa).
Increased capacity for imports of LNG is also part of the plan. On the demand side, the plan targets a
35% energy efficiency improvement, via energy efficiency and demand-side management initiatives.
Energy efficiency gains, particularly in energy intensive industries and mining are also mentioned as

objectives in the National Development Plan (National Planning Commission, 2011).

Given the high level of South African emissions, the set of policies capable of achieving the proposed
mitigation targets are likely to have significant implications on the achievement of other economic,
social or environmental goals.™ These side effects matter from a public policy viewpoint, because they
constitute other channels by which the mitigation policy impacts welfare beyond the direct cost of the
policy and beyond the benefits in terms of climate mitigation. Documenting side effects also matters
from a political economy viewpoint, as policies to tackle these “side” effects often have wider public
support than e.g. taxing energy, an example is reduction of local air pollution. The detailed design of
mitigation policy packages — for example the way by which proceeds of a carbon tax are recycled — is

central to limiting adverse side effects and to maximize co-benefits.?

*® Direct CO, emissions consist of the emissions caused by burning of fuels within the sector. CO, emissions caused by the production of
the electricity used in rail transport are therefore not included in the transport sector, and similarly from the direct CO, emission inventory
of other sectors. CO, emissions from own power generation by industries is included in their inventory though, whereas this thesis
allocates, in Chapter 4, all power generation CO, emissions, including own power generation by industries, to the electricity sector.

7 Others estimate the contribution of South Africa’s Coal-to-Liquids (CTL) plan higher, e.g. Burton et al. (2016) estimate CTL on its own to
contribute 10% to South Africa’s CO, emissions.

*® Nuclear and hydro each account for 12.7% of total installed capacity, wind 10.3% and PV 9.4%.

¥ The positive side effects are typically called “co-benefits” in the literature while the negative side effects are often denoted as “adverse
side effects”. See Kolstad et al. (2014) and Urge-Vorsatz et al. (2014) for recent discussions.

2 |n fact, the expression ‘side effects’ implicitly refers to a distinction between ‘climate’ policies, the primary goal of which is climate
mitigation, and ‘non-climate policies’, adopted mainly for other reasons. As climate mitigation objectives become more stringent, and as
the links between mitigation objectives and other goals become more apparent, this distinction between ‘climate’ and ‘non-climate’
policies is becoming increasingly blurry. This is important because it allows thinking about mitigation with a broader set of policy
instruments. For example, the response of transportation emissions to carbon pricing in a city depends strongly on the shape of the city,
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1.3. Research questions

The key issue for South Africa’s economic development in the context of its climate change objectives
is whether the country is capable of achieving the technological and structural change required to
reduce the carbon intensity of its economy. The underlying idea is that no mitigation policy can be
successfully implemented without taking into consideration South Africa’s concerns about growth,
employment, and inequality. This thesis therefore aims to explore the conditions under which
mitigation policies create “win-win” situations and interact positively with South Africa’s

development objectives.

The aforementioned “technological and structural change” consists of the following: The first aspect is
change in sectoral structure of the economy. Moving economic activity away from resource-depleting
sectors towards activities which are based on sustainable use of renewable resources like renewable
energy, or non-resource inputs such as labour and its accompanying characteristics (skills, knowledge
and intellectual “capital”) will make South Africa’s economy less polluting. The second aspect is
technological change, meaning change in “technology” of production: Most industries or sectors
could, in theory, shift from non-renewable inputs to renewable and non-resource inputs. The third
aspect is final consumption and trade: Macro-economic structure is determined by consumption in the
sense that: A. consumption and trade drive demand for domestic output and thus the sectoral structure
of economic activity, and B. certain types of consumption are directly polluting, for example the
consumption of gasoline and diesel for the use of private motorized vehicles. Change of preferences in
consumption from resource-depleting products towards “clean” products and services would therefore

make it easier for South Africa to combine climate change and economic development objectives.
The central question for this thesis therefore is:

How could climate policy influence South Africa’s economic development? \What
order of magnitude could be expected from such policies in terms of socio-

economic impacts (see section 1.1) and environmental impacts (section 1.2)?

Before continuing this discussion by treating the sub-questions to which this thesis formulates
answers, | would like to emphasize that the research questions are set within a certain “thinking
framework” from which the central question of mitigation and economic development will be
approached. The reason to mention this explicitly is to create awareness of the fact that — though a
necessity in all research and therefore mostly taken for granted — this framework determines the
questions we ask. It is the window through which we look at a problem or question. Awareness of the
fundamental perspective helps seeing this work in a larger context: It helps both not to over-

interpreted the findings of this research by considering its analysis to be “omnipotent” and to tell

which itself results from a broad set of urban policies (e.g., transportation, zoning, fiscal policies, housing, etc.). Playing on this set may thus
have significant implications for mitigative capacity in the medium term, even though the underlying policies would not be classified as
‘climate’ policies.



everything there is to know about climate policy; and it helps not to diminish the findings’ importance
by dismissing its modelling approach or assumptions as unfamiliar — as other studies too have a frame
through which they look at the world. In the case of this thesis the underlying framework is that |
approach the question of South Africa’s development and climate change objectives with a toolbox of
the economic sciences, specifically the methodology of computed general equilibrium (CGE)
modelling. This approach is particularly of interest, because it proposes a methodology by which
macro-economic interactions and feedbacks can be studied, in relation to different fiscal policies,

technology of production and different types of structural change.

A next issue is selection in the policies that should be considered in this thesis. A wide range of
climate and energy policies, government budget plans and tax policies could in theory be analysed.
Studying all of them is probably worth many PhD theses. The focus of this thesis is on a carbon tax
and its combination with different tax revenue recycling schemes that are considered relevant for
South Africa and which represent different strategic axes for revenue recycling. More specifically, the
tax revenue recycling schemes concern different parts of the South African society. They can be
shaped as a tax reform favouring different groups (poor households, or consumers, or enterprises and
their owners), or they can address different socio-economic concerns (public debt, competitiveness,
poverty). The present analysis of carbon tax revenue recycling thus intends to inform the policy debate
on carbon tax revenue recycling on its major orientations, next to identifying strategic issues to
successfully achieve policy goals for climate change mitigation and economic development in
connection to the introduction of a carbon tax. In brief, the carbon tax (Ctax) revenue recycling

schemes analysed are (details follow in section 4.2.2):

1. Reducing public deficit: A high public (government budget) deficit and rising public debt are

some of the major present-day economic concerns for South Africa;

2. Reducing a sales tax on products: The idea is that it stimulates domestic consumption, and also

reduces the cost of living, thereby increasing demand, output and employment;

3. Increase government spending, either on administration, or on goods and services for the

people of South Africa: the idea is an increase in public services;

4. A lump-sum transfer to all households on a per capita basis: the idea is to fight poverty and

income inequality, and to compensate households for possible higher energy bills;

5. Reduction of company profit taxes, which works indirectly as a reduction of a capital tax, a
reform which also has been analysed in many other studies. This option is introduced to
simulate the macro-economic impacts of a reform that encourages investment and thereby

GDP growth. It is performed in 2 variants:

a. A variant in which companies do not reduce their (fixed) profit mark-up rates after the

tax break, thereby benefitting owners and asset holders;



b. And a variant that could be considered to represent “competitive” markets in which

firms reduce their mark-up rates parallel to the reduction in profit (or capital) taxes;

6. Reduction of taxes on production: Carbon tax revenue is recycled via subsidies to production
of non-energy sectors, compensating them for higher energy bills — a scenario to reduce the
burden on non-energy sectors and thereby stimulate domestic output, growth and jobs;

7. A reduction of charges for social security and pension contributions increasing all the way up
to a subsidy to labour — the objective is to compensate for possible loss in activity and for
increased costs of energy, and to directly aim at reducing unemployment, by making labour

more attractive as a factor of production

The projections for South Africa’s economy in 2035 with these seven policy options are compared a
Reference Projection’s outcomes for 2035 in which | assume neither a carbon tax, nor impacts of

climate change. This comparison intends to answer the following question:

How do the different main carbon tax revenue recycling scenarios impact key
indicators for the South Africa’s socio-economic development and CO, mitigation
policy?

The key indicators to evaluate the results are:

o Change in total CO, emissions versus baseline, meaning: reference projection CO, emissions;
o GDP and per capita GDP;
e Broad unemployment rate;
o CO, emission intensity of GDP;
e Income inequality, measured by the difference in real per capita income between the poorest
and the richest household class.
When suitable, these indicators will be accompanied by related indicators to provide additional
insights on South Africa’s socio-economic development. More importantly, with the discussion of

scenario outcomes | will answer the question which I consider most insightful for policy making:

How do the outcomes on key indicators follow from structural change, and through

which mechanism do the main policy scenarios cause structural change?

From the discussion in section 1.1 it has become clear that the labour market currently contains
constraints on South Africa’s economic development and that the unemployment rate is unacceptably
high. This study therefore cannot avoid dealing with the aspect of how to improve South Africa’s
labour market conditions. The most notable aspect that will be taken into consideration is the existence
of a shortage of skilled labour. This shortage is assumed to make production in South Africa more

costly, due to overheating of especially the high-educated part of the labour market. The question is:

Can a reduction of South Africa’s observed skill shortage provide a pathway for an

economic development that is low in its carbon content? Is investment in skills an
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interesting option as a way to use carbon tax revenue?

Finally, a last set of questions to be answered is about how the model’s conclusions are sensitive to
scenario and modelling assumptions. For this purpose alternative scenarios will be analysed and a

sensitivity analysis will be performed in order to answer to the following questions:

How would different international climate policy regimes affect the impacts of South
Africa’s carbon taxation and Ctax revenue recycling options? How do assumptions

and choices in model parameterisation affect the outcomes of scenario analysis?
Important aspects that will be considered are:

How do assumptions on international trade and about technological change impact
model outcomes? How does the representation of South Africa’s energy system impact

results of such an analysis?

This kind of robustness and sensitivity analysis also helps to evaluate the chosen modelling approach
itself, and though this is not the topic of this thesis, the exercise performed does shed some light on the
functioning of energy-economic models. The outcomes of scenario analysis and sensitivity analysis
will therefore also be used to reflect on questions like how one could incorporate growth mechanisms
in a macro-economic model, and e.g. how one could correctly model their socio-economic impacts
such as employment and inequality. How does the modelling approach chosen in this thesis impact the
findings? What is the added value of the approach? These questions will be dealt with in the

discussion and conclusion at the end of this thesis.

1.4. Existing studies on development and climate policy in South Africa

The present study is not the first study to look at the question of how the challenges for South Africa’s
economic development interact with the questions of mitigation measures for (and adaptation to)
climate change, or vice versa. Almost obviously, South Africa’s CO, intensity has been a topic of
debate and scientific research since climate change became an international question in the 1990s. The
discussion here starts with literature on a more strategic policy level, before discussing studies that
analyse climate change mitigation policy with economic general equilibrium models.

Analysis for strategic policy orientation

The international scientific and policy communities on climate change tend to place climate change
objectives above development objectives (Winkler et al., 2015). Winkler et al. argue that it is
important to consider climate change mitigation and adaptation policies in coherence with
development objectives in designing a strategy that achieves all policy objectives and which can be
politically feasible in a developing or emerging country. In Winkler et al.’s approach, development
objectives are the starting point for any policy development or economic planning, after which
planned policies are adjusted in iteration until development objectives and climate mitigation

objectives are jointly achieved.
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In a more applied policy analysis Winkler and Marquard (2009) gather insights from a wide range of
literature on South African climate change mitigation policy. They use insights from this literature to
analyse how a combination of development and climate change mitigation could look like for South
Africa. They review the potential in South Africa to achieve higher energy efficiency, for changes in
the fuel mix, and for structural change in economic activity. Whereas the former two objectives entail
a large variety of different investment programs (with differing degrees of economic viability), the

latter point is addressed by proposing five different strategies:

1. Adjusting state incentives promoting or benefiting energy intensive industries, and shifting

them towards low carbon industries;

2. Focussing decarbonisation efforts on non-energy intensive industries, as they would suffer less
from global competition loss;

3. Develop policies that help energy intensive industries adjust to the conditions required by
successful climate policy: e.g. measures that promote lower energy intensity, and international

negotiations on the future place and international location of such industries;

4. Use general economic instruments, such as carbon taxes or other similar instruments which
create a price signal to move the economy, sectors, or technology away from high energy

intensity;

5. Focus industrial policy and investment strategies on promoting low energy- and low GHG-

intensive industries.

The need for an integrated approach that combines development with climate mitigation is also
expressed in plans of the South African government. Unfortunately, this is often only a marginal topic,
and does not form the key message. The most important reference in this respect is probably the
National Development Plan (NDP) 2030 (National Planning Commission, 2011). While it recognizes
the need to restructure the economy towards a low carbon economy, and acknowledges the
unsustainable, resource-intensive character of the current South African economy, economic structure
is not a topic of the part of the report that discusses climate change mitigation actions (in the Overview
section, p. 33). The NDP furthermore still reserves a central place for South Africa’s resource-
intensive sectors in it’s strategy for the economy (National Planning Commission, 2011, pp.38-42).
Nevertheless, it must be granted that the NDP does envision increased efficiency, taxation of
infrastructure use, and more intelligent stimulus for mining’s down-stream industries (see NDP p.42).
The plan also emphasizes the need to stimulate development of small- and medium enterprises, and to

equip the labour force with a higher level of skills.

The combination of South Africa’s economic and environmental objectives receives much more
attention in South Africa’s New Growth Path, of which the 4" national “Accord” is the Green

Economy Accord (RSA, 2011c). The Accord is a voluntary agreement between government and major
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social partners: Unions, businesses, and civil society. The Green Economy Accord’s underlying
philosophy is that climate change action provides an opportunity for the development of new
economic activity and that the country can profit from its technological research and the economy’s
manufacturing base to generate new processes and products. It emphasizes the responsibility of
government to create an enabling environment for businesses and citizens. The plan specifies twelve
commitments, which are envisioned to account for 300 000 new jobs in green economic activity by
2020, as part of the 5 million envisioned in the entire New Growth Path. Commitments concern
actions such as increasing use of renewable energy at home, for power generation, and in transport;
facilitating “green” investment; making coal-based technologies cleaner; increasing energy efficiency
in industry, services and residentially; more recycling; a modal shift to public transport and freight
transport by rail; electrification and reduction of open-fire cooking and heating; and finally, using
local employment, especially for the youth, and to develop the skills of the labour force. The Accord

addresses a large part of the policy objectives proposed by Winkler and Marquard (2009).

The low extent of integration of environmental and economic strategy, at least at the highest political
level, possibly signals a lack of political will to engage in a structural reorientation of the South
African economy. Baker et al. (2014) analyse how different political and economic forces in South
Africa might prevent the country to embark on an efficient and cost-effective implementation of
policies and measures that will reduce South Africa’s CO, emissions and that could avoid a lock-in of
the South African energy system on coal use. The economic risks of such a lock-in are considerable.
Not only should one think of an international trend of carbon footprinting of products and supply
chains, but also, as Baker et al. point at, of carbon-content based evaluation of stock market value and
investor portfolios. Also, there is a risk that importers of South African products, like EU countries,
apply a border tax adjustment (BTA) scheme in case of absence of insufficient carbon pricing by
South Africa or other countries (National Treasury, 2013). The biggest concern might be the long term
economic costs, with costs of inaction falling onto all South African businesses and citizens. For
example, Burton et al. (2016) project an increase in electricity prices due to stranded assets up to about
10% (between 2030 and 2045) if future constraints on South Africa’s CO, emission budget would all

be allocated to the electricity sector to spare SASOL’s** coal-to-liquids (CTL) operations.?

As mentioned in section 1.1, historically, and up to the present, it seems that what benefits the South
African Minerals-Energy-Complex (MEC) could be disadvantageous to inclusive economic
development and even employment. Black (2014) argues that continuing the stimulus for energy
intensive mining sectors prevents the economy to develop into a different, inclusive growth trajectory.
He points at the historic causes for this development (as well as at other consequences of South

Africa’s history of Apartheid for the possibilities for people to develop new businesses and find jobs).

?! South Africa’s main international integrated energy and chemical company, which also has exploration and production of oil and gas, and
which in South Africa runs a Gas-to-Liquids (GTL) plant, as well as conventional oil refineries, chemical plants and some coal mines.
22 Author’s own estimation on the basis of Figure 5 in Burton et al. (2016).
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Black is therefore optimistic about the potential for policies for a low-carbon economy to have a more
positive impact on employment than currently expected in estimates for employment of investment
programs in renewables. The latter type of studies, like by Maia et al. (2011), only look at direct and
first degree indirect employment impacts of investment programs, and they do not account for
economic feedbacks on the entire economy, e.g. due to changes in production costs, prices and the
structure of demand. These effects can be bigger than direct employment impacts.

CGE model analysis of mitigation policies

It is therefore important to evaluate mitigation policies including macro-economic feedback loops, and
in consideration of the concerns about economic structure, to evaluate mitigation policies in
combination with a certain vision on economic development. Using a macro-economic computable
general equilibrium (CGE) model enables this kind of analysis. This kind of studies is data-intensive
though, especially if one wants to look at sectors and policies in more detail. But, once a model is
developed, more detail can be added, and scenarios for specific sectoral developments can be
integrated in the general equilibrium analysis. This is also the strategy of this thesis, for which the
methodology and the modelling tool will be further elaborated in chapters 2 and 3. This study,
however, is not the first to embark on this mission, and there are probably few countries (both
developed and developing) covered as broadly and with the same depth concerning the question of

macro-economic impacts of a carbon tax.

Van Heerden et al. (2006)
One of the earliest analysis available is from Van Heerden et al. (2006), who ask whether revenue

recycling from a carbon tax could generate a double or even triple “dividend” in South Africa. They
use a static CGE model of the South African economy with 27 sectors and 48 household groups. To
capture scarcity of skilled labour in South Africa, the model features a fixed and fully employed
supply of high-skill labour, while supply of low-skill labour is elastic to real wage. There can be
substitution between capital and labour, but not between aggregate factor volumes and intermediate
inputs like energy. At this level the production function is modelled Leontief, though wages and rates
of returns on capital can change. Calibrated on 1998 SAM data, the paper tests 4 environmental tax
instruments and 3 revenue recycling schemes. All measures are analysed separately, thus creating 7

scenarios analysed for their impact on target variables.

The environmental taxes analysed are: 1. a tax on CO, emissions from consuming fossil fuels (carbon
tax) of 35 ZARggg/tonne of CO, (equivalent to 5 USD/tonne COy); 2. A fuel levy on the sales of coal,
crude oil and gas equivalent to the carbon tax; 3. A tax on consumption of electricity equivalent to the
carbon tax, but for CO, emissions of electricity use only; and 4. a broad energy tax that basically
combines instruments 2 and 3 with the difference that the tax is levied on consumption of fuels and
thus targets refinery products rather than coal or crude oil — this option is more advantageous for fuels

from CTL plants, over which higher taxes are paid in option 2 due to the higher CO, emissions
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involved in coal-to-liquids conversion losses. The recycling schemes are: A. a break in direct (income)
taxes on labour and capital; B. a break in indirect (sales) taxes; and C. a break in sales taxes on food.

Van Heerden et al. find that marginal reductions of CO, emissions due to environmental taxes are
larger than marginal increases caused by tax breaks. A carbon tax in combination with a food tax
break is expected to cause the biggest reduction in CO, emissions. The reduction of the marginal
excess burden of the food tax break is also bigger than the increase in any of the environmental taxes,
thus creating a double dividend in terms of GDP growth. There is no double dividend for the direct tax
break and the general indirect tax break. Finally, the combination food tax break and environmental
taxes also leads to net marginal gains in low skill employment. The authors therefore find that this
combination leads to a “triple dividend”. Marginal employment gains are also obtained with an
indirect (general sales) tax break, but only in combination with a carbon tax or a fuel tax.

Devarajan et al. (2009, 2011)
Devarajan et al. (2009, 2011) ask how a carbon or energy tax will fare in a distortion-laden economy

such as the South African. To do so, they first build a static CGE of the South African economy
calibrated on SAM 2003 data. The model has 43 sectors and is combined with an econometrically
estimated micro-simulation model for occupational choice and other household behaviour to analyse
distributional impacts. 3 Labour skill levels (unskilled, semi-skilled and skilled) exist for 3 types of
labour (formal, self-employed and informal) leading to 9 labour markets. Formal unskilled and semi-
skilled labour is modelled through rigid wages, while formal skilled labour and all self-employed and
informal labour are modelled as fully employed with market-clearing wage setting. Devarajan et al.
test 3 policies to reduce CO, emissions by 15%: 1. A carbon tax, 2. A sales tax on energy inputs, and
3. A sales tax on products of energy-intensive sectors. Carbon tax revenue is recycled through a
reduction of all indirect taxes (on production, sales, and imports). Sensitivity analysis is focused on

different rigidities in production and the labour market.

The main result is that the choice of the type of environmental taxation is critical for employment
effects: Sales taxes on energy or pollution-intensive commodities have more negative consequences
for employment than a carbon tax. Relatively small welfare losses (a 96 ZARjgp3/tonne CO, carbon tax
leads to 0.3% welfare losses) are found regressive for a carbon tax and progressive for the two
environmental sales tax cases. The reason lies in the composition of final consumption of different
household income deciles: A carbon tax touches different product categories in a more equal way,
whereas environmental sales taxes in combination with a reduction of all other indirect taxes can be
said to be beneficial to products that are important for low income households. The strong
employment impacts of the sales tax scenarios can be explained from the way Devarajan et al. model
the labour market. This will be discussed and compared to findings of the present study in section 6.2.
A last finding is that they find substitution possibilities between factors and labour market rigidities to

be very critical for welfare and employment impacts of environmental taxes (Devarajan et al., 2011).
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Pauw (2007)
Pauw (2007) explores the possible impact of a carbon tax in combination with various mitigation

scenarios on the South African economy for the period 2000 — 2015. The analysis is performed with a
dynamic CGE model that integrates information on future technological change coming from a
bottom-up (BU) model. The BU model, a MARKAL model ?® estimates technology shares in
electricity production and for the production of refined fuels, as well as energy efficiency gains.
Technology shares are translated into fixed capital shares, while goods markets clear in such a way
that capital is fully utilised. Energy efficiency in intermediate inputs of energy per sector is copied
“costless” from the MARKAL model into the CGE model. Costless means that no increases in capital
or other factor or intermediate inputs to production are required to achieve these efficiency gains. The
MARKAL model furthermore determines the investment need for a long term (up to 2050) optimal
(least cost) energy system. Differences in investment need relative to the reference scenario are
translated into changes of the fixed investment rate target — savings adjust to generate this investment.

Pauw (2007) analyses the implications of 3 policy scenarios, which are combinations of policy
measures resulting from the Long Term Mitigation Scenarios project (Winkler (ed.), 2007). These
combined scenarios are respectively labelled “Start Now”, “Scale Up”, and “Use the Market”, with the
former two consisting of a progressive set of investments and measures to reduce CO, emissions in the
electricity and refineries sectors paid for by changes in income taxes. The latter scenario simulates a
gradually increasing carbon tax, the revenue of which is recycled into a food tax break. Due to this set
up, results are not comparable in terms of CO, emissions: By 2015 the start now and scale up
scenarios result in a reduction of a bit more than 50 Mt of CO, emissions (or minus 8% or more)
relative to reference path emissions of close to 600 Mt CO,, while the use the market scenario results
in a reduction of 100 to 150 Mt CO, (or 17-25%) relative to the reference path (Winkler (ed.), 2007).

The technological measures in the Start Now and Scale Up scenarios are respectively expected to lead
to an increase in GDP of 0.2% and 1.0% (Pauw, 2007). This GDP growth is absorbed by investment
requirements in the Scale Up scenario, leading to a slight decrease in (temporal) household welfare in
2015. In the Start Now scenario investment decreases relative to the reference case and gives way to
an increase in (temporal) household welfare in 2015. The Use the Market scenario sees a decline in
GDP of 2% by 2015. Pauw (2007) indicates that the main reason is a higher import bill due to faster
substitution of domestic energy sources (mainly coal) by imported energy resources, namely oil (to

produce refinery fuels) and natural gas (for fuel switching in non-energy sectors).

Employment effects for unskilled and semi-skilled workers, and wage effects for skilled and high-
skilled workers are relatively synonymous to changes in GDP growth for the Start Now and Scale Up

scenarios. However, for the use the market scenario, the 353 Rand per tonne of CO, carbon tax in

2 The MARKAL (for Market Allocation) model is a linear optimization program developed by the International Energy Agency (IEA) to
analyse trajectories for cost optimal energy systems from the point of view of a central planner.
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2015 causes an increase in semi-skilled employment of about 3%, whereas unskilled employment is
unchanged relative to the reference case, while wages in fully employed skilled and high-skilled
labour segments decrease. Possibly, food tax breaks are beneficial for employment of unskilled and
semi-skilled labour, because they reduce wages for these categories relative to average prices in the
economy as these labour categories have rigid real wages (indexed on consumer prices). At the same
time, decreased GDP growth translates in lower demand for skilled and high-skilled labour.

Alton etal. (2012, 2014)
Alton et al. (2012, 2014) explore the likely impacts of domestic and/or foreign carbon taxes on the

South African economy. Using 2005 as base year, they analyse the trajectories of 3 policy scenarios up
to 2025: 1. A domestic carbon tax; 2. A domestic carbon tax plus border tax adjustments; 3. A foreign
carbon tax plus border tax adjustments in South Africa’s main trading partners. Three recycling
options are explored: A. uniform reduction in sales tax; B. reduction of a corporate tax imposed on
capital earnings of domestic firms; C. scaling-up of existing social transfer programs benefitting
households.

Alton et al.’s CGE model, e-SAGE, bears similarity to that of Pauw (2007), the main differences are
that it is recursive dynamic with sector-specific capital and allocation of new capital by sector, elastic
to (recursive) periodic sectoral profit rates. Capital shares of energy sectors are not forced exogenously
as in Pauw (2007), but technology shares in electricity generation and the refineries sector are
endogenous. Intertemporal profit maximisation (between periods) determines profit mark-ups with the
objective to clear the capital market (full utilisation of capital). Wages clear medium and high skill
segments of the labour market, while low skilled and unskilled labour is unemployed with an upward-
sloping labour supply curve. A CES function determines substitution between capital and aggregate
labour at the sectoral level. Growth is modelled exogenously and determined by total factor
productivity (TFP) growth and change in factor use per sector. Capital availability is driven by fixed
exogenous saving rates for households (who earn all factor income) accompanied by an exogenous
inflow of net foreign investment. This foreign investment is fixed at an absolute amount in the foreign
currency, and therefore variable with the exchange rate.?* Net debts and assets seem not to be tracked
in e-SAGE. Finally, Alton et al. (2012, 2014) assume energy efficiency gains that depend on the

increase of energy prices and on the speed at which capital stock is renewed.

Alton et al. (2012, 2014) find that a carbon tax of 210 ZARyo/tCO; (145 ZAR0s/tCO,) by 2025
leads to approximately 36% decrease in GHG emissions relative to BAU (41% when deducting net
exported emissions). However, taking into account the original Integrated Resource Plan (IRP) for
electricity production of 2010 leads to a decrease in emissions of only 30% compared to their “revised
baseline”. Depending on the baseline, both findings can be considered consistent with South Africa’s
NDC. GDP losses of their domestic (“production”) carbon tax in 2025 range between 0.7% and 1.7%

** Foreign investment plus the trade balance add up to zero.
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relative to BAU (depending on the recycling option). The standard carbon tax revenue recycling
mechanism in e-SAGE is a reduction of a sales tax, which obtains medium outcomes compared to the
two other scenarios for carbon tax revenue recycling: A social transfer to households and a reduction
of corporate tax rates, which respectively obtain lower and higher GDP growth outcomes. But, they
find a trade-off in the choice of the recycling option between revenue distribution and economic
growth, with the social transfer leading to less poverty and inequality, something that a corporate tax

break does not achieve.

Merven et al. (2014)
Merven et al (2014) use the e-SAGE model of Alton et al. (2012, 2014) one step further and link it to

the partial equilibrium South African TIMES bottom-up energy system model (SATIM) developed by
the Energy Research Centre (ERC, 2013) at the University of Cape Town (UCT). Merven et al.’s
study focusses on power sector CO, emissions, and therefore does not show economy-wide outcomes
for CO, emissions, and uses the electricity sector version of SATIM (SATIM-E). They compare, for
the period 2010 to 2040, a business-as-usual reference scenario with the introduction of a carbon tax —
starting at 48 ZAR10/tCO, (5 USD/tCO,) and increasing to 120 ZAR,00/tCO, (12 USD/tCO,) in
2025%, and to two scenarios that achieve emission reduction through increased renewable energy
deployment compared to the electricity sector’s updated Integrated Resource Plan 2010-2030 (IRP):
One scenario concerns a medium-sized investment (RE1) and one a more ambitious renewable energy

program (RE2).

The carbon tax scenario in the linked SATIM-e-SAGE model leads to modest impacts on GDP (-
0.7%) and employment (-2.6%) by 2040, while power sector CO, emissions in 2040 turn out
approximately 5% lower compared to their reference. Merven et al (2014) do not report on CO,
emissions of the rest of the economy, but do report that the carbon tax leads to an electricity price in
2040 that is approximately 15% higher than in their reference scenario, which should motivate higher
energy efficiency in the rest of the economy, just as the carbon tax itself. A comparison with Alton et
al. (2012, 2014), might give a clue of the total emission reduction that could be expected from Merven
et al.”s carbon tax rate, assuming that their parameterisation of e-SAGE is similar to that of Alton et al.
(2012, 2014). The latter find that a carbon tax between 10 and 15 USD/tCO, leads to a greenhouse gas

emission reduction by 2025 for the entire economy of between 20% and 30% in e-SAGE.

Under conservative assumptions for costs of renewable energy, Merven et al (2014) find that the RE1
and RE2 scenarios lead to slightly more negative GDP projections compared to the introduction of a
carbon tax. RE2 also results in more negative consequences for employment compared to the carbon
tax scenario, despite lower electricity prices. The explanation might be connected to the fact that the
carbon tax is recycled into a sales tax reduction, and therefore leads to output growth in non-energy

intensive sectors, such as agriculture and the food industry. The RE1 and RE2 scenarios do not offer

> Alton et al. (2012, 2014) model a carbon tax starting in 2012 with a value of 3 USD/tCO; and increasing to 30 USD/tCO, in 2022.
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this possibility of revenue recycling, but they result in lower power sector CO, emissions and a lower
electricity price compared to the carbon tax scenario, in which power generation hardly reduces its
CO, emission intensity. The higher electricity price and other increased costs of fossil fuel-based
energy use with carbon taxation likely motivate higher energy efficiency in all sectors in e-SAGE (see
the discussion about energy efficiency in e-SAGE above).

The macro-economic difference between scenarios reduces a lot if more optimistic future cost
decreases are assumed for renewable energy technology. This suggests that their model predicts that
South Africa is under-investing in renewable electricity generation if future cost decreases of
renewables turn out more optimistic, as they currently seem to do (Wright et al., 2017). Their
outcomes suggest that it would be better in this case to decarbonise electricity generation than other
sectors.

Altierietal. (2015)
Another approach is taken in the Deep Decarbonisation Pathways Project (Deep Decarbonisation

Pathways Project, 2015), for which Altieri et al. (2015) perform the analysis on South Africa. Altieri et
al. (2015) do not analyse the implementation of a carbon tax, but work with cumulative CO, emission
budgets, optimally divided between a budget for the power sector and one for the rest of the economy
on the basis of a BU (partial-equilibrium) analysis with SATIM-F (in a one-time iteration with e-
SAGE to improve GDP and energy demand forecasts). They consider two economic visions, tested by
means of introducing “shocks” relative to reference assumptions of the linked e-SAGE — SATIM-E
model, and analyse how both visions turn out economically in respecting the cumulative emission
budget.

The first vision they test is one in which they manipulate the model in such a way that investment is
increased in low skill labour-intensive & CO, emissions-extensive sectors, such as agriculture,
furniture, and glass products, but also the “other services” sector. This automatically implies
somewhat lower new capital formation in other sectors, because their investment is exogenous,
savings-driven. The second vision they test is one in which they increase strongly the number of high
and medium-skill level workers entering in the job market. In this way, they hope to undo the skill
shortage which is characteristic of South Africa’s mineral exports and services sector intensive
economy (see discussion of the MEC above). Altieri et al. (2015) show that South Africa achieves
considerable GDP increases in both scenarios: GDP per capita is almost three times higher than in
2010, and highest for the low skill investment-structure scenario. This scenario also achieves the
highest reduction in unemployment, but (counter-intuitively) inequality is slightly higher for this
scenario than for the high skill scenario, with slightly more people in the lowest income household
class (18%) than in the second, high skill labour, scenario (17%).

Differences with the approach of the present study
Compared to these studies this thesis proposes a few methodological differences in how to model
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macro-economic developments. Firstly, the model in this thesis is a simulation model, and not an
optimisation model that assumes perfect primary factor markets. It also means that the model in this
thesis does not use perfect foresight in optimising economic behaviour (maximising household welfare
or minimising system costs to society). Furthermore, the methodology of the present study (see
Chapters 2 and 3) makes use of end-user specific prices and a system of mark-up pricing — profit
margins therefore do not adjust to clear the capital market. The assumption of perfect rational
expectations and market clearing are thus avoided. Lastly, the model in this thesis uses financial
consistency in the capital market and tracks (international) stocks of financial assets, and models its

impact on the trade balance and exchange rates.

Secondly, the model assumes imperfect labour markets (with unemployment) for all skill segments of
labour and skills to be positional, meaning that it is the relative degree of educational attainment that
determines the type of jobs one can apply for, and not the absolute level of educational attainment
obtained. This reflects mentioned problems with educational quality (Spaull, 2013). Furthermore
relevant for labour market modelling is that carbon tax revenue recycling is analysed in the context of
continued labour-saving technological change, while other studies rely on factor neutral productivity
gains. Productivity gains are defined in volume terms and include efficiency gains in intermediate

inputs.

Thirdly, the Input-Output table on which the model in this thesis is calibrated uses dual accounting of
energy flows, and for instance also for the physical capital intensity of production (see chapters 2 and
3). This enables a more precise evaluation of technological change. Regarding the incorporation of
bottom-up modelling results or engineering insights, by combining exogenous changes in the
production technology frontier with CES substitution. The latter is the case for all sectors except the
electricity sector. Regarding power generation the model of this thesis assumes, in contrast to
Devarajan et al (2011) and Van Heerden et al. (2006), rigidities in power generation based on bottom-
up model runs of SATIM. The combination of bottom-up and top-down modelling is therefore similar
to that of De Pauw (2007) or Alton et al (2014). However, it is less elaborate than that of Merven et al
(2014) and Altieri et al (2015).

Finally, the present study includes yet unexplored revenue recycling options, particularly wage
subsidies and government budget deficit reduction. Also, the analysis looks into the reduction of
company profit taxes, but combines this with different assumptions about how profit mark-up rates

respond.

1.5. Thesis outline

This Ph.D. thesis continues with a discussion of the theory and methodology of modelling the question
of economic development, employment and environmental taxation through macro-economic
modelling (Chapter 2). Chapter 3 continues with a description of the IMACLIM South Africa model
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(IMACLIM-ZA), which is the tool for the analysis of the policy questions of this thesis. In Chapter 4 |
discuss the Reference Projection, the basic policy scenario settings, and their projections. | explain the
results and relate them to different aspects of the modelling of the behaviour of the South African
economy. Chapter 4 also includes a discussion about potential impacts of an investment in skills of
labour. Findings are put into a larger context in chapter 5, which discusses alternative assumptions for
the policy scenarios such as varying carbon tax rates to achieve comparable CO, emission levels and
different assumptions about foreign or international climate change policies, how energy efficiency
affects the results, and finally how sensitive results are to model parameterisation. Finally, Chapter 6
discusses the limitations of the present analysis, how it compares to previous studies, and to the theory
about growth and development under environmental constraints. Chapter 7 concludes by answering

the research questions presented in this Chapter.
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2. Theory for a CGE model for analysis of carbon taxation, growth
and employment

The objective of this chapter is to present the theoretical considerations on which the methodology for
the analytical model of this thesis, presented in Chapter 3, is based. This chapter does not present a
comprehensive treatment of literature and theory regarding macro-economic modelling. It discusses a
selection of literature and ideas that are important for the foundation of the IMACLIM framework, and
for modelling the question of the macro-economic impacts of carbon tax revenue recycling in South
Africa in particular. Because the IMACLIM framework has been developed as a correction of applied
prospective neoclassical CGE modelling, the focus of this Chapter will be on the reasons to deviate

from the neoclassical approach.

The chapter consists of two parts: The first part (section 2.1) asks the question why economic growth
under environmental constraints is best modelled with a dual accounting framework for values and
guantities of flows in an economy, and why technological change is best modelled exogenously in the
present analysis for South Africa. The second part (section 2.3) discusses the options for modelling the
South African labour market and its rigidities, in particular a skill shortage. In between, section 2.2

treats the question whether particular assumptions should be applied to model development.

2.1. Growth, environmental constraints, and technological change

This section does not present a comprehensive summary of literature on CGE modelling of the
guestion of growth and environmental limits or taxation or regulation. It only discusses a selection of
literature, to underline a few issues that motivate important modelling choices of this thesis. To set the
stage, this section starts by briefly providing some insights on the measurement of economic activity
and how it relates to environmental limits (in sub-section 2.1.1). In particular, the role of technological
change and of the timing of mitigation and adaptation measures is discussed. This discussion serves in
identifying the requirements that prospective macro-economic models should ideally meet in order to
inform policy making on economic development within environmental constraints. This section
continues with how neoclassical CGE models address the question of growth within environmental

constraints, and discusses some of its weaknesses are (in 2.1.2).

This leads to the conclusion that a dual accounting or “hybrid” approach to CGE modelling that also
takes into account second-best economies would be most appropriate to address the question of growth
within environmental constraints, such as the present analysis of carbon tax revenue recycling in South
Africa. This section then presents the IMACLIM framework that is used in this thesis and how it
addresses the mentioned shortcomings of a neoclassical approach (in sub-section 2.1.3). Finally, | pay
special attention to how economic growth is modelled in the IMACLIM framework (in 2.1.4), which

supports the analysis and understanding of the macro-economic results of scenarios in Chapter 4.
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2.1.1. Modelling economic development under environmental constraints

Introduction
This thesis addresses the research questions presented in chapter 1 with a methodology of quantitative

macro-economic modelling that takes into account a large number of feedback loops within an
economy. A rich body of scientific literature serves as an inspiration for the development of such a
model. One of the early ground-breaking works in this literature on economic growth and (in this case)
constraints on energy resources was a treatment of possible impacts on the British economy of scarcity
of domestic coal resources in the second half of the 19" century (Jevons, 1866). According to
Missemer (2012, 2013) Jevons was a pioneer in introducing important concepts such as
intergenerational equity. He analysed how taxation of coal use and the recycling of revenues of such a
tax could improve Great Britain’s economic future and the welfare of future generations in
anticipation of increasing costs of coal. Jevons’ study can be positioned at the start of what became a
large area of research on how regulation and taxation could be used to improve the economics of
man’s use of resources and the environment. This question has become a central topic in economic
research, especially in the last quarter of the 20™ century, at a time when pollution and resource

depletion started to receive important societal attention.

Nowadays, there are multiple approaches for macro-economic analysis of environmental constraints.
Each approach has its own focus and therefore specific advantages and disadvantages depending on
the question to be analysed. In this thesis | work with a dynamic computable general equilibrium
(CGE) model, which is particularly suited to study medium-term future, dynamic macro-economic
developments under certain expectations of technological change.”® Before developing the
argumentation that leads to the methodological choices later in this section, it might be good to take a
step back and take a bit of a broader look to get a sense of the interplay between economic
development and environmental constraints.

Measuring economic and environmental development

While the world faces many important environmental problems, few seem to be perceived as
dangerous to the future of human civilisation as man-made climate change. The predominant political
and scientific response to this problem however often tends to consider climate change mitigation
without taking into consideration the development paths that contribute to GHG emissions, and the
development paths that could be an alternative (Winkler et al., 2015). The most common definition for
development nowadays is that of sustainable development, which was the principle concept of the

Brundtland Report (WCED, 1987).” Sustainable development is often presented as a balanced

% Some examples of other approaches than CGE modelling to prospective macro-economic modelling are Dynamic Stochastic General
Equilibrium models (Christiano et al., 2018), I-O or SAM models (see a discussion by Perrier and Quirion, 2017); macro-econometric models
(Lehr et al., 2012; Scasny et al., 2009); Goodwin-Keen models (Giraud et al., 2016; Keen, 1995); and (also) System Dynamics models like the
World3 model that Meadows et al. (1972) used for their well known, forward looking analysis of growth and technological change and
environmental limits: “Limits to growth”.

27 The Brundtland report states: “Sustainable development is development that meets the needs of the present without compromising the

ability of future generations to meet their own needs. It contains within it two key concepts: 1. the concept of 'needs’, in particular the
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development that takes into account environmental, social and economic objectives, though this

definition never appears in the report itself.?®

For the present study on carbon tax revenue recycling in South Africa, the social pillar of sustainable
development is only analysed in a relatively narrow sense by looking at income inequality and
unemployment. This thesis thus limits the analysis to economic development and its relation to the
environment.” Concerning these last two aspects, the Brundtland Report emphasizes the importance
of economic growth at several instances, but economic growth is only considered a “means” to realize
the primary dimensions® of sustainable development (Holden et al., 2014): “Sustainable development
clearly requires economic growth in places where such [human] needs are not being met. Elsewhere, it
can be consistent with economic growth, provided the content of growth reflects the broad principles
of sustainability and non-exploitation of others. But growth by itself is not enough.” (WCED, 1987:
part I, Ch.2)

Economic success is generally considered to represent progress in welfare or, in a more restricted
definition, the extent to which human needs or wants are being fulfilled. As a measure for economic
development, this thesis makes use of the per capita GDP indicator. It is recognized that this indicator
has serious limitations, and that it is not a good guide for long term policy making (Van den Bergh,
2009). The incapacity to take into account environmental concerns and their impact on future
generations is one of these deficiencies. Van den Bergh (2009) identifies several reasons why per
capita GDP has an unfortunately big, partly self-fulfilling, and often misinforming role in economic
decision making. He argues that none of the arguments in favour of GDP as an indicator for public
policy making holds. However, implicitly, Van den Bergh recognizes a political motivation for using
the GDP indicator, namely that GDP growth enables to postpone politically difficult questions of
welfare redistribution. Other arguments to explain why GDP is not being abandoned as an indicator
are provided by Pottier, who points out that GDP growth is a politically easy short-term solution for a
reduction in unemployment, and high GDP often equates to geopolitical influence (interview with A.
Pottier in: Thiry and Gueret, 2015). Though many alternatives have been proposed in literature (see
for instance the Sen, Stiglitz, Fitoussi report; Stiglitz et al., 2009), the possibility to replace GDP in
political decision making by other indicators is in practice limited, at least for the time being. The
present study thus uses GDP as an indicator for economic development, amongst other indicators (see

section 1.3).

The scope for environmental policy evaluation in this thesis is, for more practical reasons, restricted to

essential needs of the world's poor, to which overriding priority should be given; and 2. the idea of limitations imposed by the state of
technology and social organization on the environment's ability to meet present and future needs.” (WCED, 1987: part |, Ch.2)

% Different proposals for the measurement of sustainable development exist (OECD, 2004). A politically accepted concretisation of the
concept of sustainable development can be found in the United Nation’s 2030 Agenda for Sustainable Development, often referred to as
the 17 Sustainable Development Goals (SDGs) (United Nations, 2015).

» Development that is both economically and environmentally durable could be considered equivalent to what is called “viable
development” within the concept of sustainable development.

% Herman Daly’s primary dimensions are: “safeguarding long-term ecological sustainability, satisfying basic human needs, and promoting
intra-generational and inter-generational equity” (Holden et al., 2014).
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CO, emissions from burning and transforming fossil fuels in South Africa (see also the introduction in
Chapter 1). This is partly a consequence of choice, namely to focus on the role of energy supply and
demand, leaving aside the role of land use and agriculture in the economy (which would be worth a
PhD thesis on its own), and partly to reduce the modelling effort on the amount of greenhouse gasses
involved in the use of fossil fuels (e.g. methane) with the objective to focus on macro-economic
modelling.

Environmentally sustainable national income

One of the partial solutions to the deficiencies of per capita GDP as an indicator for economic
progress which Van den Bergh discusses, is worth considering into more detail: It is the Sustainable
National Income (SNI) indicator (De Boer and Hueting, 2004; Gerlagh et al., 2002a; Hueting and De
Boer, 2001; Tinbergen and Hueting, 1991). What is interesting about the SNI is that it provides an
intuition on how GDP, or in their case Net National Income (NNI)31, and environmental constraints
might be linked through time.®® The application of the concept of the SNI in a macro-economic
general equilibrium model (Gerlagh et al., 2002a; Hofkes et al., 2004) offers a perspective on what
economic models should be capable of analysing when they deal with the question of economic

development and environmental constraints.

The SNI is the achievement of the pioneering work by economist Roefie Hueting who considered that
increasing use of the environment caused competitive use of environmental functions, which qualify
as scarce goods (Hueting, 1974, 1980).* Up to a certain extent this reduction of environmental
functions can be done sustainably. For instance, agricultural use of land means that there is some
reduction in ecosystem services or biodiversity, which is not dangerous for ecosystem survival if it is

on a limited scale. This corresponds to the idea of the natural system’s carrying capacity.

However, environmental functions’ scarcity is not priced correctly for several reasons, among which
the fact that the environment is considered a public or “free” good, and the fact that its value for future
generations is hardly taken into account in economic transactions in the present. Partially and
indirectly, such loss of function has been given a market value, but in such a way that it leads the
System of National Accounts (SNA) to measure it as an increase of welfare. One of Hueting’s
examples is the loss of outdoor space to play for children due to the use of streets for motorized
transport (Goodland, 2001): Medical expenditures by households or government (e.g. due to reduced
health of children or in case of accidents) or for playgrounds are measured as a part of GDP in this
case, while the welfare loss of the environmental function of space for children to play is not taken

into account. The same logic applies to larger scale environmental problems like the loss of air quality,

*! Net National Income (NNI) is Gross Domestic Product (GDP) minus consumption of fixed capital (capital amortisation costs) and adjusted
for transfers of primary income to or coming from the rest of the world.

32 A personal reason for me to start this discussion with Hueting’s work is that my encounter with his work was the first time that |
discovered a perspective on how economic analysis could deal with environmental questions and combine the questions of the time left to
restore environmental sustainability and the question of how much of present-day economy was engaged in resources and the
environment depleting activity, an encounter that ultimately led to my decision to start a PhD at CIRED.

3 Hueting takes his concepts of welfare, scarcity and marginal pricing from the economists Pieter Hennipman and Lionel Robbins.
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reduced biodiversity and climate change.

To calculate the SNI, Hueting and De Boer (2001) propose to quantify scarcity and thereby the value
of environmental functions by constructing each function’s supply and demand curves. Demand
curves consist of (actual and future) expenditures that express preferences for environmental
functions.® Supply curves consist of present and future expenditure required to increase the
availability of the original environmental function again, including costs to take away the causes for
the loss of the environmental function and to neutralize accumulated past pollution. This thus
corresponds to an abatement cost curve. Both curves take into account future expenditure or abatement

costs, so welfare can be maximised intertemporal.

A “green” national income can be calculated by taking into account people’s preferences for the
availability of environmental functions that are not expressed in the market prices of goods. Due to a
variety of approaches to determine human preference for the environment, multiple “green” national
incomes are possible. However, a “sustainable” national income, Hueting argues, can be established
relatively objectively: The principle of sustainable development (discussed above) can be translated
into a minimum standard for the availability of the environmental function, adding a precautionary
“safe margin” given our understanding of the environment of today. This sustainability standard
translates into a very steep demand curve, and therefore a very high marginal (shadow) price, for the
environmental function when the minimum standard is almost reached or surpassed (Hueting and De
Boer, 2001). Likewise, a supply (or abatement cost) curve can be established scientifically on the basis
of knowledge of costs of present-day available technology.® Finally, considering that the
maximisation of a green or sustainable national income requires changes in activity, there will be an
impact on markets for other factors of production and goods and services. Economic equilibrium
therefore changes, implying that the calculation of the SNI, and the distance to NNI, requires a general
equilibrium model (Gerlagh et al., 2002b).

Application of the SNI and the race against the clock

Analysis of the SNI, when extrapolated into the future, can teach us how much time there is left to act
upon environmental degradation. To understand this, recall that the sustainable national income has to
be lower than actual net national income that does not correctly represent the value of environmental
functions, because actual expenditure on costs for abatement of loss of the environmental function are,
as a part of economic activity, counted as income in the NNI.*® Theoretically, one could extrapolate a
“business as usual” (BAU) NNI and its corresponding SNI into the future (Figure 2.1), using for the

SNI today’s knowledge of the environment and the precautionary restriction to only make use of

** The expenditures that the demand curve considers include costs to compensate loss of the environmental function (e.g. purification of
water for drinking), costs to repair damage due to such loss (e.g. health care costs), travel expenditure to enjoy an environmental function
lost in ones’ vicinity, as well as the resource rent of raw materials.

** The precautionary principle excludes the use of not yet operational technology for calculating the Sustainable National Income (SNI);
Several authors discuss different methodological (in De Boer and Hueting’s words: technical) issues in establishing the SNI. Choices
regarding the role of trade have a big impact (Gerlagh et al., 2002b; Hofkes et al., 2004; Verbruggen et al., 2001).

% Note that this is the same in the calculation of the Gross Domestic Product (GDP).
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presently proven technology (Hueting and De Boer, 2001). The transition to the SNI cannot be
achieved immediately, because it requires changes in use of technology, in economic structure, and in
the level of economic activity. A hypothetical feasible transition path (ys) is therefore depicted as well.

Figure 2.1 shows the inevitable collapse (decrease of y,) if production (NNI) exceeds the sustainable
carrying capacity of the environment for a certain amount of time. The figure shows that the pathway
for intertemporal (optimal) welfare (wy) collapses prior to collapse on the BAU pathway for NNI (y,
in the figure).*” Intertemporal welfare (wy,) corresponding to BAU NNI decreases at some point in time
due to loss of environmental functions causing such a loss of welfare or such an increase in
reservations of national income for future restauration of the function that this exceeds welfare gains
from growth in NNI (increase in yp). At some later point in time, total net national income will be
required to restore environmental sustainability: w, is about zero then. Beyond this point, it is
impossible to restore environmental functions, meaning that NNI has to collapse. This point in time
has to be avoided and the issue at stake is therefore to timely embark on a transition path to

sustainability, when still feasible (y;).

Figure 2.1 Historic (y,) and projected pathways (y,) for NNI under BAU and its SNI counterpart in the year
of investigation (y;), plus a feasible transition path (y;); Image source: Hueting and De Boer (2001)
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Figure 2.3 Actual standard national income observations [y, fictitious example) compared
with the net national income (v} and a welfare indicator (w) on three optimal paths, calculated
with a dynamic environmental economic model. The blocked path {index b) approximates the
actual path [ index a) by assuming incomplete expression of preferences for the environment.
These preferences are assumed to be completely expressed on the unfeasible unblocked path
{index 5 ) and the feasible unblocked path (index f). The points B, and B, indicate the levels of
national income y and the welfare measure w on the blocked path b in the year of investigation;
S and 8, are the corresponding points on the unfeasible unblocked path s

7 In the case of an absolute preference for environmental sustainability welfare is lower for the NNI (wy) than for the SNI (ws). The
difference between national income and welfare is present plus anticipated future value of the loss of environmental function, which
should not be double-counted as in national income measurement (see discussion above).
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What is missing in Hueting’s approach to answer the question about how much time there is left to
make a transition to a sustainable economy is the role of technological dynamics. Future technology
not only shapes the curves in the graph, but e.g. also takes into account lock-in of (unsustainable)
capital. Prospective environmental-economic modelling should therefore be used to identify how
feasible transition trajectories to a sustainable economy could look like. The less time there remains
for a transition, the steeper the decrease of the NNI during the transition will need to be. The latter in
turn causes doubt about the social sustainability of a transition (which is not taken into account in the
SNI). Modelling of these technological dynamics is explored more into depth in the next sub-section.
First, it might be interesting to consider what the expectations are concerning technological change
and having a sustainable economy, and what can be expected in this respect for South Africa.
Expectations about technological change for cleaner production

Hueting (1996, 2010) thinks that it is very unlikely that growth can be combined with a reduction of
negative impacts on the environment, at least in the short term. He points out that, historically, growth
has come from the most polluting activities (energy intensive industries), which in a country like the
Netherlands make up about one third of national income, while yet another part of the economy is
complementary to these sectors. Hueting finds that the least polluting activities (mainly services, also a
third of Dutch GDP) typically experienced low productivity growth in past decades. He furthermore
argues that if environmentally “clean” technologies would have been more productive in a traditional
sense, that is: in output per worker (labour productivity), then they would have been implemented
automatically, because labour (including entrepreneurship and R&D) have by far been the dominant
cost factor for production in the Netherlands. The latter supposes competitive markets and weak
environmental regulation, causing environmental externalities not to be factored into production costs.

Profitability has pushed the technological frontier to an unsustainable optimum.

Indeed, assuming proven technology, the Dutch national income is required to reduce between 20%
and 50% to arrive at a sustainable level (Dellink and Hofkes, 2008; Gerlagh et al., 2002b; Hofkes et
al., 2004; Verbruggen et al., 2001).*® The gap between Dutch NNI and SNI has decreased over time,
from 56% of NNI in 1990 to 42% in 2005, assuming sectoral shares in international trade to be
constant. Decomposition analysis by Dellink and Hofkes (2008) showed that this reduction could be
related to increased use and availability of cleaner technologies. Still, the absolute gap between the
Dutch NNI and SNI hardly reduced, implying that the rate of deterioration of environmental functions
attributable to the Dutch economy remained the same. (The question how much time there is left for a

“feasible” transition is not answered in the mentioned studies.)

The analysis by Dellink and Hofkes suggests that the Dutch economy shows proper signs of an

environmental Kuznets’ curve (EKC), meaning that developed economies show relative decoupling of

%8 Variations are mainly caused by different assumptions about the treatment of international trade. An estimation of the gap between NNI
and SNI for the entire world by Tinbergen and Hueting (1991) revealed that globally a similar relative change in world’s output would be
needed as has been found for the Netherlands.
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GDP and pollution. The underlying assumption of the EKC is that cleaner technologies of production
and consumption are developed once higher standards of living are achieved. But, both the principle of
the EKC and Dellink’s and Hofkes’ (2008) SNI calculation might neglect the impact of resource use,
because they do not seem to take into account the need for other countries to make production
sustainable t00.* Their findings are therefore slightly in contradiction to findings by De Bruyn et al.
(2009) who signal growing “outsourcing” of pollution by the Dutch economy. The latter corresponds
to analysis by Wiedmann et al. (2015) for the entire world, showing that once one takes into account
global supply chains, lifestyles of people in developed economies hardly showed any sign of relative
decoupling as suggested by the hypothesis of the EKC. Instead, pollution seems to have been

outsourced, together with large parts of product supply chains, to Asian countries.

An important idea still lacking in this discussion, namely that of the Porter hypothesis: It suggests that
environmental regulation could enhance competitiveness and stimulate innovation, thereby leading to
higher economic growth (Ambec et al., 2011). Motivations for this phenomenon could, for example,
be that people and organisations stick to habits and ignore alternative ways of doing things, or that a
tax system and vested interests block new, more productive technology, as is demonstrated in studies
in transition science (e.g. see Geels, 2002). Nevertheless, the Porter hypotheses is still strongly

debated, and evidence is far from conclusive (Ambec et al., 2011).

However, the point here is not to discuss how big the untapped potential of clean technological
progress is, but to show that that knowledge about technological change has a very important role to
play in the estimation of future economic growth under environmental constraints. It should therefore
be made explicit to analyse and understand future GDP growth.

Implications for South Africa, and the role of labour productivity

The objective of this thesis is not to elaborate a SNI for South Africa. The findings just discussed, on
Dutch and global sustainable incomes and those on outsourcing of pollution (by De Bruyn et al.
(2009) and Wiedmann et al. (2015)), are rather a warning sign about the possibility to combine GDP
growth with a reduction of CO, emissions. The South African economy namely depends, despite its
large service sector, more on energy intensive industries and resource extraction than the Dutch.*® This
implies that the gap between net and sustainable national income can be expected to be larger for
South Africa than for the Netherlands. However, for South African employment Hueting’s (1996,
2010) prediction that limiting pollution increases employment provides hope. Hueting observes that
with currently existing technology environmental damage can only be reduced by reducing activity or

by bringing in more labour or time to perform activities. The latter requires a reduction of output per

% They assume either fixed world prices (SNI1), which seems too optimistic considering that they show that internalizing the environmental
externality to make a large part of production more expensive; In the other case they assume constant sectoral shares in international
trade, which would mean that international demand for Dutch services would remain relatively high, whereas domestically the share of
services in GDP decreases due to lower income elasticities in household final consumption.

* South African mining and industry, including manufacturing, account for 26% of South African gross value added according to the SAM
2005 (StatsSA, 2010a), against only 12% of in the Netherlands (in 2014). For services these numbers are 66% for South Africa and 77% for
the Netherlands. See http://www.clo.nl/indicatoren/nl0002-bruto-toegevoegde-waarde-en-werkgelegenheid (accessed October 2016)
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worker, meaning a decrease in labour productivity, which also implies a decrease of real income. * An
example of time use to make consumption or production less polluting is travel time: Slower transport
tends to be less polluting. In brief, labour will be more needed as a factor of production to substitute
for energy use and capital.

2.1.2. Building blocks for a dynamic CGE model representing growth under
environmental constraints

The question of the Double Dividend of environmental taxation
Within the field of CGE modelling, neoclassical and new-Keynesian models take a central place. The

neoclassical CGE model is the point of departure for a series of CGE models that work with
assumptions that deviate from that of perfect market-clearing or first-best economies. An important
question for the analysis of GDP growth under environmental constraints is whether a “strong” double
dividend is possible when revenue of a new environmental tax is used to lift other obstacles for
obtaining optimal welfare. A strong double dividend is defined as recycling of revenue of
environmental taxation that leads not only to better environmental outcomes than under the pre-
existing tax system, but also has zero to negative net costs to society (Goulder, 1995).*? The latter for

instance means an improvement of GDP or of material welfare.

To be able to generate a double dividend, one has to assume pre-existing distortions or deviations from
an economically optimal equilibrium (that produces maximal welfare). Strictly neoclassical models
assume only first-best economies, assuming perfect markets in combination with the rule of positive
but diminishing returns to factor additions, primary factor income equates to the factors’ marginal
productivity (first-best economies). Models are solved using welfare maximisation. Factors typically
considered are labour and capital, though other factors, like human capital or land, can be added to the
model. Marginal productivity can have lower limits in economic equilibrium, which follow from
behavioural specifications. For instance, in the case of capital payments a “natural” interest rate causes
a lower bound in marginal productivity, while marginal labour productivity is often bounded by the
minimal wage rate for which people would want to work as defined in household’s utility function (the
labour supply-leisure function). Except for these lower bounds, strictly neoclassical models only
consider taxation to be increasing the marginal productivity against which factors can be engaged in
production. If a tax increases the minimal level of productivity for which it is economic to engage
factors in production this translates into GDP losses, because less productive factor use is pushed out
of use for leading to negative returns. An implicit assumption is that payment for, or production of, the
public good by government or a public sector does not contribute to productivity. Later adjustments

of neoclassical production functions, especially from the 1980s onwards, take into account other

> On the other hand, it might be strange to worry about declining labour productivity in times when some, for instance the Netherlands’
Scientific Council for Government Policy (see Went et al., 2015) expects that capital of new technology will increase average labour
productivity so much that a part of the labour force, whose skills have become obsolete, likely has no further role on in production.

*1n a “weak” double dividend revenue recycling leads to higher welfare than recycling of environmental tax revenue into a lump-sum
transfer to an aggregate household, which in a neoclassical CGE model inherently reduces welfare by altering the labour-leisure decision
for utility maximisation by the household towards lower economic activity.
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market distortions than the minimal wage rate and the natural interest rate, and often abandon the idea
that markets can be perfect, and often — but not necessarily —see a role for government’s provision of

public goods to solve market failures.”®

Though the analysis of how the interaction between environmental taxation and distortions affect
welfare can be traced back to, for example, the works of Jevons (1866) and Pigou (1938), more recent
analysis of the question of environmental taxation and the double dividends originates from the early
1990s. Goulder (1995) provides a discussion of the state of literature at the time and reasons that the
highest chance for a strong double dividend, if attainable, lies in using environmental tax revenue to
reduce the pre-existing tax that has the highest marginal excess burden on welfare. The motivation for
this point of view Goulder finds in the literature of his time, which pointed out that for the US capital
taxes had the highest excess burden. He then adds that fossil fuel taxes will raise costs of production of
capital goods, whose production is intensive in energy according to US data, and that a strong double
dividend is therefore unlikely for the US (Goulder, 1995).

Goulder’s model, however, assumes a perfect labour market, and can therefore not take into account
possible gains of lifting labour market constraints to economic activity. Bovenberg and Van der Ploeg
(1998) show, with a theoretical model, that under certain conditions an imperfect labour market, with
rigid wages causing involuntary employment, could lead to a “triple” dividend (resembling Goulder’s
“strong” double dividend) in which social welfare is increased through an increase of environmental
welfare, employment, and profits. The two conditions they find are: 1. That labour and is a good
substitute for pollution or environmental degradation; 2. That pre-existing pollution taxes have not
eroded the potential tax base. The latter is assumed to make achievement of higher environmental
benefits costly, specifically if income of a third (fixed) factor (next to labour and environment) is too
low to be used to raise additional public revenue, or if this third factor is a better substitute for

pollution than labour.

This thesis analyses whether circumstances and a mechanism for a double or triple dividend, as
identified by Bovenberg and Van der Ploeg, exists for South Africa, but it does this with a different
kind of model (see sections 2.1.3 and 2.1.4 next). Section 2.3 provides further discussion of the
relevance of labour market rigidities and labour market policies for the estimation of costs and benefits
of environmental taxation or other environmental policies.

Criticism on the neoclassical production function for analysing environmental constraints

Some economists think that one should not use neoclassical or new-Keynesian production functions at
all when analysing growth under environmental constraints, for instance from Georgescu-Roegen

(Daly, 1997). His argumentation is that neoclassical production functions assume substitutability

e This approach is often called new Keynesian economics (Heijdra, 2009). A part of new Keynesian economic analysis deals with CGE
models to analyse how market distortions or second-best economies have an impact the macro-economy. Some well-known economists
whose work is considered to be new-keynesian are G. Mankiw, D. Romer, J. Stiglitz and P. Krugman. For a brief introduction and further
reading on second-best economies, see: "Theory of Second Best", International Encyclopedia of the Social Sciences, Encyclopedia.com,
http://www.encyclopedia.com/social-sciences/applied-and-social-sciences-magazines/theory-second-best (accessed April 6, 2018).
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between inputs, such as capital and resources, or between different types of capital, such as natural and
man-made capital, without in any way capturing the limits to substitution. With neoclassical
production functions therefore, growth could continue, and dematerialize, ad infinitum based on
artificial capital. However, in reality there are limits posed by the earth system and the laws of physics,
chemistry and biology.

Another criticism expressed by Georgescu-Roegen and others is that neoclassical production functions
only take into account priced goods and thus do not measure the role of non-priced goods such as
clean air in production. Third, the aggregate form of the production function only measures the world
by the model’s numéraire, often a volume index unit of GDP, without taking into account what the
physical state of an input or factor is (Daly, 1997).** As a consequence, the neoclassical production
function is not capable of measuring additions to or losses of GDP due to improvement or degradation
of resources and the environment (for instance soil degradation or improvement). (Recall that Hueting

sought to solve this issue.)

Robert Solow and Joseph Stiglitz accepted an invitation by Herman Daly to respond to the criticism on
the neoclassical production function in a special issue of Ecological Economics (1997): They both
argue that neoclassical models work in specific circumstances to analyse specific questions for a
specific period of time (e.g. 50-60 years), and that until then resources had mostly not been
sufficiently important or constraining to model GDP growth and (material) welfare (Solow, 1997;
Stiglitz, 1997). They do not claim that the neoclassical production function is a universal
(fundamental) description of production. Given this constraint of temporal validity of their models,
Solow and Stiglitz think that substitution possibilities between capital and resources exist and should
be modelled. Solow furthermore emphasizes that one needs transparent and applicable models to
analyse questions of economic growth and environmental scarcity. He thinks that this justifies working
with measures like factor shares in CGE modelling.* Stiglitz emphasizes that the usefulness of
analysis with CGE models is that they shed light on how policy can make markets perceive

economically optimal prices or information about scarcity of resources.

Indeed, Daly’s proposal that resources should be constant when added to a neoclassical production
function, considering the limits to the earth system (Daly, 1997), might be correct from a fundamental
point of view, but does not correspond to the reality of production within a limited time horizon,
which only uses a sub-set of all the earth’s natural resources. The question should indeed be how

realistically production functions can capture substitution of use of limited resources, and whether

* In neoclassical economics, also the “utility” of goods is supposed to be captured by price. This is a criticised concept, for several reasons:
Firstly, it is not capable of capturing the “utility” of the “free” economy, meaning non-monetarised exchanges of goods and services and
benefiting from free “experiences” such as the aesthetics of a landscape or a view. Secondly, some people argue that it is not capable of
capturing the “utility” or quality of software products of recent years, notably the “free” applications (see different viewpoints on this
matter by Bodea (1994) and by Dervis and Qureshi (2016)).

* Solow also refers to work which does incorporate the role of environmental amenities in production. A conceptual example of a typical
neoclassical model that distinguishes between different environmental inputs is dicussed in Appendix E.1, which presents a discussion of
the potential for green growth from a neoclassical perspective by Smulders et al. (2014).
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Solow’s and Stiglitz’ assumptions about substitution possibilities might not be too optimistic (Pearce,
1997), especially in the light of developments in the state of the environment and resources since the
1970s. It might exactly be the temporal validity of the neoclassical or new-Keynesian models that
might not be very convincing, at least: not anymore.*® Daly (1997) correctly points at the fact that the
environmental challenges all need to be dealt with in the first half of the 21* century. Presently, 20
years after Daly, Solow and Stiglitz’s debate on Georgescu-Roegen’s criticism of neoclassical models,
scientists take exceptionally strong political positions on environmental questions, while sounding the

alarm that there is a great insufficiency of action (Ripple et al., 2017). Three examples:

e Total global marine fish catch has been decreasing since the mid 1990s despite increasing
fishing efforts (Ripple et al., 2017), which could be a sign of nearing collapse;

e Vertebrate abundance is at less than half of 1970 nowadays (Ripple et al., 2017) whereas in
the case of insects there are reports of regions with insect populations having declined more
than 70% since 1992 (Schwagerl, 2016; Vogel, 2017);

e The vast majority of climate change mitigation action scenarios require a peak in global CO,
emissions between 2020 and 2030 (directly followed by a steep decline) to avoid very
dangerous climate change by keeping global post-industrial temperature rise below +2°C
(IPCC, 2014). In the meantime, net additions of fossil fuel-based power plants continued in
recent years despite increasing renewable power generation, and total fossil-fuel based power
generation capacity is foreseen to grow at least until 2040 even when taking into account new
policy proposals (IEA, 2017, Ch.6). Fossil fuel-based energy use’s role is furthermore
expected to remain much larger than that of renewables in growing future energy needs for
heat generation and transport (IEA, 2017, Ch.7).

One urgent question therefore is how to model the “time of grace” as Opschoor calls it (1997) in the
mentioned special issue of Ecological Economics (1997) on Georgescu-Roegen, before physical and
technological limits reduce not only intertemporal, but also temporal welfare.*’

Criticism of the neoclassical treatment of technological change

Lack of a representation of physical limits is not the only criticism on neoclassical production
functions. Even their capacity to capture the degree of substitution between primary factors and other
inputs to production within a limited time frame is far from ideal. Notably for substitution between
capital and energy, Ghersi and Hourcade (2006) and Hourcade et al. (2015) argue that neoclassical
production functions cannot represent technological change, especially not in the case of anticipated
strong technological change that is considered necessary to make energy supply and demand respect

climate change mitigation objectives.

“ possibly, the technological progress in energy and material efficiency achieved in the 1980’ies and 1990’ies and its counterpart in
political progress in regulating environmental problems from the local (air and water pollution) to the global level (ozone layer) might have
fed Solow’s and Stiglitz idea at the time that their models had sufficient analytical capacity.

“In other words, the race against the clock which one implicitly finds in the analysis by De Boer and Hueting (2004).
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In neoclassical models, elasticities of substitution between factors and other inputs to production are
calibrated on historical cost share data. According to Ghersi and Hourcade (2006) there is a gap
between the standard neoclassical notion of capital stock measured as the gross operating surplus
(GOS) part of value added (VA), and the capital intensity measured by the array of successive capital
vintage structures. They point out that the cost share of capital could only represent a technologically
meaningful quantity if its price were to reflect its marginal product. They argue that the latter is often
not the case for energy technology. They for instance point out that investment choices in energy-use
equipment often do not follow rational information about prices (Jaffe and Stavins, 1994). Here one
could also add that marginal abatement costs curves are path-dependent (Kesicki, 2012) and that their
shape changes with circumstances. Such circumstances could be changes in economic structure, or in
relative prices, which implies that the elasticity of substitution between capital and energy cannot be
constant. Ghersi and Hourcade (2006) furthermore emphasize that path-dependency of developments

in technology and infrastructure also limits future substitution possibilities between factors.

Even if cost share-based estimates of elasticity of substitution between capital and energy did correctly
represent past substitution behaviour, Ghersi and Hourcade (2006) doubt that this estimate is useful for
describing future price-elastic substitution behaviour between capital and energy. They demonstrate
their point by showing the gap between, on the one hand, changes in energy intensity estimates for
production and consumption under carbon taxation for CES functions of energy-capital substitution,
and, on the other hand, the substitution found in two engineering-based partial-equilibrium (bottom-
up, BU) models. The functional form of a CES function is in most cases not capable of capturing the
engineering knowledge-based dynamics of substitution between capital and energy. This also leads to
different estimates for macro-economic costs and/or benefits of (for instance) carbon pricing (Ghersi
and Hourcade, 2006).

Lastly, Ghersi and Hourcade criticize the idea that one could estimate costs and benefits of policies
through intertemporal optimisation, assuming either a forward-looking invisible hand of the market
like is the case in many neoclassical models, or through an all-knowledgeable central planner who
minimises the costs of energy to society as is the case in many partial-equilibrium models. Both

approaches under-estimate the costs and benefits from facing or overcoming second-best economies.

As an alternative to model technological change in a macro-economic model, Ghersi and Hourcade
propose a methodology based on dual accounting (hybridisation) of data on values and on physical
volumes of economic flows, thereby allowing to capture physical intensities or efficiencies of energy
use and capital use in production (Ghersi and Hourcade, 2006). The alternative methodology they
propose is the basis for the IMACLIM framework, the approach on which the modelling of this thesis
relies, and which will be discussed in the next sub-section (2.1.3).

Other aspects of modelling growth and technological change: Investment, consumption and trade
Two last aspects of GDP growth deserve mentioning for a comprehensive treatment of the question of
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economic growth under environmental constraints, namely the role of investment in new “clean”

capital and the effects of changes in consumption and international trade.

Growth, investment and formation of “clean” capital

That investment in productive capital, especially in technologically advanced capital, and in R&D
would necessarily be optimal is far from evident. * For example in a discussion of the role of finance
for economic growth with technological change that allows to respects climate change mitigation
objectives. For example, several studies show that due to the “shareholder” regime for managing
companies of the last 20 years, profits are nowadays directed much less than in the past to re-
investment in productive capacities of firms or into R&D, and that as a consequence, productivity
gains are diminishing (Hourcade et al., 2015).° There is a large literature on ways to re-direct finance
so investment can ignite a new wave of innovation and technological progress, such as risk-reducing
guarantees to increase investment in new productive capital, e.g. in renewable energy and for higher

energy efficiency (see for instance: Hourcade et al., 2012; Zhengelis, 2011).

Related to the proposal for measures that stimulate investment in new, clean technologies is the
concern that environmental taxation such as carbon taxes negatively affects socially optimal economic
growth when there is myopic investment behaviour (see for instance De Bruyn (2013)). The idea is
that carbon taxation increases the costs of producing new clean or renewable capital if there is not yet
a non-polluting alternative to produce new capital. Installing a price signal for investment to prepare or
in parallel to the introduction of a carbon tax is something which could help avoid overly detrimental
effects of carbon taxation on productive capital as argued by De Bruyn (2013). Perrissin Fabert (2014)
proposes a system for such a price signal for investment that only penalizes investment in polluting

capital, namely through a system of carbon credits on central bank loans to public and private banks.

However, the question of investment behaviour is left out of this thesis. Integrating it into the present
analysis would require a detailed representation of investors’ decisions, as well as a representation of
the financial sector (to model policies dedicated to investment, such as “de-risking”). This is beyond

the scope of this PhD.

The role of consumption and trade in structural change

The question of consumption has not yet been very important in the discussion in this chapter so far,
while consumers make choices that are critical for society’s impact on the environment. An important

question could be how fast households adopt new, environmentally-friendly technology and lifestyles.

* The build-up of experience and an industry to improve production of new technology, e.g. through economies-of-scale.

* Their analysis is partly put into doubt by other economic analysis: Wolf (2015) identifies various other reasons for why companies
potentially do not invest in productive assets and save instead. But other analysis is relatively supportive of Hourcade et al.’s analysis. E.g.
Chang (2014) also refers to data showing that companies retain less profits in favour of returns to their shareholders. He also blames this
lack of re-investment of profits into firms on the short-term shareholder-CEO interaction, leading to neglect of durable investments in
company survival. Chang also points out that in recent years profits in finance have been higher than in industrial companies, thereby
favouring investment in financial products rather than in productive capacity. Finally, another indication for the real impact of finance on
productivity is found in analysis by Borio et al. (2015) at the Bank for International Settlements who point at even negative consequences
for productivity of non-productive credit booms.
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If price signals are required to stimulate either more sustainable behaviour, or more technologically
advanced consumption, one could expect that real household income might be negatively affected. If
on the other hand changing consumption is only a matter of changing preferences coming from habits,
e.g. through peer-to-peer “learning”, then the consequences for real income do not need to be negative
and might even be positive (e.g. when diet preferences change towards largely vegan diets).
Consumption furthermore plays a role in its trade-off with savings, which is important for investment
and/or for the current account. In fact, measures to increase savings are also part of the
recommendations to improve South Africa’s economic growth prospects discussed by Hausmann
(2008) and in the National Development Plan 2030 (National Planning Commission, 2011).

A similar impact on the structure of production can be attributed to changes in trade, meaning in
substitution between domestic production and imports, and due to the height and composition of
exports. Two policy strategies are proposed through which trade could contribute to a more
sustainable economic development for South Africa, being: Improving economic conditions for
manufacturing sectors, and ending stimulus for resource-depleting industries (Hausmann, 2008;
National Planning Commission, 2011; Winkler et al., 2015). It is therefore relevant to correctly model
changes in trade. The model description in Chapter 3 (in particular section 3.2.2) shows how this
guestion is dealt with in this thesis, and scenario results are analysed from the perspective of the

interaction between structural change and international trade in Chapter 4.

2.1.3. The IMACLIM framework for modelling technology, energy use and growth

The IMACLIM framework that is used in this PhD thesis and its dual accounting of values and
quantities of economic flows is a response to the neoclassical approach of CGE modelling. The
framework offers a solution for the weaknesses of the neoclassical production function discussed in
section 2.1.2, specifically how to represent medium- to long-term technological change in a macro-
economic model. The IMACLIM framework can, thanks to it’s methodology of accounting for
physical quantities, also be considered a step forward for analysing the question of the “race against
the clock”, defined in section 2.1.1 above. The current sub-section presents the framework’s general
philosophy (its rationale), followed by a discussion of two key characteristics: The hybridisation
procedure and the integration of Bottom-Up (BU) modelling integration.

The “rationale” of the IMACLIM framework

As discussed above, Ghersi and Hourcade (2006) argue that the smooth mechanisms at play in micro-
founded consumption and production functions are ill-suited to represent the complex dynamics that
underlie the substitution between energy, capital, labour and other non-energy factors and goods.
Ghersi and Hourcade propose the use of engineering (bottom-up) modelling-based approaches in the
representation of energy systems. For them, this is the key to a sufficiently detailed macro-economic
(top-down) representation of technological change and of the trade-offs between factors and inputs of

production for economic analysis of energy and climate policies. To allow for the integration of
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bottom-up (BU) approaches within a comprehensive top-down (TD) coverage of the economy they
consider it necessary to combine physical quantities and values of flows and stocks in an economy
(Ghersi and Hourcade, 2006). As an example, this allows introducing rigidities and asymptotes linked
to the vintage structure of capital.

Ghersi and Hourcade’s approach of hybridisation and integration of an engineering-based framework
in a top-down model is called the IMACLIM framework. The IMACLIM family of models is based on
an input-output (1-O) framework, firmly anchored in national accounts data, that forms a macro-
economic shell in which partial equilibrium analyses of energy markets can be embedded in a way that
is consistent with the general macro-economic equilibrium (Crassous et al., 2006; Ghersi, 2003;
Hourcade et al., 2010). Here “equilibrium” is not meant in an economic textbook-sense of perfect
market-clearing, defined by profit and utility maximisation of respectively producers and consumers.
Instead, it is meant in a more restrictive sense of consistent accounting of economic activity to allow

for a proper assessment of the feedbacks between energy and non-energy markets.

The IMACLIM framework exists in two forms: IMACLIM-R models, like IMACLIM-R Monde
(Crassous et al., 2006; Hourcade et al., 2010; Waisman et al., 2012), and IMACLIM-S models
(Ghersi, 2003, 2015). IMACLIM-R models are recursive dynamic, with modules for energy supply
and demand that are technologically detailed and that track the vintage structure of the capital stock
for energy systems. IMACLIM-S models run a succession of static economic equilibria. Technological
change in these equilibria is either informed by exogenously defined dynamics. Or — in the case of
change in technology for supply, transformation and end-use of energy — technological dynamics are
represented endogenously by reduced forms that simulate BU model behaviour, or by soft-linking with

BU models via iterative exchange of variables (Ghersi, 2015).

In IMACLIM-R models, the emphasis tends to be on the evolution of technologies in each sector and
its interaction with aggregate GDP growth, whereas IMACLIM-S models tend to focus on socio-
economic detail and therefore tend to focus on distributional issues (see for instance: Combet, 2013,
2014; Le Treut, 2017), but this is not a strict separation. In fact, in-between versions exists like in the
case of IMACLIM-S Brazil in which soft-coupling with other models allows for some recursive
dynamics (Lefevre, 2016).

Hybridisation, capital costs and mark-up pricing

The hybridisation procedure combines macro-economic 1-O data as provided by Social Accounting
Matrices (SAMSs) coming from national bureaus of statistics, with data on quantities and prices of in
production, transformation & use of energy coming from energy balances in official energy statistics,
though other data sources or estimation methods can be used as well. Data about quantities of energy
and user-specific energy price are combined to generate “energy bills” by user, which can be a
productive sector or an economic agent in final demand. (Section 3.1.2 explains how energy bills are

combined with SAM I-O tables in the hybridisation procedure.)
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Hybridisation generates the technological coefficients for energy intensity, i.e. the consumption of
energy in physical-quantity terms over the output of energy and non-energy sector.>® Hybridisation, or
dual accounting, helps to distinguish energy-only activity of energy sectors, while in the System of
National Accounts energy sectors often also include non-energy activities by energy companies (e.g.,
real estate services and business consultancy). Furthermore, it provides a possibility to introduce more
detail on energy use and energy technology than available in SAMs, which might even aggregate

energy sectors with non-energy sectors (like refineries and chemical industry).

Furthermore, the use of user-specific energy prices from energy statistics or other data sources allows
greater accuracy in the estimation of the relative price impact of energy taxes or of other changes in
the cost structure of energy products as compared to another common practice in environmental-
economic modelling; Namely, to derive energy prices implicitly from adding environmental satellite

accounts without statistical correction of the economic values corresponding to these volumes.

User-specific prices are represented in IMACLIM models by taking into account user-specific product
taxes and adjusting average output prices with user-specific margins. This does not imply that profit
margins are differentiated by user, but it is a way to take into account differences in cost-structures by
user. This non-homogeneity of cost structures by user could also reflect hon-homogeneity in the

composition of products going from a sector to a user, hidden in I-O data due to aggregation.

Separating capital amortisation costs from net profits (net operating surplus), finally, is another
important element of the IMACLIM approach. As Ghersi and Hourcade showed (2006), calibrating a
CGE model on capital amortisation costs allows price-elastic substitution between energy and capital
to resemble the trade-offs found in bottom-up energy system models closer than if the total value of
capital income from 1-O data would have been used. Furthermore, using capital amortisation costs
allows modelling the future evolution of capital amortisation costs in line with changes in the price of
machines, equipment and infrastructural capital (e.g. buildings, or railway infrastructure), and in
response to changes that affect these prices (e.g. resource prices). A last advantage of mark-up price-
setting is, in theory, that it allows modelling behavioural rules other than profit or utility maximisation,
e.g. sticky or non-rational price setting. In IMACLIM models, the standard assumption is that net
profit mark-ups are a fixed mark-up rate over the total cost of production.

Different possibilities for BU-TD model coupling

In their paper Ghersi and Hourcade (2006) represent BU model behaviour in their macro framework
by estimating a reduced form (envelope) of the BU model. The reduced form gives the physical capital
intensity of production (the amortisation of physical capital, also called Consumption of Fixed Capital,
CFC), and the energy intensity of production and household consumption under different levels of

relative prices. Compared to CES functions, these reduced forms lead to different estimates of the

> Note that IMACLIM South Africa, like all multisectoral CGE models, also generates technological coefficients for intermediate inputs of
non-energy products by assuming an index for a sector’s output volume.
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carbon tax rate required to achieve a given mitigation target, and thus to different impacts on welfare
and GDP.

Other approaches to integrate BU-model insights in TD-modelling exist. The main condition for
consistently combining two models, also when indirectly with a reduced form, is that there will be
“sufficient” convergence of the variables that both models have in common, e.g. energy supply and
demand, energy prices, and the amount of energy-related investment. In theory, it is possible to control
the consistency between these trajectories for different kinds of coupling of BU and the TD models.
Bibas (2015) and Lefevre (2016) distinguish the following types of BU-TD model combinations:

o Fully integrated BU-TD models, which act as one model. IMACLIM-R is an example of such a
model (Crassous et al., 2006; Hourcade et al., 2010; Waisman et al., 2012);**

e Fully or partially linked BU-TD models, which consist of two models that communicate in one
consolidated simulation architecture on an automated and consistent basis — an operation often
referred to as “hard coupling”. The SATIM-e-SAGE linked model is an example of this kind of
model (Burton et al., 2016; Merven et al., 2014);

e “Soft-coupled” BU-TD models, where communication or exchange of information between BU
and TD models is manually organised, and models are run until a set of variables converges, e.g.
the IMACLIM-Brazil-MESSAGE linked model (Lefevre, 2016), and a multiregional IMACLIM-
S model soft-linked to the POLES and TIAM PanEU BU models (Ghersi, 2015);

e Model combinations without any type of linking, in which trends estimated for technological
change or micro-economic behaviour (from a BU model), or for macro-economic behaviour
(from a TD model) are applied in the other type of model, e.g. the use of a trend for GDP growth
and household income from a CGE model by a BU-model. In this category of model combination
the behaviour of either model could also be estimated econometrically in relation to a limited set
of variables and translated into a set of equations which approximates the other model’s

behaviour endogenously. In that case, one can speak of a “reduced form” representation.

Reduced forms are lighter to use than coupled models. This is an advantage, as coupling (whether hard
or soft) is often very time- and resource-demanding. However, in theory it results in combined models
that can explore a larger set of assumptions or scenario hypotheses than reduced forms. Nevertheless,
using a reduced form demands awareness of the assumptions used in each of the two models, meaning

that one has to be aware whether there is consistency between the trajectories of the models used.

In IMACLIM South Africa, for this thesis, a simple version of the fourth category of model
combination is applied: Primary and secondary factor intensities of the electricity sector (the before-
mentioned technological coefficients) are obtained from BU model runs and are exogenously applied
to IMACLIM-ZA. Details of the methodology are provided in Chapter 3 (section 3.1.3). In combining

*! For a comparison between IMACLIM-R and IMACLIM-S models, see: Bibas (2015), part I., Chapter 5 (p.237).
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BU modelling insights into a top-down model I strive for sufficient consistency.>

The condition “sufficient” is added, because the use of information from one model into another
model is never perfect. Even when both the BU and the TD model show similar trajectories of shared
variables, this does not guarantee that the BU model generates unbiased behaviour for the CGE model:
In fact, as most BU models assume a social planner minimizing the overall costs of the energy system
over the modelled time-horizon, BU model results likely diverge from the aggregation of individual
energy-related decisions made by many economic agents in reality, and on which CGE models are
calibrated. Other aspects relevant for the extent to which modelling architectures can be combined are
the classifications of sectors, similarity in calibration data, length of simulation periods, and the time-
step of interaction between both models. The appropriateness of model combination therefore needs to
be assessed on a case-by-case basis, and in connection to the question that the modelling exercise is
trying to answer. The impacts of model differences on the conclusions of a study should also be

assessed (as it is done in section 6.1.5 in this PhD).”?

2.1.4. Modelling GDP growth in the IMACLIM framework

IMACLIM South Africa can be called an accounting-style CGE model. It does not use optimisation or
the basic properties of the neoclassical production function to model the change between two macro-
economic (technical) equilibria. How IMACLIM-S style models can still generate GDP growth
therefore might deserve additional explanation, especially because the neoclassical production
function is the fundament for most CGE models. Also, one of the advantages of the neoclassical
approach was exactly that it allowed to model equilibrium in long-run steady states thanks to its basic

assumptions, something which the classical growth models before were not capable off (Solow, 1987).

To facilitate this discussion about GDP growth this sub-section also introduces a few concepts that are
used in the analysis of GDP and employment results in Chapter 4. However, before starting the

discussion about growth, a short clarification is required of how “productivity” is defined: see Box 2.

Box 2 Technological coefficients and the definition of productivity

Two definitions of productivity are commonly used: The first is productivity in terms of value added
over factor or input volume, and the second is productivity in terms of volume of gross output over
factor or input volume (OECD, 2001a). The value added notion is more common, especially regarding
labour productivity, where this definition is used in collective wage negotiations (OECD, 2001a) or to
analyse the evolution of the share of labour in value-added (ILO and OECD, 2015). Also at an

*2 Another methodology considered for establishing reduced forms for integrating SATIM insights into IMACLIM-ZA was to develop
“reduced forms” on the basis of a large number of SATIM model runs, whose output could be used to econometrically estimate functional
forms, which would represent the relative price-input demand-response behaviour of the BU model. In this way, the BU model is
synthesized in a “space”, or range, of possible future production technologies (vectors of primary and secondary factor intensities).
However, given time constraints this objective had to be abandoned.

>3 Either implicitly or explicitly, stand-alone TD (macro-economic) or BU (engineering) models incorporate visions about respectively
technological change or economic development. Often the consistency between these assumptions and modelling results is not evaluated,
whereas like Ghersi and Hourcade argue (2006) there is a number of reasons to think that they influence each other strongly in the case of
an energy transition which is to be achieved as part of climate change mitigation policy.
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aggregate level, for instance for decomposition analysis of annual GDP growth, the value-added
notion is often preferred because it is easier to aggregate the value-added of multiple sectors than
volumes of gross output.

The technological coefficients of IMACLIM-ZA represent factor use over volume of output. This is
the inverse of the gross output definition of productivity growth (OECD, 2001a). Furthermore, as the
IMACLIM framework allows primary factor prices to evolve differently from primary factors’ gross
output productivity (i.e., the change in the volume of output over the volume of factor use), the latter
does not necessarily equal value added productivity growth. Such a deviation between the two for
instance happens when there are efficiency gains for intermediate inputs (see the discussion in Box 3).
Considering that value-added productivity seems the more commonly used of the two definitions of
productivity, it might have been more correct to use “output productivity gains” in this thesis to
signify an improvement of primary factor’s productivity in terms of technological coefficients.
However, for the readability this thesis uses the term “productivity” without the adjective “output”.
The reader thus has to keep in mind that by productivity in this thesis gross output productivity in
terms of volume of output is meant, and not value added productivity of primary factors.

Another important distinction in vocabulary on productivity made in this thesis is that between Total
Factor Productivity (TFP) and multifactor productivity. Officially, both terms can mean the same thing
(OECD, 2001a), namely the residual in output growth that cannot be related to the increase in primary
factor use. TFP is typically used in neoclassical treatments of GDP growth and is associated with
technological change improving the productivity of labour and capital. The OECD however prefers the
use of the term “multifactor productivity” — by which KLEM’s multifactor productivity is meant™* — to
signal a certain modesty in the ability to interpret residual output growth, while the term TFP suggests
everything is technical progress (OECD, 2001a). OECD argues that KLEMS (and TFP) productivity
growth also measure output growth that has other causes than technological progress, for instance:
Changes in efficiency, economies of scale, variation in capacity utilisation, and measurement errors. In
this thesis, multifactor productivity is used to signal that not only output growth over primary factor

use is meant. E.g., | also model output growth over intermediate inputs.

A comparison with the aggregate neoclassical production function of Solow and Swan offers a clear
and insightful way to explain how economic growth is accounted for in the IMACLIM framework.>
One reason is that the neoclassical production function offers a clear and simple model for growth,
which is a useful departure point to explain more complicated economic mechanisms. There are three

main differences in how GDP growth is modelled in IMACLIM-ZA in comparison to an aggregate

** KLEMS (Capital, Labour, Energy, Materials Services) multifactor productivity stands for productivity (of value added or volume of gross
output) over a quantity index of combined inputs (factors and intermediate inputs) on the basis of a specific method of weighing (for more
detail, see OECD (2001a)).

> There is a wide variety of approaches and assumptions for macro-economic modelling. However, besides for the reaosn given above, a
second reason for comparison to the neoclassical production function is that the neoclassical perspective tends to be the standard
discourse to discuss economic growth and the functioning of markets for primary factors and thus serves as an intellectual point of
reference. It must be added furthermore that the discussion here concerns models with exogenous growth.
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neoclassical production function, each of which I explain below.

In brief, the first difference relevant for modelling of GDP growth is that the IMACLIM framework
does not assume perfect factor markets and takes into account rigidity in factor pricing, in this thesis
specifically rigid wage rates and rigid profit mark-up rates (the impact of imperfect primary factor
prices on growth is described next). The second difference with an aggregate neoclassical production
function is that IMACLIM models include intermediate inputs in production functions and exogenous
change in the intensity of intermediate input use in production. The third difference is that IMACLIM-
ZA does not use optimisation and the basic neoclassical property of positive but diminishing returns to
primary factor use. At the end of this sub-section | explain how despite this last difference the CGE
model of this thesis is still capable of producing macro-economic equilibrium results.

Imperfect primary factor markets and prices

To see the relevance of the first of the three differences for modelling GDP growth, one first needs to
have in mind how the neoclassical production function models growth: In a basic neoclassical
production function (described by the general equation Y = F(K,L)), GDP growth depends first of all
on factor endowment (e.g. the capital stock often modelled through a perpetual inventory method
based on exogenous saving rates and a depreciation rate®®; and an exogenous labour force). Secondly,
it depends on growth of Total Factor Productivity (TFP), which defines the ratio of value added over
factor use, and which is assumed to represent technological change.*” Factor prices (meaning factor
payments, e.g. the rental rate for capital and the wage rate for labour) are flexible in order to clear
factor markets. While primary factors are assumed fully employed (in use) in the neoclassical
production function, their use can still change, which leads to changes in GDP: The availability of
capital (if not fixed exogenously) can, for example, change after a change in the national saving rate or
in foreign investment (in case of a model for an open economy). And, while the availability of labour

is usually modelled exogenously, the use of labour can vary if a labour-leisure function is included.

I introduce a thought experiment to support the explanation of how growth is modelled in IMACLIM-
ZA: Imagine, to simplify matters, an aggregate neoclassical production function with exogenous
capital and labour endowment for primary factors, and without a labour-leisure trade-off. An increase
of TFP means that productivity increases at an equal rate for both primary factors. In case of fixed
primary factor endowment and use, marginal productivity will increase at the rate of TFP growth, and
by consequence, primary factors’ prices t00.”® When factors’ productivity and prices change at the
same rate, the price of primary factors’ “productivity” does not change. By the latter | mean that the

volume (of baskets) of goods that can be purchased with the rewards (payments) for the amount of

%% An aggregate capital stock can be estimated with the perpetual inventory method on the basis of an estimated or assumed depreciation rate
(OECD, 2009). In IMACLIM-ZA a similar method is used, though the capital stock is related indirectly to the amount of investment (linked
to savings through net international borrowing or lending, with amortisation of capital linking the two, see section 3.4).

> This thesis presents a model with exogenous technological change. However, many models exist with endogenous technological change.

*% In most neoclassical models however, the change in factor productivity will change the labour-supply leisure curve and the change in
marginal productivity might therefore not be identical to the change in TFP, with factor endowment changing too.
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primary factor contributions to production of an average volume unit of goods remains the same.

I now change the imaginary model and introduce a labour-leisure function. (The capital stock is still
exogenously fixed.) In this case, TFP causes real wages to grow, which in a neoclassical model
normally motivates households to work more. The rule of positive but diminishing returns to factor
additions however means that these labour additions will be less productive than previously used
labour, and wages therefore increase less than TFP to reflect that marginal productivity of labour
increases less as well. What happens, in fact, is that the average price of labour’s “productivity”
decreases, justifying the increase in labour supply.

In a next step | introduce real wage rigidity, meaning that next to being indexed on productivity,
wages are also constant in terms of the basket of goods that can be bought with labour income. If in
this situation a labour tax is introduced, then like in the example of an increase of TFP equilibrium
marginal productivity increases, however this time without productivity increasing. In other words, the
price of labour’s “productivity” increases, and the neoclassical rule of positive but diminishing returns
requires that its marginal productivity increases as well — which now causes a decrease in the use of

labour —i.e., unemployment.

This last example brings us close to the situation in IMACLIM-ZA and most other national IMACLIM
models. Like in many CGE models, labour is modelled with an exogenously fixed endowment, and
similar to the use of a labour-leisure function, the use of a wage curve (Blanchflower and Oswald,
1995) allows labour not to be fully employed. However, factor primary prices — i.e. the rates at which
factors’ contributions to production are paid — are imperfect, meaning that they do not clear factor
markets and even more, that they do not necessarily evolve in the same way as factors’ average
productivity, as they do not need to reflect the factors’ marginal productivity. For example, to set the
price of labour, IMACLIM models tend to use a wage curve to model rigid wage-setting behaviour,
while rigidity in capital rents is created through the use of rigid profit mark-up rates (see section
3.2.5).

However, the mathematical requirement of a (mathematical) macro-economic equilibrium implies that
average primary factor productivity (in value added terms, see Box 2) still equals average primary
factor “payments” (primary factor income plus government income coming from indirect taxes). This
is obliged by the basic market balances for quantities and values of goods that are part of the general
equilibrium (see Box 3). As a consequence, one factor being priced above its marginal productivity
must be compensated by another factor being priced below its marginal productivity, all other things
equal.>® What therefore matters for growth is the rate of output over a combination of factors and other

inputs, rather than considering factors individually.

Imagine now that, for whatever reason (for example exogenous changes in economic negotiation

** In other words, factor pricing that is above a factor’s marginal productivity can be considered an excess burden which can be
compensated by a negative excess burden by pricing another factor below its marginal productivity, in a given technological combination.
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power), the owners or suppliers of one of the primary factors increase their primary factors’ price,
meaning the volume of products (or supply) that should be paid as a reward for primary factors’
contributions to production. Unless other primary factors would reduce their price, this will lead to a
decrease in output and to more primary factor under-utilisation. This decrease is stronger in models
with rigidities like IMACLIM, than in models with a lot of flexibility (all other things remaining
equal). While this mechanism is fairly clear for neoclassical or new-Keynesian models, it might
deserve further explanation for a non-neoclassical model, which will be provided towards the end of

this sub-section.

In conclusion, what matters in the IMACLIM framework is not necessarily the price of individual
factors, but the change in total primary factor payments as part of production costs, relative to the
change in output productivity. The consequence of divergence in the evolution of total primary factor
income per unit of production relative to multifactor output productivity is that the average cost of
production, and thus the average price of goods supplied to the South African economy, changes.®
When this happens, a new macro-economic equilibrium is found in which output and GDP have
changed. The demand-side perspective of the same story is that a change in the (real) average price
affects domestic purchasing power and the international competitiveness of South African products

alike, and thus changes final demand for domestic output and GDP.

Box 3 Productivity, primary factor prices, and divergence between gross output and value added
productivity

As mentioned in the text above, mathematical equilibrium in a CGE requires that average factor
productivity (in value added terms, see Box 2) equals the average purchasing power of factor
“rewards” (payments). This is an evidence in CGE modelling, but might need some clarification for a
non-economist audience. Clarifying this for IMACLIM-ZA (and similar non-neoclassical, non-
optimisation models) in this Box also sheds light on how cost reductions lead to GDP growth, and
what other causes for GDP growth could be hidden in TFP of an aggregate production function.

First of all, one has to bring into mind that CGE models assume equilibrium in the markets for goods
& services. IMACLIM models are no exception to this rule: Equilibrium in the markets for goods &
services means that all goods produced and imported (together: total resources or supply) fulfil
domestic intermediate and final demand plus demand for exports (together: total uses or demand).
This is shown in Eq.a for a sector and product i, with final demand consisting of household (FC) and
government (G) final consumption and investment (1):**

Yi+M=ICi+FC,+ G+ |, + X (a)

% To talk about goods & services supplied to the South African economy is more relevant than talking about goods produced, because
goods & services supplied to the economy include imports, which are relevant because it is the weighted average price of domestic and
imported goods which determines the average price of goods that can be purchased in South Africa — and not only the price of
domestically produced goods. However, the sign of the change in the average price per product supplied to the South African economy is
normally the same as that of the change in the average price per product produced, because the price elasticity for the trade-off between
imported and domestic goods is usually positive (Dimaran et al., 2002).

®! The naming of variables in this box uses the same naming as used in the beginning of Chapter 3 for the model overview (section 3.1.1).
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Through the supply of goods primary income is earned. It consists of: value added (VA;) plus indirect
taxes (product taxes for sales of product i to user j, TaxPrj). Primary income also equates to the total
value of Y; and M;, sold at average end-user price <pUse;>, minus the costs for imports, M;*pM;, and
intermediate consumption, IC;i*plIC; (Eq.b):
VA + TaxPr;; = (Yi+M;) * <pUse;> — Mi*pM; — IC;*pIC; (b)
The focus of macro-economics is on economic value, because value has the convenient characteristic
that it offers a way to aggregate non-homogenous goods. However, the purpose of value is to refer to a
volume of goods & services, or more precisely: the volume of a basket of goods & services. What this
says, is that income represents the possibility to acquire a physical volume of (baskets of) goods &
services. This can be seen when one combines Eg.a and b to obtain (Eg.c):
VA + TaxPr; = (IC; + FC; + G; + I; + Xj)* <pUse;> — Mi*pM; — IC;*pIC; (©)
Replacing average end-user price <pUse;> in Eq.c by user-specific prices gives (Eq.d):
VA + TaxPr;; = IC*pIC; + FCi*pFC; + G*pG; + I7*pl; + Xi*pXi — Mi*pM; — IC*pIC; (d)
The elimination of IC;*plC; gives (Eg.e):
VA + TaxPrj; = FCi*pFC; +G*pG; +1*pli +X*pX; — Mi*pM; ©)
Of course, aggregating Eq.(e) gives two standard definitions for the measurement of GDP (Eq.f):
namely the income approach (left-side of Eq.f), and by measurement of final demand (right-side):
GDP = (VA + TaxPr;) = Zi(FC*pFC; +G*pG; +Ii*pl; +Xi*pX; — Mi*pM;) )
A similar aggregation is possible for Eqg.b, and if one additionally expresses GDP as a primary factor’s
value-added productivity, meaning: relative to the volume of a factor’s use in production, this gives
(here shown for labour, L) (Eq.9) :
GDP /L = Z(VA+TaxPry) / L = Zi[ (Yi+M;)* <pUse;> — Mi*pM; — IC*pIC;] /L )
From Eq.g it should be clear that GDP per worker (the most common definition of labour productivity,
see Box 2) , as an example of primary factor productivity, is equal to the average income (VA+TaxPr)
per primary factor unit, and that this corresponds to the (average) amount of domestic production
minus imports and intermediate consumption per primary factor unit (here: labour). Also, Eq.g shows
that GDP per worker does not need to evolve in the same way as gross output labour productivity,
which is Y/L (the same holds for GDP and output Y over capital or any other input): Gains in Y/L
cause an increase in GDP/L — all other things equal — but it should be clear that other changes can also
increase GDP per worker: The latter, growth of value-added labour productivity, which is equivalent
to TFP in a neoclassical model with exogenous labour endowment, can also stem from an increase of
Y and/or M over L, and from a reduction of M, IC relative to the volumes Y and to L, or from a
reduction of pM, and/or pIC — i.e., import substitution, efficiency gains in intermediate inputs, and

average reductions of prices of imports or intermediate inputs.

The role of intermediate input efficiency gains for GDP growth
The second difference between the IMACLIM framework and the aggregate the neoclassical

production function is that the former takes into account intermediate inputs in the costs of production.
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Inclusion of intermediate inputs is however not a unique feature of IMACLIM. Many neoclassical
models also take intermediate inputs into account: Intermediate inputs can be added to an economy-
wide aggregate production function as an explanatory factor for aggregate output growth over factor
use, in the same way as other elements have been added to the neoclassical production function in the
past included, human capital or energy efficiency for example, see a discussion by Baptist and
Hepburn (2013).°*® In the case of multisectoral neoclassical CGE models, contain a matrix for
intermediate inputs (alpha) in sectoral production functions (typically, for i sectors, in the form of: Y =
i Fi(Ki,Li,alphay)).

Neoclassical CGE models mostly model them as a constant ratio to output volume (e.g. see for
instance Dervis et al., 1982). However, a feature that is rather rare in these models, and part of
IMACLIM-ZA, is the use of exogenous efficiency gains in intermediate inputs.®* A change in the use
of, or in the prices of intermediate inputs has an impact on production costs, and therefore on total
prices: For instance, if intermediate inputs’ real (GDP price index deflated) prices decrease, or if the
efficiency of their use increases, this translates into cost reductions, and thus into GDP growth (see
Box 3).%° When technological coefficients for use of intermediate inputs over output decrease, all other
things equal, GDP should grow. This situation would be represented by an average reduction of IC;

over Y in Eq.(g) in Box 2 above.®®

This, like imperfect pricing of primary factors, affects production costs, and thus leads to an impact on
GDP through cost reductions. This cost-reduction induced GDP growth in IMACLIM-ZA adds to
growth from volume-based productivity growth of primary factors. The inclusion of intermediate
inputs thus allows for a more explicit treatment of GDP growth and technological change, rather than
the idea that all growth additional to growth of factor use is disembodied technological change, as
pretended by the concept of TFP used in aggregate neoclassical production functions (see OECD,
2001a).

The role of cost reductions for GDP growth

In fact, efficiency gains in intermediate inputs are only one aspect which can add growth compared to
growth by primary factor gross output productivity gains only. Eq. g in Box 2 showed that a decrease
in imports per worker, and of (average) import prices (pM) and of (average) prices of intermediate

inputs (pIC) should also lead to GDP growth per worker.

It is important to explore the meaning of Eq. g a little further, as not all increase of GDP per worker

will lead to an increasing GDP: In theory, one could imagine (some exogenous) increase of primary

%2 Note that all these elements reduce the “black box” of TFP.

% An example provided by Smulders et al. (2014) considers a neoclassical production function in which Resources (R) have been added as
an input: See Appendix E.1 for a discussion.

% An example of a multisectoral CGE model with neoclassical production functions that does include efficiency gains for intermediate
inputs is the applied multisectoral model for South Africa by Alton et al. (2014), which was developed on the basis of the Dervis et al.’s CGE
modelling framework (1982).

% A demonstration of how intermediate input efficiency results in GDP growth is presented in Appendix E.3.

% With the price structure of IMACLIM-ZA of constant mark-up rates, this intensity-reduction leads to price reductions of goods, therefore
also of plC;, and therefore to even more GDP growth.
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factor prices (with primary factor productivity unchanged), and which increases pUse; without that it
necessarily increases plC; to the same extent. This clearly increases GDP per worker, but obviously
also unit prices of goods and services. In this case, growth in GDP per worker does not lead to GDP
growth, whereas growth of GDP per worker through a reduction of intermediate input intensity of
production does. The reason is that the latter leads to cost reductions for domestic output, whereas the
former does not (relative to the price of primary factors).

The explanation for this result goes however beyond Eq.g in Box 2 and depends on wider general
equilibrium impacts of changes in relative prices between primary and secondary factors (intermediate
inputs) and foreign prices. Furthermore, Box 2 did not clarify how a change in primary factor prices
relative to primary factor productivity and its impact on GDP can be modelled (in a technical sense) in
a CGE model that does not use standard neoclassical properties or optimisation. Both these two
questions are the topic of the next (and last) part of this sub-section.

Modelling growth in a non-optimisation model that does not use the basic neoclassical properties
The third difference between IMACLIM and not only the neoclassical production function, but in fact
all neoclassical models are that IMACLIM does not assume perfect factor markets, and neither
maximisation of profits and welfare. In theory, abandoning optimisation plus the rule of positive but
diminishing returns to factor use seems to take away the direction for model solution that the
neoclassical production function provided as an improvement of the instable classical growth models
(Solow, 1987). However, the IMACLIM framework obtains similar impacts on GDP as the aggregate
neoclassical production function in case primary factor prices increase relative to factor productivity.®’
A justified question therefore is how a more descriptive model of economic flows and quantities —
without perfect factor markets, optimisation, and the basic neoclassical property of positive but
diminishing returns — could be capable of finding an equilibrium and one that shows realistic

consequences for GDP at an aggregate level when factor prices change?

For neoclassical and new-Keynesian production functions, the consequences for GDP of an exogenous
increase of primary factor prices relative to primary factor productivity (all other things equal: For
example: increases of taxes, or increased bargaining power of an economic agent) are quite clear and
are obtained thanks to optimisation and the neoclassical basic rule of positive but diminishing returns
to primary factor use. The discussion here shows that an accounting-style CGE model can obtain
similar results if there are multiple sectors and if there is a possibility to express consumer preferences

that reflect higher incomes, i.e. the improvement of purchasing power of a part of economic actors.

This is shown with the use of a few illustrations of plausible economic behavioural responses to

% By increased primary factor prices | mean increases of primary factor prices in terms of purchasing power, or: the average volume of
(baskets of) goods and services that can be bought with the primary income (the rewards) per average unit of primary factor’s contribution to
production (including tax income). This could be called a “real” increase of the average price of primary factors relative to their productivity,
as it concerns an increase in terms of the volume of goods and services that it represents. However, to avoid confusion with GDP or
consumer price-index deflated prices, | simply call it an increase of primary factor prices relative to average factor (gross output)
productivity, taking it for given that it concerns an increase in “real” terms.
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changes in the average cost of production. The illustrations that follow furthermore show that growth
impacts of the mentioned price changes are not only caused through international competitiveness, but
also by domestic changes in purchasing power. Though I only discuss the specific case of increased
primary factor prices, the illustrations given here are also valid for other causes of increased real

average prices, e.g. a relative increase of import prices.

Before treating the case of multisectoral, non-neoclassical CGE models |1 first look at what happens in
an aggregate and open economy accounting-style CGE model: In an aggregate open economy, an
exogenous increase in primary factor prices that is not accompanied by an equal change in
productivity can be modelled as a “real” increase in unit primary factor income, because it can be
represented as a demand (by those who provide the primary factors of production) for higher payments
(rewards) expressed in terms of the price of foreign goods. To see this, bring in mind that in an open
economy the cost structure of supply®® ultimately (when disregarding double-counting through the
matrix for intermediate consumption) consists of costs for imports and of value added.”® If factor
prices (factors’ payment rates) increase in “real terms” this thus has to be relative to import prices,
because all other values consist of primary factor payments — whose ratios are constant if there is no
change in the rate of imports in total supply. An increase of factor prices relative to productivity here
also means (see Box 5 in Chapter 4) an increase of domestic prices relative to foreign prices, and of
the real effective exchange rate (REER), all other things equal — in particular that the current account
and the broad capital account are constant over domestic GDP.”® The increase in primary factor prices
thus causes a reduction of international competitiveness. (The functioning of the REER in IMACLIM-

ZA is discussed into more detail in Box 5 in section 4.2.)

However, the comparison to foreign prices is not obligatory. Consequences for GDP of changes in
primary factor prices can also be modelled in non-neoclassical CGE model for a closed economy.
However, conditional on either the inclusion of intermediate inputs, or on having multiple sectors with

differentiation in consumer preferences between products:”

e In the first case, the inclusion of intermediate inputs, allows the accounting-style model to
change the ratio between on the one hand intermediate consumption, and on the other hand

value added (on the resources-side of the 1-O table), and in parallel to value added on the uses-

% The cost structure of supply can also be called the cost structure of total resources in 1-O modelling terminology. Supply or total
resources consist of domestic production plus imports, and its cost structure is therefore not the same as that of domestic production.
Something to keep in mind once results of scenario analysis are analysed in Chapter 4 is that also a change in the ratio of imports over
domestic production can change the cost structure of supply.

% That all resources in ultimo consist of costs for imports and of primary income is clearest in the (theoretical) case that all products are
either purely imported or purely extracted with only use of domestic factors (the latter implies that the sector’s resources consist entirely
of domestic value added). Products that are produced with a mix of intermediate inputs of the other two sectors can be said to add value
to imported value and to other domestic value added (including indirect taxes). When aggregating an 1-O table for an entire economy, this
becomes clear by the fact that at the aggregate level the value of intermediate inputs can be eliminated without creating disequilibrium,
leaving the resources of an economy’s production to consist only of imports and value added (including indirect taxes).

7 |f the market exchange rate would be allowed to devaluate however, the REER could remain constant — this depends on changes on the
broad capital account and in the current account.

7! When neither of these two differences between sectors is present, the model will behave as an aggregate production function.
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side: final consumption.”” Increasing the ratio between value added and intermediate
consumption in an exogenous way when productivity does not change (decreases relative to
primary factor prices) means that more output goes to final consumption and less to
intermediary consumption. If the production function furthermore allows no or only little
substitution of IC by (under-utilised) primary factors, then total output and GDP will have to
decrease. In turn, this reduces primary factor use. The result is that a smaller number of
providers of primary factors (capital owners or workers) earns a higher average income, while
total average income and total income (and output) decrease;

¢ In the second case, if the model does not take into account intermediary consumption, but does
include differences in consumer preferences for different products, a “real” price increase of
primary factors without an equivalent increase in productivity means that a smaller amount of
owners/providers of primary factors consumes on average a higher amount of the most
preferred products. This implies that other owners/providers of primary factors have to accept
that there are less preferred products available to them. However, because these products are
“preferred” in consumption, all consumers will prefer to increase their budget and pay a
higher price for these products. This comes at the expense of consumption of other products,
meaning that output and the use of primary factors in these other sectors decreases. In total,

less other products will be produced, and for the entire population, average income decreases.

Another way of presenting the last two cases is saying that consumption to be more concentrated in
high valued or prioritised goods, which means reducing the use of factors producing low added value,
or of sectors producing low valued output. In fact, the concept of increasing “real” primary factor
prices means that those who increase these real factor prices have (obtained) a negotiation position
that allows them to do re-define the volume of goods and services that they earn in exchange for their

contributions to production. (See Appendix E.2 for a numerical illustration.)

The analysis could be extended by considering what happens if the increase in factor prices translates
into higher prices in other sectors through intermediate consumption, e.g. when the products of sectors
in which factor prices increase are also prioritised in intermediate consumption. Or vice versa, when
import prices cause real prices to increase (at constant real factor prices) through increased import
costs. Evidently, this situation could be imagined to be the case for energy carriers (electricity or fuels)
in the short to medium term. In the open economy case the analysis could be extended by looking at

what happens if import prices of non-substitutable imports increase.

A caveat is that behavioural responses to changes in primary factor and consumer prices can be
complex and that there can be diverse feedbacks on output productivity through structural change. For

instance, when people who earn income in a prioritised sector already have fairly above-average

7 The parallel change in the ratio of value added and the value of final consumption to the value of intermediate consumption is obliged by
the general equilibrium rule that income equates final demand in a closed economy.
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incomes (as e.g. is the case in crude oil extraction and refineries, at least in South Africa) spend
additional income on products with low output productivity (low efficiency) like luxury goods (recall
that GDP does not measure quality of goods or consumption) — the volume of output would decrease
even stronger than just described. On the contrary, if income from people in non-prioritised sectors
was mainly spent on consumption of luxury goods, and if this income and this type of consumption
would be reduced in favour of income in prioritised sectors being spend on more efficiently produced
goods, then the opposite effect might be observed, and an increase of real wage might lead to an
increase in real GDP through this mechanism of structural change following on changes in income
distribution.

The conclusion is that a non-neoclassical, multi-sectoral model without optimisation but with
differentiation in consumer preferences — i.e., good-specific price and income elasticities — can model
the impacts of an increase (or decrease) of primary factor prices relative to primary factor productivity
and obtain a decrease (or increase) of real GDP as a consequence. The latter is a result similar to what

the aggregate neoclassical production function obtains.

2.2. Intermezzo: Modelling technological change in developing economies

One of the most common notions on development is that of convergence in per capita GDP between
developing and developed economies. A justified question is whether economic growth and, more
specifically, productivity growth in South Africa should be modelled such that it reflects the idea of
convergence. The discussion in this section will first show that this concept is not helpful to model the
development of one specific country. This discussion will then motivate the choice to model economic
growth for South Africa on the basis of exogenous assumptions for technological change.

The usefulness of convergence for applied economic modelling

The idea of convergence originated when economists applied the Solow-Swan growth model to
developing economies and to inter-country comparison (Easterly, 2001, Ch.3). Their assumption was
that the same technology should in principle be equally available around the world. Potential
productivity gains from modernisation of technology should therefore be bigger in developing
economies than in developed economies, and the neoclassical assumption of perfect markets then
predicts that returns on investment would be bigger too. The rate of investment should, as a
consequence, also be higher in developing countries, and finally the rate of GDP growth too. Due to
the assumption of constant returns to scale the same can be shown for per capita GDP growth.
Different studies then showed, in response, that there was no convergence between countries (Mankiw
et al., 1992), and one study actually shows that over a century (from 1870 to 1990) national economies
have diverged in terms of per capita GDP (Pritchett, 1997).” Observed rates of return on investment

and rates of investment do not confirm the idea of convergence either (Easterly, 2001). Mankiw,

73 Some still defend the idea of convergence. For instance Sala-i-Martin (2006) shows that income inequality decreased between 1970 and
2000, but this is on the basis of global per person income distribution, and not for cross-country comparison.
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Romer and Weil (1992) therefore try to improve the neoclassical growth model by adding human
capital. In doing-so they find cross-country convergence. But, the model with human capital does not
stand the empirical test: Predicted rates of return on capital and human capital, as well as investment
rates do not correspond to observed cross-country differences in labour productivity (Banerjee and
Duflo, 2005). The assumption that growth of total factor productivity is homogenous everywhere, or
that technology is equally available everywhere cannot be supported, neither that there is a
homogenous market for capital (Banerjee and Duflo, 2005; Easterly, 2001). Banerjee and Duflo point
at data showing that investment options with high returns are available in developing economies, but
that there is an enormous variation in rates of returns within countries. They add that the same is true
for developing economies. To explain the misallocation of capital they point at various obstacles to the
functioning of the capital market, for instance: too little government protection of firms; too much
government intervention; problems with property rights or law enforcement; credit constraints; failing
insurance markets; local externalities such as herd behaviour of people; family decision making; and
possibly also negative impacts of poverty on decision making (Banerjee and Duflo, 2005). Easterly
focusses on the role of a lack of availability of technology and the right incentives for people to

develop businesses (Easterly, 2001).

The criticism on the application of the neoclassical growth model to developing economies does not
readily translate into an alternative simple model for economic growth. Banerjee and Duflo (2005)
develop the first elements for a model with a disaggregate production function, but they do not come
up with a final proposal. Also, their model does not offer a solution for representing the question of
how developing economies adopt new technology.

Alternative views on technological progress in developing countries

A question therefore is how the process of adoption of new technology works, and whether it could be
modelled? In summary, the development or the adoption of new technology by developing countries
seems not to be easily explainable or reducible to a few parameters. Situations seem to differ by
country, and sectoral specificities and government policy seem to play a big role. Some hold the view
that governments create too many obstructions for entrepreneurs, while others hold the view that
active government policies are necessary for developing countries to obtain access to modern
technologies of production. An elaboration of the latter point shows the complexities of the process of

adoption of new technology in developing economies.

On the side of economists that think that enabling entrepreneurs is more important for development
one could place Easterly (2001).”* He makes his point by discussing the example of the Bangladesh
garment industry, which profited first of all from a coincidence — the installation of a South Korean
garment company in Bangladesh following US import restrictions on garments from South Korea —,

but then followed up on this event with a clever combination of protectionist and free-market policies

7 Easterly does not adhere to the view of completely free markets and zero government intervention, and holds the view that
governments need to protect niche markets (Easterly, 2001).
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that enabled Bangladeshi entrepreneurs to grow their garment industry. This idea of acquiring
technological know-how and the accompanying skills to set-off a perpetual cycle of productivity
increase resembles the hypothesis of disruptive innovation, about which Hart and Christensen (2002)
argue that it is actually more likely to take place in a developing rather than in a developed economy,
because they expect that in the latter country established companies, markets and consumer tastes have
little appetite for new or more efficiently produced products. They use the example of the development
of the electronics and motorized vehicle industry in Japan, which initially produced lower quality

goods than American or Western European companies, but at lower costs.

On the side of people who hold the view that state-driven action is more important to start
technological development in developing countries one could place the hypotheses of “Late
Industrialization” by Amsden (Amsden, 1987; Seguino, 2014). On the basis of the example of the
state-led economic development of South Korea they explain how South Korean companies gradually
developed know-how and the necessary human resources (skills) that allowed Korean industries to
increase their productivity and grow. H.J. Chang provides empirical analysis showing that periods and
countries with stronger government intervention and industrial policy often led to better growth
(Chang, 2006, 2011). Also research by Mazzucato (2015) shows that markets and companies in which

innovations mature very often initially benefited from active government policy.

Before concluding this section, it is worth discussing one last notion about development, growth and
the environment, which will inform the definition of the reference projection in section 3.6. It concerns
the idea that developing economies could develop into post-industrial societies and skip the phase of
industrialisation. Economist H.J. Chang thinks that this is very unrealistic: He points out that there are
no real post-industrial societies, pointing out that the importance of manufacturing did not decrease
much in developed economies (Chang, 2014). The reduction of the share of manufacturing in
developed economies’ total value added (VA) can largely be explained from decreasing relative prices
thanks to productivity gains, and much less from a reduction in the volume of output: If one were to
calculate the share of manufacturing’s VA in constant prices, its share only decreased by 10% in
Germany, France and Italy for a period covering the last decade of the 20" century and the first of the
21°* century (Chang, 2014, Ch.7). In Finland, Norway, the US, and Switzerland it would even have
risen. Furthermore, a part of the change in industries’ share in VA can be attributed to industrial firms
outsourcing internal services, and thus also the value added associated with them.

Conclusion on modelling growth and development

The conclusion might therefore be that regarding the adoption of new technology and technological
progress in a developing economy, especially a small open economy like South Africa, it is safer not
to consider technological progress a given fact, as suggested by the neoclassical growth model. The
complex mechanisms that could explain technological development seem only weakly related to prices

and returns on investment. Developing a new model for this process is not the objective of this thesis.
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As a solution, the choice is made to “exogenize” technological change for a reference scenario;
including assumptions about change in productivity of factors of production (see section 3.6 below).
The approach is in this sense similar to modelling technological change in regard of future energy
supply and demand, as discussed just before. The only difference is that no Bottom Up models have
been identified that could inform the technological change of economic sectors from the perspective of
general technological progress. In theory, consulting sectoral experts could offer a solution, just like
scenario building. In this thesis, the choice has been made to use a coherent set of assumptions is used

to construct a realistic reference projection (see section 3.6).

2.3. A second-bestlabour market model with skill differentiation

Due to its highly problematic character any policy in South Africa needs to be evaluated, and possibly
even designed, for its impact on the labour market. For such policy analysis to make sense it is
important to capture the actual characteristics of the South African labour market. As discussed in
Chapter 1, the South African labour market is characterised by a very high rate of unemployment, and
its unemployment can hardly be considered voluntary (StatsSA, 2014a). Another important feature of
the South African labour market is that the country’s economic development is hampered by a “skill
mismatch”, more precisely: a lack of high skilled labour and of skills in less skilled labour (Daniels,
2007; Hausmann, 2008). One of the causes might be a strong gap in the quality of education, which is

insufficient for the majority of South Africa’s population (Spaull, 2013).

In the first sub-section | discuss motivations and existing proposals for modelling second-best labour
market features, especially wage-setting behaviour. The discussion continues in the next sub-section
with a treatment of different proposals for models that deal with skills of labour. The topic of informal
labour will also be briefly discussed. This section ends with a general summary of how the South
African labour market will be modelled in this thesis. The full labour market model is discussed in the

next chapter, in section 3.3.

2.3.1. Modelling labour market rigidities in wage-setting

Capturing second-best features of labour markets is also important for the analysis of climate policies.
Babiker and Eckhaus (2007) and Guivarch et al. (2011) find significantly different impacts of climate
policies on GDP between economic models that take into account labour market rigidities and models
that do not. Both studies highlight the need to include these rigidities in energy-economy-environment
models to better capture the costs of energy transition policies, and also to signal the need for
accompanying policies in this area. Guivarch et al. also recognise that assuming a first-best labour
market eliminates the possibility of finding win-win situations by replacing one economic constraint
(in the labour market) by another constraint (on fossil fuel use). The same point is made by Smulders
et al. (2014) and Ghersi and Hourcade (2006).

To model wage-setting under second-best conditions, a typical solution is to incorporate different
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types of second-best economic behaviour that could explain deviations from market-clearing wage
setting, and which would relate the wage rate and labour supply to other variables or parameters in the
model. (I assume that demand for labour follows from production functions, given a set of relative
prices for all factors and other inputs to production.) An alternative approach is to directly apply an
econometrically estimated empirical relationship between wages and other variables or parameters of
the CGE model without trying to explain this relationship theoretically. | motivate here why the latter
solution has been chosen. To do so, | start by discussing the options for theoretical models of

unemployment and second-best market clearing in the labour market.

Within the field of CGE modelling early models based their description of unemployment on an
econometrically observed negative correlation between aggregate unemployment and the increase of
nominal wages (Phillips, 1958). The suggestion was that nominal wages increase once unemployment
falls below a natural rate, and that nominal wages decrease once unemployment gets above this natural
rate. Others found a similar relationship between unemployment and price inflation (Romer, 2012):
The assumption was made that price inflation and unemployment were negatively related and that this
relationship could be used in policy making. But, by the end of the 1960s and in the 1970s a period of
“stagflation” — a simultaneous increase of inflation and unemployment — meant the end of the

conviction that the Phillips curve correctly explained unemployment.

As a response to the break-down of the Phillips curve, alternative approaches were developed to model
unemployment and wage-setting. Some models tried to improve the model of the Phillips curve, for
instance by assuming expected (future) inflation to determine an augmented Phillips curve (Romer,
2012), or even more complex treatments including the role of information on inflation (Mankiw and
Reis, 2002). Other models assume that monetary policy has little to no role in the labour market, and
seek to explain more structural or incentive-based reasons for shifts in the natural unemployment rate
or for wages to deviate from market-clearing wage-setting (see e.g. a discussion of the field by Phelps,
1992). Fields provides an overview of such non-first best labour market models and distinguishes
three categories (Fields, 2005):

e Institutional wage setting: Other forces than profit maximisation by firms or utility
maximisation by households are considered to determine wage setting and cause above
market-clearing wages. Models exist that treat the role of minimum wages, trade unions,

public sector pay policies, multinational corporations and labour laws;

e Efficiency wage models: In these models firms are considered to offer above market-clearing
wages for various reasons. Firstly, because higher pay leads to better motivated and more
productive employees, secondly, because higher wages have other impacts on employee

behaviour and thus on productivity: for instance a healthier life, reduced risk of shirking,
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lower absenteeism, etc.;”

o Supply-side models: These models build on the reasoning that the unemployed demand above
market-clearing wages for rather opportunistic reason to have the chance to earn more once

employed.

The above models in theory offer the possibility to include a variety of second-best conditions in the
labour market, but their calibration on South African data is largely out of scope for this thesis.”® The
focus is on the analysis of carbon tax revenue recycling. From this perspective it is sufficient to rely on
an empirically supported relationship between unemployment and wages.

In fact, availability of micro-economic data in recent decades allowed for the estimation of such an
“empirical law” on the relation between wages and unemployment: the wage curve. It finds that there
is a negative long-term relation between real wage and unemployment with an elasticity of about -0.1
(Blanchflower and Oswald, 2005; Nijkamp and Poot, 2005).”" This relationship has been found to hold
for 40 countries, despite quite different labour market conditions. The wage curve of Blanchflower and
Oswald is compatible with several of the previously proposed labour market models, such as the union
bargaining model and the efficiency wage model (Blanchflower and Oswald, 1995).”® An advantage of
using the wage curve is that estimates for South Africa are available (Kingdon and Knight, 2006).

2.3.2. On modelling of multiple levels of skill of labour

To analyse the impacts of a skill shortage on the South African economy, and how it might add to the
costs of a carbon tax, it is necessary to characterize the factor “labour” by its level of skill. Another
guestion this thesis tries to answer is whether it is worth investing in speeding up educational
improvement. A model for supply and demand for skills of labour is therefore necessary. In this sub-
section, | summarize what knowledge and views currently exist to model the dynamics of the labour
market by level of skill. I first discuss human capital models and conclude that they seem unsuited for
the present study. Next, | discuss how segmented labour market models could be used instead.

Human capital models

Fields (2007), Schtt (2003), Heijdra (2009) and Romer (2012) present overviews of labour market

models with changes in human capital that could be related to increasing education. The earliest

7> Some examples of efficiency wage models are: matching models, job creaction & destruction models, ranking models, and imperfect
information models.

7® Darmendrail (2008) evaluates the possibility to apply a set of theoretical models that could explain equilibrium unemployment (as
discussed by Pissarides (1998)) to the IMACLIM-S France model. Her conclusion is that of non-competitive market models discussed the
Search equilibrium model is the most interesting to apply. For the efficiency wage model calibration data seems to be lacking, while for the
Union bargaining model a multi-sectoral model would be needed, which IMACLIM-S France was not yet at the time, except for energy
sectors.

”7 Blanchflower and Oswald (2005) estimated a global average elasticity of the wage curve of -0.1. Nijkamp and Poot (2005) corrected their
estimation and estimated -0.07 for their analysis, and -0.11 for all data they analysed themselves, with the spread between regions and
countries staying within a range of -0.5 to +0.1.

78 Whether the behaviour of the augmented Phillips curve would also correspond to the wage curve is not answered by Blanchflower and
Oswald, because they find their wage curve describing a completely different relationship: a static relationship between real wage and
unemployment, as opposed to a dynamic relationship between (wage) inflation and unemployment. Some authors suggest though that
these two relationships do not necessarily contradict each other (Campbell, 2008; Montuenga-Gomez and Ramos-Parrefio, 2005).
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human capital models are those developed by Mincer (1958), Schultz (1961), Becker (1962), and
Uzawa (1965). According to Schiitt (2003) these early models were only concerned with explaining
differences in income distribution with the level of educational attainment. Denison (1967) and
Jorgenson and Grilliches (1967) were among the first to treat the role of human capital as a factor of
production and showed how it could explain a part of economic growth. These early models assume
that skill is a factor on itself and that aggregated skill of a labour force can be measured by the average
level of education or work experience, or by the percentage of workers having obtained a certain
degree. Increasing education (skills) leads to a higher volume of the human capital factor supplied to

production, and in parallel to higher output per worker.

A problem of the application of such a human capital model to the present study is that one objective
of the study is to evaluate impacts on inequality. This requires having multiple households and
multiple labour factors, which can have different wage and unemployment rates. Moreover, in
development policy in the past the concept of human capital was interpreted in the past in a too
simplified manner, namely that increasing education would automatically lead to more growth.
Empirical evidence does not support this hypothesis, since skills are only valuable in an environment
that has an equivalent level of skill and technology (Easterly, 2001).7%%

Segmented labour market (SLM) models

Theories about segmentation of the labour market can be traced back to 19" century economists John
Stuart Mill and John Cairnes and early 20" century economist Pigou. In the 1940’ies and 1950’ies
American institutionalists John Thomas Dunlop and Kerr developed the idea of an “internal labour
market” (ILM) organised between big firms and unions, and separated from the “external” less-
organised one (ELM), while colleagues like Kerr also developed ideas about institutional forces
creating barriers in the labour market (Leontaridi, 2002). These ideas are further elaborated by more
contemporary labour economists who propose different theories for segmentation of the labour
market. Leontaridi (2002) discusses the dual theory of Doeringer and Piore, the radical theory of
Wachtel, Edwards, Reich and Gordon, the job competition and queue theory of Thurow, and the career
labour market theory of Okun. Though they explain labour market segmentation on a different basis,
all theories arrive at the result of division of the labour market into two, three or more segments. The
most common subdivision is that into: 1. a primary ILM of well paid jobs, with strong mutual
investment in the employer-employee relationship, high recruitment costs and good career
perspectives; 2. a secondary ILM, also organized by many institutional forces and rules, but in firms or

positions that have less stable guarantees of demand for their output, less mutual investment, easier

7 This is a critique which is shared by Lucas (1988) himself who observes that a part of human capital lies in the context in which it is
applied, and which cannot be captured at an aggregate national level, and which can for instance be suspected in the geographic
concentration of similar professions or industries in different parts of New York City. (For this point Lucas refers to the analysis of “The
economy of cities” by Jacobs (1969).) The role of the city as a proof that skills “need” other skills is also one of the arguments Easterly uses.
8 schijtt (2003) points at literature that suggests a link between human capital and the role of technological catch-up, which has been
identified to be very important for economic development by Easterly (2001) and Amsden (1987), but none of these models is yet
convincing. Also, | consider such an approach incomplete, because it doesn’t provide a solution to the role of other important conditions
for technological change such as entrepreneurial freedom (as suggested by Easterly) or active industrial polices (as suggested by Amsden).
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entry and higher employee turnover; And, 3. the ELM with hardly any durable employer-employee
relationships. Education and training can be seen to serve as a selection criterion for access to a
segment according to several of the mentioned theories, but it is surely not the only criterion.
Leontaridi also identify models for segmentation by industry, though often grouping industries within
two or more categories. According to Dickens and Lang segmentation by industry makes sense,
because there are wage differences that cannot be explained by characteristics of the worker or the job.

Dickens and Lang (1988) find that that SLM studies generally arrive at explaining labour market
behaviour (wage setting and unemployment) better than neoclassical single labour market models,
despite the fact that the segments are only theoretical and mostly do not representing hard separations
in the labour market. Leontaridi (2002) agrees that labour market segmentation is proven, but finds
that the lack of a common theory of segmentation and of common definitions or methodologies to
analyse segmentation of the labour market limits the application of SLM theories. The lack of
consensus concerns particularly the lines along which labour markets are segmented, and in
Leontaridi’s opinion the field of SLM studies should focus on mobility between segments to arrive at a

better separation.

Still many (possibly ad hoc) SLM models have already been developed. Fields (2005, 2007) strongly
favours the use of SLM models to analyse labour markets with a strong informal character, because he
finds a clear distinction in wage-setting behaviour between formal and informal labour. Informal
labour is often an important theme in developing countries, though Sinha and Kanbur (2012) criticize
a dualistic treatment of informality as they find that informality has a rather gradual character. Fields
is aware of this gradual character, but prefers a simplified segmentation over no segmentation at all.
He therefore carefully defines informal employment as labour without secure contracts, worker
benefits or social protection. Fields (2007) identifies the following categories of segmented labour

market models, mainly in connection to modelling informal labour:

1. Integrated labour market model: this model is considered multi-sectoral in the sense that it
allows wage variation between economic sectors, but there is only one labour market that

clears. Wages in all sectors move up and down with that in other sectors;

2. Crowding model: assumes a formal, high-wage sector to be the preferred sector for work, and
assumes that anybody who cannot find employment in this formal sector competes for work in
low-wage sectors. If for whatever reason formal sector wages increase, this leads to a
reduction in formal jobs and therefore to more people looking for jobs in the low-wage sector,

whose labour market then clears at lower wages than in the previous situation;

3. Harris-Todaro model: Is like the crowding model, but does model unemployment and has a
spatial dimension that determines how people move between rural and urban areas in response

to a certain perception of probability of income (wage);
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4. Banerjee-Newman model of occupational choice: in which people with different levels of
wealth choose between investing time and money in possibly attaining a higher level of
occupation (and earnings), and according to these choices end up working in subsistence

labour, wage labour, self-employment or as entrepreneurs;

5. Non-competing groups model: with two completely independent labour markets, and no
mobility between them. Fields (2007) does not regard this category to have any theoretical
meaning and prefers one of the other four categories.

More elaborate models exist as well, with multiple sectors and multiple labour markets. For instance
Bouét et al. (2013) present a model with 34 economic sectors over four categories of activity: formal
and informal activity, for both urban and rural areas. They define specific wage curves for two types
of labour supply: skilled and unskilled. Finally, there are models that focus on the role of separate
labour skill categories as factors in production. For instance, in a model about capital-skill
complementarity by Krusell et al. (2000), or in a model in which demand for skills follows
endogenous technical change, on the basis of profit driven R&D decisions and lock-in of technological
change following from the size or availability of a labour-skill factor (Acemoglu, 2002).

2.3.3. Ablueprint for IMACLIM South Africa’s labour market model

As discussed in sub-section 2.3.1, the estimation of a theoretical labour market model is out of scope
for this thesis, and the use of an empirically established wage curve for South Africa (Kingdon and
Knight, 2006), in combination with production functions seems sufficient to model policies that affect
wages and employment. This sub-section therefore focuses on the modelling of skill differentiation in
South Africa. As mentioned above, disaggregating the labour market into multiple skill segments
serves to study impacts of different directions of economic development on income distribution and to
study possible positive impacts of a reduction of the skill constraint. This means that the preference

goes to a segmented labour market model rather than a human capital model.

The first question then is how to define skill segments. There are reasons to define it along an
informal-formal split, like in the models discussed by Fields (2005, 2007). This could have analytical
value for the analysis of carbon taxation. For instance, carbon taxation could push a part of commerce
and e.g. small mining activity into informality. On the other hand, possible revenue recycling through
the reduction of certain taxes (e.g. profit taxes, labour taxes and value added taxes) might stimulate
formal economic activity.®" Informal labour is has been found to be a significant part of the South
African labour force: (for the years 2001, 2005 to 2007 and 2008 values from 18% to 36% of total

employment have been found), with variations in estimates mainly depending on how informality is

& First explorations in the direction of a model with informality have been made, for which | and colleagues at CIRED thank Marius Guerard
for his work during his internship at CIRED. But, in the end work on the IMACLIM-ZA model focussed on other aspects of modelling the
labour market. While informality is no longer a central consideration for the model, it needs to be mentioned that a segmented labour
market model for South Africa which deal with a differentiation between formal and informal has been modelled by Davies and Thurlow
(2010).
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defined (Devey et al., 2003; Guerard, 2014; 1LO, 2013; StatsSA, 2008a; Valodia and Devey, 2012).
The share of informal activity in value added is typically a lot smaller though (8-12% according to
Guerard (2014)) and informal labour income or value added are estimated to be significantly lower
than in other developing and emerging economies in Africa, Latin America or Asia. A disadvantage is
that a correct representation of informality — especially with the eye on taxation — requires not only a
separation between informal and formal labour, but also between formal and informal activity
(Guerard, 2014). This would in turn require a considerable set of assumptions to disaggregate national
accounts data (which do not distinguish formal and informal activities). Moreover, the modelling of
the behavioural choice of enterprises, and especially the foundation of informal enterprises seems
complicated, considering that informality seems less a question of choice in South Africa compared to
other countries due to entry-barriers, particularly crime (Cichello et al., 2011). Furthermore, another
type of separation between labour market segments seems more appropriate for the objectives of the
present study: This concerns a segmentation of labour according to skill. As mentioned, there are

strong signals of a structural gap in the quality of South African education.

The next question is then how to apply the education-definition of skills? South African labour force
survey data signals that there is a mismatch between the level of education people have, and the level
of education that is associated with the type of job in which people are employed (see section 3.1.4).
Furthermore, Spaull’s analysis of the South African educational system, and earlier analysis of
projections for employment by level of skill (Schers et al., 2015) motivate the choice to treat skill or
education as a positional good. This point will be further elaborated in section 3.3.1 when demand and
supply for skills of labour are discussed. This treatment resembles that of segmented labour market
theory for institutional and behavioural reasons as in the primary vs secondary internal (ILM), versus
external labour market model (ELM) discussed in the previous sub-section. It also holds resemblance
to that of a crowding model, for the observed phenomenon that under certain circumstances better
educated people crowd out the less educated (or older) workers (Fields, 2007). Resemblance to a
theoretical model is not a justification, and it has to be emphasized that the modelling choice is an ad
hoc solution to represent signalled problems in the functioning of the South African labour market
regarding quality of education and a high skill shortage, while there is massive unemployment. The
model for labour market segmentation therefore has little empirical foundation, but I am unaware of
any existing empirically founded model on which to base a segmented labour market model for South
Africa.

To simplify matters, | follow the South African labour force survey’s categorization of job types
(StatsSA, 2005): a 4-tier system which | simplify to one consisting of 3 labour factors (Table 2.1).
Considerations of calibration and model resolution that will be discussed in section 3.3 furthermore
oblige the treatment of skill segments as completely separated markets (segments), without exchange

between the three groups. For each skill segment an aggregated wage curve is defined, and wages
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across sectors evolve in parallel (as in the multisector integrated labour market model).

Table 2.1 Classification of job types by skill level and educational attainment in SAM 2005 and IMACLIM-ZA

Skill level, Skill level, Corresponding educational attainment,

lob type, 2005 SAM 2005SAM  IMACLIM-ZA  StatsSA (StatsSA, 2005)

Legislator, Senior management, University (graduate), or post-graduate

Professional 4 5/ degree

Technician 3 3/ High Beyond h|gh school education Iast|ng 1 t? 4
years, starting age 17/18, except university

Clerk, Service worker, Skilled ag. worker, ) 2 / Medium Secondary education lasting 5 years,

Craft worker, Plant/machine operator starting at the age of 13/14

Elementary occupation, 1 1/Low No education to primary education

Domestic worker

Finally, regarding the role of informal labour the present treatment might allow for an interpretation of
the low skill labour category of most sectors to be a proxy for informal labour. Signs that such an
interpretation is acceptable are available in the SAM 2005 (StatsSA, 2010a) and South African Labour
Force Surveys (StatsSA, 2005), which identify that the job type of Elementary occupations &
domestic workers (skill 1 in the table above) to be very strongly present in the Domestic & other
services sector, which has been associated with informal labour. This does not imply that this is the
only job type or sector with informal labour. In contrary, StatsSA (2005) identified informal labour in
all sectors. But, this interpretation of low skill labour as a proxy of informal labour matches the idea
that formality is a rather gradual phenomenon in South Africa. For instance, Valodia and Devey
(2012) point out that jobs can be formal to different degrees, and that there are some industries where
large amounts of work are done by formal workers with little job security and social protection. Such
an interpretation of formality would correspond to the idea of an “external labour market”, as proposed

by different theories of labour market segmentation (see the discussion above).

In summary, IMACLIM-ZA can be said to go beyond the idea of a “perfect” labour market, and
explicitly models labour by level of skill with corresponding wages and levels of unemployment. Still,
a few ingredients are missing in the above discussion of the options for modelling South Africa’s
labour market. The most important is that the relation between skill as a factor (or role) in production
(demand for skills) and skill as a characteristic of the worker (supply of skills) needs to be defined.
These questions will be discussed and defined for IMACLIM South Africa in Chapter 3.
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3. The IMACLIM South Africa model

This chapter presents the IMACLIM South Africa model (IMACLIM-ZA), for which the previous
chapter provided the main theoretical and methodological foundations. Section 3.1 presents an
overview of the model, including its calibration. The discussion about calibration is focused on key
characteristics of the IMACLIM approach, namely the hybridisation procedure, and the integration of
bottom-up knowledge about technological change in the electricity sector. The sections thereafter give
a more technical description of the model: Section 3.2 discusses supply of and demand for goods &
services, including production functions, international trade, final consumption, and price setting.
Section 3.3 presents IMACLIM-ZA’s labour market, followed in section 3.4 by a discussion on
distribution and use of income (including for investment and borrowing and lending) and of the capital
market. Section 3.5 presents an overview of model constraints and variables. Finally, section 3.6

discusses the principles for, and estimation of prospective parameters common to all scenarios.

3.1. Application of the IMACLIM framework to South Africa

IMACLIM South Africa (IMACLIM-ZA) is a two-period, dynamic computable general equilibrium
(CGE) model of the South African economy. The model used in the present study is an updated
version of the model developed for a study for the French Agency for Development (AFD, Agence
Francaise de Développement) (Schers et al., 2015).%? It has common features with previously
developed IMACLIM-S models for France (Combet, 2013; Ghersi, 2003, 2015; Le Treut, 2017) and
Brazil (Lefevre, 2016; Wills et al., 2014), namely “hybrid” data and “second-best” macro-economic

behaviour.®

This section starts by presenting a general overview of the IMACLIM-ZA model and especially its
disaggregation in terms of sectors and economic agents (3.1.1). This is followed (in 3.1.2) by an
introduction to the hybridisation procedure and its application to South Africa. Next, sub-section 3.1.3
discusses the use of bottom-up information of the South African TIMES energy model (SATIM) of
the University of Cape Town (ERC, 2013) to model technological change in the electricity sector. This
section concludes with a brief discussion of calibration data for income transfers and income

distribution, and of demographic and employment data (in 3.1.4).

3.1.1. Overview of the IMACLIM-South Africa model

Each IMACLIM model has its own characteristics, specific to the country and the questions analysed.
IMACLIM-ZA is, as mentioned, a myopic, open-economy CGE simulation model. It consists of a set
of simultaneous, non-linear equations under MS-Excel. The model projects for 2035, in a single 30-

year time step from its base year 2005, an image of the South African economy. It aggregates the

8 For reason of some small changes in the model architecture, the version of IMACLIM-ZA used for this thesis is called version 2 (v2).
 The modelling approach in this thesis probably resembles the line of thinking of Kalecki (1939), Fitzgerald (1990) and Taylor (1991), and
might be identified as neostructuralist, or new structuralist (Lin, 2012), because it also includes neoclassical and new keynesian elements.
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economy into 5 energy sectors and 5 non-energy sectors (discussed below). Production makes use of 4
factors of production, next to intermediate inputs. These factors consist of one capital and 3 labour
factors, the latter distinguished by the level of skill of the job type (or position) of workers (high,
medium and low). Final demand for products comes from 5 household income-skill classes (defined
below), government, investment (originating from all domestic agents), and exports to the Rest of the
World (ROW). IMACLIM-ZA explicitly models primary and secondary income distribution,
transfers, borrowing, and lending and debt/asset accumulation for the five household income-skill
classes, firms, government and the Rest of the World. The model uses the common IMACLIM
second-best approaches for price setting through the use of profit mark-up pricing, and models the

labour market as second-best with real wages modelled as being rigid through the use of wage curves.

IMACLIM-ZA also uses the approach of dual accounting of quantities and values of energy flows
within an Input-Output (I-O) table. This enables the ‘hybrid’ top-down (TD) — bottom-up (BU)
approach described in chapter 2. Dual accounting is used for the integration of BU modelling results
about future technology for electricity production coming from the South Africa TIMES (SATIM)
energy system model (ERC, 2013) (details follow in section 3.1.2.).

Schematic overview

The objective of this section is to give a helicopter-view of the model. Figure 3.1 (p.64) shows a
schematic representation of the model, showing, when moving from left to right, the links between
technological coefficients for physical intensities of production and the I-O table in physical
quantities, continuing via the vector of prices, margins and taxes to the I-O table in values, which in

turn links to distribution and use of income by economic agents. More precisely, Figure 3.1 shows:
1. On the ultimate left the vector of technological coefficients of a sector j comprising of:

- intensity of intermediate inputs of product i (;;) over domestic output of sector j (Y));

- intensity of labour per unit of domestic output (A );

- intensity of physical capital per unit of domestic output (x;);
2. The 1-O table in quantities, and accounts for use of physical capital (amortisation) and labour:

- Multiplying technological coefficients by sectoral output Y; (a model variable, green-shaded
background), gives respectively: Total quantities of intermediate consumption of product i by
sector j (ICj); Labour force by skill sk of sector j (Ls;); And physical capital use of sector j
(K

- Endogenous trade-offs in international trade determine the ratio of imports in a sector j (M;)

over domestic production (Y;) and the amount of exports of a product i, (X;);

- Price-elastic trade-offs and budget-constraints determine the quantity of Household final
consumption of product i (FC;), while government budgets and prices determine the quantity

of Government final consumption (G;);

61



- The quantity of demand for products for investment (l;) follow from equilibrium in the capital
market (see section 3.4.2 below) and a vector (beta), calibrated on Base Year data, for the
amount of capital goods demanded over capital write-offs.

Together, intermediate consumption (IC;;), exports (X;), final consumption by households (FC;) and
government (G;), and investment (I;) make up the total demand or uses for a product i (Use;), which
(when i = j) equals the total supply or resource of a product (Res;), which equates to the total of
domestic production (Y;) + imports (M;). This constraint can be expressed as (Eq.1):

Yo+ M =Y Y+ FC+ G+ 1, + X, (6]

3. To the right follows the I-O table in values, and its link to the (secondary) distribution of income
(further on the right). The I-O table in values is the multiplication of the I-O table in quantity terms

with vectors of user-specific prices (including margins and taxes). The Values I-O table consists of:

- On the supply side (1™ column): Values of intermediate consumption of product i by sector j
(Z;(V_ICy)); Imports of products of sector j (V_M;); Total labour costs by skill sk and sector j
(Wagey; + SoCogj + PeCogj); Total capital amortisation costs (Consumption of Fixed
Capital, CFC;); Net Operating Surplus (NOS;) and Specific Margins (MS;), and taxes on
production (TY;) all by sector j. Labour costs and capital costs and taxation of production
together make up the Value Added of a sector (VA;). Finally, one needs to add Value Added
Taxes (VAT), excise taxes, other product taxes (or subsidies), and the Carbon tax (if applied)
paid in total over products (and imports) of a sector (together: V_TaxPr;). Adding VA; and
V_TaxPr; give the total primary income of a sector, which is equal to the total Gross Domestic
Product that can be attributed to a sector (GDP;). And, GDP; + V_M; + Zj(V_ICj)) equals the

total value of supply of a sector, also called the value of a sector’s total resources (V_Res;).

- On the demand or uses side (1* row): Intermediate consumption is part of both the production
account (1% column) and the uses account in the system of national accounts as well as here
(Zi(V_ICy)). Add to the latter the value of exports of products i (Xj), the value of final
consumption by households (V_FC;) and government (V_G;), and of investment (V_I;), and

one obtains the total value of uses of product i (V_Use;).
- For the 1-O table in value terms, the balancing constraint is: V_Use; = V_Res; if i =].

4. The 1-O table in values connects to the income distribution by economic agent, also called the
integrated economic accounts. The (almost) bottom-right of the figure presents how GOS, wages,
labour charges (social contributions and pension contributions), and the total of taxes (minus
subsidies) on production and products constitute total primary income by agent (5 household classes:

Hh1-Hh5; government, G; and firms, F). Primary income by definition equals sectoral GDP; (Eq.2):

Zag:th—HhS,G,F(PIag) = Z].(GDPj) @
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A first transfer of income takes place via rents over, or returns on, capital via interests and dividends
(RKy). For each domestic agent (Hhs, Gov, Firms) these are calculated by multiplying the total
(accumulated) net debt or assets of an agent by agent-specific endogenous interest rates (tau_iag). In
practice, this means a transfer from companies and government (both net indebted) to households and
ROW (both net owners of assets). A second set of transfers consists of: Social security benefits from
government to households; Pension benefits from firms (pension funds) to households; Income &

property (revenue) taxes from firms and households to government; And other transfers.

The result of all these transfers is the secondary distribution of income, also called Gross Disposable
Income (after taxation) by economic agent (GDl,g). Agents use their GDI to consume (FCypys and
FCsov) Or for Gross Fixed Capital Formation (GFCF,). Total expenditure is called agents’ Budget
(Budyg). Consumption and investment behaviour are defined in such a way that there is a difference
between agents’ GDI and their budget. For instance, for government a future budget deficit of -3% of
GDP has been defined, whereas households’ gross savings (income not used for FC) are defined in
such a way that they exceed GFCFy,. The difference between GDI,qy and Bud,g is the Self-Financing
Capacity (SFC,q), which equates to net borrowing or lending by agent. The accumulation of intra-
periodic SFCs leads, assuming a linear evolution of interest rates between BY and projection year, to
the projected net debts (or assets) by agent (D,g). ROW is assumed to balance domestic SFC and debt.

Sectoral disaggregation

The sectoral disaggregation of IMACLIM-ZA reflects a balancing act between the desire for increased
modelling detail on the one hand, and data requirements, model complexity and transparency of results
on the other hand. A first decision for sectoral aggregation concerned the energy production and
transformation sectors: For primary energy, disaggregation by fuel type is based on similarity in
physical properties (physical state, heating value) and a fuel’s economic function, leading to the
following categories: Coal and coal like energy carriers (e.g. lignite, coking coal, thermal coal); Crude
oil (imports); and Gaseous fuels (natural gas, and coke ovens’ and gas works’ gas). For energy
transformation a crude separation was made on the basis of types of energy products, distinguishing
firstly power generation, transformation and distribution, and secondly refineries: oil refineries, coal-
to-liquids plants (CTL), and gas-to-liquids plants (GTL).

(Text continues after the figure)
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Figure 3.1 Schematic representation of IMACLIM-ZA

Explanation: Green colour indicates a model variable; White is endogenous variables; Light-brown indicates (mostly) exogenously determined parameters; Bright blue indicates an element for
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For non-energy sectors, a disaggregation that is relevant to the questions of this thesis has been based

on the following criteria:
» Value added (VA) of a sector must be sufficiently large for macro-economic significance;

» The share of (SAM) energy consumption in total resources is an indication for the sensitivity

of a sector to carbon taxation;

» With unemployment and a high skill labour-shortage as critical issues for the South African
economy, total employment by sector is an important criterion. Also differences or similarities

in shares of high, medium and low skilled labour have been taken into account;

 Finally, South Africa’s demand for low and medium skilled labour depends for a large part on
tradable goods (Hausmann et al., 2008). Exposure to trade, i.e. the share of exports in each

sector’s demand or of imports in a sector’s supply, is therefore taken into account too.

Appendix B.3 presents data for the above criteria on which basis SAM sectors have been aggregated,
coming from the Social Accounting Matrix (SAM) (StatsSA, 2010a) and Supply & Use tables (SU)
(StatsSA, 2010Db). Table 3.1 presents the aggregation of SAM sectors in 10 sectors of IMACLIM-ZA:

Table 3.1 Correspondence IMACLIM-ZA sectors to sectors in SAM 2005 (StatsSA, 2010a) or energy balance data

Sector Full name Corresponding sectors from South African energy balance data or SAM 2005

COA  Coal Coal mining

ol QOil Crude oil imports only*

GAS™  Gas Natural gas, coke oven and gas works gas, gas distribution

REF Refineries Refineries

ELC Electricity Electricity, including own generation

EIN Energy intensive industries  Gold & Other mining, Petrochemical industry, (Other) Non-Metallic Minerals,
Basic iron/steel, Non-ferrous metals

MAN Manufacturing Food, Footwear & Textiles, Paper & pulp, Metals basic manufacturing, Electrical
machinery, Radio, Transport equipment, Other manufacturing

LSS Low skill sectors Agriculture, Construction, Trade, Hotels & restaurants, Domestic & other
services

TS High skill services Water, Communications, Financial intermediation, Real estate, Business

activities, General government, Health and social work, Education

TRA Transport services Freight transport by air, water and road, and public (bus and rail) and passenger
transport services (road and air)

Comments: Domestic oil production in South Africa is marginal and no future domestic production is assumed. " There is little detail
available about energy sectors in the SAM 2005 (StatsSA, 2010a), and energy sectors have been based on energy statistics and
modelling, see discussion of hybridisation in sections 3.1.2 and 3.1.2. ™ The transportation services sector and includes postal services
(in Communication in SAM data) and own transport by companies, re-allocated to TRA on the basis of hybridisation with energy data.
The resulting values of the before-mentioned characteristics of these 10 sectors are given in Table 3.2.
Energy sector and transport sector data could be obtained through the hybridisation procedure. Sectors
that need to be disaggregated on the basis of energy statistics, compared to SAM data, were the
electricity and natural gas sectors, as well as the refineries and other petroleum & chemical industries
sector. In a similar way the transport services sector had to be composed on the basis of energy

statistics too, so that it included own transport by other industries and the postal services, which is
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included in the communication sector in SAM data. See section 3.1.2 and Appendix B.3 for details.

Table 3.2 Sector characteristics for aggregation criteria, after hybridisation

Energy
Percent | Pt Pet Pet costs/ | PctX/ PctM
. Percent of high medium low .
Sector Description > . . Primary total / total
of GDP employ- skill skill skill income demand  supol
ment labour labour labour xn pply
rate
COA* Coal mining 1.5% 0.5% 22% 66% 12% 0.02 41% 1%
GAS** Gaseous fuels 0.1% 0.02% 26% 60% 14% 2.70 0% 32%
REF Refineries 1.7% 0.2% 31% 53% 16% 1.78 11% 10%
ELC Electricity 1.4% 0.5% 31% 62% 7% 0.91 7% 0.2%
EIN* Energy int. ind. & 11% 6% 22% 65% 13% 0.15 31% 12%
other mining
MAN Manufacturing 13% 9% 26% 58% 15% 0.04 11% 32%
LSS Low skill sectors 19% 47% 19% 46% 36% 0.04 9% 7%
HSS High skill services 43% 32% 50% 40% 10% 0.01 4% 2%
TRA Transport services 9% 6% 27% 64% 9% 0.45 9% 10%

* Own electricity generation in especially coal and other mining is part of ELC sector; ** Gaseous fuels besides imported
natural gas are mainly coke oven and gas works gas, which are normally part of iron&steel industry; *** Direct energy over
Primary income is measured in Rands of energy bills per Rand of primary income, which consists of Value Added + Tax
income on products & production.

All energy sectors have relatively high energy bills compared to the primary income (value added plus
indirect taxes) that these sectors generate with the exception of coal mining (8" column of Table 3.2).
The reason is that coal mining’s energy use is concentrated in after-sales transport, which is not
included in the direct energy costs measure. Together, energy sectors (COA, GAS, REF, ELC) make
up 4.7% of South Africa’s GDP and 1.2% of employment. Following the energy sectors, the transport
services sector (TRA) has the relatively highest energy bill. The transport sector forms 9% of GDP and
6% of employment, has about average exposure to trade with 9% of its demand consisting of exports
and 10% of its supply consisting of imports. It provides by majority medium skilled jobs, and also has

relatively much high skill jobs.

Next in terms of energy intensity are the energy intensive industries & other mining sector (EIN), with
0.15 Rand of energy expenditure for each Rand of primary income generated. It is strongly exports
oriented, with exports equating to 31% of domestic output value. EIN makes up 11% of GDP and 6%
of employment in hybridised data for 2005. Its labour demand consists in majority of medium skill
jobs. Another sector, Manufacturing (MAN) is a sector in which South Africa imports a lot: import
value is 32% of the value of domestic output. MAN employment has a similar skill profile as EIN and
TRA, but with a slightly lower share of medium skill jobs. Low skill sectors (LSS) have been
aggregated for reason of the high share of low skill jobs as part of their employment: 36%. The LSS
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sector makes up 19% of South Africa’s GDP, and provides an enormous 47% of total employment.®*
The high skill services (HSS) sector is the other large employer in South Africa offering 32% of 2005
employment, half of which are high skill jobs and it includes government and public services jobs
(health care and education). The HSS sector offers relatively well-paid jobs (highest average after coal
mining, refineries, and electricity): About 55% of its high share in VA goes to salaries (SAM data).
Household class disaggregation

The number of household classes has been set at 5 representing respectively, going from low to high
expenditure per household: 10% (Hh1), 20% (Hh2), 20% (Hh3), 30% (Hh4) and 20% (Hh5) of
population.?® This aggregation has been chosen such that IMACLIM-ZA captures sufficient household
detail to analyse macro-economic impacts on poverty and inequality, while respecting limited data
availability. The SAM of 2005 presents income and consumption data for 12 household expenditure
classes (StatsSA, 2010a), but the main constraint is the number of household classes in energy
statistics, which only contain one aggregate household. Thanks to modelling by the Energy Research
Centre for their South Africa TIMES (SATIM) energy system model (ERC, 2013), this can be
increased to 3 income groups of households, additionally separated between electrified and non-
electrified households for medium and low income group households. For the purpose of this thesis
the choice is made to ignore the question of electrification, assuming therefore no inherent change in
consumption behaviour related to energy access. Some limited additional assumptions have been made
to disaggregate SATIM’s 3 income classes into 5 household income classes to better capture income
inequality. Another set of assumptions is used for the disaggregation of current and financial accounts
data of households.?® Details follow in section 3.1.4. Calibration of labour by level of skill over

household classes, with corresponding wages, is also discussed in section 3.1.4.

3.1.2. Hybridisation: dual accounting of values and quantities of energy use

Procedure
As discussed above, the data hybridisation process is the basis of the IMACLIM framework. Its

objective is to simultaneously and consistently track Input-Output tables both in monetary terms and in
physical terms. This sub-section explains the methodology, common to IMACLIM models. An
overview of sources and assumptions for its application to IMACLIM-ZA follows below, while
Appendix B.3 presents the resulting hybrid 1-O table for 2005 that is used to calibrate IMACLIM-ZA.

The hybridisation procedure consists, like in Combet (2013), of the following steps: (i) Creating
Supply & Use tables in physical units; (ii) Creating an Input-Output (I1-O) equivalent for energy

sectors in the form of sectoral and agent-specific “energy bills”; and (iii) Hybridizing monetary and

& 1SS employment, following from SAM data is by majority in Domestic & Other services, but also a large part of South Africa’s 2005
employment can be found in Trade and retail (about 10% according to SAM data), in agriculture (7%), and construction (6%). A part of
domestic & other services employment consists, according to SAM sector classification, of jobs in education. Assuming a skill profile similar
to that of average public sector jobs (government and health care), the education sector has been transferred prior to hybridisation from
the Domestic&other services sector to the Government & pubic services sector, which has become part of the HSS sector.

& Statistics South Africa used per household income to categorize households according to SAM 2005 documentation (StatsSA, 2010a).

® This concerns for instance the questions of social security, taxes and income distribution (from wage, interests, and mixed income).
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physical 1-O matrices. Two basic principles need to be respected: Firstly, both physical and monetary
accounts must respect the conservation principle (Egs. 3 and 4), meaning that each use of a good
requires its availability on the resource side of the I-O table, and vice versa, each resource must be
used. Secondly, physical and monetary flows are linked by a system of prices. More precisely, total
economic value associated with production, trade or consumption of any good equals the aggregate
volume of its use multiplied by the (average) price for this use (Eq.5). After Combet (2013) these
principles can be formalized mathematically as, for i = j:

Supply & Use balance in quantities: Ys/ag Qisector/agent = 2j Qj (3)
Supply & Use balance in values: Ys/agVisjag = 25V, 4
Consistency between values and quantities: Vi s/ag = Qis/ag * Pis/ag 5)
, with:

i index of product (or usable good) of sector i;

j index of output (product or total resource) of sector j;

Q quantity in physical units, e.g., PetaJoules (PJ) for energy;
\Y values (in monetary units);

slag  index for sector (s) or agent (ag), which consumes a product in respectively intermediate

consumption or final consumption or exports;

p price of a certain exchange between output sector j, and consuming sector s or agent ag.

The first ingredient for hybridisation is data on quantities of product use. Energy flows in an economy
is particularly suitable for the calculation of the mentioned energy bills and thus for hybridisation,
because data is generally available in the form of energy balances, and energy can often be measured

in homogenous units, e.g. PetaJoules (PJ) or tonnes-of-oil-equivalents (toe) (see Box 4 below).*

The second ingredient to build a hybrid 1-O table is the supply and use table in monetary values, which
can be found in national accounts. It is build-up as follows: Columns indicate “resources”, and
distinguish between intermediate consumption (IC) in monetary value (V;), value added (VA) and
imports (M). Rows indicate “uses” and distinguish between intermediate consumption (IC), final

consumption (FC, of households and government, and for investment, I, and exports, X).

The third and last ingredient is a vector of prices, which can often be differentiated between actors for
energy sector products on the basis of energy statistics. The result of the hybridisation procedure is a
modified I-O table in which the size of consumption and the VA of energy products (in our case) are
correctly represented, with the level of product detail as desired for the foreseen analysis of energy or

climate policies. A correct picture of energy consumption leads, when using the right greenhouse gas

& However, provided quantity and price data is available, the methodology can be applied to other material flows too (calories, tons of
cement, etc.) (see for instance Le Treut, 2017).
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emission coefficients, to a proper estimate of greenhouse gas emission intensity of economic activity.

Depending on the targeted degree of sectoral disaggregation, before (or after) hybridisation, the non-
hybridised (in our case, the non-energy part) of production and consumption is aggregated into either

one large composite sector or into several sectors. The latter is the case in this thesis.

Box 4 Energy balances

Energy flow data is available in standardized energy balances that detail the processes of energy
production, transformation and consumption measured according to their energy content (here
expressed in petajoules, PJ). This type of statistical system makes it possible to reorganize datasets in a
supply-use format similar to the one adopted for national accounts. Energy balances are typically
organised as follows (see IEA/OECD energy balances):

1. The top part reports the supply of all energy carriers,® through imports minus exports, domestic
production and stock changes. It also signals aggregated statistical discrepancies. Domestic
production mainly matches mining and extraction industries in economic Input-Output tables as far

as fossil fuels are concerned.

2. The middle part reports energy uses and transformations in the energy industry. It relates to some
of the industries of economic Input-Output tables, like refineries and electricity production and
distribution. This is also the place in energy statistics where own use or ‘auto-production’ by

industries can be found.

3. The bottom part consists of energy use or final consumption of energy. It is split in three: (i) the
industrial and (non-energy) mining energy use, (ii) other uses, i.e., agriculture, services, residential
and transport uses, with transport encompassing both freight and passenger transport in its public as
well as private varieties; (iii) non-energy uses.

From this description it is clear that all elements are present to link energy balances to 1-O elements

like the intermediate energy consumptions of productive sectors (CI), the final consumption by

households and exports (CF), whereas supply in the energy balance concerns volumes produced (P)

and imported (M).

With the above three ingredients plus the choice for the number of non-hybrid (non-energy) sectors,
the hybridisation procedure continues as follows (Figure 3.2): From the energy balances and the price
vectors, purchase bills V; can be derived by multiplying observed quantities Q; and prices p;. These
bills are then substituted for the monetary value in the 1-O table, and the rest of the table (rows and
columns) is adjusted to conserve the total physical and monetary balances while respecting the original

total values for IC, FC, VA and M. In particular, differences in value between national accounts data

® Energy carriers typically included in an energy balance are coal (in different varieties), oil (in different varieties), natural gas, biomass (in
different varieties), different transformed solid, liquid and gaseous “fuels” and other refined products, heat (mostly energy content of
steam) and electricity.
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and the purchase bill data, as obtained for energy from energy statistics, are attributed to one of the
large non-hybrid sectors. Plenty of explanations for these differences are possible, but in case of high
inconsistency between different economic statistics a reason could be that it represents value attached
to goods and services from a sector other than the core physical product. For example, in the case of

energy products certain services attached to energy sales, real estate or business consulting activities.

Figure 3.2 Schematic representation of the hybridisation procedure (source: Combet, 2013)
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Besides allowing for more accurate estimates of prices and quantities of energy, an important

advantage of hybridisation is that it enables to model changes in energy technology more realistically.
Furthermore — depending on the objectives of a study and choices made in the construction of energy
bills —, hybridisation can render issues such as own use and transformation of energy by non-energy
sectors measurable. As these are often excluded as economic transactions, they do not tend to be
registered in national accounts whereas they are included in BU models. Of course, primary energy
that is consumed by a sector is purchased in a commercial transaction and therefore present in national
accounts, independent of how a sector uses this energy resource.

Application of the hybridisation procedure to South Africa

Next, | present data sources and assumptions used to create the hybrid I-O table for IMACLIM-ZA’s
calibration. The final hybrid I-O table is shown in Appendix B.3.
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Prior to applying the hybridisation procedure to South Africa a complication was that adjustment of
SAM data and other economic data (from integrated accounts) was necessary to establish a balanced
monetary I-O table and secondary income distribution at the level of detail required for IMACLIM-
ZA. This meant, amongst other things, eliminating statistical discrepancies, and combining economic
supply and use tables from the SAM into one I-O table in which each sector produces only one
product. The latter has been added as step 3a to the hybridisation procedure (see below). Furthermore,
South Africa’s social accounting matrix (SAM) lacks some detail, e.g. on energy sectors, which also
required additional assumptions prior to hybridisation. Also, the SAM contained no detailed
information on income distribution, as available in the Integrated Economic Accounts, for the main
economic agents (firms, public administrations, households and the rest of the world). Assumptions
were therefore made to match sources on income distribution with SAM data. Details on data
preparation steps are described in Appendix B.l. Finally, to the three steps common to the
hybridisation procedure for all IMACLIM models a step has been added in which the 1-O table for 34
sectors and 3 (energy) to 10 (SAM data) household classes is aggregated into one I-O table for 10

sectors and 5 household classes. The resulting four steps of the hybridisation procedure are:

Step 1a: Obtaining an I-0 table in energy volume units

Constructing an 1-O table of energy volumes (quantities) starts with determining the required level of
aggregation and sectoral break-down. For IMACLIM-ZA, with its limited technological detail and a
focus on the labour market, the choice has been made to limit the amount of energy carriers to the five
mentioned above. In contrast, the non-energy part of the economy needs a more detailed
representation than in most IMACLIM-S models to capture the characteristics of different sectors (see
section 3.1.1). To allow for further sectoral disaggregation in the future, the I-O table has been
developed for 5 energy sectors and 30 non-energy sectors (see Appendix B.1).

Energy volumes produced and imported are estimated on the basis of the Department of Energy’s
energy balance (DoE, 2009a) and the International Energy Agency’s energy balance for South Africa
(IEA, 2012). For the year 2005 the TEA’s and DOE’s energy balances contain some differences. By
principle DoE numbers have been used, but outliers were corrected on a case-by-case basis with IEA
statistics. Furthermore, for transformation of energy in refineries (oil, Coal-To-Liquids (CTL), and
Gas-To-Liquids (GTL)) and for power generation additional data and estimates coming from the
SATIM model (ERC, 2013) or other data provided by the ERC were used.*® SATIM calibration data is
also the basis for estimation of private transport and residential energy use disaggregated by household

class (see Appendix B.3).

Step 1b: Obtaining a corresponding table of energy prices by user
Energy prices have been obtained from multiple sources (DoE, 2009b; ESKOM, 2005; NERSA, 2009;

¥ The ERC obtains a precise picture of South African energy production, transformation and use by combining official energy statistics,
industry data, and engineering-based estimation of industrial, transport and household energy consumption. | thus partly use 2006
calibration data of ERC’s South Africa TIMES model (ERC, 2013), thanks to support from the ERC’s energy modelling team.
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SAPIA, 2013). Two assumptions deserve to be mentioned here: The gas price by type of user estimates
are derived from gas prices by contract size (NERSA, 2009), and the average crude oil import price is
based on 2005 prices for Dubai and Brent crude oil (DoE, 2009b). See Appendix B.3 for more detail.

Step 2: Obtaining an “energy bills” I-O table
The final energy bills I-O table is obtained by a multiplication of the I-O table for energy volumes by

the energy prices by user. See Appendix B.3 for the final energy bills 1-O table.

Step 3a: Obtaining a SAM based I-0 table with sufficient sectoral detail
In the South African Supply and Use tables (StatsSA, 2010b), and in the Goods & services and

Production accounts of the SAM 2005 (StatsSA, 2010a) supply and use of products are separated and
one sector can generate multiple products, and one product can be generated by multiple sectors. For
CGE modelling, the 1-O table and the simplicity of a “one sector-one good” approach is more common
and probably more practical. Similarly, the IMACLIM framework is also set up around the use of one
integrated 1-O table. Matrix multiplication between supply or Output tables and use or Input tables
creates an 1-O table. The multiplication causes a shift in inputs of sectors by ratio of their outputs to
the sectors that are assumed to be the main producer of a certain good or service. In reality, inputs to a
sector might not have the same composition or structure for each of their products, but the majority of
sectors in South African data are the dominant producer of its characteristic good. Deviations in

economic structure are thus assumed to be negligible.

The main source for Input table and Output table data is the “Final Social Accounting Matrix, 2005
(Updated Version)” (the SAM 2005: StatsSA, 2010a). The “Final Supply and Use Table 2005” (SU
tables: StatsSA, 2010b) are used to add detail on product taxes and other Value Added data, and to add
sectoral detail. Notably, the electricity and gas distribution sector of the SAM 2005 has been split;
extraction of gas resources has been separated from the SAM 2005’s mining sector in which it was
hidden; and refineries and petrochemical industry (clubbed together in the SAM 2005) were split as
well. Appendix B.1 shows the monetary I-O table based on SAM data used for hybridisation.

Step 3b: Insertion of energy bills into SAM based I-O table and balancing
This actual hybridisation step starts with replacing monetary energy sector data with “energy bill”

data. To maintain the monetary balance between total uses and resources in the 1-O table, the
differences created in this way need to be corrected. To do so, the first sub-step is to move differences
between the old and the new uses (consumption) of energy products to the uses/consumption of non-
energy goods of affiliated sectors (e.g. Iron & Steel production and other heavy industry). For imports,
a similar change is made. Important adjustments are also made between the refineries sector and the
petro-chemistry sector, and for the creation of a transport sector which includes postal services
(coming from the communication sector in SAM data) and which includes own internal transport in
non-transport sectors. This adjustment could be performed on the basis of energy balances data, which

gathers all transport energy use in one category, separated from other productive energy use.
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These operations do not affect the overall value of uses, but change sectoral totals. Therefore, without
adjustment of the components of Value-Added (VA), margins, and/or taxes on products, the totals of
uses and resources (cost structure) by sector (or good or service) would no longer be balanced. In a
second sub-step, balances are restored by adjusting the cost structure of production (columns in the I-
O table): Values of imports and intermediate consumption (IC) of energy are fixed, because they
follow from the energy bills. Other cost components — non-energy IC, VA, margins, and taxes on
products - are not fixed and are adjusted, in most cases, by the ratio of change in energy inputs to a
sector.

Step 4: Aggregation into a 10-sector I-O table
Finally, the obtained 34 by 34 sector hybrid I-O table is aggregated into a 10 by 10 sector I-O table to

fit production and consumption trade-off structures presented in section 3.2.1. This is a simple
procedure of summing the values in rows and columns of sectors that will be aggregated. See

Appendix B.3 for the outcomes.

3.1.3. Calibration of the electricity sector on SATIM

Section 2.1.4 introduced how hybridisation generates the technological coefficients for energy use —
i.e., the consumption of energy in physical-quantity terms per unit produced (which also exist for other
intermediate inputs, for capital and labour). The present section treats the procedure by which
technological coefficients of the electricity sector (ELC) have been estimated based on the South
Africa TIMES energy system model (SATIM) and its results. SATIM has been developed by the
Energy Research Centre (ERC) of the University of Cape Town (UCT) (ERC, 2013).

As mentioned, SATIM is used here to account for the constraints on the development of supply and
demand of energy use. This is especially important for the South African electricity sector. With only
a limited number of power plants, largely controlled by public authorities, and the paramount role of
public investment in the development of new power generation capacity, the development of the
electricity sector’s technology can be assumed to depend more on political choices than on the
evolution of relative prices of factors and inputs. Also, the price of electricity is regulated, which
further reduces free-market behaviour for this sector. IMACLIM-ZA’s electricity sector’s (ELC)
technological coefficients are obtained from SATIM model runs with different levels of a carbon tax
and applied exogenously, meaning without iteration with SATIM and without endogenous feedbacks
on these coefficients within the IMACLIM-ZA model. To this end the Full-sector version of the South
Africa TIMES model (SATIM-F) (Altieri et al., 2015; ERC, 2013) is used.

The methodology for the TIMES models has been developed by the Energy Technology Systems
Analysis Program (ETSAP) of the International Energy Agency (IEA). It is a bottom-up (BU) partial
equilibrium model that matches demand and supply for energy carriers or energy services, taking into

account often detailed descriptions for costs of energy production and preferences in energy use. The
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model is based on linear optimisation. The objective function of the model is to minimize costs over
the model projection period (including cost of lost demand) on the condition of meeting the
equilibrium value of demand and supply for each commodity at each point in time as well as other
constraints defined by the modeller, e.g. fixed investments or greenhouse gas emission budgets.

To allow for the adoption of technological coefficients from SATIM, important assumptions and
parameters between the two models, such as the development of energy prices, have been harmonised.
As a result, IMACLIM-ZA’s reference projection for 2035 incorporates the consequences of the
Updated Integrated Resources Plan 2010-030 (IRP-2010) for the electricity sector (DoE, 2013), which
SATIM explicitly describes. Similarly, in all IMACLIM-ZA runs with a carbon tax, the vector of
primary and secondary factor intensities for the electricity sector is obtained from SATIM runs with a
similar carbon tax rate. This way, IMACLIM-ZA captures BU information on the way electricity
supply reacts to the introduction of a carbon tax. An ex post evaluation of the compatibility of SATIM
runs and IMACLIM-ZA scenarios is presented in section 6.1.5.

Estimation procedure

The three scenario runs of SATIM-F that are used in thesis have been generated with the version of
SATIM of November 2014, which is similar to the versions used by Durbach et al. (2017), Merven et
al. (2015) and Altieri et al. (2015). One run assumes no carbon tax and implementation of the updated
IRP-2010 for power generation (RSA, 2013b).* Additionally, runs were performed with the IRP and a
carbon tax of respectively 100, 300 and 500 ZAR:1x/tCO,. The carbon tax in SATIM is modelled as if
it was introduced with a zero value in 2014, increasing linearly towards 2020 and remaining constant
beyond. The period modelled is 2007 to 2050, with five year intervals from 2010 onwards. Only
results up to year 2035 have been used for IMACLIM-ZA. After 2035, the optimisation procedure
starts to underestimate investment needs for new capacity due to the limited time horizon. Though
SATIM-F is a full energy system model, only its results for the power generation sector have been
used. The advantage of having the full energy system model is that it captures feedbacks from other
sectors to power generation concerning electricity demand, the load curve and peak power generation
capacity.

Due to differences in calibration, some difference in the absolute price of energy between IMACLIM-
ZA and SATIM could not be avoided (see Appendix C.8). This was deemed acceptable because
IMACLIM-ZA models economic trade-offs and markets as being price-elastic to relative price
changes, which are less affected by small differences in absolute prices. Priority was therefore given to
harmonise the relative evolution of prices between the two models, and to the calculation of
IMACLIM-ZA’s technological coefficients on the basis of input or factor intensities derived from
SATIM runs. Compared to Schers et al. (2015), who used the same approach to derive technological

coefficients for ELC from SATIM runs, a correction has been made to improve the evolution of the

% Three additional assumptions were that there would be no domestic shale gas production, and no availability of discovered but not yet
developed gas resources in Northern Mozambique, and that technological learning was estimated conservative.
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price of coal, whose very likely future increase was underestimated in Schers et al. (2015), resulting in
coal prices in 2035 to be much lower than in SATIM. To do so, transport margins have been
exogenously increased in IMACLIM-ZA. This should reflect the increase in costs due to depletion of
existing coal exploitations and due to added transport costs from moving production from the Central
Bassin around Gauteng to the Waterberg coalfield. The future price of electricity was, by consequence,
also underestimated in Schers et al. (2015), which led to an overestimation of the relative impact of the
carbon tax. For electricity also additional assumptions were made to obtain a more realistic evolution
of physical capital intensity, one that is closer to SATIM capital cost data. These and other
assumptions are explained in Appendix C.8.%

Outcomes: Lower intensity in coal use against higher capital intensity

The consulted SATIM runs show that the capital intensity of electricity production increases with an
increasing carbon tax, while coal intensity of electricity production — already set to decline due to
increased efficiency of new coal power plants in the updated IRP-2010 — declines even further under
carbon taxation (Table 3.3). (For other inputs results are presented in Appendix C.8.) In brief, the use
of diesel oil and natural gas in electricity production remains small and negligible in all scenarios in
comparison to coal, renewables and nuclear, whereas O&M, and thus the intensity of ELC production
in terms of materials & services inputs and labour are assumed to increase moderately (43% in the
most extreme case, see Appendix C.8). An evaluation presented in section 6.1.5 shows that the

trajectories between the two models are close.

Some explanations for the obtained evolutions of technological coefficients can be given: The main
reason for increasing capital intensity and decreasing coal use in electricity production is a shift to
more renewable and more nuclear energy in parallel to increasing carbon taxation: Power generation
capacity for renewables is 12 GW in 2035 in the updated IRP run of SATIM without carbon taxation,
whereas it increases to respectively 37.5 GW and 39 GW for the scenarios with a R100 and a R300
Ctax (see Appendix C.8). New nuclear power generation amounts to 15 GW by 2035 under a R300
Ctax. In the R300 Ctax run, electricity production from coal-fired thermal power plants decreases even
more than can be explained from substitution by renewables and nuclear power. The reason is a

reduction in electricity consumption of about 10 TWh (or 35 PJ) relative to the no carbon tax case.

A critique on these results is that these SATIM outcomes have been outdated to some extent by recent
decreases in costs of solar PV power generation in public procurement procedures in South Africa and
by more recent insights into cost of nuclear energy (ERC, 2015; Wright et al., 2017). Under slightly
less optimistic assumptions for the costs of nuclear energy, power generation from renewables and
natural gas quickly take over the in the updated IRP foreseen role of nuclear power as a substitute for

coal-fired thermal power plants in an optimal future electricity supply for South Africa (ERC, 2015).

' As an example for “other assumptions”, a lack of detail on labour costs and costs of materials and services inputs in SATIM, required
additional assumptions for their evolution within the total costs of electricity production coming from SATIM. Also, assumptions were
made to estimate the capital costs of historically already existing power generation capacity in SATIM
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Table 3.3 Technological coefficients for capital intensity (kappa) and coal use in ELC production IMACLIM-ZA

kappa (CFC/Y)** Intermediate Cons. of COA /Y of ELC

2005* 2015 2025 2035 2005* 2015 2025 2035

Upd. IRP without Ctax 1.0 3.2 3.3 3.5 1.0 0.9 0.9 0.85
Upd. IRP + R100 Ctax 1.0 3.2 3.5 4.0 1.0 0.9 0.8 0.65
Upd. IRP + R300 Ctax 1.0 3.2 4.2 5.0 1.0 0.9 0.7 0.4

* By assumption intensities derived from SATIM's base year 2006 are equal to those of IMACLIM-ZA for 2005.

** Capital intensity is underestimated in IMACLIM's hybridisation, due to low capital write-offs in the hybrid 1/O matrix for
2005, likely due to a period of underinvestment in new power generation and low capital write-offs costs due to an old
electricity stock. The 2005 index value is 3 times lower than in SATIM for this reason. By 2015, after electricity price increases,
this is corrected.

Capital intensity obtained from SATIM is in terms of average write-offs per year, and is defined to be equal to volume index-
units of capital (CFC/Y); a volume-index-unit of capital from SATIM is assumed to have a constant price, with capital costs per
GW capacity reflecting the capital intensity of a technology (the discount rate is constant in the SATIM runs).

3.1.4. Other calibration data

This sub-section discusses first what the primary and secondary distribution of income by economic
agent have been based on, and then treats the question of the demography and distribution of
population and labour force by skill and household class.

Calibration of secondary distribution of income by agent and household class

The calibration of the distribution of primary and secondary income by economic agent also stems
from multiple data sources. For instance, a breakdown of product taxes and subsidies by different
types (fuel levy, VAT and other) was missing in the SAM and found in governmental financial
statistics (StatsSA, 2012). Furthermore, the SAM 2005 only has one category of transfers between
economic agents (accounts 4.4 and 5.5, table 2.1; StatsSA, 2010a). As a consequence, it is unclear
what the size of transfers for social and pension contributions and benefits are, or how much income
taxes are paid. The Quarterly Bulletin March 2007 and an “Integrated Economic Accounts”
presentation of the South African Reserve Bank (SARB, 2007, 2012) were consulted to estimate these

aspects of income transfers.

Also, multiple sources have been used to estimate net financial asset positions by economic agent (net
debts and savings or other assets), including a SARB working paper reviewing balance sheets of assets
and liabilities of households (Aron et al., 2007). Partial information about financial assets and
liabilities of companies is found in the SARB’s Annual Report 2012 (SARB, 2013a). The latter also
serves to estimate South Africa’s net asset position relative to the rest of the world. Finally, I assume
the Government account to balance other accounts of financial assets and liabilities, thus arriving at an
estimate of net public debt of ZAR 678 billion for 2004.% Final estimates of the integrated economic
accounts of economic agents can be found in Appendix B.4.

Demography, labour force and household classes
For IMACLIM-ZA an important aspect of demography is its implication for the labour market. The

%2 Unfortunately only after calibration had been completed a better estimate of public debt was found: R 500 billion in 2005 (SARB, 2013b).
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SAM gives the number of employed people disaggregated by job type and educational attainment, but
does not report similar data for the unemployed. Disaggregated data about the unemployed can be
found in the Quarterly Labour Force Survey reports (StatsSA, 2008b, 2008a, 2014b). The total number
of unemployed reported in the latter publications does not exactly match those of the SAM 2005, but
the differences are small. | use the number of people employed from the SAM 2005 and use labour
force survey unemployment rates for 2005 (26.7% for official unemployment), plus the number of
discouraged workseekers reported in the QLFS of September 2005 (3.3 million): This leads to a broad
unemployment rate of 38.8%.% Discouraged workseekers are a category normally considered inactive,
but in IMACLIM-ZA the assumption is that they return to the labour market when the employment

situation allows for it.

Calibration of employed and unemployed by level of skill follows the categories for skills of labour of
StatsSA (StatsSA, 2005: Annex 1). Data on the number of jobs and total wage by job type and by
sector is also available in the SAM 2005. The link between job types and skill levels of labour for
IMACLIM-ZA is provided in Table 2.1 above. Alternatively, employment by level of education could
have been used for the identification of skill levels, but several statistical errors were found in SAM
2005 data about pay and employment by level of education, thereby casting doubt on the usefulness of
this data. Besides, job types have the advantage to represent particular roles in production, and thereby

correspond to a view on skills of labour as a specific role in production (see section 3.3).

Admittedly, StatsSA’s assumed link between job type and educational attainment, used to
disaggregate labour categories in IMACLIM-ZA, is not without its problems either: A comparison of
the number of people at working age by level of educational attainment with the number of people at
working age by job type shows that much more people indicate to work in high or respectively

medium skill job types than that there are people with a corresponding level of education (Table 3.4).

The South African level of educational attainment is too low for at least all jobs of high skill job type
to be occupied with correspondingly educated people. Whether this is a problem of definition of job
types, a question of survey bias on job types in the QLFS, or whether it reflects a real mismatch
between job types and educational requirements is unknown. Given South Africa’s history of
Apartheid, which left the majority of South Africa’s population without access to proper education, it
is very likely that many people who gained their skills outside formal education now have high skill
jobs. To simplify matters, IMACLIM-ZA — using a positional definition of skills in labour supply (see
section 3.3) — assumes that the high skill labour category corresponds to the 25% ( = 5,036 / 20,113)
highest educated part of the active population, that the medium skill labour category corresponds to
the 52% (= 10,386 / 20,113) next highest educated active population, and the low skill labour force to

the 23% least educated workers and work-seekers.

% The definition of the broad unemployment rate is: (Officially unemployed + Discouraged workseekers) / (Officially employed and
unemployed + Discouraged workseekers). Discouraged workseekers is a standard definition used by Statistics South Africa.
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Table 3.4 Population by educational attainment and corresponding job type skill level, 2005

. Pop. by Broad active Broad inactive Difference
Age Level of educational . R . .
rou attainment educational population by population by educ. —job
group attainment job type job type type by skill
0-14 - 15,4 million - - -
No education 1.9 million - -
4.7 ml!llon 3.0 ml!llon -0.9 million
Primary education 6.7 million low skilled low skilled
Lower secondary -
15-64 education 12.1 million 10.4 million 5.7 million N
Upper secondary medium skilled  medium skilled -4.3 million
. 8.4 million
education
Post-secondary 5.0 milli - .
- 0.9 .0 million 1.1 million 5.3 million
education high skilled high skilled
15-64 subtotal 30.1 million 20.1 million 10.0 million -
65+ 2.1 million - - -
Total 47.6 million 20.1 million 10.0 million -

Comments: * Sources Authors’ calculation and assumptions, combining SAM 2005 (StatsSA, 2010a) and QLFS Sept

2004 data (StatsSA, 2005); ** Estimates of actives and inactives by skill are based on active population by job type and

are shown for the corresponding levels of educational attainment according to CSLF definitions given in Schers et al.

(2015). The total and working age population numbers (47.6 and 30.1 million respectively) are mid-year estimates by

Statistics South Africa (StatsSA, 2013). To arrive at active and inactive population by skill level, employed people by

skill have been compared with employed people by educational degree. The corresponding number of unemployed

and inactives of that level of educational attainment were calculated next: From the inactive population with the

official (or narrow) definition of unemployment | deducted the number of discouraged workseekers at equal share for

all levels of education, and added these to the active unemployed number of people, to calculate the active population

by skill according to the “broad” definition of unemployment.
A last question of Base Year calibration data is the distribution of active population by level of skill
and inactive population over the household classes. Lacking data on this issue | assume a certain

distribution maintaining three basic principles:

1. The number of people working at a certain skill level increases with the richness of

(expenditure-based) household classes;

2. Unemployment of the different skills decreases with the richness of household classes, while

the average wage of the employed increases;
3. Within each household class the average wage increases with the skill level.

An additional assumption is that within each household class the percentage of inactive workers
decreases as the level of skill of workers increases. This results in base year 2005 distribution of wage,

employment, unemployment, and inactivity by Hh-class given in Appendix B.4.2.

3.2. Supply & demand for goods, prices and COz emission accounting

This section presents the behavioural specifications for the supply and demand for goods. It starts with
a treatment of trade-offs in production (sub-section 3.2.1), followed by a discussion of the modelling
of trade-offs in international trade (3.2.2), and in household final consumption (3.2.3). The related

issue of calculation of CO, emissions is discussed (3.2.4), before finally presenting how prices are set
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in markets for goods and services (3.2.5).

3.2.1. Trade-offs in Production

Al sectors except the electricity sector (ELC) have KLEM®* production functions that determine the
relation between the use of factors of production, namely capital (K) and the three labour-skill factors
(Ls), and the inputs of energy (E) and “materials & services” (Mat) in response to changes in relative
prices. Following Van der Werf (2008), IMACLIM-ZA has a nested structure that combines capital
and labour to form a value added (VA) composite KL; One level higher KL and energy form the KLE
aggregate, which itself is a substitute for the aggregate of non-energy goods and services (Mat) in the
production of domestic output Y (Figure 3.3). Fixed, or Leontief, coefficients are used to model the
composition of the energy aggregate (E) in terms of individual energy goods, and for the composition
of the materials and services aggregate. All other substitution possibilities follow a constant elasticity
of substitution (CES) assumption. IMACLIM-ZA perceives changes in relative prices of effective or
“productive” units of goods. The CES production function thus takes into account changes in
productivity, for which the functional forms follow below.

Figure 3.3 Nested production function structure (for all sectors except ELC)

Y
/‘\\
N EIN
s S
COA — KLE Mat MAN
SN
N
olL S N TRA
e N
—E KL
GAS —— /\ 1
/ HSS
REF — L1 KL23
e
ELC — / \ /4 \ Constant Elasticity of
KL3 L2 //' \\ Substitution (CES)
" s/ N
N
K L3 Fixed production

coefficients (Leontief)

Labour is modelled as 3 separate skill segments, which enter production functions as follows: On the
lowest level (bottom of Figure 3.3) capital (K) and high skill labour (L3) are complementary. Support
for this hypothesis, though restricted to equipment-capital, can be found in Krusell et al. (2000), who
demonstrate a skill premium for equipment-capital on the basis of historic data for the US. Next, we
assume that the capital — high skill labour aggregate (KL3) is a substitute for medium skill labour (L2),
and that the KL23 aggregate substitutes for low skill labour (L1) (Figure 3.3). The final relation

between capital and the 3 skill levels depends on the choice of price elasticities (see section 3.6).

% KLEM stands for: Capital, K, Labour, L, Energy, E, and Materials and services, M.
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It is important to note that, as in Ghersi and Hourcade (2006) (see section 2.1.4), the capital coefficient
of the production tree is calibrated on the fixed capital consumption share of the gross operating
surplus, while net operating surplus (profits in the accounting sense) is modelled as a constant mark-up
rate (see the discussion about price setting next). This will be elaborated on in section 3.4.2 with the

discussion of investment and the capital market.

The CES trade-offs between factors or inputs of Figure 3.3 can be expressed, in a general form, as an
intensity of an input or factor A; over output Yj of productive sector j, in a trade-off with factor B; and

with the overarching composite factor or input AB; (Eq.6).

—PaB;

—1\ 94B; 1-04p. 1-0ap; J
Aj — APE Y« [« (P / | T=025) & (P4 ( B;) 4 pooas (B ( B}) . ABj
Y; J AB; "\ aPF; 4B, APF; AB, BPF; Y;

6
, with:
APF; and BPF; productivity growth multipliers of inputs or factors A;, B;;
@5, and KB] CES coefficients calibrated on BY data;
pA;and pB; prices of input or factor A; and B;;
O, elasticity of substitution between A; and B; (see section 3.6 for values);
? ratio of the aggregate of A; and B;, AB;, over Y;

j
and Pas; (Eq.7):

(o25,71)

Q)

pABj - Gas;

As an example, Eq.8 and Eq.9 give respectively the equations for the intensity of capital over Y, x;,

and of low skill labour L j over Y, Aga

) -1

OKL3,j ( / )

1-0 . 1-0 : PKL3,j

= K/ 1 o [ Prisy o (pooksi, (2K (1-oK12,) ey O LY (1-r13,) , K13

J Y; 7 kpr; T\ PK; . KL3,j KPF; KL3,j LPFgys, Y;
Jj

®

OKL,j

— 1-0kLj

P Lgpa,j -1 bk1,, N PLsk (1-0kw) kL)
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pk1,23;(1=xLi) -
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LPFgq , and KPF; Respectively the labour and capital productivity factors, which give relative
growth in productivity (their values are defined in section 3.6).

The Leontief parts of the production function, for intermediate consumption (IC) of energy products
and materials & services products, are calculated as the BY calibrated ratio of each good over its
aggregate good E (Eq.10) or Mat (Eq.11). The prices pE and pMat, relevant for the CES trade offs in
the production function, are calculated as the weighted average of the prices of the goods out of which
they are composed (Eg.12 to 13). The prices of the individual products for IC, in turn, are determined
on the basis of pY and pM as it will be explained in section 3.2.5 below.

Ic,; 1C,, E;
a; = —L=—2 - fori=COA,OIL, GAS, REF, ELC (10)
Y Ejpp Y
IC;; IC,;, Mat;
a;=—L=—2x =2 for i = EIN, MAN, LSS, HSS, TRA (11)
Y Mat;, Y

Zi(lcijplcij) .
pE; = ————=for i = COA, OIL, GAS, REF, ELC (12)
J

Zi(ICijplcij)

J

pMat; = ,for i = EIN, MAN, LSS, HSS, TRA (13)
For the model to achieve equilibrium at all levels of the nested CES tree with the help of only a few
variables: Each sector’s Y; (for OIL its imports M) and producer’s price pY;; plus the prices of the non-
aggregate labour inputs pL1, pL2, pL3 (constrained by wage curves, see section 3.3.2); and the price of
capital (which follows from the solution of the capital market, see section 3.4). Intensities of non-
aggregated variables: Aqq i t0 Ags; and x; are also model variables. The prices of intermediate inputs are
endogenous, their calculation is the topic of section 3.2.5. Prices of CES aggregates (KLE to KL3
down the nested CES tree of Figure 3.3) are calculated according to CES specifications, for which the
general description is given by Eq.14, similar to Eq.6 before, describes the quantity of primary factors
or intermediate inputs:

(14)

o)

pABj _ (aABlaABj % ij(l—GABj) + bABJ * ij(l—o'ABj

As an example, which is also one of the model’s closure rules (see section 3.5), Eq.15 gives the

calculation of pY;j:

B (1—PKLEM»_1)
pY; = (WUKLEMI- " pKLEj(l_GKLEMi) + m * (pMatjAMEI)(1 UKLEMi)) ' (15)
, With:
@5, and HB] CES coefficients for the substitution in production of sector j between the
KLE aggregate and the Mat aggregate calibrated on BY data;
pKLE;and pMat; prices of inputs KLE; and Mat; for IC by sector j;
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AMEI exogenous material efficiency improvement which reduces the perceived cost

of Mat relative to BY — equivalent to APF; in Eq.6 on p.81;*

OkLEM, elasticity of substitution between KLE; and Mat; (see section 3.6);

PKLEM, calculated on the basis of OkLEM; @S in Eq.7 above.

3.2.2. International trade
Imports are elastic to the relative price of the domestic over the international good and proportional to
the change in domestic output (Eq.16). For the OIL sector no domestic production is assumed and

imports follow (price elastic) demand:

, with:

1;4—; , % ratio of imports over domestic output in sector j (the index 0 indicates a BY value);
pM;, pY; resp. the import price and the domestic producer’s price for goods of sector j;

Opm; Armington price-elasticity for imports (see section 3.6).

Foreign demand relative to it’s BY quantity is modelled (Eg.17) as a mirror image of imports with an
Armington-style price-elasticity (see section 3.6). This elasticity determines foreign demand relative to

an exogenous trend &, representing autonomous growth in the volume of international trade:

, with:

X;andX, o exports of goods of sector i (the index O indicates a BY value);

Opm; PXi resp. the international price (for j=i) and the domestic export price of good i;
Ox autonomous export volume growth trend;

Opx; export price elasticity (see section 3.6).

To simplify matters, the same international prices are used for imported goods, and for the foreign
goods with which South African export products compete in foreign markets.*® This does not mean
that domestic and international goods are homogenous. Instead, the price elasticities of international

trade, Tpm; and a,,, (see section 3.6), incorporate a certain view on the substitutability of domestic and

foreign goods. With these price elasticities being different from 1 South African and foreign goods can

be said to be non-perfect substitutes, and thus non-homogenous.

% Note that “efficiency” of usage is the inverse of productivity of an input or factor, and that pMatj is therefore multiplied with AMEI,
unlike pK and pLin Eq. 8 and 9, which are divided by the sector-specific productivity trend to reduce their “perceived” cost.
% A verification of the comparability of domestic and international products was out of scope for this thesis.
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3.2.3. Trade-offs in Consumption

Trade-offs in consumption are defined per household class and at the level of per capita volumes of
consumption. They are modelled through nested CES specifications (Figure 3.4). However,
considering the strong inertia in the consumption of energy and transport by households — e.g. rigid
housing location choices determining households’ demand for energy for private transport —, CES
flexibility is allowed only beyond basic needs, i.e., exogenously set floors of volume of consumption
for ELC, REF and COA. Floors of consumption and price elasticities of substitution are given along

with the model’s parameterisation in section 3.6.

Figure 3.4 Household classes’ decision tree for volumes of consumption (per capita)

CONS
COMP EAG
TRA EIN  MAN LSS HSS REF ELC

(above basic need) (above basic need) (above basic need)

Above the exogenously set floors of quantities of volume of consumption mathematical expression of
the consumption functions for per capita consumption by household class is similar to that of

production function by sector and is as follows:

Per capita volume of consumption of aggregate non-constrained consumption CONS for household
class Hh is a model solution variable, constrained by households consumption budget constraint (see
the discussion of household income and expenditure in section 3.3 below). Per capita volume of the
energy aggregate good EAG and of the composite good COMP for household class Hh are given by
similar CES specifications (Egs.18 and 19):

EAGpcyy, =

-1
/pCONSHh

AcoNsa. \ PCONS _ - -
(%) " (mawws,{h * PEAGH(1 oconsin) + beonsyy, * pCONSH(1 UCONSHh)) * CONSpcyp,

PEAGH
(18)

COMPpcyy, =

TP we— -1
Beonsgy\ CONSHR 1- R 1- /pconsyn
(pCOMz:) * (aCONSHhGCONS”h * pEAGH( oconsin) + beonsy, * PCONSH( UCONSHh)> * CONSpcyp,

(19

, With:
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EAGpcyy, and COMPpcyy, household class Hh’s per capita volume of consumption of the EAG
and COMP aggregates;

Aconsyy, and beons,,, CES coefficients for the substitution between EAG and COMP for

household class Hh calibrated on BY data;

OCONSH, elasticity of substitution between EAG and COMP;

pEAGy and pCONSy prices of the consumption aggregates EAG and COMP for household
final consumption (Eq.24-25 below);

and pconsy, (EQ.20):

(Gcows,.m—l) (20)

Pconsy, = Tconsy

On the basis per capita volume of final consumption of the EAG and COMP aggregates by household
class the model calculates the per capita volume of final consumption of the individual goods. Egs.21
and 22 illustrate this for EIN and MAN.

T\ O
acomp,.,h) COMPHR

PEINy * (m%om’”‘ * pEINH(l_JCOMP”") + beompyy * PMANH(l_JCOMP”h) +

FC_EINpeyy = (

-1
_ S _ _ /p
Ccompyy, * PLSSH(1 scomen) + dcompy, * PHSSH(1 acomryy) + Ecomppy, * pTRAH(1 JCOM"Hh)> comPun

COMPpcyp (21)

bcompyy,

dcomp
Hh % aCOTUCOMPHh % pEINH(l—UCOMPHh) + beomp. * pMANH(l—UCOMPHh) +
PMANy Hh Hh

FC_MANpcy, = (

1
_ S _ _ /p
Ccompyp, * PLSSH(1 ocomrin) + dcompy, * PHSSH(1 oconrin) +ecompy, * PTRAH(l JCOMP”")> conran

COMPpcyy, (22)

, with:

FC_EINpc,,and FC_MANpc,,, household class Hh’s per capita volume of FC of EIN and MAN;

Acompy, 10 €compy,, CES coefficients for the substitution between non-energy goods for

household class Hh calibrated on BY data;

OcoMPyy, elasticity of substitution between the elements of COMP (EIN, MAN,
LSS, HSS, TRA) for household class Hh;

PEINy, pMANy, etc. prices of household final consumption of EIN, MAN, LSS, HSS, and
TRA (see section 3.2.5);

and pcompy, (EQ.23):

_ (UCOMPHh—l)
Peompyy =~ — (23)

The equations for LSS, HSS and TRA are similar, but of course with the first term of the equation
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referring to their CES coefficients (respectively: Ccomp u/PLSSH, dcome nn/PHSSH  and
ecomp_1n/PHSSH) and these products prices for household final consumption. For REF and ELC, as
sub-items of the EAG aggregate good the price-elastic substitution is defined in a similar manner as
that between EIN and MAN in Egs.21 and 22, but with only two goods in the CES function.

The price of the aggregate goods for household final consumption is calculated in a for a nested CES
framework standard way, as the weighted average of its components, which is (Eq.24-26):
pCOMPy =

(aCOMPHhUCOMPHh * PEINH(I_GCOMP“) + bcompy,, * PMANH(I_GCOMP””) + Ccompyy, * pLSSH(l_UCOMP”") + dcompy, *

o
PHSSH(l“’C"””Hh)+m*pTRAH(1—vcomHh))( reoern”) (24)

(25)

)>(1—pmm‘1)

pEAGy = (aEAGHh"EAGHh * pREFH(l'”EAGHn) + bgag,, * pELCH(l“’EAGHh

T o OCONS (1—Uc0Ns ) o (1—Uc01vs ) (1_pCONSHh_1)
pCONSyy, = (acozvsHh Hh x pEAGyp Hh) + beonsy, * PCOMPyy, Hh ) (26)

3.2.4. Accounting for CO; emissions

The hybridisation procedure described in section 3.1.2 leads to an account of quantities of energy use
per sector and per household class. It is therefore possible to account for CO, emissions from the
burning of fossil fuels. On the basis of the quantities of IC of fossil fuels (COA, OIL, GAS, REF)
direct CO, emissions of consumption of products i (COA, OIL, GAS, REF) by (productive) sector j,

eCO2;;, can be calculated, in the following manner (Eq.27):

ec02;; = X, %j(v,a;Y;), fori = COA, OIL, GAS, REF 27)
, with:
Yij emission coefficient of fossil fuel use of product i in IC by sector j;
a;;j technological coefficients of inputs IC;; over output Y; (see Eq.21);

Similarly, on the basis of quantities of total household (H) final consumption (FC) of fossil fuels the
total direct CO, emissions of final consumption, eCO2,, can be calculated (Eq.28). These direct
emissions are restricted to the consumption of REF products due to the assumption that final

consumption of COA will have disappeared by 2035:”

eCO2 = Yoy FC_REFpcy,,, * popy, * Vepp y (28)

7 A modelling assumption is that household consumption of COA will have disappeared for reason of clean cooking fuel policies (IEA and
WSB, 2017), already in BY data there is no Household consumption of crude oil (OIL), whereas consumption of natural gas (GAS) is not
significant. Government final consumption only consists of HSS, and investment also only uses non-energy goods (EIN, MAN, LSS, HSS,
TRA). Direct CO, emissions from the consumption of exported fossil fuels do not count as South African CO, emissions and are therefore
excluded from the analysis, whereas direct CO, emissions from domestic use of imported fossil fuels of course are included in South
Africa’s direct CO, emissions.
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, with:

FC_REFpcy;, per capital volume of final consumption of REF in household class Hh;
POPHh the population of household class Hh;

YREF.H emission coefficient of household final consumption of REF;

CO, emission factors for fossil fuel burning processes are based on Garg et al. (2006).

3.2.5. Price setting

The price of a good is built up differently for different users/consumers. The basis is the price of the
resource of (productive or supplying) of sector j, pRES;. This is the weighted average (according to
total volume produced or imported) of the (domestic) producer price of sector j and the price of the
international, imported, good j (Eq.29).

PRES; = —Y"”Yy’;ﬁﬁj’.”’"" (29)

Assumptions about prospective international prices, pM;, for imported goods follow in section 3.6. The
producer price of sector j, pY;j, is endogenous and covers total costs of production (Eq.30), including:
unit costs of a sector’s intermediate consumption (e;*plCjj), unit labour costs Zsk(/lsk,j pLsk,j), the

unit value of CFC (x;pK) with pK being the price of the homogenous capital good, Net Operating

Surplus (NOS;) calculated with fixed mark-up rate TNOS, o, and fixed rate-taxes (minus subsidies) on

production (zY, opY;), the latter two calibrated as the BY data ratios over production costs. Intensities

for inputs and factors follow from trade-offs in production (see below). Price-setting for labour and

capital are described in sections 3.3 and 3.4.

Y (Zi(aij pICU)-HC]' pK +Zsk(}‘sk,j pLng'))
Pt = (1-7, o705,

(30)

To set prices per (intermediate) consuming sector or type of final demand an additional fixed mark-up
rate is applied for energy products calibrated agent-specific margins, tMS;, to differentiate prices by
consumer. The generalized functional form for the sales price p;; of a product coming from sector i to a

sector or agent j is (Eq.31):

p; = (PRES,(1 + TMC, + TMT, + TMS ;) + tFUELy + tRES, g + tC02 x £C02;) * (1 + TSALE ) (1)
, with:

PRES; the average resource price of good i;

MC; commercial (trade) margins on sales of good i;

MT; transport margins on sales of good i;

m specific margins on sales of good i to sector/agent j, fixed at BY calibration values;
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tFUEL; a volume-based fuel levy on consumption of refinery (REF) products by sector or

agent j;
m other volume-based product-taxes or subsidies on good i, calibrated on BY data;
tCO2 a CO, tax per tonne of CO, emitted in consumption of a fossil fuel;
eCO2; sector i’s average CO, emissions per unit of output, calculated as ), j(yﬁaﬁ), forj =

COA, OIL, GAS, REF - see also Eq.27 on p.86;

TSALE,, the BY data calibrated sales tax (rate), applied only to FC (by G, H and for 1) of non-
energy goods and ELC.

Exports (foreign consumers) are exempted from tFUEL, tRES, ,, tCO2 and zSALE;.

Commercial (zMC;) and transport (zMT;) margins are fixed for all sectors except for the TRA and LSS
sectors. These sectors have negative margins, which represent the services they render for the (after
factory gate) sales and transport of other sectors’ products, domestic production and imports alike.
Their negative margins are adjusted in such a way that total cross-sectoral transport and commercial
margins sum up to zero. For trade (or commercial) margins going to LSS, tMC,ss, this translates into

closure rule (Eq.32):

T™C g5 * pRESLSS(Zj(aLSS,ij) + FCpg5+ G + 1155 + XLSS) + Diriss (TMCi,OpRESi(Zj(ainj) +HFC; +

G +1, +Xi)) =0 (32)

For transport margins going to TRA, tMT+ga, this gives closure rule (Eq.33):

TMTrpapRES,p, (Zj(aTRA,ij) + FCrpy + Grgpa + Irga + XTRA) + Xisrra (TMTj,OpRESi(Zi(aijyj) +

HFC,+ G, +1, + Xi)) =0 (33)

3.3. Labour market model

The labour market model is defined as 3 strictly separated (segmented) markets. IMACLIM-ZA in this
way has a similar approach to labour market modelling as IMACLIM-Brazil (Lefevre, 2016), with
three skill levels whose supply is defined exogenously. The differences are that skills have been
defined as constant shares of the labour force (CSLF) and that explicit views on the future demand for
skills have been incorporated in the structure and the values of elasticities of substitution of the nested
CES production functions. The first part of this section motivates the choices for these two differences
with other currently existing labour market models. The second part of this sub-section (3.3.2) treats

how wages are set through a wage curve.
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3.3.1. Modelling supply and demand for skills

Capital-high skill labour complementarity
First of all, modelling demand for labour by level of skill endogenously, like Acemoglu (2002) does,

is not considered a suitable approach for South Africa, because (as mentioned in Chapter 2)
technological change in South Africa likely does not depend very strongly on the amount of domestic
R&D. The question is rather how fast South African firms adopt globally best available technology.
Possibly, an endogenous model similar to that of Acemoglu could be developed to explain the process
of technology adoption, but defining and calibrating such a model is out of scope here.

Instead, the choice has been made for a nested CES structure in which high skill labour is
complementary to capital. The chosen structure is inspired by a complementary relationship found
between equipment-capital and high skill labour by Krusell et al. (2000), who demonstrate a skill
premium for equipment-capital on the basis of historic data for the US.% It is unknown whether their
analysis holds for South Africa as well. And a further issue which limits the applicability of Krusell et
al.’s study to IMACLIM-ZA is that their study only finds a correlation between equipment capital and
high skill labour, and not between infrastructure capital and high skill labour. IMACLIM-ZA does not
distinguish between these two types of capital. Still, copying the principle of Krusell’s study is
considered a practical way to represent recent findings showing that the demand for high skill labour
seems to have increased with technological progress (ILO and OECD, 2015). In fact, an elaborate
analysis of the South African labour market finds evidence that many sectors have been shedding low
skill jobs while increasing demand for high skill jobs in the recent past (Banerjee et al., 2007). Though
the latter analysis shows that there are specific reasons for this to be happening in South Africa, Los et
al. (2014) show that, in recent years, technological change has been a major explanation for decreasing

demand for low skill labour and increasing demand for high skill labour, globally and for all sectors.”

Though these studies seem to show convincingly that in recent decades technology has given an
advantage to high skill labour over low skill labour, some caution is still required: The trend could be
temporal and Los et al.’s study seems not to correct for exogenous increases in the level of educational
attainment of the labour force, which is the definition of skill of labour in the WIOD database which
Los et al. use for their analysis (Timmer (ed.), 2012). Nevertheless, the assumption of technological
change leading to substitution of low skill labour by capital and high skill labour is a likely scenario
for the future and deserves to be explored.

Conceptual issues with modelling a skill-segmented labour market

The idea to model the labour market as three separated (segmented) labour markets by level of skill

assumes that there is no possibility for high-skill individuals to get jobs requiring lower skills. This

% Krusell et al. (2000) have only two types of labour for their estimation model whereas IMACLIM-ZA has three. Medium-skill labour in
IMACLIM-ZA roughly corresponds to Krusell et al.’s unskilled labour category in terms of level of educational attainment, which can
therefore be assumed to be higher for the US in the period studied by Krusell et al. than in South Africa in 2005.

P A disadvantage of the approach by Los et al. (2014) was that they did not account for outsourcing of service activities by industries, which
is a well-known phenomenon (see also Chang, 2014). Considering that the same trend in skill demanding technological change takes place
in all sectors, outsourcing of services does not explain the technological change towards more high skill labour in the entire economy.
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assumption limits the complexity of the model and makes model resolution easier. Besides,
representation of a job market in which jobseekers can move between skill levels raises conceptual
issues (what does a ‘skill” mean in this case?) and practical issues (how does one calibrate inter-skill
mobility?). A skill-segmented labour market model for South Africa was tested in Schers et al. (2015).
They showed that a conventional definitions of skills — being equivalent to the level of education of
workers — in the case of South Africa and with above mentioned CES production function structure'®
led to a counter-intuitive result: more high than low skill unemployment. They identified a need to
change some elements of the standard approach of supply and demand for skills to allow their
projection to obtain a more plausible comparative development of skill-specific unemployment rates.
Schers et al. (2015) then identified three axes for improvement of their model for supply and demand

of labour by level of skill:
(i) Skills defined positional, as constant shares of the labour force
(ii) Differentiating income elasticities of consumption
(iii) Differentiating labour productivity trends by skills

The first solution can be explained as follows: The common approach in models with skill
differentiation would be to define skills as constant levels of educational attainment (CEA). The CEA
approach can be summarised to represent a view of the labour market in which firms look for sets of
skills with worker’s educational degree being the indicator of the set of skills acquired. For ease of
calibration, and for interpretability these skill thresholds would need to be maintained at a calibrated
level of educational attainment, e.g. unfinished primary school for low or unskilled labour, and
finished primary school plus unfinished high school for medium skill labour, completed high school
and beyond for high skill labour. The unexpected result which Schers et al found in their trials with
this CEA-approach was that unemployment ended up higher for high than for low skill labour. These
results were explained from the fact that the projected increase in the level of educational attainment
of the South African labour force (the amount of people having obtained a high school degree or
higher) outgrows any possible increase in demand for high skill labour in sectoral production functions

assuming reasonable labour productivity growth and elasticities of substitution.

Changing the way in which skills of labour are defined led to a more intuitive result. This alternative
definition is to consider education as a positional good. In this view, what matters for firms are the
relative, and not the absolute level of educational attainment of individuals. There is indeed some
evidence that education has become increasingly “positional” over time (Bol, 2015). A simple way to
model this second approach is then to define skills as a constant share of the labour force (CSLF). The
shares are still calibrated on the level of educational attainment of the calibration year, but are then

kept constant in projection, irrespective of how nominal educational attainment evolves. For South

% The nested CES production function structure used in IMACLIM-ZA is advantageous for high skill labour in the case of increasing capital

productivity — which is one of the assumptions in model parameterisation. See the discussion in section 3.6.
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Africa such an approach might make it possible to model the gap between low quality education for

the majority of South Africa’s population, and high quality education for a minority (Spaull, 2013).

The second proposal which could increase future demand for high skill labour in a CGE model with a
segmented labour market is to differentiate income elasticities by product. This means that a higher
demand for high skilled labour could be encouraged through the introduction of income elasticities of
consumption differentiated by (sectoral) good. The rationale is that, as people get richer, they tend to
spend a higher share of their income on goods and services other than basic needs, and that these (non-
basic-needs) goods and services are high-skill intensive. However, the limited disaggregation in terms
of goods of our model does not allow to properly exploit this option. Indirectly, Schers et al. (2015) in
their CEA trials mechanically already incorporated such a high skill product bias in final consumption
with increasing household income, because a higher skilled population led (in the CEA approach) to a
relatively bigger population in their richest and highest skilled household income-skill (4 and 5). This
led to a relatively bigger share in consumption of products being intensive in high skill labour too
(HSS, see Appendix C.5 showing demand by household class in base year calibration data).’”* But, as
their “CEA” outcomes showed, this effect was insufficient to absorb all expected future high skill
labour.

The third proposal, differentiating labour productivity trends by level of skill, is a way to introduce
pressure on the high skill labour market into the model. Schers et al. (2015) postulate a uniform 1%-a-
year labour productivity improvement across skills and sectors. In a CEA approach this would mean
that not only more high skill labour with high (value added) labour productivity enters the labour
market, but also that the increased high skill labour force obtains higher labour productivity on
average. This might be double counting the benefits of educational improvement, unless technological
progress indeed increases productivity for a given level of education. Calibration data to distinguish
these two effects was not available. In a CSLF approach productivity gains can be considered to reflect

the combined impact of the increase in educational attainment and technological change.

Besides these motivations for (physical) labour productivity gains, other phenomena, which Schers et
al. (2015) do not take into account, also lead to (in IMACLIM-ZA exogenous) changes in labour
intensity. Notably, Schers et al. (2015) propose that one could consider composition or quality effects
translating into an exogenous increase of high skill labour-intensity (decreasing physical productivity)
for some sectors. For example, shifting from producing basic equipment to producing technically
complex equipment could require higher engineering costs in manufacturing industries (composition
effect). Similarly, better enforcement of building regulations could require more consultancy work in
building companies (quality effect). On average, physical labour productivity could (or should) still

increase, but growth in high skill labour productivity would be below average in these cases.

190 A discussion of the distribution of the active population among household classes in regard to the level of skill of the class’ labour force

can be found in section 3.1.4 and Appendix C.6.
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Conclusion: Acknowledging the heterogeneity of 2005 vs. 2035 skills and products
Taking a step back, it appears that the issue faced in modelling South Africa’s future labour market

composition stems from the fundamental heterogeneity of skills and products modelled in 2005 versus
their counterparts a distant 30 years ahead. In the abstract framework of CGE modelling, both
heterogeneities are hidden behind identical naming conventions in 2005 and 2035 (definitions of skills
or of products). From this perspective, all suggested alternatives allow a similar acknowledgment of
the hidden heterogeneities through a changed definition of either the skills themselves, their use in
production or the complex nature of systems (or technologies) of production that use them. It is thus
probable that either of these alternate approaches to skill segmentation could lead to similar, if not
identical projections, if properly calibrated. As a result of identified limitations though, this thesis, like
Schers et al. (2015), focuses on the most straightforward treatment of skill segmentation dynamics,
fitting South Africa’s situation, being a definition of skills as constant shares of the labour force
(CSLF approach).

Adding investment in skills to the model

One of the constraints for the South African economy identified in Chapter 1 has been a shortage of
high skill labour, pushing up salaries for this category, and thereby labour costs for industries
(Banerjee et al., 2007; Daniels, 2007). One could therefore consider investment in skills a potential
channel to divert growth from a fossil-energy based trajectory towards a more environmentally

friendly path of economic growth.

A way to incorporate such a pathway in a macro-economic model would be to assume a link between
an investment in education and the skills of labour. However, no sound basis for assumptions about
the link between investment in education and the output of education in terms of degrees could be
found. For instance, Grigoli (2014) points at “education spending inefficiency”, to explain that no
straight-forward relationship can be found between enrolment in secondary education and spending on
education. According to Grigoli, different factors seem to influence inefficiency in enrolment in
secondary education — he finds adult literacy, income inequality, the proportion of the government
wage bill as a share in total government spending, population density, government effectiveness, and
GDP per capita correlating to education spending efficiency — and he arrives at the conclusion that
many developing and emerging countries could increase net enrolment levels in secondary education
without increasing spending. This conclusion might be a bit far-fetched though, as Grigoli also admits
that he has no information about quality of education for developing and emerging countries, because
most countries do not measure comparable indicators for quality of education such as PISA scores. His
finding, for instance, that South Africa could increase net secondary school enrolment without
additional costs by about 25 over 100 pupils neglects the signals about problems with low educational
quality as signalled in Altieri et al. (2015). Intuitively, quality of education seems to be relevant for
education’s impact on (labour) productivity, but there seem to be no means available to measure it.

Considering Grigoli’s findings, presently there seems to be little ground to assume a link between
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quality of education and investment in education.

The modelling approach for a scenario on investment in education in this thesis therefore looks at two
alternative ways to capture economic impacts of investments in skills. Firstly, this thesis explores what
happens if in a positional labour market suddenly more people obtain a place in the high skill labour
category.’® Secondly, one could imagine that investment does not change the positionality of skill
segments in labour supply of the CSLF approach, but that it does have an impact on productivity. The
approach then becomes to evaluate what minimum productivity gains would be required to make an
investment economically and environmentally more beneficial than other channels of recycling of
carbon tax revenue. The details of both these “what if” approaches to model an investment in skills of

labour are given in section 4.5.

3.3.2. Wage setting and the price of labour

For labour, at each level of skill, the monetary market balance implies that the total of net wages paid
equals the total of net wages earned. At the sectoral level, the ratio of each skill-related net wage is
fixed to the economy wide average net wage at that level of skill. The “volumes” market balance
means that the total labour endowment by skill (Lg) — for respectively low, medium and high skill
labour — minus the number of unemployed (by skill level, ug) equals the sum of labour by skill level

of all sectors (A«iYi, see eq.34).

(1 - usk)g = Z‘;'l=1 Ask,jy}' (34)

Within the above definition of labour-skill segments, wage curves are used to model the relation
between wage and unemployment. The corresponding unemployment rate is linked to the average net
wage for each level of skill through a wage curve (Eq.35) in which wages are indexed on the
Consumer Price Index (CPI), and increase with the increase in physical labour output productivity

(ps)- Change in wage with unemployment is determined by the elasticity of the wage curve (o).

Usko Owu
= o (222) (35)

Wsk
¢skCPI

Average wage of skill sk in sector j, wg, varies with average wage of skill sk across sectors, wg. For
the new inter-sectoral average wage for a level of skill to fit to the constraint of the wage curve of
Eq.35 all sectoral wage rates are multiplied by a model variable, VAR yage sk (EQ.36):

Wsk, ),
Wsk,j = ijoo VARwage,sk (36)

Wsk

Labour costs of skill sk in sector j, pLg;, are equal to the prevailing net wage wg; plus payroll taxes
(both employers’ and employees’ social contributions), which are levied according to a skill-specific

rate 7CSj, and pension contributions (both public and employees’ private pension contributions)

% One could imagine for instance an increase in the number of places (pupils or students) in schools which are considered to be the best

by employers, or by sharply increasing educational quality and bridging social gaps for a lot of pupils or students in other schools.
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70CSy; by skill level sk (Eq.37): the former is calibrated on the hybrid 1-O table (harmonised with

current and financial accounts data) for 2005, while the latter is a model variable (see section 3.5).

PLsij = (1 + TCSsk, 0 + TOCSspe j0)Wsk. j 37

3.4. Income distribution and the capital market

The first part of this section (3.4.1) discusses how all primary income (capital income and labour
income plus taxes minus subsidies on production and products) is re-distributed to obtain the
secondary distribution of income of the economic agents of IMACLIM-ZA: firms, households,
government, and the rest of the world (ROW). The second part (3.4.2) makes the step from gross fixed
capital formation to how the markets for physical and financial capital are defined.

3.4.1. Distribution and use of income

Primary distribution of income
Production and sales of goods and services (including imported ones) generate the following types of

primary income:

Net wages;
Social (security) and pension fund contributions (over wages);
Gross operating surplus (GOS) including specific margins;

Taxes (minus subsidies) on production;

g &~ oD

Taxes (minus subsidies) on products (e.g. a sales tax, fuel levy, and carbon tax).

Primary income is not equally distributed among the economies four economic agents (or eight, if one
counts households as 5 agents): : firms, households, government, and the rest of the world (ROW). Net
wages are household income. Social (security) contributions count as income to government. Pension
contributions are counted at the same time as an income for firms, and as an accumulation of debts or
an obligation of (financial) firms to households. Taxes (minus subsidies) on production and on

products count as government income. GOS is calculated as the sum of total capital amortisation costs

. TNOS, o . .
(CFC; = k;Y; pK); net operating surplus (NOS; = m) and specific margins (MS; =
Y:(pRES; tMS};)) (Eq.38):
3,605 =3 (Kij pK + pyj% + Yi(pRES; TMS]-i)) (38)

Gross Operating Surplus (GOS) in South African national accounts includes profits and mixed
income. Profits and mixed income is partly attributed to firms’ and government balance sheets as
retained profits. Another part of GOS represents profits accruing to household owned companies. A
third part of GOS consists of “imputed rents” for housing and goes to households as well.

Secondary distribution and use of income
Primary income is re-distributed through different kinds of transfers: interest payments or receipts,
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taxes/contributions and subsidies/benefits, and other transfers, which for instance include insurance re-
imbursements, or development assistance (by or to South Africa). This is called the secondary
distribution of income between agents. It results in agents’ Gross Disposable Incomes (GDI), which is

used by different economic agents in different ways:

Firms’ (F) gross disposable income (after taxes), GDIg, is defined (Eq.39) as firms’ on BY data
calibrated fixed share in GOS minus a ‘debt service’ for paying interests and dividends (RKg), a fixed
share in other types of transfers between agents (OT), and corporate income and property tax payments
(T\e). Additionally, firms are assumed to manage pension funds of households: Following the SAM
2005 pension contributions (PC) are added to firms’ income, while pension benefits (PB, going to
households) are subtracted, both after taxation. The difference between PC and PB is assumed equal to
pension equity accumulation (PEQ) and is subtracted from firms’ GDI and transferred to households,
because it is a fund of household assets which (financial) firms only manage, not own.

GDIy = Wgos50GOS — RKy + Wy 00T — Ty + PC — PB — PEQ 39)
, with:
RKp = TipDp interests and dividends at rate of returns ti, over firms’ net debt, Dp;
WGosF o BY data calibrated share of firms in GOS income;
Wor.F 0 BY data calibrated share of firms in other transfers (OT);
T;p = tIF * GOSE corporate income or profit taxes, calculated with average tax rate z/F times

firm’s GOS: tIFis a model solution variable in the Reference Projection (RP)

and fixed at RP value in carbon tax scenarios;
For the calculation of PC, PB and PEQ, see Appendix A.1.3.

The only use of GDIg is re-investing it, for firm’s Gross Fixed Capital Formation (GFCFg). Firms’
self-financing capacity (SFCg) is calculated as the difference between GDIr and GFCF¢ (Eq.40). In
BY data GFCF¢ is 104.5% of GDIg, this means firms are net borrowers (a negative SFCg). The
prospective rate of GFCFg over GDI is assumed exogenously (see section 3.6). Firm’s SFCk is
accumulated over the projection period and adds to BY Dgg to obtain new net debt (Dg). Debt

accumulation is explained below.

SFCp = GDIz — GFCFy, (40)

Household class’ (Hh) before tax Gross Domestic Income, GDIBTyy, is defined as (Eq.41):

GDIBTy, = Zsk(ww,sk,Hh Zj(lsk,jijsk,j)) + Weosun0GOS — RKyy + PByp, + wor ppoOT + SByy, (41)
, With:
WWgk HR household class Hh’s share in net wage of skill sk (see Appendix A.1.3);
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Asic,jYiWsk,j net wages of skill sk in sector j, with labour intensity 4; of Y;;
WGos HhO household class’ BY data calibrated fixed share in GOS;

RKuh interests and dividends calculated as: —tiy Dy, With households’ interest rate

iy over household class Hh’s net debt Dyp,;

PBun pension benefits (see the description of Firm GDI above);
WoT Hh0 household class BY calibrated share Hh’s share in other transfers;
SBun social benefits, consisting of unemployment benefits and other social benefits,

calculated as (Eq.42):

SBHh = rUHh * NUHh + rOSBHh’O * NHh (42)

, with:
rUph household class Hh’s average unemployment benefits per unemployed person,

which equal CPI indexed Base Year (BY, 2005) household class Hh’s average

unemployment benefits per unemployed person;

NUun household class Hh’s number of unemployed persons (see section 3.6), which
equal a household class’ BY share in unemployed by level of skill times the

new total number of unemployed per level of skill of labour;

7OSByp o household class Hh’s average fixed on BY data calibrated average per capita
other social benefits, which equal nil, as all BY social security has been
allocated to unemployment benefits or other transfers (see Appendix B.4) ,

however it is used to model the per capita lump sum transfer to households in
the RSUM scenario;

[ household class Hh’s population (see section 3.6);

A household class’ after tax gross disposable income, GDIy, (Eq.43), is obtained from GDIBTy, by
deducting income taxes and adding the net growth in pension equity (PEQ, see Appendix A.1.3):

GDIyy, = GDIBTyp, = (1 — tIHR) + PEQ (43)

, with:

tIHh household class Hh’s income and property (revenue) tax rate, a model
solution variable in the Reference Projection (RP) and fixed at RP value in

carbon tax scenarios.

As a closure rule, GDIyy, plus net borrowing or lending, or a household class’ self-financing capacity,
SFChp, is used for consumption, FCyy,, and for gross fixed capital formation, GFCFy, (Eq.44). SFCyy,

also equals the difference between a household class’ gross savings (including growth in pension
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equity) and GFCFu, (EQ.45). Households’ gross savings rates and households’ investment rate

(GFCFyp over their GDIyp) are assumed exogenously (see section 3.6.4).

GDIHh - SFCF = FCHh + GFCFHh (44‘)
SFCHh = TSyp * GDIHh - GFCFHh (45)
, with:
TSyn household class Hh’s gross saving rate (Section 3.6.4).

Governmental (G, Gov) Gross Disposable Income (GDlg) is the sum of government’s BY calibrated

share wgps 6o Of GOS, its income from taxes (Ty + Tproq + T7), and social contributions SCyp,, plus

its share wor 6o in other transfers (OT) (Eq.46). Transfers for social security benefits, SByy, consist
(as explained above) of unemployment benefits and other social security benefits to households and
are deducted from government income, just as the debt service RKg — paid over pubic debt, Dg, at

interest rate zig:

GDI; = wgps 0GOS + SCyp + Ty + Tproq + T — SByy — RK + wor 00T (46)

, with:
Ty =% (TY]-‘O * pY]. * Yj) , the total of taxes (minus subsidies) on production;
T; = Tip + X un(GDIBTyy, * TIHR) , the total of firms’ and household’s income, profit and property

(revenue) taxes;

Trrod = Tyvor + Tsates , product taxes consisting of volume based product taxes, Ty, (EQ.47),

and a sales tax, Tsaes (EQ.48), being respectively:

TVol = TFuel + TPrOth + TCOZ (4‘7)

, with:
Tryer = ICgrgr * tFUELc o + FCrgp * tFUELpc o , the BY calibration value volume based fuel tax

for respectively IC and FC of REF products;
Tproth = i ((Yi + M; — X;) * tPrOthLO) , Sector-specific other product taxes paid over IC, FC, G

and I of volumes of products of sector i;

Tcor = (eC0O2;c +eC0O2y) * tCO2 , the total quantity of CO, tax revenue calculated as the emissions

from IC and FC (see resp. Eq.27 and 28 on p.86) times the carbon tax rate;
And:

TSALE;
TSales = Zi <(1+TSALEi) * (FCL' pFCL- + Gi pGi + IL' pIi)) (48)
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, With the assumption that tSALE; = tSALE,, (it’s BY calibration data value) for i = ELC, EIN,
MAN, LSS, HSS, and TRA; and assumed zero for i = COA, OIL, GAS, REF.

Government uses its GDIg minus the government’s self-financing capacity (SFCg), which is the public
budget surplus (assumed negative, or a deficit) for: a. public expenditure, G*pG — defined as an
exogenously assumed share of South Africa’s GDP (see section 3.6.4) —, and b. public investment
GFCFg, which is assumed to be a BY data calibrated constant share of GDP (Eq.49):

GDI; — SFC; = G pG + GFCF,, (49)

, with G*pG consisting only of consumption of HSS at price puns g, 0f Government FC of HSS.

SFC; is also the annual change in the public debt (Dg), which accumulates according to the
specification which follows below. The relative size of SFCg over South Africa’s GDP is assumed
exogenously and functions as a model constraint (for more details see section 3.5 below). Private and
corporate income and property (revenue) tax rates are the variables which adjust (at equal rates) to
make SFCg match the exogenously set budget constraint while respecting the constraints for public

expenditure and investment (GFCFg).

The rest of the world (ROW) is relevant for income distribution between domestic agents in a few
instances: Firstly, the trade balance causes a monetary flow between South Africa and ROW, as will
be shown in the presentation of the Balance of Payments (BoP) below. Secondly, we assume ROW to
balance SA’s surplus for “other transfers income” (Eg.50). Thirdly, ROW balances the sum of debt

services of other agents, being a net receiver of interests or dividends from South Africa (Eq.51).

OTrow = Zag:H,F,G(wOT,ag,OOT) (50)
RKpow = — Zag:H,F,G RKag (51)

Below it will be shown that the total of final consumption and gross fixed capital formation for
domestic agents is bigger than their Gross Disposable Income after taxation (GDlar4g). Altogether
with other budget constraints defined above, this means agents have net borrowing or lending (Self-
Financing Capacity, SFC,q), for which any shortage or surplus is automatically compensated by the
Rest of the World, ROW (Eq.52).!® (In BY calibration data households and ROW are net lenders,

whereas Firms and Government are net borrowers.)

SFCrow = — Xag=hr,c SFCag (52)

The total of domestic agents’ net debt is automatically compensated by the Rest of the World, ROW
(Eq.53). The interest rate of ROW, tizo (EQ.54), is endogenous and is the counterpart of total of net

domestic interest and dividend receipts, Y.q4-p rc RKqg, OVer the total net debt position of ROW,

DROW-

1% Might the exogenously assumed household savings rate become high enough, ROW becomes a net borrower of South Africa.

98



Drow = — Zag:H,F,G Dag (53)
Tirow = —RKrow/Drow (54)

The requirement for equilibrium on the balance of payments (BoP) leads to another closure rule and
shows how transfers of income, net borrowing and lending (SFC), and the trade balance are connected
(Eq.55):

SFCrow = Xi=1 M, pM; — XX pX, + RKpow + OT pow (55)
, with:
Y M; pM; the value of imports by South Africa;
Y X pX; the value of South African exports.

The two principal variables through which the model can reach equilibrium on the BoP, given all
behavioural rules discussed in this Chapter so far (e.g. on price setting and on trade-offs in
international trade) are the domestic interest rates and the relative value of the vector of domestic
prices (p;) compared to the vector of international prices (pM;), in other words: the Real Effective
Exchange Rate — whose role will be discussed in more detail in the next sub-section (see Box 5 in
Chapter 4).

Accumulation of financial assets

As in Schers et al. (2015), the calculation of accumulated net debt for all agents, Dag=rc, assumes
that an agent’s gross self-financing capacity GSFC,q, i.e. SFC,y net of interest payments, evolves
linearly over time between BY (2005) and the projection year (2035), allowing to express the
accumulation of net debt as follows (Eq.56, see Appendix A.1.8 for its derivation):

. I _ . ke _ ,
Dnag=rc = (1+ (tiag))" Dago — Zrz(1 +(tigg))  GSFCqgo — TRZS(1 + (Tigg))¥ (n — 1)dGSFCyy +
YRodk (1 + (Tigg))*dGSFCyy (56)

, With:

Dgg0 agent’s BY calibration data net debt;
GSFCqg,0 and GSFCug agent’s Gross SFC, resp. from BY data, and in year n;

n years projected into the future (in this thesis n=30);

dGSFCqy = (6SFCagn—GSFCago) , the average annual change in GSFCy;

n

(Tlagot+Tiagn)

> , the approximated average projection period interest rate.

(Tiag) =

The summations Y3Z5(1 + (Tigg)* (n — 1)dGSFC,y and YRZgk (1 + (Tigy))*dGSFC,y can be

approximated by geometric series to ease model solving: details follow in Appendix A.1.8.
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3.4.2. Capital and investment

Characterisation of capital in IMACLIM-ZA
IMACLIM-ZA has three types of capital. These can all be derived from capital as a part of primary

income, represent by GOS. This can be split into two types of capital: amortisation costs, also called
consumption of fixed capital (CFC), and net profits or net operating surplus (NOS) (see sections 2.1.4
and 3.1.1). The third type of capital is financial capital, which is the value of financial assets or net
debts and which grows through borrowing or lending. Putting it in a simplified manner, GOS provides
the profits with which firms can pay returns to capital (RK, or interests and dividends) to their
(financial) asset holders.*®*

As discussed previously, the split in physical capital use and net profits is made to represent the
technological dynamics of capital intensity of production hidden in the non-labour remainder of value-
added (Ghersi and Hourcade, 2006). Isolated from the physical consumption of capital, profits in the
accounting sense require their own specific dynamics. On the one hand, from a microeconomic
perspective, assuming for instance competitive pressures and thus marginal cost pricing, profits could
be interpreted as following the rule of aggregate decreasing returns to scale. On the other hand, the
introduction of new products and technologies and the requirements by investors might be seen as a
reason for profits to remain high. In theory, other behavioural “rules” than profit maximisation in
perfect markets could be defined to determine future profit rates. To simplify matters IMACLIM-ZA
models profits as fixed mark-up rates over the entire costs of production, assumed constant at their

calibration value.

Another simplification is that the physical capital good in IMACLIM-ZA is modelled as a
homogenous good across sectors: Investment is constrained by the assumption of a constant ratio
(calibrated at BY value), of each of its components I; to total consumption of fixed capital (CFC,
Yieqk;Y;) (Eq.57) — with k; being the (physical) capital intensity of production (see Eq.8 above). The
vector of all components I; over CFC is called the 5 (beta) vector in IMACLIM-ZA (Eq.58):

I Tip

_ 0
Ty X(90 )

(67

I

k= {z;u(f«,v,)}i (58)

In contrast to IMACLIM-R (Hourcade et al., 2010), or for some sectors in soft-coupled IMACLIM
models like IMACLIM-Brazil (Lefevre, 2016), physical capital is not immobilised in IMACLIM-ZA,

because the model does not track accumulation of capital stocks by sector. Instead, the assumption is

that the 30 year projection period creates sufficient time to gradually build up the capital stocks that

are implicitly represented by CFC.

% In turn asset holders can provide funding if firms (and government) lack resources for investment, though nothing prevents borrowed

money to be used for consumption.
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Matching supply and demand for capital formation
The previous does not mean that physical capital intensity is unconstrained. It is constrained via its

connection to the value of capital income in the sense of National Accounts (as GOS) and by the
requirement for returns (interests and dividends) over accumulated financial assets of firms (net debts,
De, discussed above).'® This can be understood from the set of closure rules which constrain the
capital market.

First of all, economic equilibrium requires that total investment in goods of sectors i equals total Gross
Fixed Capital Formation (GFCF) by the agents (ag): Households (H), Firms (F), and Government (G)
(Eq.59) — with pl; calculated as the prices for FC according to Eq.31 above:

Zag:H,F,G GFCFag = Zi(lipli) (59)

As written in section 3.4.1, agent’s GFCF is a fixed ratio over Gross Disposable Income after income
and property taxation (GDl,g) for Households and Firms, and a fixed ratio over GDP for Government.
GOS,4 and RK,q are part of agent’s GDI. Technically, the implication of these behavioural rules for
investment mean that a scenario will generate higher investment when agent’s GDI is higher,
especially of firms. This is either the case when profits are higher, if interest rates are low, or if profit

taxes are low.

But, another requirement is that demand for investment (and thus domestic production) is sufficient.
This means that IC, FC(incl. investment itself) and exports should be sufficiently high, and that
substitution by imports should be low. The latter implies that there should be sufficient growth in
income, through productivity gains and cost reductions. In this sense, one could argue that investment

is endogenous — though severely constrained, or “semi-endogenous”.

Furthermore, a situation could turn up in which profits are high, profit taxes are low, but demand for
capital (domestic output) is low as well — e.g. because taxes make other products expensive. In this
case the domestic interest rates adjust at the same rate through a model variable (VAR,;, Eq.60) to clear
the capital market, moving redundant funds from firms, who are net indebted, to the two agents with
negative net debts (net asset holders): Households and ROW.'® (The interest rate of ROW adjusts
according to Eq. 54 above.)

Tis/g/m = Tls/c/u,0VAR (60)

Another variable, the REER (discussed in section 3.4.1) or the relative height of the vector of domestic
prices, p;;, compared to the vector of international prices, pM;, is also important, as it influences the
trade balance, and therefore interacts with RKgow and SFCrow through the BoP (see Eq.55). All
producer prices are model variables and can therefore adjust. In case of a devaluation of the real

effective exchange rate of the Rand this means that the interest rate of ROW will be lower. For this

1% Net debts also implicitly represent the history of past investment, at an aggregate level.

1% Government is the other net endebted agent, and also produces net returns to financial capital going to H and ROW.
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and other reasons, a prospective parameterisation is sought which warrants a “sufficient” rate of

returns to financial capital (zisg) in this thesis’ Reference Projection (see section 3.6).

3.5. Overview of model variables and constraints

This section presents an overview of model solution variables and constraints that can be associated to
them (Table 3.5, see also Appendix A.2). Most of the model’s constraints have been discussed above.
Some concern elements necessary to guarantee market balances in the model, while some other
constraints are merely technical in nature, and introduced to avoid loops in the calculation of variables,
for instance as is the case for the commercial margins, tMCss, and transport margins, tM Trra.

Indexing all absolute values from BY calibration used in the projection by the Consumer Price index
(CPI) — e.g. past debts, or volume-based product taxes — allows the model to respect the standard
general equilibrium rule of long-run money neutrality. The only exception to this rule is the set of net
debts (D) at BY calibration value: Their CPl-indexed values are additionally deflated by an
exogenous factor meant to represent monetary inflation and to reduce the relative weight of historic
debts on the future economy.

Lastly, the model is price homogeneous and units of real GDP are chosen to be its numéraire. The
GDP price index (GDP PI) is therefore assumed constant. All reported price changes are therefore
relative to the GDP price index, except when mentioned otherwise: e.g., for wages the adjective “real”

is used to express their evolution relative to the Consumer Price Index (CPI).
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Table 3.5 Overview of IMACLIM-ZA’s constraints and variables

Variable Closure rule Comment
For ELC: Eq.30 on p.87 Consists of a vector of 10 values: one for each sector.
pY; For other sectors: Together with the next closure rule (for Y)) this constraint is
Eg.15 on p.82 the key element for balance of value flows in goods markets.
Consists of a vector of 10 values, one for each sector ; for OIL,
Y; Eg.4 on p.62 Moy, is the variable because there is no domestic production.
This guarantees balance in quantities in goods markets.
Consists of a vector of 10 values: one for each sector: Total
FC; FC; = YunFCiyp household final consumption of sector i's products should
equal that of individual household classes.
K; Eg.8 on p.81 Consists of a vector of 10 values: one for each sector.
A Eq.9 on p.81 and its generalized  Consists of a matrix of 30 values: one for each sector and each
s form Eq.6 of the three skill levels of labour.
The rate of transport margins for the TRA sector adjusts in
TMT1ga Eg.32 on p.88 ]
order for the total of transport margins to be zero.
The rate of trade margins for the LSS sector adjusts in order
T™™Cyss Eq.31 on p.88 )
for the total of trade margins to be zero.
As a constraint on the structure of Hh consumption and to
guarantee balance between the I-O table part of the model
VAR and agents’ balance sheets, the total of specific margins paid
MSFC =
VAR - over household FC of energy products (see Eq.31 on p.87) —at
MsFe Yun 2i(PRES;TMS, £coF Cipn) . ) e
n ’ the rigid BY calibrated margins TMS, ¢ o — is a separate value,
which is used in the calculation of GOS and GDP, see resp.
Eg.38 and 5 on p.94 and p.62.
VARsg1es = Similarly, the balance between primary income generated in
VARTsqles A (FCi,thFCL- (1152220 )) the I-O part of the model and agents’ primary income is
A0 guaranteed by a constraint on sales tax paid for in FC.
Pension contributions are assumed equal to pension benefits
ocs 2 Zsk(focssk.jwsk,ilsk.jyj) = (PB)in 2035: The rate of pension contributions over net wage
T .
skj PB of all skills and sectors, T0SCg ;, adjusts relative to its BY
calibration values for all skills and sectors with the same rate.
Average net wage for all three skill levels are adjusts to clear
VAR yage Eqg.36 on p.93 _
the three labour markets at equilibrium unemployment.
Consists of a vector of 5 values of per capita volume of CONS
GDIgp(1 — Tsyp) =
CONSpcyy, (one per household class). This variable interacts with the
Yi(FCyunpFC;) L )
budget constraint via the nested CES structure (section 3.2.3).
(GinG:)GDPr A multiplier of government final consumption (G, of HSS) to
VAR, RGwCIEDPy _ o torget i 8 4 ( )
GDP 3i(GiopGio) achieve an exogenously assumed growth in gov. expenditure.
Dy Eqg.55 on p.99 Consists of a vector of 5 values: one for each household class.
The CPl is used for wage indexation and to deflate historic
cPI = | ZiFCipFC) T(FCyopFC:) debts and other values or unit prices copied from BY data, like
Zi(FCipFCl,O)Zi(FCl,OpFCl,O) .
the volume-based product taxes (see section 3.4.1).
Calculated in the same way as for households, with agent-
D¢ Df Eq.55 on p.99 . .
’ specific endogenous variables and parameters.
Corporate profit taxes and private income taxes adjust at the
tlF, tlHh o _ deficit_target . . .
GDP same rate to achieve the budget deficit target (section 3.4.1).
VAR;; Eq.60 on p.101 See also Eq.59.

103



3.6. Prospective parametrisation

3.6.1. Evaluation of results of prospective energy-economic modelling

Applying a model for policy analysis
Regarding what economic analysis can contribute to our understanding of a societal issue, particularly

that of climate change mitigation, | like to refer to a statement by De Bruyn (2013) who, in referring to
Van lerland and Hennipman, writes that economics should act as a teleological science. Economics
should not discuss the objective of obtaining a certain mitigation objective, as it is surrounded by
uncertainties about consequences which the discipline of economics cannot assess as quantifiable costs

and benefits. De Bruyn states:

“Far more than assessing whether the costs of climate policy outweigh the benefits,
economists should therefore devote their efforts to reducing the costs of such policy.
What institutions can we design to remove the social obstacles faced at present and
achieve a better balance between equity and efficiency? Fortunately this kind of
comparative institutional analysis has a rich tradition in economic studies.” (De Bruyn,
2013)

Of course, no model predicts the future, and one needs to interpret model outcomes in the light of
modelling assumptions. Still, a model helps in making expectations explicit, and in seeing the

combined impact of multiple assumptions about the functioning of our world. Or, as Krugman puts it:

“I do not mean to say that formal economic analysis is worthless, and that anybody's
opinion on economic matters is as good as anyone else's. On the contrary! | am a strong
believer in the importance of models, which are to our minds what spear-throwers were to
stone age arms: they greatly extend the power and range of our insight. In particular, |
have no sympathy for those people who criticize the unrealistic simplifications of model-
builders, and imagine that they achieve greater sophistication by avoiding stating their
assumptions clearly. The point is to realize that economic models are metaphors, not
truth. By all means express your thoughts in models, as pretty as possible (more on that
below). But always remember that you may have gotten the metaphor wrong, and that
someone else with a different metaphor may be seeing something that you are missing.”

(Krugman, 1993)*"’

In line with these two views, | think that it is important to make it explicit how policies are assessed.
This is not an obvious, since prospective modelling cannot rely on observations to verify its outcomes.
Defining a reference projection

Reference and scenario projections are not predictions of South Africa’s economic future, because

multiple reference projections are possible, each with different assumptions about future values of the

197 With thanks to a MAPS seminar participant for pointing me to Paul Krugman'’s reflections on the use of models.
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models parameters. The Reference Projection only serves as a point of departure for the scenario
analysis. It offers a reference in comparison to which one can estimate the relative impacts of different
policy options. The difference between policy scenarios and the reference projection should not be
considered as the expected impact of a policy, because, as mentioned above the reference projection is
incomplete. Particularly, it lacks a damage functions that takes into account the economic impacts of
climate change.

In this thesis, several scenario and reference projection parameters could not be based on bottom-up
modelling insights, or other expertise. Also, often, only “reasonable” ranges of values were available
for parameters. In those cases, values of parameters have been chosen in such a way that the combined
set of parameters leads to a “coherent and reasonable” projection for a reference economic future of
South Africa. This is an economic future that meets certain requirements, and which is in line with
common understanding of future economic growth in South Africa. The underlying idea is that certain
macro-economic variables do not change easily, or only tend to change within a certain, commonly
observed, range. For instance, this seems to be the case for the labour and capital shares in value
added, for the real exchange rate, and for interest rates and debt to GDP ratios. As such, the approach
bears resemblance to Kaldor’s stylized facts (Kaldor, 1957), with the remark that (as discussed in
Chapter 2) such stylized facts might not be a good guidance for economic modelling over the course of
a few decades, because the technological future is uncertain and for developing countries maybe even

more. I therefore stress once more that what is important is to be explicit about one’s assumptions.

This section presents a list of macro-economic indicators (in section 3.6.2) against which the reference
projection has been evaluated in the process of its construction with the help of the prospective
parameters, leading to their definition as given in sections 3.6.3 and 3.6.4.

Analysis of the robustness of findings

Of course, being explicit about one’s assumptions might not be sufficient to get a feeling for the
robustness of one’s findings. For instance, Rozenberg et al. (2014) show that the preferable policy
option or mitigation measure resulting from a modelling exercise depends on the definition of such a
reference projection, and especially the choice (for values) of different drivers or dynamics in the
projection. A few options exist to make the evaluation of modelling results more quantifiable or at

least qualitatively insightful.

To increase the robustness of the analysis on what likely is the best policy for carbon tax revenue
recycling in South Africa this thesis includes an analysis of carbon tax revenue recycling scenarios
under alternative assumptions, and through sensitivity analyses on several model parameters. These
are presented in Chapter 5. Sensitivity analysis helps understand what effect different modelling
choices and different parameter values have on the evolution of economic activity in the reference

projection and the different policy scenarios.
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3.6.2. C(riteria for establishing a Reference Projection parametrisation

Indicators to evaluate whether a Reference Projection (RP) responds to the criterion of representing a
reasonable or “common sense” macro-economic future are listed here. Below follows a motivation for

their choice and for “reasonable ranges of values”, if applicable.
Macro-economic, and trade related indicators:
1. GDP growth rate, and per capita GDP growth rate;
2. The Real Effective Exchange Rate;
3. Trade balance surplus or deficit and the Balance of Payments (BoP);
Public finance and government budget related indicators:
4.  Public debt over GDP;
5. Government expenditure;
Investment and profitability related indicators:
6. Share of Gross Fixed Capital Formation (GFCF, or investment) in GDP;
7. Profitability of, or rate of returns on capital;
Labour and labour income related indicators:
8. Labour share of value added;

9. Unemployment rate by level of skill.

GDP growth rate, and per capita GDP growth

The combination of objectives for a “common sense” reference projection defined above is intended to
lead to a “reasonable” rate of GDP growth. For reason of weak South African GDP growth numbers in
recent years, and in the light of criticisms of the National Development Plan’s aspiration of a 5%
average annual GDP growth (National Planning Commission, 2011; Nattrass and Seekings, 2015) this
thesis does not subscribe to establishing similarly high growth figures in its reference projection.
Moreover, the policy changes analysed in this thesis do not concern the major structural reforms in
economic policies that are generally considered as necessary for robust GDP growth (see for instance

Hausmann, 2008). The objective is therefore to obtain average GDP growth around 3% per year.

To achieve this GDP growth figure, many economic models rely on an increase in Total Factor
Productivity (TFP) in combination with capital accumulation, which is often driven by an exogenous
saving rate or exogenous foreign investment. In IMACLIM-ZA (as discussed in section 3.4.2)
investment is constrained indirectly via the Balance of Payments and the need to generate income
(profits and returns), given this constraint, inter-periodical investment is assumed to have followed
demand for capital under resulting GDP growth numbers. Growth can thus been identified to be the

result increases in the labour supply, of output productivity growth and of real cost reductions (see
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section 2.1.4). Trends in output productivity growth are assumed exogenous (see the next sub-section)
and consists of growth in capital and labour output productivity and of gains in efficiency in materials
and services use in production. Due to productivity growth being defined by sector, and due to the
endogenous trade-offs in production functions and due to endogenous structural change which
influences average productivity growth and cost reductions, GDP growth can be considered a semi-
endogenous outcome of multiple aspects of model parameterisation.

A “reasonable” real effective exchange rate

The REER is the Real Effective Exchange Rate, it represents the value of a basket of goods in
domestic prices relative to prices of a country’s trading partners. The REER is an expression of
purchasing power in domestic goods vs that in foreign goods. It can therefore, amongst other options,
be represented by Relative Consumer Price Index (RCPI).)%® Historic data for the relative Consumer
Price Index (RCPI) of South Africa show that in recent decades it varied up to 20 points around a
value of 95 (with the 2010 index being 100), with 2005 finding itself in the upper range with an index
of about 105 (Figure 3.5) (OECD, 2018).

Figure 3.5 Historic Relative consumer price index for South Africa (2010 = 100), source: OECD (2018)
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For the movements in the REER different explanations could be imagined, some are related to the
Market Exchange Rate (MER) of the Rand rather than relative changes in the prices of goods due to
changes in production costs: One of these potential explanations for changes in the REER are changes
in prices and demand for (mineral) resources such as coal, gold, platinum and diamonds. But, changes
could also be caused by changes in the capital account, e.g. through flows of foreign direct investment
(FDI). These have an impact on the MER, and if nominal prices do not adjust equally fast as the MER

changes, this causes a change in the REER.

1% The Real Effective Exchange Rate (REER) is officially defined as the average of the bilateral Real Exchange Rates (RERs) between the

country and each of its trading partners, weighted by the respective trade shares of each partner (Catao, 2007). Catao says: “The RER
between two currencies is the product of the nominal exchange rate (the dollar cost of a euro, for example) and the ratio of prices
between the two countries.” And Catao also says: “economists usually measure the real exchange rate in terms of a broad basket of goods.
Because the price of such a basket normally takes the form of an index number—such as the consumer price index (CPI), which includes
both goods and services—the RER is also typically expressed as an index that can be bench-marked to any chosen time period.” (Catao,
2007) The OECD uses Relative Consumer Price Indexes and adds that they are a measure for international competitiveness (OECD, 2016). In
this thesis, lacking the possibility to calculate RERs between South Africa and it’s trading partners, the rate of the GDP in domestic prices
over the South African GDP in foreign prices is used as as a proxy for the REER.

107



Explaining these movements of the REER is out of scope for this thesis, which therefore settles at the
simple assumption that the RCPI or the REER should, in the long-run should remain between the
historically observed values of 0.7 and 1.1 (2005 having a REER of 1.05 on this scale). Without
information about the change in price of a basket of goods in South Africa’s trading partners,
alternatively one can compare South Africa’s GDP in domestic prices with GDP calculated in foreign
prices: by calculating the ratio of GDP expressed in domestic prices over GDP in import prices. This is
what I use in this thesis to approximate the evolution of the REER relative to BY.

Trade balance and the Balance of Payments (BoP)
The height of the trade balance as a percentage of GDP, is for a large part fixed exogenously in

IMACLIM-ZA. It can be related to several assumptions (see section 3.5). The equilibrium trade
balance (X7, M; pM; — X7 X; pX;) depends on the entire Balance of Payments (BoP, see Eq.55 on
p.99). The only component that could change the relative size of the trade balance over GDP is the
sum of returns to capital (RKrow = — Xag=n,r.c RKag)- As discussed above, its size depends on the
accumulation of debt (or assets/equity) and on agent-specific interest rates, i,g, for domestic agents.
With interest rates kept close to or above BY calibration values, assumptions about saving and
investment relative to agent’s GDl,q (see sections 3.4.1 and 3.6.4) cause the trade balance to end up at
a surplus of a few percentage points of GDP. This would be a reasonable perspective, because it would
resemble the situation for South Africa from 1999 to 2003, even though it would mean a break in the
trend compared to the period 2004 to 2016 in which South Africa ran a trade balance deficit in most
years (World Bank, 2018).

Public debt over GDP
Another common indicator for the “health” of an economy is the level of public debt. With the

national government and the central bank of a country often being the last resort in times of economic
crisis, a high public debt could imply a limitation of their capacity to intervene. The objective is
therefore that South Africa’s public debt does not increase more than a few dozen percentage points
between 2005 and 2035 and that it will maximally be around 70% of GDP.

Government expenditure

Section 3.4 discussed how capital intensity of production steers demand for investment, and therefore
Gross Fixed Capital Formation (GFCF), and it mentioned that if demand for investment is low, while
profits are high (e.g. due to capital productivity gains) — firms in IMACLIM-ZA will be inclined to
increase returns (interests and dividends) to asset-holders (thus increasing their interest rate, zig). A
likely response, in a country with high inequality and a need for improvement of public services,
would be an increase in taxes and government expenditure. As an exogenous parameter, the share of
government expenditure over GDP (through VAR, see Table 3.5) is used to keep the interest rate in

check and to increase public services in pace with private profits.
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Gross Fixed Capital Formation (GFCF) as percentage of GDP
Chapter 2 explained how capital accumulation is considered as one of the elements to explain

economic growth, though the limitations of older economic hypothesis which considered capital
accumulation to be a mono-directional driver of economic growth have been revised to take into
account the need for technological change and economies of scale to avoid diminishing returns to
capital. Despite these criticisms a certain rate of gross fixed capital formation over GDP is considered
necessary (assuming the necessary technological change will also take place) for economic growth or
to maintain a certain level of per capita GDP. South Africa’s rate of GFCF over GDP has, since the
end of the 1980’ies, been on the low end in international comparison with rates between 15 and 20
percent. South Africa’s GFCF over GDP ratio is significantly lower than of some developed and
emerging Asian economies, such as the Republic of Korea, Indonesia, and India, which in the same
period registered GFCF over GDP rates between 20 and 35 percent of GDP, but it did not differ much
from the ratios of Turkey, Brazil and Mexico since 2005, and is still above Nigeria’s GFCF over GDP
ratio which is estimated at 15% by World Bank.'*® By assumption, the reference objective for South
African GFCF is that it should remain at least at the same rate over GDP as in recent decades, meaning

around 18% of GDP, but ideally should increase.

Profitability of, or returns on capital

The profitability of, or the returns to capital can be defined in different ways. Common measures for
returns focus on profitability over assets, but in IMACLIM-ZA the returns to investors (in the form of
interests or dividends) is of importance too. Three definitions seem relevant to define the profitability
of capital or returns on investment in IMACLIM-ZA: First of all it could be represented by a “return
on assets” measure, which could be calculated by dividing IMACLIM-ZA’s RKg (=zic*Dg, see Eq.50
on p.95) by a fictive capital stock — which could be calculated by combining the value of CFC with an
assumed depreciation rate; Secondly, it could be calculated as interests and dividends over assets or
(financial) equity — represented by zig; Thirdly, one could consider what part of firms’ gross operating
surplus, GOSg, translates into interests or dividends to asset holders: This can be calculated by
dividing RKr by GOSk after taxes — the rest of GOS either goes to government in the form of taxes or

is “retained” for firm’s own investment (GFCFg) or saved (a positive SFC).

The first of the three definitions seems too theoretical, because it requires an unknown depreciation
rate. It is therefore left out of consideration. For the other two definitions some initial tests with
IMACLIM-ZA showed that they do not necessarily need to evolve in the same direction, e.g. when
growth is capital intensive, GOS can be relatively high, but interests and dividends can be relatively
low. Findings about a decreasing labour share (see next) suggest that profitability of capital must have
risen in recent decades, but this is no reason to assume changes in the future evolution of returns to

either capital, equity or investment can be made. The aim is therefore to parametrise RP in such a way

1% World Bank, OECD data: http://data.worldbank.org/indicator/NE.GDI.FTOT.ZS?locations=ZA-ID-KR-IN-NG-BR-TR-MX (04/04/2017)
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that both indicators discussed here do not witness strong deviations from BY values.

Labour share in value added

Without drastic changes in the negotiation positions of workers and of firm owners (e.g. through
changes in labour laws), and without expectations of big changes in economic structure, the labour
share of value added should not change dramatically. Data for the past decades does show that the
labour share in national income or gross domestic production has decreased between 1995 and 2012
for many G20 economies, including South Africa (ILO and OECD, 2015). For a number of OECD
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countries it has been found that wages have increased at lower rates than labour productivity since

2000 (ILO and OECD, 2015).

The ILO and OECD G20 report discusses several explanations for this decline in labour share:
technological change has been found to be capital augmenting and even labour replacing in recent
decades; globalization seems to have had some impact by undermining labour’s negotiation position;
changing regulation of financial and capital markets has been found to disadvantage labour’s
negotiation position to some extent as well; institutional changes seem to undermine labour’s
negotiation position too, but ILO and OECD conclude that more studies are needed to better

understand the role of institutional changes for labour’s share of income (ILO and OECD, 2015).

It is unclear how these factors will continue to evolve in the coming decades for South Africa. The
objective has therefore been defined that the share of gross labour income over GDP should stay
within a range of a few percentage points (typically below 5 pct. points) from the calibrated Base Year
(BY) value of 45% of GDP (see calibration I-O data in Appendix B.4). Of course, as stated before (see
section 3.3.1), the vision on technological progress incorporated in the reference projection in this
thesis is that technological progress continues to develop in a capital intensive direction, advantageous
for high skill labour, and disadvantageous to low skill labour. Due to the assumption of fixed profit

mark-ups, this does not necessarily affect the labour share in value added negatively.

Unemployment rate by level of skill
Foreseen demographic changes, the before-mentioned GDP growth objective, and exogenous

productivity growth should lead to decreasing unemployment. This also implies that some changes
take place to in South Africa’s unemployment rate. This could be due to policy changes or due to other
factors, such as demographic change which leads to a decreasing dependency ratio towards 2035
(National Planning Commission, 2011), or due to increasing educational attainment (see below),
which could justify a part of assumed productivity increases. The expectation, and objective, for the

reference projection is therefore a mildly optimistic decrease in the unemployment rate.

10 Australia, Canada, France, Germany, Italy, Japan, Republic of Korea, the United Kingdom and United States (ILO and OECD, 2015).
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3.6.3. Production and trade-related drivers of growth

Identification of drivers of growth and related parametrisation
Several parameters in IMACLIM-ZA are important for the modelling of macro-economic along the

lines of the indicators discussed above. The discussion of the question of modelling growth the context
of development and environmental constraints in Chapter 2 led to the conclusion that within the scope
of this thesis exogenous technological change would be the best possibility to model GDP growth.
Another element identified relevant for growth was capital formation. As mentioned above, capital
formation (or investment), is semi-endogenous in IMACLIM-ZA. The height of investment follows
the capital intensity of domestic output. Investment and output can be said to be interdependent.
Output therefore must have another determinant. This determinant is demand, in other words: growth
in real income. Demand will grow if there is growth in factor productivity, and if there are other types
of gains in purchasing power — meaning GDP deflated price decreases. Factor productivity growth and
input efficiency gains (or factor or input intensity decrease of production) are therefore important

drivers of growth.

Other parameters of importance are the set of price elasticities of production and for international
trade: Higher price elasticities imply more flexibility to substitute products or factors that have become
expensive for one or another reason by inputs or factors that stayed cheaper. This is especially
important for the trade-off between imports and domestic products. Also in domestic production,
higher price elasticity implies a greater flexibility to “substitute away” from more expensive factors or
inputs to production. The discussion of exogenous assumptions about productivity growth and about
price elasticities for trade-offs in production and trade continues in this sub-section."'* Section 3.6.4
treats further prospective parametrisation, notably demography and the composition of future labour
supply, but also parameterisation of economic agent’s expenditure behaviour.

Productivity trends

The assumptions about productivity growth are chosen in such a way that the RP achieves the above
mentioned “reasonable” projection for GDP growth and other macro-economic indicators. On the
other hand, those indicators cannot be the only criteria, and the assumed rates of productivity growth
themselves should also reflect “common sense” values for productivity growth.'*? IMACLIM-ZA’s
reference projection (RP) and all its “main” carbon tax revenue recycling scenarios (see section 4.3.1)
are run with the following exogenous cross-sectoral median trends in productivity gains — for capital

and labour they are differentiated at the sectoral level (see Appendix C.1):'

" The technological coefficients for electricity production (ELC sector) have already been discussed in section 3.1.2.

To define these values, the standard definition of productivity growth needs to be translated to IMACLIM’s engineering-based definition
of productivity growth: Often, productivity is defined as total value added (including taxes) over the amount of factor or input used (OECD,
2001a). At constant prices IMACLIM'’s engineering, or physical output-based definition of productivity — physical volume of output over
physical quantity of inputs or factor use (e.g. a worker or an hour worked for labour) — should have the same productivity growth rates. If
on the other hand, for some reason, GDP deflated prices of products decrease, then physical output productivity will be lower than
productivity measured using a value added-based definition. The expectation is that GDP deflated changes in unit prices will be limited, and
that reference values for VA definitions of productivity are valid for IMACLIM-ZA as well.

3 Due to price-elastic trade-offs the finally resulting productivity growth can be different from these trends.
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Labour productivity (for all skill levels): +1.00% a year

Capital productivity: +0.25% a year

“Materials & services” (Mat) efficiency: +0.25% a year'"

As a reference for labour productivity growth, recent numbers for G20 economies function as a
benchmark: ILO and OECD find that labour productivity rose by about 17% between 1999 and 2013,
which comes down to an average annual increase in labour productivity of 1.13% (ILO and OECD,
2015). Tt is unclear whether South Africa’s labour productivity increase should be expected to be
higher, due to South Africa’s status as emerging country, or whether it should be expected to be lower
due to South Africa’s economic woes discussed in Chapter 1. Klein (2012) finds a higher increase for
labour productivity in South Africa, namely by 2.8% on average between 2007 and 2010, but this is a
very short time period to estimate a long-term trend. Sensitivity analysis (see Chapter 5) is meant to
overcome the lack of data or expertise by means of assessing the impact on the modelling outcomes of

this assumption.

For capital productivity and for efficiency growth in use of materials and services’ inputs, lower
growth rates have been chosen than for labour productivity: In the case of capital productivity this
reflects a general impression that technology of production has become more capital-intensive (more
machines and infrastructure) per worker, while for material and services productivity the assumption
reflects a general impression that technology is moving slowly towards lighter materials and more
efficient services. But, considering that no historic time series have been found for these factors, and
that no expertise about their future development was consulted, a moderate growth rate of +0.25% per

year has been chosen.

Energy efficiency improvements could have been added, as autonomous energy efficiency
improvement (AEEI), but due to assumed strong increases in international energy prices, progress for
a “balanced” reference projection in terms of energy efficiency is achieved without an AEEI. The role
of energy efficiency improvements is furthermore the topic of an alternative scenario analysis which
will be discussed in Chapter 5. The productivity assumptions therefore exclude autonomous energy

efficiency improvement (AEEI).

Another question is the extent to which factors’ productivity improvements translate into factor
income gains. These income gains do not necessarily correspond to a factor’s “effort” to improve it’s
productivity — such as economic models which use marginal cost pricing suggest. For instance, the
improvement of machinery or other types of capital by improved skills of workers who operate the
machinery does not necessarily lead to wage increases if workers fear unemployment. Also, a
producer’s influence on price setting could play a role in profit- and wage-setting in this particular

industry or sector.'™® Another view is that price-setting reflects negotiation power, though a variety of

% Materials “productivity” is the inverse of the intensity or efficiency of production in non-energy goods & services.
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reasons can be given for the lag of wage growth on labour productivity growth in recent decades
(Cotis, 2009; ILO and OECD, 2015). Without adhering to the marginal cost pricing idea, but for
reason of simplicity | stick to the idea that long-run labour productivity and real wage growth are
generally correlated (as found for South Africa by Tsoku and Matarise, 2014). National skill-specific
wages are indexed on labour output productivity growth (¢ in EQ.35 on p.93), which | choose to be
represented by median cross-sectoral labour output productivity growth. This approach also reflects
that sector-specific wages, for each skill level, change at the same rate for all sectors (see Eq.36 on
p.94). Finally, concerning capital income IMACLIM-ZA (as previously discussed) assumes that
profits are fixed mark-up rates over production costs, while returns to capital (represented by the
interest rate) are endogenous.

Related parametrisation of production: Elasticities of KLEM production functions

In the same way as price elasticities of international trade determine the extent to which IMACLIM-
ZA allows the modelled South African economy to adjust to new prices, elasticities of production and
consumption functions determine how responsive the economy is to changes in relative prices of
inputs and factors, or of consumer products. For reason of comparability the present study sticks to
elasticities for the KLEM-part of the production functions as used in earlier work with IMACLIM-ZA
(Table 3.6). These elasticities have been based on estimates by Van der Werf (2008) and Okagawa and
Ban (2008), who provide international estimations of production function elasticities for KLEM-type
nested-CES production functions.

The large set of sectoral values reported by both authors provides a range in which one may
reasonably confidently place the values chosen for each IMACLIM-ZA sector. Appendix C.3
motivates the choice for the elasticities in IMACLIM-ZA and compares them with those by Van der

Werf and from Okagawa and Ban.

Table 3.6 Reference projection and main Ctax scenario of nested-CES KLEM production function price elasticities”

COA GAS REF ELC EIN MAN LSS HSS TRA

KLE to Mat 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10
KLto E 0.25 0.25 0.20 0.20 0.25 0.64 0.64 0.99 0.18
KL23to L1 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00
KL3to 12" 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50
Ktol3™ 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

" No estimates for the OIL sector are provided, as no domestic output is assumed between 2005 and 2035.
L1 is low skill labour, L2 is medium skill labour, and L3 is high skill labour.

For the KL-part of the production function, the structure has been based on Krusell et al. (2000). As
discussed in section 3.3.1, definitions of skills of labour and of capital differ between IMACLIM-ZA

retrospectively their assumption that labour productivity gains are only translated into wage gains to a limited extent seems to have been a
necessary response to a devaluation of the REER of the South African Rand, while imports (e.g. of manufacturing products and of refinery
products (fuels)) remained an imported component of household final consumption.
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and Krusell et al.’s model for capital-labour (KL) substitution in the United States between 1963 and
1992. The chosen elasticities are therefore only loosely based on Krusell et al.’s estimates (see
Appendix C.3 for a motivation).

Elasticities of the wage curve

For South Africa, differences have been found in wage setting behaviour for different parts of the
labour market (Kingdon and Knight, 2006). Elasticities of wages to broad unemployment rates range
from -0.02 (for high educated Africans) to -0.21 (for non-homeland Africans). They find higher
elasticities for people working in the private sector, and below average elasticities for younger people,
low-experienced persons and for men. In a similar fashion in Colombia, informal labour was found to
have a wage curve elasticity of -0.18, whereas formal sector jobs were found to have a wage curve
elasticity of -0.06 and public sector jobs to have no significant wage curve elasticity (Montuenga-
Gomez and Ramos-Parrefio, 2005).'¢ Also, Kingdon and Knight (2006) find that the broad definition
of unemployment leads to more significant wage curve elasticities in South Africa than the more
narrowly defined official unemployment rate. IMACLIM-ZA therefore uses a wage-unemployment
elasticity of -0.10 for high and medium skill labour, and of -0.15 for low skill labour, assuming that it
represents a labour market with more flexible characteristics.

International trade: trend in export volume

Having signalled the importance of the growth in demand for GDP growth, it should be evident that
growth in international demand needs to develop in parallel to growth in domestic demand in order for
international demand not to slow-down South African GDP growth. A trend-increase is modelled
around which the price-elastic export volume evolves (6X in Eq.28 on p.83). It reflects the growth of
South African export markets (Europe, China, Other Asia, Other Africa, the US) independent of
terms-of-trade variations. This trend in export market growth is set at +2.0% a year, which is lower
than the average 3.6% annual growth in volume of world trade from 2000 to 2016 (CPB, 2017) —
though it is close to average growth in volume of world trade from 2005 to 2016 (of 2.6% per year),
and about equal to the growth rate in the most recent years, being 1.3%-2.7% (CPB, 2017). Assuming
export growth to equal the lower range of 2.0% might be considered a conservative estimate. But,
whether global growth in trade should be estimated higher for the years to come is unknown, nor is it
known whether the volume in global growth reflects growth in the volume of South African exports.
These are factors of importance for the future of South African exports, just like investment in South
Africa’s physical infrastructure and the global evolution of transport costs.

International prices
Another factor that determines the South African perspective for growth related to international trade

8 The period of their analysis might be too short to qualify for Blanchflower and Oswald’s (1995) observation that the wage curve is rather

a long term mechanism, which can have short term deviations. Still, there might be a logic for a higher elasticity for informal work in a
highly unequal country with significant poverty: Colombia had about 8.2% of its population below the poverty line and 1.1% living in severe
poverty (UNDP, 2013). And Colombia had a Gini index of 53.5 in 2013 according to the World Bank, putting it, like South Africa, among the
top 20 of most unequal countries.
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is the future evolution of international prices of goods and services. Sections 3.4 and 3.5 discuss how
the height of the vector of international prices relative to the vector of domestic producer prices is
endogenous in IMACLIM-ZA (while the model is price-homogenic), with the GDP Price Index being
its numéraire. As a consequence, it is not possible to define future international prices in an absolute
sense (deflated by the GDP PI) in IMACLIM-ZA. However, international prices can change relative to
each other. As a reference price | use the international price for high skill services, pMyss, for the
reason that its price is likely the most constant due to the nature of the services sector (e.g. real estate,
R&D, education and health care) to be labour intensive and to offer less possibilities for productivity
gains than other sectors.

The assumed relative evolution of international prices follows those of the import prices in consulted
SATIM runs for reasons of consistency (see section3.1.2), being: For imports of COA the assumption
is that the import price, pMcoa, evolves like the domestic price of coal for electricity production in
SATIM’s updated IRP run without a Ctax (+50%); For imports of GAS I use SATIM’s average import
price for natural gas and LNG relative to it’s value in 2010 (no data available for 2005/2006), being
about +120%; For OIL, no data was available from the electricity module of SATIM and a value in-
between that of COA and GAS was chosen (+80%), while for REF the electricity module of SATIM
gives domestic diesel prices to increase by about 40%, but a higher value is chosen to reflect the
increase in international oil price, thus arriving at an assumed +60% price increase. For ELC, no
increase in its (GDP PI deflated) import price is foreseen in SATIM’s electricity module in the
Updated IRP run.

For other prices the assumption is that international prices change in a similar manner as domestic
resource prices, relative to pRESyss: Manufacturing and other industrial prices might decrease in real
(GDP deflated) terms relative to those of high skill services thanks to higher productivity gains, thus
for pMyan | assume a decrease of 10% relative to pMyss, and the same for the LSS sector (e.g. for
agriculture, construction, trade & retail, hotels & restaurants). TRA and EIN are assumed not to
benefit as much from productivity-driven price decreases, because they face increased energy prices,

thus their prices are assumed constant relative to pMyss.
The assumptions about international prices for RP and Ctax scenarios are summarized in Table 3.7.

Table 3.7 Evolution of international prices (pM;) in 2035 for RP and Ctax scenario relative to pMy;;s

COA OIL GAS REF ELC EIN MAN LSS HSS TRA

Assumed prices
foreign goods relative
to pM_HSS in 2035, as
pct of BY relative price

150% 180% 200% 160% 100% 100% 90% 90% 100% 100%

Price elasticities of international trade
Price elasticities for substitution between domestic and imported goods have been based on

estimations for the GTAPS database (Dimaran et al., 2002). Due to differences in sector aggregation
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and categorisation, GTAP values for price elasticities of imports could not be used in a straight-
forward manner. Also, elasticities of substitution for international trade turned out to be important for
model resolution. To facilitate obtaining a “coherent and reasonable” reference projection for South
Africa’s economic future, values a bit above those estimated by Dimaran et al. have been chosen
(Table 3.8). For ELC a very low elasticity has been assumed, because imports are severely restricted
by technological potential. For OIL there is no domestic production. A more detailed discussion of the
chosen elasticities of substitution is given in Appendix C.2.

To model exports one option often used in CGE modelling is to represent exports as a matter of choice
for domestic producers to produce for the domestic or for the international market. In IMACLIM-ZA
another approach is used, in which Armington-style price elasticities determine ROW’s choices for
substitution between South African and international goods. Using the approach of Cabral and Manteu
(2013) (see Appendix C.2) price elasticities of international demand are estimated in three steps: First
I calculate the shares of the main export-markets for South Africa’s main export products on the basis
of data from OEC (2017). Secondly, price elasticities for imports per category of goods and country or
region were consulted (Zhang and Verikios, 2006). Thirdly, using the shares of export markets by
product and the import price elasticities of these export markets, the South African export price
elasticities were estimated (Table 3.9). Additionally, for ELC a very low elasticity is assumed, because

exports are severely restricted by technological potential. The OIL sector has no domestic production.

Table 3.8 Reference projection and main Ctax scenario Armington price elasticities of imports

COA OoIL GAS REF ELC EIN MAN LSS HSS TRA

Assumed Armington

o 0.75 - 0.75 2.00 0.25 3.00 4.00 1.50 1.90 1.50
elasticities imports

Table 3.9 Reference projection and main Ctax scenario Armington price elasticities of exports

COA OIL GAS REF ELC EIN MAN LSS HSS TRA

Assumed price-

- 2.00 - 1.00 1.50 0.25 2.00 2.00 1.50 1.90 1.50
elasticities exports

3.6.4. Prospective demography and parameterisation of household behaviour

Prospective population and labour force by educational attainment
To have an idea of future educational attainment, similar to Schers et al. (Schers et al., 2015),

estimations by De Franclieu (De Franclieu, 2015) are used."” IMACLIM-ZA uses a conservative
adjustment (the Low Educational Progress scenario: LEP) of projections for future levels of
educational attainment for South Africa by the New Wittgenstein Centre for Demography and Global
Human Capital (K.C. et al., 2013) with middle UN population prospects (UN DESA, 2013). K.C. et

"' For scenarios of total population by age group and working age population by educational attainment level, as well as for estimations of

expenditure by student | am grateful to Louis de Franclieue for the work he did during his internship at CIRED.
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al. estimate future attainment levels on the basis of a historic link between present and future
educational enrolment levels by type of education and age group. IMACLIM-ZA’s LEP reflects
concerns about quality of primary and secondary education, and about high public budget deficits. The
scenario assumes enrolment levels by type of education to remain constant from 2010 onwards. The
choice to use UN population data has been made in order to have flexibility in demographic scenarios
to model IMACLIM-ZA’s future demography of South Africa, as the UN presents a variety of
demographic scenarios, whereas K.C. et al. do not.

The resulting projected population numbers, with work force by educational attainment and their
translation into labour skill factors are presented in Table 3.10 both for the case that skills remain
constant in terms of educational attainment, and if skills remain constant as shares of the labour
force.™™® Backgrounds about these projections for population by level of educational attainment and
skill are given in Appendix C.6.

Table 3.10 Population by educational attainment and skill in 2035, LEP scenario, with CSLF definition of skills”

Pop. by Broad active Broad inactive Difference
Age Level of educational educational Change population by population by educ. - job
group attainment attainment vs BY job type job type type pop. by
(thousands) (thousands) (thousands) skill level
0-14 - 14 407 7% - - -
A -1
No education 287 85% 6306 4110
) ) low skilled low skilled 6365
Primary education 3764 -44%
1560 O secondary 16 343 +35%
education 13916 7736
medium medium -12813
Upper secondary o A A
education 18122 +116% skilled skilled
Post-secondary o 6752 1536
education 1841 +102% high skilled high skilled 6448
15-64 subtotal 40 356 +34% 26974 13 382 0
65+ - 4765 +129% - - -
Total 59 528 +25% 26974 13 382

" Comments: CSLF = Constant Shares of Labour Force, see section 3.3); Source: Author’s calculations on the basis of De
Franclieu’s (2015) projections of educational attainment levels combining UN population prospects (UN DESA, 2013) and
projections for future educational attainment by K.C. et al.(2013).

Demography and income distribution by household class
The next question is how employed and unemployed labour by skill can be divided over the five

household classes. Especially for reason of model resolution, the assumption made is that the
distribution of employed, (broadly defined) unemployed, and inactives by skill over the five household

classes in 2035 is the same as it was assumed for 2005 (see section 3.1.4).**°* Multiplying this

"8 The constant shares of labour force numbers show that rising educational attainment induces a slightly better match between the levels

of educational attainment and the associated with StatsSA’s job type-based skill definition (see section 0).
M9 If the model was to correctly re-distribute active population by skill endogenously over the five household classes — which are
expenditure classes at the level of households in the SAM 2005 —, it would require an assumption about the shape of the distribution of net
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distribution by projected new total amounts of employed, unemployed and inactives gives their new
totals by household class. In a next step, the shares of the different household classes in the below-15
and above-65 populations is determined on the basis of the household classes old shares in these
population groups and the growth of household classes working age population. The new shares of
household classes in these population groups are applied to the projected number of below-15 and
above-65 population.

Another questions is the distribution of wage and other income over household classes. For the same
reason of ease in model solving (see the previous footnote), a simple approach is used to distribute
income over the five household classes: For net wage income first, one calculates the theoretical skill-
specific-share in wage revenue for each household class on the basis of the household class’ skill-
specific BY average wage and its new number of employed people. Multiplying these shares by the
projected total net wage per level of skill gives new net wage income by household class (see also
Appendix A.1.3 for details).

Household class-specific per capita average unemployment benefits are calibrated at BY values and
are indexed on the CPI, and then multiplied by the number of unemployed people per household class
— calculated as specified above. Household class-specific average per capita pension benefits are
calculated as their BY calibrated values indexed on the change in national average wage. They are
multiplied by a household class’ population of persons of 65 and older. Other social benefits are
calculated like per capita unemployment benefits, except that they are calculated as per capita
averages for the entire population of a household class (see Appendix A.1.3).

Property revenue by household class follows from multiplying the negative of household class’ net
debt by households’ average interest rate: —tiy Dy, (See EQ.41 on p.95). Household classes’ net debt
positions follow from BY calibration data net financial asset positions, the household classes’ future
self-financing capacity, households’ increase in real GDI, and the endogenous interest rate (see the
discussion of debt accumulation in section 3.4.1). Household’s gross saving rates and GFCFy,
determine their net savings and are discussed next. The evolution of household class GDlIyy, is

endogenous (see Appendix A.1.3).

Household classes’ parts in other transfers (from households to other economic agents or vice versa)
are calculated using a reference transfer value that is calculated on the basis of BY household class
transfers and growth in a household class’ population. This gives the new shares in other transfers of
each household class, which when multiplied by the total of households’ other transfers give each

household class’ other transfers (see Appendix A.1.3).

wages over employed by household class, plus assumptions about the distribution of non-wage income over individuals, the grouping of
individuals into individual households. Furthermore, a sorting mechanism would be needed to cut-off actives, non-active income gainers,
and their family members over the household classes. This sorting mechanism would have to be re-ran with each iteration of the model
when solving, or it should be modelled as a separate module which is required to converge with the rest of the model. To simplify matters
this option has not been implemented in IMACLIM-ZA.
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Total of household revenue and other transfers adds up to become household classes’ gross disposable
income before revenue and property income taxes, GDIBT.,. Revenue taxes are calculated by
multiplying a household class’ GDIBTyy, by its class-specific revenue and property income tax rate.
This class specific tax rate is endogenous in the Reference Projection (RP), where it is calculated as its
BY value multiplied by a model solution variable that applies to all household and firm revenue and
property income tax rates: zIF and t/Hh (See Appendix A.1.6 for details).

Savings, investment and net lending and borrowing

After tax GDly, is used by household for consumption or for gross savings. In BY 2005 SAM data, the
saving rate of households was very low, according to SAM data, on average 0.1% (StatsSA, 2010b) —
and this included household’s growth in pension equity. This is an unsustainable situation, as
household savings fuel domestic investment (beyond firm’s re-investment). The assumption is that
households’ gross saving rates will increase, with the additional assumption that low-income

households save less than high-income households: Table 3.11 gives assumed 2035 gross saving rates.

Table 3.11 Saving rate assumptions by household class for projections for 2035

Household class Class 1 Class 2 Class 3 Class 4 Class 5

Saving rates (pct of GDIy;) 0.5% 1.0% 1.0% 2.5% 3.5%

To compute households’ net savings (their SFCyy,) their GFCFyy, needs to be deducted from their gross
savings. Total household GFCF is calculated as a fixed rate over total household gross disposable
income (GDI), calibrated on BY data. It is multiplied by BY data calibrated shares of household
classes in total household GFCF to obtain class-specific GFCFy,. Another assumption is that SFCrow
in the long-run should go from a surplus of 3.6% in BY calibration data to close-to-zero in RP. The
reason is that continued foreign indebtedness seems an economically unhealthy situation as it will lead
to future income losses. The increase in household saving rates (Table 3.11) is meant to achieve this

objective, bringing domestic lending in equilibrium with domestic borrowing.

The two domestic net borrowers in BY calibration data are firms and government. Government’s net
borrowing is assumed to increase in share of GDP from 2% in 2005 to 3% in 2035 (as part of the
balanced RP, see section 0). While for firms the assumption is that under RP conditions (see Ch.4 for a
discussion of the RP projection) increased after tax GOS is partly used to change their status of a net
borrower, with their SFCg at 0.7% of South African GDP in BY calibration data, to become a net saver
(or lender) with an SFCr of 1.0% of South African GDP. To achieve this, the exogenous ratio of firm
GFCFe over firms’ GDI is reduced by one tenth, from 105% in BY calibration data to 94% in 2035.

In this way, firms (in total) also become a net financer of government.
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4. Reference Projection and results of scenario analysis

Having discussed the parameterisation and criteria for evaluation of RP in section 3.6, this section first
discusses and analyses the results of the Reference Projection (RP) to provide a benchmark for
evaluation of CO, tax revenue recycling scenarios. Later on in this chapter (section 4.2) a
decomposition analysis is presented to understand the pattern of South Africa’s economic
development in RP. Next, the main carbon tax scenarios and their results are presented (section 4.3),
which are also explained and analysed (in section 4.4) with the objective to clarify the mechanisms
through which the different carbon tax revenue recycling schemes can successfully promote both GDP
growth and decarbonisation of the South African economy. Finally, this chapter considers how
recycling of a part of carbon tax revenue into an investment in skills could impact GDP growth,
employment and a reduction of CO, emissions (section 4.5).

4.1. Areference projection for 2035

This section shows that RP’s parameterisation leads IMACLIM-ZA to a projection for 2035 in which
a South African economy with moderate per capita GDP growth moves towards more industry &
manufacturing, and towards more services. There is some decoupling between CO, emissions and
GDP, due to a combination of decarbonisation of electricity production, energy efficiency efforts in
other sectors, and structural change. Still, per capita CO, emissions increase relative to base year
(BY), from an already high level in 2005. A positive development is that RP outcomes show a
significant decrease in unemployment and in poverty, but also a slight increase in income inequality.
Real per capita consumption levels increase for all household classes, but least for the poorest.

Key outcomes of a reference projection for 2035

RP'? results in a 55% increase of South African CO, emissions compared to Base Year (BY, 2005) to
687 Mt CO,. This growth in emissions reflects most of all the growth in economic activity: Real GDP
grows on average by 2.7% per year between 2005 and 2035, leading in total to a 125% growth in
economic activity. Per capita real GDP grows 80%, and reaches 59.4 kZARyy0s (10.9 kUSDyg3). This
means that in this scenario South African per capita GDP is in the range of present-day per capita
GDP of Turkey and Argentina (resp. 10.8 and 12.4 kUSDyq6 in 2016). CO, intensity of South African
GDP thus decreases between BY and RP from 0.28 to 0.19 kgCO,/ZAR,ps (or 1.54 to 1.06
kgCO,/USDy3). Emissions remain high on a per capita basis though: 11.5 tonne CO, in 2035.

Broad unemployment decreases in RP from 39% in 2005 to about 24% in 2035. This is accompanied
by real wage increases of 52% for high skill labour and of 40% and 41.5% for medium and low skill

labour respectively. In parallel, labour’s share (gross wages) in Value Added (VA, excluding taxes on

22 RP could not reach the objective set for at least 0.1% precision in meeting the constraints for economic equilibrium: while all other

constraints were met with the required or even higher precision. This lowered precision however did not lead to significant imbalances, as
apart of it originated in the way constraints were defined. The biggest disbalance was between total uses and resources resulting in a 4
million ZARs disequilibrium compared to a GDP of 3.5 trillion ZARss. Trying to re-solve RP while freezing income taxes and liberating the
Self Financing Capacity turned out to reach the required precision with the same results, except for a 0.003% increase in CO, emissions.
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production and products) goes from 51% in 2005 to 54% in 2035. However, inequality in gross
disposable income, measured as household class 5 (richest) over class 1’s (poorest) gross disposable
income (GDlyy,), increases 7%.

Changes in macro-economic structure

In RP South Africa moves slowly away from the “Minerals Energy Complex” (MEC) discussed in
Chapter 1, as the share of mining (COA and a part of EIN) in South Africa’s GDP decreases.
However, the high skill services sector (HSS) is the only sector besides the small ELC which sees it’s
share in GDP increase. This could be a sign of the MEC, as the MEC is often accompanied by a big
services sector, existing thanks to profits and tax income from minerals and energy sectors (see the
discussion in Chapter 1). However, in IMACLIM-ZA it is not the growth of the mining sectors that
explains growth of HSS, because EIN, COA and REF together see their share in GDP decrease by 1.2
pt. to 13.2% (Figure 4.1). And while the manufacturing sector (MAN) does not see it’s share in GDP
increase, it does observe the biggest growth of physical volume of domestic output (Table 4.1):
+129% vs BY. This is bigger than the growth in the volume of domestic output of EIN (+114% vs
BY), and HSS and LSS (respectively + 109% and +105% growth vs BY). In this sense, South Africa

shows signs of industrialisation and economic diversification in RP.

Figure 4.1 GDP shares of sectors, for BY (2005) and RP (2035)

9.2% 8.7%

2005 P = L 1.5% MWCOA 2035 = 1.4% MWCOA
en 0.0% BOIL 10.5% 0.0% HOIL

% 0.1% WGAS 0.1% MGAS

1.7% OREF 1.4% OREF

132%  ya% oEC 125% 6% DELC

MEIN SEIN

OMAN @MAN

@Lss @Lss

42.9% 18.7% aHss 45.1% 17.9% QHsS
BTRA &TRA

Table 4.1 Growth in domestic output by sector

COA OIL GAS REF ELC EIN MAN LSS HSS TRA | Avg.*

Domestic output
(Y) vs BY

* The average is calculated as the geometric mean of the sectoral growth in volume of domestic output weighed on the basis of
BY shares in GDP and on the basis of projected GDP shares in RP.

+82% id. +106%  +81% +66%  +114% +129% +105% +109%  +95% | +108%

The composition of the Uses side of GDP changes too: Consistent with assumptions about growth in
public expenditure and about the current account and the Balance of Payments (BoP, see below), the
shares of government and of the trade balance in GDP increase. Maybe surprisingly, investment’s
share in GDP decreases slightly from 18.0% in 2005 to 17.3% in RP. This is a consequence of
technological change, which is discussed in section 4.2.2 below.

Results for the trade balance and the real effective exchange rate
In RP South Africa runs a trade balance surplus. This derivers from assumptions about net borrowing
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and lending of domestic agents (see sections 3.4.1 and 3.6.4). In brief, government’s budget deficit
becomes 3% in 2035, which is higher than in BY, and it is assumed to gradually moves towards this
higher deficit in the years between BY and RP (see section 3.4.1 on accumulation of assets and debts).
Government’s deficit is bigger than what households and companies (the latter start reducing their
debts) are assumed to save on a net basis in RP. As a result, South Africa continues to be (as in 2005)
a net borrower from ROW: at 0.1% of GDP in 2035. The net foreign debt of South Africa — which can
also be seen as net negative ownership of (financial) assets — increases from 27% of GDP in 2005 to
39% in 2035.

The small number for net international borrowing masks what happens on the Balance of Payments,
where South Africa has net transfers to ROW (0.7% of GDP in 2035) and also net negative returns on
capital (or interests and dividends, RKrow, 2.8% of GDP in 2035), which the country as a whole pays
over its net debts.*?* The total amount of income (primary + secondary transfers) going abroad is 3.5%
of GDP. In macro-economic terms these flows enable ROW to finance South Africa’s trade balance

surplus and South Africa’s deficit of 0.1% of GDP on the capital account.

To obtain the trade balance surplus under the assumed current account deficit plus the small net capital
account deficit, a slight decrease in South Africa’s Real Effective Exchange Rate (REER) is required
for economic equilibrium.*?? Indeed, in RP the REER turns out to be 5.6% lower than in 2005. With
2005’s REER being indexed at 105 by the OECD (2018), this means that South Africa’s REER in
2035 would approximately be 100.

CO; emissions by type of activity

The relative decoupling of CO, emissions and GDP despite industrialisation of the South African
economy results from a combination of decarbonisation of electricity production, of more energy
efficiency in other sectors'®, and of structural change towards sectors that on average have less
(direct) emissions per unit of primary income (GDP) earned. Total direct CO, emissions of electricity
increase less than those of most sectors (Table 4.2), and less than the 66% growth in output of
electricity production (Table 4.1). Total direct CO, emissions from GAS, TRA and EIN increase

fastest, but also less than these sector’s output volumes.

If one were to allocate CO, emissions from energy sectors'® and transport to the other sectors
intermediate consumption, final consumption, and exports this would not change the general picture
that industrial processes plus the transport of their products, together with exports are the main drivers
behind the increase in South African CO, emissions. The share of household consumption in direct
plus indirect CO, emissions as calculated above is only 20.5% in RP (Table 4.2). In fact, households

121 A part of the explanation for South Africa’s negative balance of payments are rising rates of return on capital (the interest rate in the

model), which is a variable for model resolution and which has resemblance to RP being configured for increasing non-retained company
profits after taxes. As the rate of returns for ROW only goes up between BY and RP up from 6.7% to 7.3%.

122 This also depends on assumed price elasticities for international trade and assumptions about international prices.

All sectors decarbonises per volume unit produced due to higher energy efficiency (see section 4.2.2 later on).

Energy sectors with domestic production in South Africa are: ELC, electricity production; REF, refineries (oil refineries, CTL and GTL);
COA, coal mining; and GAS, gas production (mainly coke ovens and gas works)
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and labour intensive sectors decrease their share in South African CO, emissions, both directly due to
only a moderate increase in energy consumption, as well as indirectly, due to cleaner electricity. For
the labour intensive sectors LSS and HSS direct CO2 emissions increase less than their volume of
output due to increased (endogenous) energy efficiency. It will be shown below that households are
assumed not to increase their energy consumption much in face of relatively increasing energy prices.

Table 4.2 Change in sources of total CO, emissions RP vs BY

2005 c!ir(.ect co. 2035 direct CO, emissions secztg?;sd::::tl : finn;i:;i: :rnge\:gy
Abbr. Sector emissions & transport sector emissions
pct. of pct. of Growth pct. of Growth
unit: | Mt CO, total Mt CO, total vs 2005 | Mt CO; total vs 2005
ELC Electricity 240 54.3% 338 49% +40%
REF Refinery products 56 12.7% 99 14% +76%
COA Coal (from mining)* 0.0 0.0% 0 0.0% - 9.3 Mt or 1.4% unallocated
GAS Gas resources* 19 4.3% 39 5.7% +104%
TRA Transport services 32 7.3% 60 8.8% +86%
EIN Energy int. ind. & other mining 31 7.0% 59 8.6% +89% 279 41% +72%
MAN  Manufacturing 26 5.9% 42 6.0% +60% 91 13% +57%
HSS HSS 8.3 1.9% 11 1.6% +31% 59 8.5% +32%
LSS LSS 5.4 1.2% 9 1.2% +60% 56 8.2% +54%
HHR Households - REF and TRA* 21 4.8% 32 4.6% +49% 72 11% +49%
HHO Households - other* 2.7 0.6% 0 0.0% -100% 66 9.5% +15%
EXP Exported Energy sector em. o @ © © = 55 8.0% +88%
Total 443 100% 687 100% +55% 687 99% +55%

* Comments:
1 Due to hybridisation own use electricity generation is now included in the electricity sector, and its emissions therefore do
not show up in the coal sector.
2 Gas resources consist partly of gas works and coke oven gas which are actually emissions of the iron and steel and other
energy intensive industries.

3 Household refinery products also include kerosene and LPG for heating purposes, but to simplify refinery products are
considered to be mainly used for transport purposes.

4 Household other emissions in 2005 include those from coal for heating, | add indirect emissions from electricity which has
mainly a domestic purpose, and | ignore electric transport.

5 In the totals of direct and indirect emissions | neglect and thus do not re-allocate the indirect emissions coming from
refineries and transport of the ELC, REF and TRA sectors.

6  Gas resources emissions consist of the CO, emissions from producing gas in coke ovens or in gas works, and are thus
included in the Energy Intensive and other mining (EIN) sector

Outcomes for employment by sector
In the composition of employment few changes take place between sectors. The HSS and LSS sectors

gain most employment in absolute numbers (6.7 out of 8.2 million new jobs), but only the HSS sector
sees its share in total employment increase from 31.6% to 33.4%. The percentages of total
employment of other sectors decrease a little, but change little relative to each other (Figure 4.2). In
view of the larger increase in volume of output of MAN and EIN than for other sectors, this outcome
reflects the high increase in labour (output) productivity for MAN and EIN. Below, the change in
employment by level of skill will be discussed in connection to observed technological and structural
change (in section 4.2.2).
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Figure 4.2 Shares of employment by sector, for BY (2005) and RP (2035)
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Income inequality, poverty and consumption
The Reference Projection leads to a decrease in poverty, but also to a slight increase in relative income

inequality. The decrease in poverty can firstly be seen from an increase in real per capita consumption
budgets, ranging from +29% for the poorest class (class 1), to +68% for class 4 (Table 4.3).
Consumption budgets reflect changes in income, but also in saving and investment behaviour. Income
inequality, measured by the of HH class 5 (richest) over HH class 1 (poorest) gross disposable income
(gdi, after taxes and transfers) still increases by 7%, with average HH class 5’s gdi equalling 44.6
times that of class 1. Of course, real per capita consumption levels increase (Table 4.4).

In terms of (physical) volumes, the picture coming out of RP implies South Africans buying more
appliances, vehicles, furniture, clothes, food, leisure, and low skill services (MAN & LSS) — and to a
lesser extent more materials (EIN), high skill (HSS) and transport services (TRA) — while South
African households almost do not consume more energy (COA, ELC, REF) (Table 4.4). Household
consumption of coal is phased out by assumption.'® But, further decrease of primary energy demand
for household classes 1 and 2 reflects other aspects of how the model parameterises the response to
increasing energy prices of these household classes. (More detail on household consumption in RP is

presented in Appendix D.1.3.)

12 the assumption is that South Africa achieves universal access to clean cooking fuels by 2035.
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Table 4.3 Change in real per capita consumption budgets, RP vs BY

Household class Hh 1 Hh 2 Hh 3 Hh 4 Hh 5 All

Increase of real per capita

: < +29% +41% +61% +68% +33% +53%
consumption budget vs BY

* Consumption budgets equal gross disposable income after taxes and transfers, minus
investment and net borrowing or lending.

Table 4.4 Comparison of household class consumption profiles, BY and RP

Class Hh1 Hh2 Hh3 Hh4 Hh5 Average
ltem  Unit 2005 2035 | 2005 2035 | 2005 2035 | 2005 2035 | 2005 2035 | 2005 2035
Percapita .  Res 19 25 | 41 58 | 59 94 | 103 174 | 81.2 108 | 208 317

consumption

COA  Gl/person 0.29 0.0 0.59 0.0 0.82 0.0 0.88 0.0 0.09 0.0 0.6 0.0
ELC  GlJ/person 0.86 0.91 1.67 1.88 2.23 2.67 3.8 4.7 23.0 24.4 6.4 7.7

REF  Gl/person 0.35 0.35 0.83 0.85 1.23 1.36 34 3.9 131 13.5 4.0 4.6

Pimary  cperson | 28 26 | 56 56 | 7.6 80 | 137 157 | 708 746 | 206 2338
energy
index of BY
BN oosimvg | 7 10 16 2 21 35 | 46 79 | 408 550 | 100 154
man ndexofBY |, 16 27 4 38 69 60 113 | 354 522 | 100 170
(2005)avg
index of BY
S5 o0s)ove 16 21 24 35 31 53 54 96 | 373 523 | 100 161
index of BY
HSS  oosive | 23 27 | 56 73 |90 14 | 24 38 | 471 587 | 100 142
TRA Ndexof BY | 4 23 45 57 70 93 | 107 153 | 221 261 | 100 135
(2005)avg

" For total primary energy, based on modern energy efficiency of coal power plants, ELC consumption has been by a factor 2.5.

4.2. Explaining RPs results through decomposition analysis

Chapters 2 explained how growth depends on exogenous assumptions about factor and input output
productivity, and on (rigid) profit margins and wages. Chapter 3 explained that IMACLIM-ZA — as
used in other models for small open economies — has a closure in which the trade balance is more or
less fixed and in which the Real Effective Exchange Rate (REER)' adjusts to find equilibrium

between domestic GDP growth and the growth in the volume of exports (section 3.5).

In order to arrive at an explanation of the results found in the difference Ctax scenarios, and
continuing on the mentioned discussions in Chapters 2 and 3, this section first discusses this link
between GDP growth and the REER as found in results of IMACLIM-ZA (section 4.2.1 and Box 5).
(This forms the basis to understand the economic impacts of carbon taxation in combination with
revenue recycling in section 4.3.1.) The second part of the present section (4.2.2) shows for RP how
results follow from structural and technological change, and how these also determine outcomes for

CO, intensity of GDP, employment by sector and level of skill of labour, and for income inequality. A

1% The REER is the Real Effective Exchange Rate, it represents the value of a basket of goods in domestic prices relative to prices of a

country’s trading partners (see section 3.6.2 for a discussion of the REER). The REER is an expression of purchasing power in domestic
goods vs that in foreign goods. It can therefore, amongst other options, be represented by Relative Consumer Price Index (RCPI). The REER
relative to BY as shown in Box 5is calculated as the ratio of GDP expressed in domestic prices over GDP in import prices.
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summary at the end of the section (0) wraps up the description of the Reference Projection.

4.2.1. Explaining GDP growth and unemployment for RP

Complexity of economic interactions is one of the main reasons to use a macro-economic model to
support economic decision-making. Macro-economic models necessarily simplify matters, but
represent essential economic behaviour in order to show what happens when different economic
mechanisms interact. These models obviously depend on what we think to know about the different
mechanisms present in an economy. Despite these simplifications, for a model to be useful or
applicable, some degree of complexity needs to be maintained. The complexity of multisectoral
general equilibrium models like IMACLIM-ZA makes it difficult to explain the results obtained in
scenario analysis. However, for economic policy making it might be more useful to understanding why
a scenario obtained the results it did. Explaining how results for GDP growth follow from assumptions
about changes in parameters'”’ is complicated, because it requires presenting a number of
simultaneous and looped general equilibrium changes as a logical chain of events. Furthermore, the
more complex the model is in terms of interactions between parameters, the less feasible it is to
distinguish how results are linked to changes in specific parameters. This sub-section therefore
discusses an approach that will be used in the remainder of this chapter to provide insight into why the
scenarios presented in this thesis obtained their results for GDP growth and employment. The

approach is applied to RP here.

The approach is constructed around an indicator that is an index for the change in domestic income
relative to the volume of products supplied to the South African economy. To simplify matters | will
call this indicator the domestic income multiplier (DIM). The DIM is complementary to another
explanatory indicator for GDP growth, namely the REER. Box 5 below shows how a change in the
REER is both a formal result of IMACLIM-ZA, parallel to GDP growth, and at the same time an
explanation for GDP growth. Compared to the REER, the added value of the DIM in explaining
results for GDP growth is that it is applicable to the sectoral level too, and that it can be linked more

easily to scenario assumptions through its components (which are specified below).

This sub-section first shows that growth in employment by scenario is a results which is not very
intuitive and that to understand this result one has to explain how come GDP grows beyond average
productivity growth of primary factors. The discussion in this section then shows how several
components of GDP growth are able to explain how growth of GDP relative to primary factor use can
be different from average primary factor productivity growth. Sub-section 4.2.2 (next) links each of
these components a posteriori to the technological and structural change that follow from scenario

assumptions. The components concerned are: Change in the (with the GDP price index deflated) value

127 £ g. productivity, factor availability, and exogenous changes in import price structure, or in the tax system.
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of the volume of goods & services supplied to the South African economy™®; Cost reductions (see also

section 2.1.4 before); and import substitution. They incorporate growth in income both due to
domestic drivers of growth and due to changes in international trade, and they can be aggregated into
the mentioned domestic income multiplier (DIM). Lastly, this sub-section shows that the DIM, just as
the REER, is uncorrelated to GDP per worker, but that it can largely explain variation in employment
results between scenarios.

A missing explanation for GDP growth and employment results

One of the ways to decompose change in GDP is by decomposing it into the following three

components: *°

1. Change in GDP per worker;

2. Change in the size of the active population;

3. Change in the percentage of active population employed (the employment rate).
For RP it turns out that, once demographic change and change in the employment rate (= 1 — rate of
unemployment) have been taken into account, GDP per worker grows 35.3% compared to base year
(BY) data (see Table 4.5). However, GDP per worker does not correlate to GDP growth in IMACLIM-
ZA results, as shown for RP and 8 R300 Ctax scenarios in Figure 4.5 (a discussion of Ctax scenario

results follows in section 4.4). To understand why GDP per worker does not correlate to GDP and
explain the results for GDP and employment for RP, | add detail to the decomposition analysis.

Table 4.5 Decomposition of GDP growth in three key
components (by multiplication), RP vs BY

S Ny S Further detail can be added on the basis of an insight

per  popu-  ment | GDP  from gsection 2.1.4, namely that cost reductions

worker lation rate

contribute to GDP growth. Cost reductions (as its
RP (vs BY) 1.353 1.341 1.239 2.249

opposite: cost increases) follow from changes in factor
and input intensities and factor prices. In IMACLIM-ZA changes in factor intensities follow from
changes in productivity, resulting from prospective scenario assumptions (see section 3.6) and price

elastic trade-offs between intermediate inputs and primary factors (see section 3.2.1).

At the level of the aggregate economy, cost reductions equate to the changes in the total value of
resources over GDP. For RP the reduction of costs per unit of GDP is 5.2% (Table 4.6). Its inverse is
the ratio of primary income (GDP) over the value of resources, which | also call the ratio of income
over costs: its value is 1.055 for RP (= 1/ (1-0.052) ). It adds growth to the productivity improvement

of primary factors.

128 By supplied to the South African economy is meant the use or consumption of goods & services in intermediary or final consumption,

plus their use for investment and their exportation.

2 The decomposition analysis of GDP growth in this section is performed from taking a per worker perspective of GDP growth (or, value
added labour productivity). This choice is motivated by the practical consideration that labour is the most constrained factor in IMACLIM-
ZA (see a discussion about the modelling of the capital market in section 3.4). However, in principle any factor or input could be used to
structure this decomposition analysis.
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Box 5 GDP growth, the REER and the trade balance in IMACLIM-ZA

The Real Effective Exchange Rate (REER) is officially defined as the average of the bilateral Real
Exchange Rates (RERs) between the country and each of its trading partners, weighted by the
respective trade shares of each partner (Catao, 2007): “The RER between two currencies is the product
of the nominal exchange rate (the dollar cost of a euro, for example) and the ratio of prices between
the two countries.” Catao also says: “economists usually measure the real exchange rate in terms of a
broad basket of goods. Because the price of such a basket normally takes the form of an index
number—such as the consumer price index (CPI), which includes both goods and services—the RER
is also typically expressed as an index that can be bench-marked to any chosen time period.” (Catao,
2007) Similarly, the OECD uses Relative Consumer Price Indexes as an indicator for the REER and
adds that they are a measure for international competitiveness (OECD, 2016). In this thesis, lacking
the possibility to calculate RERs between South Africa and it’s trading partners, the rate of the GDP in

domestic prices over the South African GDP in foreign prices is used as a proxy for the REER.

The REER can be seen both as an explanation for and as a consequence of GDP growth. To see this,
one has to recall that, as argued in section 2.1.4, GDP growth can result both from domestic drivers
and from international trade. This box explains how the REER serves as an indicator for both types of
origins of GDP growth. Nevertheless, this box first shows that given the conditions of the scenario
runs in IMACLIM-ZA the REER adjusts to match the result for GDP growth with the constraint on

the trade balance and the current account.

Change in the REER as a development parallel to GDP growth
That the REER is negatively correlated to GDP growth is a formal outcome of the IMACLIM-ZA

model and its prospective parameterisation (section 3.6). To see this, recall from Eqg.16 on p.83 that for
each sector the volume of imports of a sector is positively related to the volume of domestic output,

which means that they are roughly proportional to GDP:**°

My _ M (va P_Yf)"””f (16)

Y; Y0 \PY,0 PM;

At the same time, the volume of exports of all sectors evolves roughly proportional to an exogenously

defined trend, dx, see Eg.17 on p.83:

: Py A\ %pX;
L (& ﬂ) A+ 60 7

X0 PM,o PX;

This means that the evolution of the volume M over the volume X of a sector depends on: 1. The
evolution of Y over X; and 2. the evolution of relative prices between on the one hand domestic
products (pY, which explains a large part of the change in pX, see section Xx) and on the other hand
foreign products (pM).

3% A condition is that the average change in relative prices and the price elasticities are not too extreme, but the latter is not the case in RP

and the Ctax scenarios presented in this thesis.
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A third constraint is that the trade balance surplus is defined by the Balance of Payments, in particular

by the Self Financing Capacity of the Rest of the World (SFCrow) given by Eq.55 in section 3.4:

SFCrow = i1 My PM, — Xy X; pX, + RK oy + OTpoy (55)

This equation says that the SFCrow equals the negative of the trade balance (X*pX — M*pM) plus the
interests and dividends receipts by ROW (RKgrow) and other transfers which ROW receives (OTrow)-
As OTrow is fixed over GDP, and with SFCrow and RKrow almost fixed (see section Xx), this means
that the trade balance is approximately fixed to GDP as well (at about 3.5%, see Figure 4.6 later on,
while in BY calibration data has a trade balance deficit of 0.1%).

Under these circumstances, at constant prices, the relative growth of imports, and therefore GDP
between timesteps 0 and t divided by the trend for growth in exports should approximately correspond
to: (GDPJ/GDPy) / (1+ dy)'= (1 —0.001) / 1.035.

However if GDP/GDP, > 0.965 * (1+ Jy)' then the average price of South African goods, (pY;), needs
to decrease relative to the average price of foreign goods, (pM;), in order to reduce the rate M;/Y; and
increase the rate X; /m, and respect the constraint for the trade balance:

X pX; — X M; pM; = 3.5% * GDP;. In case the opposite is true, and GDP growth is much
smaller than the trend for growth in volume of exports, the average domestic price needs to increase
relative to the average foreign price to respect the constraint on the trade balance. This relative
evolution of domestic over foreign prices is expressed by the REER, which can therefore be
considered to facilitate the adjustment of GDP to the assumed growth of the volume of international

trade, given a certain value for the trade balance relative to GDP.

Change in the REER as an expression of change in a driver of GDP growth
From another perspective, the REER also explains GDP growth. Firstly, a decrease of the REER can

be a sign of an improvement in international competitiveness, when comparing two scenarios.™"
However this is conditional on: a. the fact that the current account and the trade balance are constant
over GDP; and b. on the fact that the average price elasticity of import substitution and exports are
constant too.”** Secondly, given the conditions just mentioned, a change in the REER is also an
expression of change in an underlying phenomenon which is one of the drivers for GDP growth (next
to productivity growth): At the assumption of a constant trade balance and current account (relative to
GDP, as described above) the REER also expresses the costs of a “productive factor unit” relative to

the average price of a certain basket of goods of foreign products.

This last statement is rather abstract, and therefore deserves further explanation: Recall that the REER

expresses the relative costs of a specific basket of goods & services in domestic prices relative to the

! The measurement of the international competitiveness is one of the purposes of the REER according to the OECD (2016).

At higher elasticities, the change in the volumes of goods & services traded with the change in domestic prices relative to foreign prices
will be stronger. A smaller change in the REER will be sufficient in the latter case to obtain a certain trade balance fixed as a percentage
over GDP.
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same basket of goods in the rest of the world (when converted into the same currency). Furthermore,
consider that for an aggregate economy, all costs — i.e. the total value of “resources” in Input-Output
terminology — ultimately consist of costs for imports and of primary income (= value added including
indirect taxes). All other things equal — notably constant productivity of primary and secondary factors
and constant trade-offs between foreign and domestic goods — the average price of products sold in the
domestic economy relative to that of foreign products depends on the reward (price) in real*** terms of
domestic primary factors.”* Therefore, all other things equal, total nominal primary income (value
added) per product is proportional to the domestic components of the cost structure (resources) of that
product’s sector. However, it does not need to be constant to the foreign components of resources. If
“real” primary factor prices change, this implies that factor prices change relative to the price of

foreign goods (all other things equal).

Figure 4.3 summarizes this logic: Assume that at constant technology the good available to the
domestic economy consists for 1/4™ of its volume of foreign products and for 3/4™ of domestic output
(Y). Initially the REER = 1, but let’s assume that for an unknown reason the real price of a domestic
primary factor (pVA) is suddenly reduced by 1/3"™. At constant technology, this means that the price of
a primary factor (pVVA) is reduced by 2/3™ compared to the price of foreign products. As a result the

REER becomes half of its initial value.

Figure 4.3 Change in REER expressing change in factor prices relative to foreign prices, all other things equal

Situation t=1: pVA = pDom = pM, therefore REER = Situation t=2, same Q, but pVA = 0.67 pDom = 0.33
1 pM -> REER = 0.5,
1 1
ﬁ 50% 2/3rd
decrease reduction
3/4th of \ REER PVA Vs
S R pForeign
05 BN 1/4th of Quantity \ 05
o B Quantity ’ LlB"dﬂv
c. . . \ \ reduction 4
L \ real pvA \
0 T T k ) 0 . i k !
pForeign pDomestic pY=pVA pForeign pDomestic pY=pVA

The decrease of primary factor prices relative to their productivity could also be called the decrease of
the real price of a “productive factor unit”. Section 2.1.4 discussed how under normal circumstances
such a decrease leads, all other things equal, to GDP growth in IMACLIM models (and the opposite:
an increase of the real price of a productive factor unit to a reduction of GDP). The section also
showed that impacts on GDP of this development in primary factor prices operate both through
domestic drivers (purchasing power) and international drivers of growth (competitiveness). This is

summarized in (the non-shaded elements of) Figure.4.4: One mechanism prevents an infinite reduction

3 The “real” factor price says how many baskets of goods & services can be bought with a factor unit’s remuneration (income or reward):

see section 2.1.4.

3 Consider also that, at constant technology and trade-offs between domestic and foreign goods, the part of resources that is costs for
imports (within the resources of production per unit supplied to the local economy) is constant relative to price of imported goods.
Therefore only the value added part of resources per unit produced can change relative to foreign prices.
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of “real” primary factor prices for stimulating GDP growth, being that some imports are non-
substitutable and would become unaffordable if domestic factor prices would become extremely low

(in the shaded elements of Figure.4.4).*

The conclusion is that under the hypotheses of RP and the Ctax scenarios presented in this thesis —
namely an almost constant trade balance and current account — the REER also reflects changes in an
important driver of GDP growth, and one that is significantly different between scenarios, namely that
of the costs of domestic primary factor’s productivity relative to the price of foreign products.

Figure.4.4 Causal loop diagram of how a change in primary factor prices over factor productivity impacts GDP

Relative price - _ International o Foreign
imported vs REER > competiti- »| demand dom.
dom. products veness products
+
Price x
+ "productive” Import
primary substitution by Factor
factor unit dom. products use =
4 vt GDP
Costs non- Costs _ Domestic
substitutable domestic »! demand dom.
imports“ + goods basket products +

Explanation of the figure: A causal loop diagram shows how variables in a model are linked: a “+” sign with a connecting arrow indicates a
positive relationship of a change in one variable on the other, a “-“ sign a negative relationship; For IMACLIM-ZA this figure is conditional
on a constant current account and trade balance (relative to GDP), as well as fixed price elasticities for international trade; One mechanism
(in shaded boxes) in the scheme functions as a brake on the relation between GDP and productive primary factor unit costs: Non-
substitutable imports would become too expensive if primary factor productivity would become very cheap.

Continuation of the text before the box:

In RP the aggregate cost reduction is the sum of a number of changes in the cost structure of resources
(see section 4.2.2 for more detail): Energy costs per unit of GDP increase (1.6%), whereas costs for
imports (-1.7%) and for intermediate inputs (-5.1%) decrease. Within the category of (primary)
income components, labour income increases, whereas the other types of primary income (net profits,
capital amortisation, and indirect taxes) see their share in income diminish. The sum of change in

primary income per unit of GDP is (by definition) zero.

When applied to the decomposition of GDP growth, this leads to the result that change in GDP per
worker consists of a 1.055 change in income over total resources, times a 1.28 rate of change (= 1.35/
1.055) in value of supply per worker (Table 4.7). However, to explain GDP growth this is insufficient.
As | will show in section 4.4 below, similar aggregate cost reductions between scenarios do not

translate into similar GDP growth, and cost reductions prove to be uncorrelated to GDP growth.

35 Of course, one can also imagine that foreign investors would not want to invest if they knew that the value of their investment were to

disappear quickly because of a constant reduction of the REER.
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Nevertheless, while there are little differences in cost reductions between RP and the different

scenarios, there are significant differences in the nature of the composition of these cost reductions,

which can be related to differences in the type of revenue recycling. Section 4.4.1 discusses this for the

different Ctax scenarios.

Table 4.6 Change in value of resources

per unit of GDP, for RP vs BY

Aggregate

economy®
Energy IC costs'” +1.6%
Mat IC costs®” -5.1%
T&C margins(g) -0.0%
Import costs -1.7%
Total “non-income” -5.2%
Labour (gross wages) +1.2%
Capital write offs -0.2%
NOS & spec.margins -0.7%
Total indirect taxes'” -0.3%
Total primary income +0.0%
Resources per unit -5.2%

(1) Costs for intermediate consumption (IC) of
energy, and energy sectors, encompass COA,
OIL, GAS, REF and ELC; (2) Mat is the
aggregate of Materials & services, and
consists of EIN, MAN, LSS, HSS, and TRA; (3)
T&C margins are Transport & Commercial
margins, and consist of an after-factory gate
transfer or payment of transport and trade
(commerce) costs levied over domestic
products and imports; (4) Indirect taxes are
fuel levies, a sales tax (VAT) and other taxes
minus subsidies on products — taxes minus
subsidies on production have been included in
this category here too. (5) For the aggregate
economy the volume of supply is the GDP.

Figure 4.5 Change vs BY of GDP per worker, income/costs per unit of GDP, and
employment rate, against GDP growth vs BY, for RP and R300 Ctax scenarios
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A posteriori, intuitive explanations can be found to explain why
differences in the composition of cost reductions (due to the different
revenue recycling mechanisms) lead to differences in GDP growth.
However, it is preferable to have a more objective, traceable and
guantifiable explanation for the GDP growth result of different
scenarios. The puzzle of explaining GDP growth results is therefore
not finished, and it is necessary to look for an explanation of both

GDP growth and the employment rate.

Table 4.7 Extension of the decomposition of GDP growth of RP vs BY by
splitting GDP per worker into two components

Value of Income /

supply costs per
per unit of
worker” GDP™

GDP Active :nrlz;rl‘ogj—
per popu— i GDP
worker lation
rate

RP (vs BY) 1.282 1.055

1.353 1.341 1.239 2.249

* The rate of change in value of supply per worker is calculated as the rate of RP’s
GDP deflated value of supply per worker in RP over it’s value in BY data;

** The ratio of income over costs per unit of GDP indicates growth thanks to cost
reductions. It is measured as the ratio of primary income relative to the total
value of resources, which can be considered the cost per unit of GDP.

Quantifying the combined impact of changes in domestic and foreign markets on GDP
While differences in cost reductions do not explain GDP growth results for the scenarios of

IMACLIM-ZA, the logic behind how cost reductions contribute to GDP growth does contain an

indication for finding a quantifiable explanation for GDP growth results. Section 2.1.4 discussed that

cost reductions partly explain that income and final demand can outgrow (gross) primary factor
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productivity. Such growth in demand causes factor use to grow in comparison to the situation in the
previously existing economic equilibrium. However, section 2.1.4 also explained that what ultimately
matters for GDP growth is the change in primary factors’ average (gross) productivity growth relative
to the total of primary factors payments (primary income, including indirect taxes) per product sold.
The latter determines the “real” price of a factor’s productivity, by which is meant the volume of
goods that can be afforded with a factor’s income. When total primary income per volume unit
supplied to the South African economy increases, primary factors’ “productivity” becomes more
expensive. This leads to lower GDP (see section 2.1.4).

Analysis of the results of carbon tax revenue recycling scenarios below (section 4.4.1) confirms the
previous predictions: It shows that cost reductions are achieved in different ways in the different
scenarios. The average price of primary factors’ productivity is the central element to explain these
differences. In some cases, a reduction of the average price of labour compensates for the fact that
more indirect taxes are levied per product via carbon taxation. Would this compensation not have
taken place, then the economy would have been in disequilibrium, because output (at similar
productivity) would no longer match demand. The latter would occur for two reasons: Firstly, South
African products would become less attractive in international comparison; and secondly, domestic
purchasing power would have been reduced. In other cases, carbon tax revenue is recycled in a way in
which the amount of “real” primary income per product does not increase. The REER expresses this
“real” price of primary factor’s productivity (see Box 5)."*° Nevertheless, it is an aggregate indicator,
and the mechanism through which scenario assumptions lead to parallel changes in GDP and the

REER remains rather intuitive, and cannot be quantified easily.

To provide more insight into how scenario assumptions for carbon tax revenue recycling lead to
different outcomes for GDP growth, this thesis proposes an additional indicator. This additional
indicator can be said to measure the change in income over demand for products. More precisely, the
envisioned indicator measures how domestic income grows relative to the volume of products supplied
to the South African economy®’ compared to a reference, e.g. base year data. To construct this
indicator, the change in income over costs per unit of GDP (the inverse of cost reductions) is
combined with two other elements which can be obtained in decomposition analysis of GDP growth,
starting from the decomposition presented in Table 4.7 above. These two elements are explained here
and consist of (their calculation is given below, I stick to the “per worker” approach): i. Change in the
(weighted) average value per volume unit of supply; ii. Change in the (weighted) average volume of

supply over volume of domestic output.

3% | fact, change in the REER is generally considered an expression of a change in international competitiveness. In IMACLIM-ZA, lacking

the possibility to calculate price levels relative to price levels in multiple trade partners, this is conditional on a constant trade balance and
current account (relative to GDP): See Box 5 before.
137 “supplied” in the sense of national accounting, meaning total volume of resources, “South African markets” thus includes exports.
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Change in the average value of supplied goods and services
The first of the two aspects is calculated as the average value of total supply, deflated by the GDP

price-index. To see why it is relevant for GDP growth, recall from the discussion above that the impact
on growth of cost reductions is calculated as a change in the ratio of income over costs (details follow
below). An increase in this ratio does not lead to income growth when simultaneously the average
value of all products supplied to the South African economy’s uses (not just goods for final
consumption) decreases. Technically speaking, a change in the average value of goods and services
supplied to the South African economy should measure divergence in the price index of total supply
and that of final demand or primary factors."*® Such a divergence could be caused by structural change
(in demand) moving towards products that have, on average, an increase/decrease in their value, by
increasing/decreasing average primary and secondary factor prices at the same rate. E.g., in case of an
average increase in the value of goods & services, GDP and income generation get more concentrated
in sectors whose prices have risen above average. One possible explanation for this change in average
value and price per product could be that primary factor prices change in such a way that secondary
factor prices change in the same way, thereby increasing costs and income at the same rate, and
without a negative consequence for demand. This could for instance be the case when a change in
primary factor prices is accompanied by a change in the REER in the opposite direction.

Calculation of the change in the average value of supply

To calculate the change in the average value of supply on a per worker basis — the denominator for the
decomposition analysis in this chapter — it is necessary to separate the change in value of supply per
worker into growth in (physical) volume of supply (domestic production, Y, plus imports, M) on the
one hand, and value per volume unit of supply on the other hand (see Eq.61). For the aggregate
economy, volume is measured as GDP, but this concerns a kind of “net” volume of goods & services
1 139

supplied (real income), while here, “gross” physical volume of supply is meant, see Eq.61:

[Resources Value Resources Value [Volume Y+M

L ]t _ L Volume Y+M ] % L ]t (61)
[Resources Value] - [Resources Value [Volume Y+M]
L 0 Volume Y+M L 0

, With:

L Total employed labour force;

Resources Value Total (deflated) value of all sectors’ resources = IC+V A+M-+indirect taxes;
Volume Y + M For timestep (with subscript) 0: Aggregate volume of Y + M = 1; While for

timestep t: Aggregate volume of Y + M is calculated as the geometric mean of

138 Keep in mind that this divergence is measured independent of any change in the cost structure itself, which, as discussed above, is

measured through a change in the ratio of income over costs.

13 Recall that the change in value over volume of supply (%) is not the same as the change in income over costs per unit of GDP,
which was treated already separately above
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the weighted average of all i sector’s growth rates of volume of supply (vs.
timestep 0): ((Y+M)i/(Y + M); ), respectively weighted by BY (%GDP; )
and projection year (%GDP; ) sectoral GDP shares (see Eq.62):'*

[Volume Y + M], = [¥; <%GDPL,0 * ¥+ M)y, (Y-I-M)Lo> DN, <%GDPi,t * ¥+ M)y (Y+1W)10> (62)

Multiplying the ratio of change in value per volume unit supplied to the South African economy
(Y+M) with the ratio of change in income over costs gives the average change in income per product
supplied to the South African economy. Note that this has characteristics of a multiplier, considering
that an increase of income equals an increase in demand and in turn, supply again: The addition of a
little more supply adds a little more (but smaller) growth of income, etcetera.

Change in the rate of volume of supply over volume of domestic output

The second of the two elements additional elements for the income multiplier reinforces this process
of income growth. It measures the change in the (weighted average) rate of the volume of total supply
over the volume of domestic output, and therefore functions as a measure for import substitution. In
case domestic products substitute imported products more than in the initial situation, this rate is <1;
and when imported products substitute for domestic products compared to an initial situation this rate
>1. In the former case, domestic income grows more than calculated by the growth of income per unit
of supply, because a larger share of supply has a domestic origin, which means that domestic value
added can grow. In the latter (opposite) case, domestic income grows less than income per unit of
supply, because a part of supply does no longer generate (domestic) value added. This rate should
therefore is relevant for income growth, and should therefore be integrated into the DIM. Obviously,
the previously mentioned two elements (change in the rate of income over costs, and change in the
value per average volume unit of supply) should by multiplied by the inverse of the change in the rate

of volume of supply over volume of domestic output.

It should be noted that this rate plays a paradoxical role in a decomposition analysis for GDP growth:
If one takes the perspective of primary factor productivity (as | do with labour productivity in the
decomposition analysis presented here), growth in volume of supply over volume of output should be
multiplied by the growth in the volume of output per worker to obtain the growth in the volume of
supply per worker. In a next step, growth in volume of supply per worker can be multiplied by the
growth in income per volume unit of supply to obtain income growth per worker, in other words: GDP

per worker.

An example is a situation in which (suddenly and exogenously) imports that are taxed start to

" No official definition of the volume of aggregate gross volume of domestic output or of gross volume of supply per worker exists. To

approximate the change in these indicators, the GDP share weighted average sectoral growth in volume of supply, or domestic output per
worker is calculated, taking the geometric mean of its calculation on the basis of BY and of projection year sectoral GDP shares.
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substitute a part of (non-taxed) domestic output. Tax income replaces labour income in value added
generation, so income per unit of supply does not need to change (if the tax is sufficiently high).
However, due to the reduction of the number of workers to produce the domestic output for the
national economy, GDP per worker increases. But, as domestic output is substituted by foreign

products, the number of workers decreases, and therefore also GDP (all other things equal).***

Definition of change in the rate of volume of supply over volume of domestic output

Growth in volume of supply per worker can be split in a change in volume of domestic output per
worker (which equals labour’s gross output productivity), and change in volume of supply per worker
over volume of domestic output per worker (see Eq.63); The latter of the two rates represents import

substitution: The more domestic output substitutes for imports, the lower the rate of volume of supply

/Volume Y /[Volume Y+M
Volume Y

is calculated in the same way as the [(Volume Y+M)/L], in Eq.62;

over volume of domestic output becomes.

[Volume Y+M]
L t
[Volume Y+M]
L 0

Volume Y+M
Volume Y

Volume Y

(63)

[Volume Y]
L t

[w] also calculated as the [(Volume Y+M)/L]; in Eq.62, except that for consistency
t

Volume Y
in the weighing procedure with the other indicators, changes of per worker
rates of these volumes are averaged (Eq.64):

W+M)ie Y+M)y 0 (Y+M)l ¢
[Fehme T2 = Zi(%GDP,,o*< g )/( g )) ¥ (A)GDPLt*< 7 )/(

)) (6t
Final decomposition of GDP growth in RP
Calculation of all elements for RP compared to BY leads to the values presented in Table 4.8: The
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volume of output per worker turns out to grow on average by 25.6% (2™ column); the volume of
supply over the volume of output per worker decreases by 1.8% (3™ column: a rate of change of

0.982); and the value over volume of supply increases by 4% (4™ column).

Table 4.8 Overview of decomposition from GDP growth to change in employment, RP vs BY

Output Supply Value/ | Valueof Income/ Active Change
(Values are volume volume  volume supply costs per | GDP per onu- employ- GDP
relative to BY) (Y) per (Y+M) of per unit of worker rat?on ment

worker over Y*  supply* | worker GDP* rate
RP (vs BY) 1.256 0.982 1.040 1.282 1.055 1.353 1.341 1.239 2.249

Comment: * The indicators marked with an asterisk (*) are part of the calculation of the Domestic Income Multiplier.

Calculation of the Domestic Income Multiplier (DIM)
For each of the just presented components it can be argued that they have an impact on growth of

"1 Of course, reality is more complex, e.g. due to consumer preferences, the role of international financial transfers, and exchange rates.
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income relative to (or: beyond) primary factor productivity growth: When the ratio of value over
volume of supply increases (at a constant income over costs or resources ratio), income and thus final
demand must increase relative to the volume of supply. For the ratio of the volume of supply (Y+M)
over the volume of domestic output (Y), the inverse is true. When it increases, imported products
provide a larger share of demand in South African markets. When it decreases, the opposite is true.
The idea is therefore that an indicator for GDP growth in IMACLIM-ZA scenarios can be found once
one combines these two indicators with the other indicator which corresponds to growth of demand
over gross output productivity, namely the reduction of costs per unit of GDP (change in income over
costs, see the discussion above).

The most simple way to combine these indicators is to multiply the components that have a positive
impact on income or demand for domestic output relative to factor output productivity, and to divide
this by the indicator which has a negative impact on growth of demand for domestic output. In other
words: To multiply growth in value over volume of supply (1.040 for RP) with the increase in income
over costs per unit of GDP (1.055 for RP) — which gives growth in income per volume unit of supply
(1.097) — and to multiply this with the inverse of the change in the ratio of domestic output (Y) over
the volume of supply (Y+M) (1/0.982 =1.019).

The combination of these elements thus combines the change in real income over the volume of
supply, and the change in the share of the volume of domestic output in the volume of supply. As the
volume of supply roughly corresponds to the volume of goods which constitute real income, the
change in income over supply volume times the change in domestic share in supply can be considered
a multiplier for growth in domestic income. It is an index for the change in domestic income relative to
the volume of products supplied to the South African economy. Correspondingly, I call it the domestic
income multiplier (DIM), an index for the change in domestic income per volume unit of products

supplied to the South African economy, for which the value for RP is 1.118 (Table 4.9).

Table 4.9 Calculation of Domestic Income Multiplier for RP, vs BY

Components to be multiplied Value RP vs BY
Change in value per unit of supply 1.040
* Change in income / costs per unit of GDP 1.055
= Income over volume of supply 1.097
* Change in average share of Y in Y+M 1.019
= Domestic Income Multiplier 1.118

Some additional context for the use of the DIM
Taking a step ahead of the presentation of the results of Ctax scenarios (in section 4.3) the DIM has

been calculated for these scenarios too. Plotting these results and that for RP against GDP growth
relative to base year (BY) data shows a strong linear correlation (Figure 4.6). Two different trends can

be identified for each set of carbon tax scenarios, which must be related to structural impacts of the
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structure of the tax system, e.g. through rigidities in energy demand. Some not qualified multiplier
effects, operating through the 1-O matrix, should account for the relation found between the DIM and
GDP. Deviations from the trend lines largely correspond to variation around the average trade balance
surplus (Figure 4.6).

Of course, there is a correlation between GDP growth and the REER too, as explained in Box 5 before.
But, in contrast to the REER, which is a rather aggregate scenario result like GDP growth itself, the
DIM can be linked to detailed structural and technological changes that are different for each scenario
and which therefore help in providing a logical explanation of scenario results. The next sub-section
shows how the components of the DIM follow from changes at the sectoral level, especially structural
and technological change which can be related to changes in relative prices and the structure of the
growth of (the volume of) demand.

A weakness of the DIM lies in the way in which its sub-indicators have been calculated, particularly
the slightly arbitrary choice of weighing of sectoral changes. Also, possibly other similar indicators
could be constructed that could provide the same link between structural and technological change and
GDP growth and employment. Furthermore, the relations found are dependent on the condition that
there are no significant differences between scenarios in the trade balance and the current account (and
thus also the broad capital account), and in the trend in the volume of exports. The relation that has
been found here is therefore specific for the scenario analysis performed in IMACLIM-ZA for this
thesis, and not a generalizable result for economic analysis. Nonetheless, these weaknesses do not
discard the indicator’s added value in showing the logic for aggregate GDP growth and employment
results of the different scenarios, which will be further elaborated on in section 4.2.2.

Figure 4.6 Main indicators for GDP growth vs BY plotted against change in GDP; for RP, R300 and R100 Ctax scenarios
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From GDP growth to employment
Note that for the construction of the DIM the inverse of the change in the share of the volume of

supply (Y+M) over the volume of domestic output () is multiplied with the other two components.
This is in contrast to the use of this indicator in the decomposition and calculation of GDP per worker,
where one multiplies the other components with volume of supply over domestic output and not its
inverse value (Table 4.8). Whereas substitution of imports by domestic output leads, all other things
equal, to a decrease of GDP per worker (or value added productivity of labour), it also leads to an
increase of the DIM and therefore to a growth of demand for domestic output relative to factor gross
output productivity — i.e. GDP growth.

More generally speaking, when GDP grows relative to GDP per worker, employment must increase.
Substitution of foreign by domestic goods (for reason of improved competitiveness) is thus an
important contributor to growth in employment, alongside cost reductions per unit of GDP. It might
also be telling that the growth of the employment rate in Ctax scenarios starts when they achieve GDP
growth above the baseline trend in exports (1.81 from 2005 to 2035), after which the REER goes
below it’s BY value — though this has not been further analysed. The analysis of Ctax scenario
outcomes below will show that it is in fact the type of cost reduction, and particularly how carbon tax
revenue recycling schemes manage to reduce the price of primary factors relative to the price of
foreign goods, that counts for total GDP growth. It will be shown that scenarios which combine high

GDP growth with relatively low GDP per worker achieve the highest growth in employment.

4.2.2. The role of structural and technological change in RP

After having explained at an aggregate level GDP growth and employment results of RP in the
previous sub-section this sub-section discusses how these and other results, particularly the amount of
CO, emissions, follow from structural and technological change at the sectoral level. For this reason
this sub-section first clarifies in detail what technological and structural change is obtained in RP,
which then helps to explain respectively results for CO, emissions, for employment by skill and
household class, and for income inequality.

Explaining GDP growth and the DIM on the basis of changes at the sectoral level

The combined impacts of structural and technological change lead to the results for RP for growth in
labour output productivity and in the domestic income multiplier presented in section 4.2.1, which
together explain the GDP growth found for RP. The average growth in labour output productivity is
the average of sectoral growth in labour output productivity weighed by GDP resulting from the
assumptions about productivity growth (section 3.6.3) and trade-offs in production (which are
discussed in more detail below). The explanation for the aggregate result for the DIM is more complex

and the topic of the current paragraph is how it originates from sectoral developments.

At the sectoral level the DIM is highest for energy sectors, HSS and MAN. For energy sectors this is

due to an increase in value per unit of supply of 64% (Table 4.11), in other words: the average real
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price increase. This can be related to the price increases of coal, electricity and to a lesser extent
refinery products (due to the increased coal and oil prices), as previously discussed in sections 3.1.3
and 3.6.3. A part of these price increases for energy products lies in the increase of production costs,
which means that the share of income in total resources is reduced. Due to an increase of foreign
prices and a real devaluation of the Rand (decrease of the REER) the price increases do not negatively
affect the share of domestic output in supply of energy products to the South African economy. The
DIM for energy sectors is, on average, 1.48 for RP relative to BY (Table 4.10).

For the HSS sector the increase of domestic income over the volume of goods supplied originates
mainly from average price increases (+6.1%) and cost decreases (+6.8%). The former, the average
price increase is mainly caused by increased labour costs (Table 4.11). The increase of labour costs is
the consequence of the price of labour increasing more (44%) than HSS’ reduction in labour intensity
(16%). Normalized per unit of GDP (primary income) the changes in the costs structure of resources
of HSS lead to an increase of primary income relative to non-income components. Thanks to the
devaluation of the REER this price increase does not have negative consequences for international
competitiveness, and the resulting DIM for HSS for RP relative to BY is 1.135 (Table 4.10).

Table 4.10 Calculation of DIM by sector for RP, vs BY

::;Lgr‘g EIN MAN Lss HSS TRA :fg;igr::/‘f
Value per unit of supply +64% +0.1% -5.4% -2.2% +6.1% -0.6% +4.0%
Total resources relative to income”” +12% -1.8% -6.7% -7.0% -6.4% -9.0% -5.2%
Income relative to total costs™ -11% +1.8% +7.2% +7.5% +6.8% +9.8% +5.5%
Primary income over supply volume™ +47% +1.9% +1.4% +5.2% +13% +9.2% +9.7%
Share of domestic output in supply +0.9% +3.5% +10% +0.1% +0.2% +0.1% +1.9%
ml?t'tsiﬂ',ii:ig*gisﬁt)ic income per +08%  +55%  +111%  +52%  +135%  +9.3% | +11.8%

Comments: * Supply concerns total resources, in volume terms it consists of Y+M, whereas for energy sectors it is measured by dividing the
value of supply by a price index for total energy resources. For the aggregate economy the volume of supply measures GDP growth. The values
of average units of supply have been calculated as change in per worker values; ** The change in final demand per unit of supply is calculated
by multiplying: (1+ change in value per unit of supply) * (1+ change in income relative to total resources); *** Multiplying the change in final
demand per unit of supply times the change in the share of domestic output in supply gives the GDP multiplier per unit of supply; **** Income
relative to total costs is the inverse of total resources relative to income.

In the MAN sector it is not the increase of value per product unit that drives income growth, but the
opposite effect: Namely, domestic production cost reductions leading to price competitive substitution
of imports, which can be observed in Table 4.11 as a reduction of import costs, whereas domestic
production costs per unit supplied to the South African economy do not increase. The growth of
domestic income for the MAN sector therefore mainly originates from import substitution, which
leads to a growth of 10% of the share of domestic output in the total supply of MAN products to the
markets of the South African economy (Table 4.10), leading to a DIM for the MAN sector of 1.111 for
RP relative to BY.

In the remaining sectors, TRA, EIN and LSS, different causes for growth of the DIM can be identified

too, but their contributions are either a modelling artefact, like in the case of TRA, or relatively small,
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as is the case in LSS and EIN. For the latter two sectors, similar explanations as for growth of the DIM
for MAN and HSS can be given (see Table 4.10 and Table 4.11), but these will not be further
discussed here. The increase of the DIM for the TRA sector only originates mainly from cost
reductions thanks to higher receipts of transport margins paid by other sectors (mainly the COA
sector). This means that a larger share of production costs is dedicated to after-factory gate (and
before-sales) transport services, and that costs of the TRA sector are transferred to other sectors. The
total change in transport margins per unit of GDP is zero (see Table 4.11).

Overall the conclusion is that South Africa achieves additional GDP growth beyond the growth of
factor (in the discussion here: Labour) output productivity, meaning of the DIM (domestic income
over units supplied to the South African economy), by: 1. real price increases which do not negatively
affect demand; which 2. are concentrated in primary income components of the cost structure of
resources; and 3. substitution of imports. The price increases lead to income growth in energy sectors
and HSS, whereas cost reductions are mainly achieved in MAN, LSS and HSS, while import
substitution is almost entirely on the account of the MAN sector (Table 4.10).

Table 4.11 Change in resources per unit supplied by sector for RP relative to BY

sz::(:i‘{i, EIN MAN LSS HSS TRA :cigr:jf;g,
Energy IC costs'” +18% +2.8% +0.2% +0.8% +0.1% +7.9% +1.6%
Mat IC costs” +0.4% -1.5% +0.0% -4.7% -1.8% -1.8% -5.1%
T&C margins® +20% +0.0% -0.9% -1.5% id. -12% -0.0%
Import costs +14% -1.8% -5.0% -0.1% +0.0% +1.0% -1.7%
Total “non-income” +53% -0.5% -5.7% -5.5% -1.7% -4.5% -5.2%
Labour costs +2.5% +0.5% +0.4% +3.8% +6.6% +2.8% +1.2%
Capital write offs +7.9% -0.2% -0.1% -0.4% -0.5% -0.4% -0.2%
NOS & spec.margins +0.6% +0.3% +0.1% -0.1% +0.8% +1.6% -0.7%
Total indirect taxes'” +0.3% -0.1% -0.1% +0.0% +0.8% -0.2% -0.3%
Total primary income +11% +0.6% +0.3% +3.3% +7.7% +3.8% +0.0%
Resources per unit +64% +0.1% -5.4% -2.2% +6.1% -0.6% -5.2%

Comments: (1) Costs for intermediate consumption (IC) of energy, and energy sectors, encompass COA, OIL, GAS, REF and ELC; (2) Mat is
the aggregate of Materials & services, and consists of EIN, MAN, LSS, HSS, and TRA; (3) T&C margins are Transport & Commercial
margins, and consist of an after-factory gate transfer or payment of transport and trade (commerce) costs levied over domestic products
and imports; (4) Indirect taxes are fuel levies, a sales tax (VAT) and other taxes minus subsidies on products — taxes minus subsidies on
production have been included in this category here too. (5) For the aggregate economy the volume of supply measures GDP.

Technological change
The value for the DIM and the just described changes in the cost structure of RP are a consequence of

technological and structural economic change. It is worth considering into more detail what
technological and structural change can be found in the results of RP in order to better understand the
results for GDP growth and other results, like the CO, intensity of the economy and employment by
skill (the latter two are discussed below). The in engineering terms most correct indicator for
technological change are changes in physical output productivity (or input intensity of production) by

factor or input. Numbers for the evolution of technological coefficients can also be used to evaluate
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the realism in physical terms of projections for future production (this will be done for energy intensity
in RP and Ctax scenarios in section 5.5). It should be clear from the model description in Chapter 3
that these changes in physical intensities of inputs and factors over physical output follow from
assumptions about output productivity gains on the one hand, and from price-elastic substitution in
production on the other hand.

The increase in labour costs per unit of supply in all sectors presented in Table 4.11 (above) follows
from an increasing share of domestic output, and from the fact that in RP domestic production in all
sectors observes an increase of the price of labour that is bigger than the decrease of labour intensity
(Table 4.12). The evolution of labour intensity itself largely follows the exogenously assumed change
in labour productivity by sector (see Appendix C.1). Some variation in labour intensity relative to the
assumed exogenous change can be related to price elastic trade-offs.**> Similar differences in the
change in capital intensity and materials and services intensity also follow from differences between
sectors in exogenously assumed capital output productivity gains and changes in relative prices and
elasticities of substitution. Capital intensity decreases more than might be expected on the basis of the
relative evolution of the price of capital goods, which makes capital cheaper relative to other inputs
and factors. This can be explained from its complementarity with labour (see section 3.2.1).

The table furthermore shows that energy price increases are compensated to some extent by decreases
in energy intensity (which will be further studied in section in section 5.5). In the case of energy
intensity, the entire change follows from price-elastic trade-offs, with differences between sectors
being caused by differences in price elasticities and relative prices between factors and inputs.
Especially the MAN and HSS sectors — which have high price elasticities for substitution between the
capital-labour aggregate on the one side and energy on the other side — see their energy intensity
reduced in RP (Table 4.12), while this is hardly the case for the TRA and REF sectors.

Table 4.12 Change in input/factor intensity with change in perceived costs, RP vs BY, by sector

‘ COA GAS REF EIN MAN LSS HSS TRA

Growth in volumes of inputs per unit of output in production by sector ...

Energy Goods -15% -1.3% -2.9% -11% -30% -22% -37% -4.2%
Materials & Services -6.9% -3.8% -2.4% -6.6% -7.1% -6.6% -6.2% -5.7%
Fixed Capital -5.7% +3.2% +4.5% -5.7% -8.6% -4.2% -1.2% -2.1%
Labour -27% -22% -19% -28% -31% -19% -16% -21%

Change in unit costs of inputs/factors for production by sector ...

Energy Goods +99% +44% +94% +78% +69% +63% +85% +48%
Materials & Services -0.4% -0.5% +0.1% -0.0% -1.7% +0.2% +1.5% +1.2%
Fixed Capital -4.6% -4.6% -4.6% -4.6% -4.6% -4.6% -4.6% -4.6%

Labour +40% +45% +44% +41% +41% +41% +44% +43%

2 For instance, exogenous trends for labour output productivity are the same for LSS and TRA, but the resulting labour intensity is

different due to different elasticities of trade-offs between KL and E (see Appendix C.3) and differences in the relative evolution of factor
and input prices to which these sectors are confronted (Table 4.12): Due to higher relative prices of energy products and a higher elasticity
of substitution LSS has a lower decrease of labour intensity than TRA.
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The picture thus obtained of technological change in production in the South African economy in RP
is one of labour and capital substituting for energy in sectors with low energy intensity (HSS and
LSS), while the manufacturing sectors (MAN) are expected to increase efficiency on all fronts. It is
also worth noting that the sectors which reduce their energy intensity most, typically have low energy
intensity to start with.

Structural change in RP

Results for RP (and other scenarios) depend not only on technological change, but also on change in
the economic weight that sectors have in the South African economy. Changes in intermediate
consumption, which follow from technological change, are one explanatory element for structural
change, but final consumption and international trade play an important role too. In RP structural
change in the volume of products consumed increases the role of the MAN, EIN and HSS sectors in
the South African economy. These sector’s output volumes increase respectively 129%, 114% and
109% from BY to RP (Table 4.13, last column).

Two out of these three sectors have among the highest Domestic Income Multiplier (DIM) values,
namely MAN and HSS. However, increase of the DIM is on average highest for energy sectors in RP,
but these sectors see their volume of output increase least of all sectors, due to low growth in domestic
demand for their products (only 54% to 84%: Table 4.13, 6™ column). Domestic demand (IC, FC, and
Investment) stimulates especially demand for MAN and HSS products (domestic demand for both
grows 109%: Table 4.13, 6™ column). Change in the volume of international trade (exports minus
imports) stimulates domestic output most for EIN, REF and COA (respectively 162%, 199% and
146%: Table 4.13, 8" column).

Table 4.13 Growth in volume of uses (dom. demand & exports) and supply (imports & dom. output), RP vs BY

Total FCby FCby Invest- 22:! Exports ?r\;il':’ll Imports [())‘:.Ir:.
IC Hhs Gov ment uses (X-M) put
COA +55% -100% +54% +142% | +146% +20% +82%
olL +76% - +76% (+76%) +76% id.
GAS +84% - +84% (+41%) +41% +106%
REF +82% +49% +70% +123% | +199% +36% +81%
ELC +74% +44% +67% +57% +55% +92% +66%
EIN +99% +93% +99% +123% | +162% +52% +114%
MAN +100%  +112% +109% | +104% | (+46%) +67% +129%
LSS +100%  +101% +106% +88% +55% +103% | +105%
HSS +95% +77% +109% | +100% | +112% +89% +109%
TRA +96% +69% +92% +113% | -854% +92% +95%

*Comments: In case the resulting net volume of international trade is negative for a product this is indicated by a number put in-
between brackets.

The increase in domestic demand for MAN products is mainly a consequence of growth in the volume

of investment (demand for capital goods: +126%), and final consumption (+112%). The volumes
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consumed for investment follow from average growth in domestic output and the change in average
capital intensity of production. Growth of output of HSS turns out to be especially a result of growth
of government final consumption (+166%). Final consumption by government results from the

assumptions about change in government expenditure relative to GDP (see sections 3.5 and 3.6).**®

Impacts of structural and technological change on CO; emissions

From the above it became clear that growth in the volume of domestic output for products of energy
sectors and of the TRA sector is lower than average in RP, and that this is mainly caused by a
reduction in domestic demand. This is one of the explanations for the reduction in the CO, emission
intensity of the South African economy, which is the topic explored here into more detail. Another
energy-intensive sector, EIN, sees its domestic output increase above average thanks to improved
international competitiveness. However, like other sectors, EIN reduces the energy intensity of its
production (see Table 4.12 before). Reduction of demand for energy products was shown to be caused
partly by technological change. Technological change in energy sectors themselves also reduced their
energy intensity and therefore these sectors’ CO, emission intensity. Together these developments
cause the CO, emission intensity of South Africa’s GDP to decrease from 0.28 in BY to 0.19
kgCO,/ZAR:¢s in RP.

I calculate the relative contributions of (direct) technological and (indirect) structural change to this
reduction of CO, emission intensity of South Africa’s GDP (Figure 4.7). This serves as a point for
comparison when discussing Ctax scenario results (in section 4.3.1). The relative contributions of

technological and structural change by sector are calculated as follows:

1. The change (vs BY) in a sector’s CO, emissions per unit of GDP is calculated as (Eq.65):

. o _ecozj eC02,9 )
CthOZlntGDP] %,(60P 1) (Zj(GDPJ,O) (65)
, with:
eC02j, a sector j’s CO, emissions at time t (0 = Base Year value), see Eq.27 on p.86;

Y;(GDP;;)  total GDP attimet.

2. | define the measure for a sector j’s change in CO, emission intensity due to technological

change as following (Eq.66):

ChgCO2tech; = %/(ecoﬂ) 66)
.t

J, Y50

, with:
Y a sector /s output volume at time t.

3. I define a sector’s change in CO, emission intensity due to structural change as (Eq.67):

3 This in theory could correspond to a higher level of provisions of free or partially paid services by government, which consumers would

otherwise have to insure or pay for themselves.
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ChgCO2struct; 5 (GoP ) (Zj(-GDP],O) (67)
4. To obtain the relative contribution of technological and structural change to the change in a

sector’s CO, emission reduction per unit of GDP the natural logarithms of the measures for

are calculated and divided by the natural logarithm of the overall CO2 emission reduction

(Eq.68-69):
RelContrCO2tech; = —mChoco2tech;) (68)
In(ChgCO2intGDP )
RelContrCO2struct; = in(Crgcozstruct;) (69

7™ mm(chgcozintGDP;)

5. These relative contributions (shares) are multiplied by the absolute change in a sector’s CO,
emissions per unit of GDP to obtain the absolute change in a sector’s CO, emissions per unit

of GDP due to technological and due to structural change (Eq.70-71):

AbsContrCO2tech; = RelContrCO2tech; * (% - ecf%) (70)
Jit 1,0
AbsContrCO2struct; = RelContrCO2struct; * (@ - ec:#) 71D
Jt 1,0

6. For change in direct CO, emissions of households per unit of GDP no distinction between

technological and structural change is made;

7. For reason of the close association of sectoral activity (weak inter-sectoral boundaries, see

sector definitions in section 3.1.1) | combine COA, GAS, and EIN sectors in this analysis;

8. For reason of their relatively small contribution to direct CO, emissions, the MAN, LSS and

HSS sector’s are combined in this analysis too.

The results of this calculation (Figure 4.7) show that the ELC sector is responsible for the largest part
of the reduction in CO, intensity of GDP, especially due to a reduction in demand for ELC (structural

change, see Figure 4.7).

Obviously, ELC’s role in the decarbonisation of South Africa’s GDP needs to be big, because power
generation produces 54% of South Africa’s direct CO, emissions in BY and still 49% in RP. Of the
37% reduction of ELC’s CO, emissions per unit of GDP, 13 percent points are due to the (exogenous)
decrease in CO, intensity per PJ of electricity: from 285 (in BY) to 241 ktCO,/PJ*** (in RP). This
follows from the realisation of the Updated IRP (2010) in the consulted run of SATIM (see section
3.1.2). The largest part of the reduction of ELC’s CO, emissions per unit of GDP (24 pct. points) is
due to a reduced demand for electricity relative to GDP (-26% vs BY). It was shown just before (see

Table 4.13 above) that domestic output of ELC grows below average compared to output growth of

14 ktCO,/PJ = kilotonne CO, emissions per Petajoule of energy content of electricity (or any other fuel).
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other sectors due to the limited growth of ELC consumption by households, in intermediate
consumption.**®

Other sectors do not contribute much to the decrease of CO, emissions per unit of GDP. This is caused
on the one hand by a lack of technological change in energy intensive sectors (EIN and TRA), while
the sectors that do observe significant energy efficiency gains see their domestic output grow more
than average (MAN, EIN and HSS), meaning that they hardly contribute to reduced CO, emission

intensity through structural change.

Figure 4.7 Composition of CO, intensity of GDP for direct” emissions and it’s change, from BY to RP
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Comments to figure: * The adjective direct has been added to signal that technological change only concerns the reduction
in use of fossil fuels within a sector, and e.g. not the indirect CO, emissions from the use of electricity — which are part of

structural change in demand for ELC.

From structural and technological change to employment by skill and by sector
If one combines the technological change leading to change in labour intensity of production (see

Table 4.12 before) with the change in output by sector (Table 4.13 above), one obtains the change in
employment by sector (Table 4.14). MAN witnesses the biggest relative increase in output, followed
by EIN and HSS, but it is HSS which observes the biggest increase in employment (Table 4.14), due
to MAN and EIN’s high growth in labour productivity growth.

Table 4.14 Growth in total employment (nr of jobs) by sector, RP vs BY

COA GAS REF ELC EIN MAN LSS HSS TRA Avg.

Employment

+34% +60% +46% +107% +54% +58% +65% +75% +55% +66%
growth, RP vs BY

Growth in employment by level of skill of labour in most sectors is strongest for medium skill labour:
This is the case in EIN, MAN, LSS and TRA (Figure 4.8). However, due to the bigger weight of the

5 The limited growth of demand for ELC related to international trade is of little importance considering the small size of exports and
imports relative to domestic ELC demand.
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HSS sector in BY high skill employment (53%) than in medium skill employment (27%) — and with
the HSS sector observing the highest growth rate for both medium and high skill labour — the
(intersectoral) average growth rate of medium and high skill employment turn out to be about equal,
both at +68%. Low skill employment grows less fast than medium and high skill labour in all sectors
except MAN and LSS, where it’s growth is equal to that of high skill employment.

The numbers for growth in employment by skill and sector presented in Figure 4.8 are a result of on
the one hand by growth in sectoral output, and on the other hand the complex trade-offs of the nested
CES production function. The energy sectors results are an exception, as exogenous assumptions
determine labour intensity of the electricity sector (ELC, see section 3.1.3). The results for skill
intensity of employment growth of other sectors, however, can be explained at the hand of several
elements. | briefly mention the most important ones:

1. For the HSS and TRA sectors, high and medium skill labour intensity change at the same
pace, because at the bottom of the nested-CES function part of the KL aggregate (recall Figure
3.3 in section), the capital-high skill labour aggregate (KL3) and medium skill labour
experience hardly any change in relative prices. On the contrary, the KL23 aggregate of
capital, high and medium skill labour sees the relative price of it’s productivity decrease
compared to that of low skill labour, explaining the lower growth of low skill employment in

these sectors;

2. In the MAN and LSS sectors medium skill labour employment grows faster than high skill
labour employment, because medium skill labour’s productivity increases much more than it’s
price in these sector. This makes medium skill labour to become relatively cheaper and thus
more attractive as a factor of production in comparison to the capital high skill aggregate in
these sectors. Furthermore, the relative price of low skill labour (corrected for it’s
productivity) does not increase relative to that of the KL23 aggregate in these sectors. As a
consequence, low skill labour remains as attractive as a factor of production as the KL23
aggregate, which explains that low skill labour employment grows relatively as much as high
skill labour employment in MAN and LSS (Figure 4.8);

3. EIN, finally, takes in an in-between position: It experiences some price increase of the KL3
aggregate relative to that of the medium skill labour factor (when also taking into account
productivity growth), but not as much as in the MAN and LSS sectors; and it experiences
some increase of the price of low skill labour relative to that of the KL23 aggregate, but not as
much as in the HSS and TRA sectors.

While medium skill employment grows fastest or at least equally fast as high skill employment in all
sectors, for the economy as a whole employment grows at the same rate for these two skill categories
in RP (68% relative to BY: Table 4.15). This is caused by the fact that the HSS sector, in which

employment grows fastest of all sectors (75%) has a much bigger weight in the high skill labour
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category (56% of total high skill employment in RP) than in the medium skill labour category (only
28%). This explains the high average growth of high skill employment.

Figure 4.8 Relative increase in employment per level of skill of labour and sector, RP vs BY
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Together these developments explain that the decrease in broad unemployment in RP is strongest for
high skill labour: a 70% decrease in it’s broad unemployment rate, going from a compared to the other
labour skill categories relatively low 26.5% in BY to 8.0% in 2035. For medium skill labour the
relative decrease of the broad unemployment rate is 33%, resulting in a 29.4% unemployment rate in
2035. Low skill labour finally witnesses a 28% decrease in it’s broad unemployment rate to 29.7%.
Through the wage-unemployment curves (recall section 3.3.2) this leads the real wage rate for high
skill labour to increase stronger than for medium and low skill labour, namely by 51%, with the

average wage rates of the other sectors respectively increasing 40%, and 41%."

Employment by skill and household class
Due the chosen allocation of labour by skill over the five household classes, the outcomes show

employment increasing most in absolute (3.4 million jobs) and relative terms (+68% employment) for
household class 5. The reason is a high share of high and medium skill employed in this socio-
economic category (Table 4.15).

Table 4.15 Employment (thousands of jobs) by skill and household class

Household class Hh 1 Hh 2 Hh 3 Hh 4 Hh 5 Al vs BY
Part of total pop in RP’ 9% 18% 19% 32% 21% 100% -

High skill (x1000) 0 0 168 1511 4535 6214 +68%
Medium skill (x1000) 84 168 1301 4578 3690 9821 +68%
Low skill (x1000) 479 1801 1357 639 160 4436 +60%
All (x1000) 563 1969 2826 6729 8385 20471 +66%
Relative to BY +61% +61% +64% +67% +68% +66% -

" Due to the allocation mechanism of employed and unemployed labour by skill to the different
household classes, with non-active population following suit, the shares in total population for
household classes 1 to 5 slightly change from the BY shares of respectively 10%, 20%, 20%, 30% and
20%.

146 . . . . .
Recall that for low skill labour a more flexible labour market has been assumed, with consequentually more responsive wages, i.e. a

higher real wage-unemployment elasticity at 0.15 against 0.1 for high and medium skill labour, which explains the stronger wage rate
increase compared to that of medium skill labour, despite a relatively smaller decrease in it’s unemployment rate.
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Impacts on income distribution by household class
Four developments have an impact on income inequality:

° Technological and structural change favour high and medium skill employment (see before),
while high skill salaries increase faster than medium and low skill salaries;

. Labour’s share in Value Added (VA) increases due to the combination of (on average)
increasing labour costs and decreasing production costs, with the latter leading to relatively
smaller net profits through the fixed profit mark-up rates;

° Due to a reduction of intensity of production in physical capital, investment decreases relative
to GDP, while profit rates and rates of returns on equity (interests and dividend) increase;

° Due to the modelled, historically low net saving rate, households net asset positions decrease
relative to household’s gross disposable income after taxes (Table 4.16, last line).

It can be shown that the combination of these developments leads to a slight increase (by 7%) of
income inequality between class 5 and class 1, while the income gap is reduced between on the one
side the lower middle classes (Hh3 and Hh4) and on the other side the household class representing
what can be considered “upper middle class” up to the very rich (Hh5): The former two’s GDI after
taxation increases by respectively 81% and 92% (to 10.0 and 18.8 KZARs per capita), vs. only 53%
(to 118 KZAR 05 per capita) for Hh5.

Table 4.16 Per capita net asset positions (in R'05) for BY and RP by Hh class

Household Hh1 Hh2 Hh3 Hh4 Hh5 All
class
BY RP BY RP BY RP BY RP BY RP BY RP
Per capita GDI
after taxation 2.0 2.6 4.1 6.1 5.8 10.0 10.4 18.8 81 118 21 34
(KZARgs)
Share of wages 12% 18% 21% 26% 36% 39% 61% 61% 57% 65% 55% 61%
Share of GOS” 3% 4% 6% 6% 11% 10% 18% 15% 17% 16% 16% 15%
Share of RK” 0% 0% 1% 1% 2% 1% 3% 3% 21% 15% 17% 12%
Otherincome | 84% 78% 72% 67% 52% 51% 18% 21% 5% 4% 12% 12%
Per capita net
Sy o 0.1 0.0 0.6 0.5 1.2 1.0 4.2 5.6 266 194 52 43
Total Hh class
assets (pct. of 4% -0.0% 15% 7% 21% 10% 41% 30% 327% 165% 250% 127%
after tax GDI)

Comments: * GOS means Gross Operating Surplus, and includes mixed income and imputed rents, in South African SAM data a part is allocated to
households (StatsSA, 2010a); ** RK means returns on capital, but consists of interests and dividends calculated as a rate over net assets.

The main reason is that these two household classes (Hh3 and H4) have a relatively high share of
labour income as part of their total revenue, and it increases faster than for Hh5 because of decreasing
unemployment (in BY data Hh5 already counted very few unemployed). Also, Hh5 does not see its
per capita property income increase much despite an increase in the rate of returns to capital. Of
course, this is due to saving behaviour, which in the case of Hh5 is assumed to be too low to maintain
the same high net asset position (relative to revenue or GDP) as in BY data. For Hh3 and Hh4 interests

dividends (RK) are less important as a source of income. (See Appendix D.1 for further details).
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4.2.3. Summary of the Reference Projection

In summary, IMACLIM-ZA’s Reference Projection (RP) has an average real GDP growth of 2.7% per
year between 2005 and 2035, leading to a GDP 2.25 times bigger than in BY. This corresponds to
growth of real per capita GDP of 80%. The share of high skill services sector’s in GDP, which was
already high in 2005, increases even further, and except for the electricity sector which in 2005 was
still marked by a period of under-investment, all other sectors see their share in GDP decrease,
indicating a slight structural reform of the economy. Manufacturing sees its output grow fastest of all
sectors, but this does not translate into a higher share in South African GDP, because the
manufacturing sector strongly reduces its production costs, including a reduction of labour costs and
even profits (due to the fixed profit mark-up rates) per product sold.

CO, emissions from the use of fossil fuels increase in RP, but less than GDP itself, with 55% vs BY
and also on a per capita basis (from 9 to 11.5 tonne CO,). For this reason, the Reference Projection
can rightfully be called “unsustainable”, and far off from South Africa’s Nationally Determined
Contribution to the Paris Agreement. Nevertheless, CO, intensity of GDP decreases 31%, to 1 kg of
CO, per USD,q3 of GDP, for the largest part because of a reduced intensity in electricity use of
production, and only moderate growth of household electricity demand.

Employment increases by 8.15 million jobs, causing the broad unemployment rate to decrease from
39% in 2005 to 24% in 2035. For this and other reasons there is growth of real income and welfare in
all household classes, though high energy prices constrain the increase in household consumption of
fuels and electricity. The income gap between the poorest and the richest household class increases by
7%. Nevertheless, the lower middle class (about the middle 50% of population in terms of per
household income/expenditure) sees a very large income gap with the richest 20% of population

reduced in RP, because labour income grows faster than capital income.

The rate at which South Africa’s economy grows in RP does not follow intuitively from assumptions
of IMACLIM-ZA'’s prospective parameterisation. For instance, labour’s productivity is assumed to
grow 28% on average for all sectors, while the labour force grows 34%. Combining this would amount
to GDP growth of only 71%. Three other economic mechanisms need to be taken into account too to
explain RP’s GDP growth: South African economic sectors see (on average) the gross value of their
products supplied (produced plus imported) increase; also, the share of primary income in a sector’s
total resources increases relative to non-income cost components; and finally, domestic production
partly substitutes imports. Together this means that the (real) domestic income per product supplied to

South African markets (including export markets) increases by 11.8% relative to BY.

It can be demonstrated that this indicator (multiplier) for change in domestic income per unit supplied
relative to BY correlates strongly with results for GDP growth in results of all IMACLIM-ZA
scenarios. Moreover, through the use of this indicator causes for GDP growth in RP can be found more

easily: First of all, resources (or costs) per unit of GDP decrease thanks to input efficiency gains for
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materials & services (Mat) inputs, while costs for imports also decrease (relative to primary income
components of the cost structure). The latter is partly self-referring, because it is driven by a real
devaluation of the South African Rand.

The devaluation of the Rand however is a consequence of GDP growth too. The devaluation of the
Rand mechaniscally functions to adjust South African GDP growth relative to the trend in the volume
of international trade in the scenarios of IMACLIM-ZA in this thesis. The value of South African trade
balance is namely constrained at a certain percentage of South African GDP through assumptions
which determine the current account: Once GDP growth is close to or bigger than the assumed trend
for the volume of international trade devaluation of the South African Rand (it’s Real Effective
Exchange Rate, REER) is mechanically necessary so the trade balance equates to the negative of the

sum of foreign investment and income transfers, which are approximately fixed over GDP.*

The third explanation for GDP growth, the increase of the average price of South African products is
more complicated to explain, but structural change, and likely a relative increase of exports of energy
products at higher prices (mainly coal and refinery products), and the increase of government
expenditure on high skill services (in comparison to GDP growth), contribute to this development.

Due to devaluation and the increase of the value of South African products being dependent on the
reduction of costs, that is: of the total value of resources per unit of GDP, the former can be called the
main driver of GDP growth, besides average factor output productivity growth. Due to trade-offs in
production (rebound effects), average labour productivity growth is slightly lower than originally
assumed, namely 26%. Per worker GDP growth is found to be 35% in RP. This means that South
Africa’s GDP of 2035, which is 2.25 times bigger than in BY, requires a 66% increase of the
employed labour force, corresponding to the mentioned 8 million jobs. Trade-offs in production and in
the labour market cause this increase in employment to be slightly more concentrated in medium and
high skill jobs than in low skill jobs. Labour income also increases relative to capital income, this
results in household classes 3 and 4, representing what could be called the lower middle class, sees
their per capita income after taxation growing a bit faster than other household classes. The richest
household class (Hh5) however sees it’s income grow faster than the poorest two household classes,

meaning that inequality does increase somewhat.

4.3. Ctax scenarios and their results

4.3.1. Introduction to scenarios for carbon tax revenue recycling

Eight main carbon tax (Ctax) scenarios for the recycling of carbon tax proceeds (revenue recycling)
are presented. These are called “main” scenarios, to signal that these exclude the investment in skills
option discussed in section 4.5, and to mark the difference with ex post developed alternative scenarios

of Chapter 5. They are meant to evaluate different types of plausible, mainly fiscal, policies — each

%7 Note that the fact that the average price elasticity of imports and exports is >1 contributes to the required decrease of the REER.
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assumed to have distinguished macro-economic impacts and/or to compensate different socio-

economic groups in the South African society. | introduce them here shortly, before discussing them

into more detail next:

RDEF Reduction of the public deficit (possibly leading to a budget surplus);

RVAT Reduction of the sales tax on final consumption;148

RGOV Increase of government expenditure;

RSUM Lump-sum transfer to households on an equal per capita basis;

RTIF-fix Reduction of taxes on profit or income of firms while firms do not change their profit
mark-up rates;

RTIF-low Reduction of profit or income taxes of firms who respond by reducing profit margins;

RTaY Carbon tax revenue is used to reduce taxes on production, up to the extent that
production is subsidised (see explanation below);

RTSC Carbon tax revenue is used to reduce social security contributions paid as a rate over

net wages, up to the extent that labour is subsidised.

The details for the modelling of the different revenue recycling scenarios and a short motivation for

their choice are as follows:

RDEF is the option closest to “preference neutral”. In CGE models with one aggregate
household (class), a per capita lump-sum transfer is often considered the reference option for
carbon tax recycling option because it is supposed to be neutral in terms of final consumption
preferences. With 5 household classes however, “preference neutrality” no longer exists, for
the reason that preferences and carbon tax burdens differ between classes. By recycling the
carbon tax proceeds to the public deficit, the recycling scheme itself does not have a direct
impact on the tax burden and household preferences (e.g. by changing relative prices beyond
the impact of the carbon tax), although indirectly it will affect international lending and
borrowing and the trade balance, which will affect different household classes in different
ways. It is therefore not neutral either, but a key motivation to include this option is that the
public deficit, and obtaining finance is currently a significant issue in South Africa, which is

therefore looking for ways to increase government revenue in the short term;

RVAT explores the economic inefficiencies associated with a carbon tax vis-a-vis that of a
sales tax. RVAT can be seen as an overcompensation of households, who, through the sales
tax cuts, receive back not only their own carbon tax payments, but also those of the polluting
firms (for which they of course partly pay partly indirectly through higher prices). But, as a

sales tax ultimately is a tax on (both domestic and foreign) production, it also counts indirectly

148

South Africa has a Value Added Tax (VAT), which (technically) is not a sales tax, as the latter only applies to final consumption. However,

the VAT has been modelled as a sales tax to simplify matters.
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as a tax on all firms, who benefit from its reduction by an increase in activity (sales);

RGOV explores increased public spending and thus, theoretically, increased provision of
public services, although the feedbacks of such services (e.g. of infrastructure, health care,
police services and education) on economic activity are not modelled—except for the option
additional to the main revenue recycling schemes discussed here, namely that of investment in
education and training that is discussed in section 4.5;

RSUM is meant as a more progressive version of recycling: rather than benefitting households
in proportion of their consumption budget it equally shares the total carbon tax proceeds
among all residents of South Africa. This way, South Africa’s large economic inequality
might be addressed while reducing CO, emissions;

In RTIF, the tax rate on property income and revenue for firms (z;s) is reduced when a carbon
tax is levied. The budget deficit target of -3% of GDP is respected, and household revenue &
property income taxes are set at their value projected in RP. Two variants of this scenario have

differences in how profit mark-up rates (for net operating surplus, zyos) respond:

o In one variant, RTIF-fix, no reduction of profit mark-up rates (znos) takes place:
Firms benefit from reduced taxes and see their after tax profits increase (gross
disposable income, GDIs). These can either be used for investment (depending on the
demand for physical capital), or they can be transferred to firm’s asset holders in the

form of interests or dividends (RKg);

o In the other variant, RTIF-low, firms reduce their profit mark-ups, for instance
because of price competition. This means that zyos is reduced exogenously, while the
rate of interests and dividends that firms pay to their asset holders (zig) and the ratio
of returns to capital by firms (RKs) over gross operating surplus after taxes are kept as

close as possible to the values in RP (respectively 12% and 26%);"***

RTaY targets the tax (or subsidy) on production of non-energy companies, zV;. It is assumed
to represent efforts by the South African government to support companies by subsidising a
part of their activity, via reducing taxes on production, or even by turning it into subsidies to
production. In this scenario, Ctax revenue leads to a reduction of a certain number of
percentage points of t¥; with sectors i being non-energy sectors. Sectors that already received

net subsidies before, now see them increased:;

This has been performed by trail-and-error, using steps of 2.5% change of the rate of tyos for the R100 Ctax case, and steps of 5% change
in Twos for the R300 Ctax case.

The measures for evaluation of firm profitability in the second variant are a choice, because other measures for rentability of investment
or capital are available too: e.g. the rate of returns over an estimate of the capital stock K. For any of these measures arguments for and
against can be found. A precise modelling of profit decision rules and capital markets was outside the scope of this thesis, and the simple
objective of this variability in the RTIF recycling option is only to show the sensitivity of outcomes to the profit mark-up rule, without taking
it for given that markets function well. Because IMACLIM-ZA models mark-up rates as constant before profit or property income taxes, an
exogenous reduction of tyos is @ way to simulate constant after tax profit rates. It could be considered to reflect a company’s decision to
keep the part of after tax gross operating surpluss going to shareholders or investors constant.
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e In RTSC, the carbon tax is used to reduce the rate of charges for social security contributions
over net wage (zSC). This recycling option is a way to turn the carbon tax directly into a
benefit for South Africa’s labour force and labour intensive sectors, and thereby directly tackle
South Africa’s unemployment rate. Because social security charges for labour are low in
South Africa, this quickly translates into a subsidy on labour, equalling approximately 1.7% of

net wages for a R100 Ctax, whereas previously charges added a cost of 1.6% to net wages.

The rule-of-thumb to determine the change in the targeted tax rate or income transfer in all recycling
options except RDEF, is that the public budget deficit is maintained at 3% of GDP, as in RP (public
budget neutrality). This way, scenarios are neutral concerning the share of government in the

economy.™*

This “contextual” neutrality of carbon tax revenue recycling is necessary because it is not
possible in IMACLIM-ZA to calculate the amount of carbon tax revenue to be recycled into the
reduction of another tax as an absolute (fixed) amount (value), which would then be equated across
scenarios. The reason is that the amount of revenue from other taxes (such as those targeted by Ctax
revenue recycling) depends on GDP growth, its structure (which sectors grow most), and on the
distribution of primary income between economic agents. Such “moving targets” cannot be used to
determine the exact amount of tax reduction, and reference projection values for these taxes will no
longer be valid as soon as GDP growth is different or changes in structure. An exception to this
revenue recycling rule is the RDEF scenario, in which all taxes are maintained at their rates of RP and

the government’s budget deficit is reduced.™

All scenarios are analysed for the implementation of a carbon tax at two different levels, namely 100
ZAR:(s/tCO, and 300 ZAR.s/tCO, (see Table 4.17 for comparison to present-day values of Rand and
US dollar). These rates have been chosen to cover a rate that is reasonably close to the South African
carbon tax policy proposal of a tax of 120 ZAR.3/tCO,, for reason of availability of runs (scenarios)
with comparable carbon tax rates of SATIM and, finally, for reason of comparability to a previous
study with IMACLIM-ZA by Schers et al (2015).

Table 4.17 Ctax levels in 2035 for revenue recycling scenarios, for different monetary units

ZAR:(5/tCO, ZAR:13/tCO, USD:;3/tCO,
Low carbon tax 100 170 18
High carbon tax 300 510 55

4.3.2. Description of main Ctax scenarios

Key outcomes
The Ctax scenarios show big differences in terms of outcomes for GDP growth, unemployment and

CO, emissions, but little variation in CO, intensity of GDP, and similarly little variation in income

! Depending on GDP growth some variability between scenarios in the relative size of the public debt and in the part of budget that goes

to interest payments (with an endogenous government tig interest rate ) is still possible.
132 Technically speaking, government’s its self-financing capacity (SFCs) goes up in the RDEF scenario.
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inequality, with the exception of RSUM (Table 4.18). The scenarios with a R100 Ctax achieve only
between 18% and 26% reduction of CO, emissions compared to RP (3" column of Table 4.18), short
of South Africa’s NDC (a 49% reduction in CO, emissions relative to the reference projection when
translated to 2035)™3. However, for a carbon tax rate of about 300 ZAR.s/tCO, scenarios either meet
(RDEF, RTIF-fix, RSUM and RGOV) or come within a 10% range of the target (RVAT, RTaY,
RTIF-low, RTSC). The impacts of Ct100 scenarios on average annual GDP growth rates range from
negligible to moderately negative: between 0.06 and 0.4 percent point less annual GDP growth. This
translates into GDP in 2035 being 4% to 11% lower than in RP (2™ column of Table 4.18). On the
contrary, the impacts of the R300 Ctax rate on GDP growth range from moderately to very
significanty negative, with 0.27 to 1.33 percent point less annual growth. In this case GDP in 2035 is
13% to 32% lower than in RP. CO, intensity of GDP depends on the rate of carbon taxation, with only

small differences across different revenue recycling scenarios for a specific rate (Table 4.18).

Table 4.18 Key outcomes for main Ctax revenue recycling scenarios

Total Broad co, co2 Hh5 / Hh1 Hh1

e s Jobs f . kgCO, . non-E**

05-'35 | unem- emis- emis- Hh1l prim. E*

GDP ploy- ;:?egan: sions sions /é'g;f income cons cocr?sr;]ci;
. growth ment (Mmt) vs. RP pp (GJ/cap) P
Scenario vs RP
g;iz)oos, no - 38.8% 7.8 443 -36%  1.54 417 1.7 -26%
2:35(2)035' no +125% | 241% 5.8 687 id. 1.06 44.6 1.8 id.
Ctax rate 100 ZARs/tCO,
RDEF +100% 32.6% 5.8 511 -26% 0.89 429 1.7 -8%
RVAT +111% 28.5% 5.8 534 -22% 0.88 43.9 1.7 -4%
RGOV +103% 31.3% 5.8 514 -25% 0.88 43.1 1.7 -7%
RSUM +102% 31.9% 5.8 515 -25% 0.89 31.6 2.0 +29%
RTIF-fix +101% 32.1% 5.8 514 -25% 0.89 43.8 1.7 -3%
RTIF-low +115% 26.9% 5.8 548 -20% 0.88 44.0 1.7 -7%
Rtay +111% 28.3% 5.8 538 -22% 0.88 44.0 1.7 -4%
RTSC +115% 26.7% 5.9 542 -21% 0.88 43.8 1.7 -3%
Ctax rate 300 ZAR/(s/tCO2

RDEF +52% 49.0% 5.8 306 -56% 0.70 38.6 1.6 -20%
RVAT +85% 36.9% 5.8 361 -47% 0.68 42.3 1.6 -12%
RGOV +63% 45.0% 5.8 318 -54% 0.68 39.7 1.6 -17%
RSUM +63% 45.2% 5.8 323 -53% 0.69 23.1 2.1 +51%
RTIF-fix +57% 47.2% 5.8 313 -54% 0.69 40.5 1.6 -18%
RTIF-low +94% 33.9% 5.9 379 -45% 0.68 42.7 1.6 -10%
RTaY +86% 36.6% 5.8 364 -47% 0.68 42.4 1.6 -12%
RTSC +96% 31.8% 6.0 377 -45% 0.67 42.4 1.6 -8%

* Primary energy is calculated as the amount of GJ of REF + 2.5 times the amount of GJ of ELC per capita, to take into account
efficiencies of conversion and indirectly the useful work of energy. ** Non-energy is counted as the volume index (Quasi units) of
non-constrained non-Energy consumption (COMP in the nested CES tree of Figure 3.4)

33 South Africa’s INDC consists of a 42% reduction in CO, emissions relative to BAU by 2025 followed by no more increase in absolute

levels, depending on foreign assistance — in section 5.2 this will be calculated to correspond to a 49% reduction in 2035 compared to
IMACLM-SA’s BAU, which is RP.
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Unemployment numbers largely follow GDP growth outcomes. RTIF-low and RTSC result in the
lowest unemployment rates, whereas scenarios with the lowest GDP growth such as RDEF and RSUM
turn out to result in the highest unemployment rates (Table 4.18). There is some variance in the “job
intensity” of GDP growth between the scenarios, due to differences in technological and structural
change (see section 4.2.2). Compared to RP, these unemployment outcomes are significant, and like
GDP growth sensitive to the choice of the recycling mechanism. A last point to highlight is that
income inequality largely varies with GDP growth too, which suggests that GDP growth in
IMACLIM-ZA’s RP and Ctax scenarios turns out to benefit the rich more than the poor, for reasons
which will be explained in the next section. The exception is RSUM, which strongly reduces
inequality (Table 4.18).

Changes in macro-economic structure

Section 4.1 showed that in RP the South African economy moves towards decarbonisation, with a
31% decrease in CO, emission intensity of GDP relative to BY (see Table 4.18 above). It was shown
that this decarbonisation was partly due to structural change, as the South African economy
diversified. This diversification consisted of output growing most for industrial (EIN) and
manufacturing (MAN) sectors, as well as for the high skill services sectors (HSS, including public

services). The latter also saw the biggest growth in its share in GDP.

In the Ctax scenarios, the pattern of development is slightly different: There is less “industrialisation”
or growth of the manufacturing sector, but growth in labour intensive sectors is relatively stronger.
Output in volume terms still grows strongest for manufacturing sector (MAN) in all scenarios for a
R100 Ctax, and in the majority of scenarios for a R300 Ctax, but it grows less than in RP. (For some
R300 Ctax scenarios it is the HSS sector whose output volume grows fastest.) Carbon taxation, as
expected, turns out to have a less negative impact on activity in labour intensive sectors LSS and HSS
than on activity in energy sectors and the energy intensive sectors EIN and TRA. MAN takes in an in-
between position (Table 4.19). Despite these changes in growth of output volume HSS’ share of GDP
does not increase relative to RP."™* The reason is that due to the carbon tax, a higher share of gross
national (primary) income is earned over energy sector’s output. Energy sectors therefore increase

their share in GDP relative to RP.**®

In the Uses composition of GDP only small changes take place relative to RP (see Appendix D.2.1). In
RDEF, the trade balance increases its share of GDP. In RGOV, it is government final consumption
(FC) that increases its share, while in RSUM it is household final consumption (Hh FC).

Change in the trade balance surplus (Table 4.20, line 2) is, for the at a R300 Ctax rate four

economically best performing scenarios, caused by change in the relative size of the flow of returns on

134 Recall that to obtain changes in GDP from changes in output, one needs to combine them with changes in changes in factor productivity

and real factor payments and changes in other real primary income (rates of taxation and profit margins) over output.
%5 GDP by sector is measured through the so-called “income approach” which counts gross labour income, gross capital income and tax
income from taxes on production and over a sector’s sold products as primary income, and therefore GDP, per sector.
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assets (RKgow) (Table 4.20, line 4). In RTaY and RVAT this results from a higher foreign
indebtedness compared to GDP (which can be linked to lower GDP growth rates and the weight of
past debt repayments).®® Another mechanism is that the rate of returns to ROW is higher (in RTIF-
low and RTaY). In RTSC, the trade balance surplus is smaller relative to GDP as a consequence of
firstly a lower rate of returns by firms, which is positively related to the rate of returns going to ROW,
and secondly relatively lower foreign indebtedness thanks to higher GDP growth. In these changes the
Real Effective Exchange Rate (the REER) plays a role as well, this will be discussed in section 4.4.
First conclusion on carbon tax revenue recycling

In brief, labour subsidies (RTSC) and a reduction of profit tax rates with decreased profit mark-up
rates (RTIF-low), are expected to obtain the best policy outcomes if one only considers GDP growth,
reduction of CO, emission intensity of GDP, and growth of employment. In theory, to achieve a
significant reduction in poverty and inequality some elements in the spirit of the RSUM scenario
would need to be added. The carbon tax rate would in have to move to a rate beyond 300 ZAR:(s/tCO,
(55 USD:5/tC0O,) to achieve South Africa’s NDC. Analysis in section 5.2 will show that setting CO,
emission reduction targets instead of targeting a certain carbon tax level slightly reduces the
differences in outcomes between the scenarios, but not radically, and therefore does not change this

conclusion about which revenue recycling scheme best achieves the chosen policy objectives.

Table 4.19 Change in 2035 domestic output compared to RP by sector and Ctax scenario

Scenario gf::°\r COA OlL GAS REF ELC | EIN MAN LSS HSS TRA

R100 | -18%  id.  -21% -13% -16% | -12% -13% -10% -10% -12%
RDEF

R300 | -43%  id.  -49% -35% -38% | -35% -39% -31% -31% -33%

R100 | -16%  id.  -17% -10% -12% | 9%  -8% 6% 5%  -8%
RVAT

R300 | -35%  id.  -38% -24% -27% | -22% -22% -16% -15%  -20%

R100 | -19%  id.  -20% -13% -16% | -12% -13% -10% -7%  -11%
RGOV

R300 | -42%  id.  -47% -32% -36% | -33% -35% -27% -24%  -30%

R100 | -19%  id.  20% -12% -15% | -12% -12% 9% 9% -11%
RSUM

R300 | -42%  id.  -46% -31% -35% | -32% -34% -26% -26% -30%

. R100 | -19%  id.  -20% -13% -16% | -12% -13% -10% 9%  -11%

RTIF-fix

R300 | -42%  id.  -48% -33% -37% | -34% -37% -29% -28%  -32%

R100 | -12%  id.  -12% -6% 8% | 3% 2% 1% 1%  -3%
RTIF-low

R300 | -28%  id.  -30% -17% -19% | -11% -9%  -5%  -5%  -10%

R100 | -16%  id.  -16% 9%  -12% | -8% 7% 5% 5% 7%
RTaY

R300 | -35%  id.  -38% -24% -27% | -21% -20% -15% -15%  -19%

R100 | -15%  id.  -16% -8% -11% | -7%  -6%  -4% 3%  -6%
RTSC

R300 | -32%  id.  -36% -21% -24% | -18% -16% -11% -9%  -16%

%6 1n RP, a high RKrow is based on a high rate of returns.
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Table 4.20 The trade balance surplus as pct. of GDP and related variables for RP and selected scenarios

Unit RP Ct300 Ct300 Ct300 Ct300
RVAT RTIF-low RTaY RTSC
Trade balance surplus Pct. of GDP 3.4% 3.5% 3.5% 3.7% 3.3%
Net international borrowing Pct. of GDP 0.05% 0.05% 0.05% 0.05% 0.05%
Returns to ROW (RKgrow) Pct. of GDP 2.8% 2.9% 2.9% 3.1% 2.7%
Net debt of SA with ROW Pct. of GDP 39% 45% 44% 45% 43%
Rate of returns* to ROW - 7.3% 6.3% 6.7% 6.8% 6.2%
Rate of returns* paid by firms - 12.0% 10.4% 11.0% 10.9% 10.3%
Returns by firms (RK) over GOS <o, | 26.4% 24.7% 25.6% 29.1% 23.6%
after taxes

* Returns are interests and dividends, and the rate is calculated over total net assets (negative net debt)

4.4. Decomposition analysis of main Ctax scenarios

Despite small differences in CO, intensity of GDP, big differences exist between scenarios in terms of
outcomes for GDP growth (see section 4.3.2). This means that the scenarios for the different carbon
tax revenue recycling schemes have different impacts on the components which together make up
GDP growth. Decomposition analysis shows how different scenarios affect components of GDP
growth. It thus helps explain why some scenarios function better than other scenarios. This is the
subject of this sub-section, which starts by showing how the components of GDP growth change 4.4.1.
Next, to obtain the complete explanation for differences in GDP growth and other key results, the
impacts of different revenue recycling mechanisms on inter-sectoral structural change and on
technological change will be shown, and linked to changes in trade-offs relative to RP 4.4.2. After
which (in the same sub-section), the impacts of structural & technological change on results for CO,
emissions and employment and inequality are discussed. To simplify matters, the outcomes are
analysed only for RP and Ctax scenarios at a R300 Ctax. This choice is made, because this level of a
Ctax is found to almost achieve South Africa’s NDC. The same analysis for R100 Ctax scenario

outcomes would reveal the same developments, though with a lower amplitude.

4.4.1. Explaining GDP growth by Ctax scenario

Section 4.2.1 introduced the Domestic Income Multiplier (DIM) as an indicator that aggregates and
guantifies a few elements which help explain the GDP growth observed in IMACLIM-ZA scenarios.
The difference in the DIM between Ctax scenarios and RP is roughly proportional to the difference in
GDP between Ctax scenarios and RP (see Figure 4.6 above and Table 4.21 below). Some deviations in
this relationship can be associated to differences in the trade balance surplus. Note that difference in

the DIM vs RP also correlates to difference in the REER vs RP (see section 4.2.1).

The present sub-section analyses how these difference in the DIM and in GDP between R300 Ctax
scenarios and RP can be explained by discussing differences in the components of the DIM into more

detail, notably at the sectoral level. To structure this analysis, the Ctax scenarios will be categorized in
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two groups: One category consists of scenarios with relatively low GDP growth (RDEF, RTIF-fix,
RSUM and RGOV); The other of scenarios with medium to relatively high GDP growth (RVAT,
RTaY, RTIF-low, and RTSC).

Table 4.21 Change in the DIM, its 3 principal elements, and in GDP and REER, for R300 Ctax scenarios vs RP

Change vs RP for R300 Ctax Low growth Ctax scenarios Medium to high growth Ctax scenarios

scenarios RDEF RTIF-fix  RSUM RGOV RVAT RTaY  RTIF-low  RTSC
i. Value per unit of supply -2.0% -2.3% -2.7% -2.6% +0.6% -1.2% -1.1% -1.2%
ii. Income over Resources -0.6% -0.4% -0.3% +0.1% -2.6% -0.8% -0.9% -0.7%
iii. Domestic over total supply -2.8% -2.9% -3.1% -2.9% -1.6% -1.4% -1.2% -1.2%
iv. DIM* -5.3% -5.5% -6.0% -5.2% -3.6% -3.4% -3.2% -3.0%
v. GDP -32.4% -30.2% -27.6% -27.5% -17.6% -17.2% -13.9% -12.7%
vi. REER +10.4% +10.6% +11.3% +10.4% +5.0% +4.9% +3.6% +2.8%
vii. Trade balance over GDP +1.8% +0.6% -1.3% +0.1% +0.1% +0.3% +0.1% -0.1%

* DIM = Domestic Income Multiplier; It measures domestic income per unit of goods & services supplied to South African markets
relative to BY. It is calculated by multiplying elements i to iii (more precisely: 1 + iv = (1+i)*(1+ii)*(1+iii).

In brief, what the analysis in this section finds is that carbon tax-induced transfer of primary income
from non-energy sectors to energy sectors is stronger in the four scenarios with highest GDP growth,
whereas it is practically non-existent in the four low growth scenarios. In fact, the four low growth
scenarios can be considered as scenarios in which the carbon tax is recycled into an income transfer,
with different recipients in each scenario, whereas in high growth Ctax scenarios carbon tax revenue is
recycled back into production. As a consequence, South Africa’s international competitiveness and
domestic purchasing power are better in the four scenarios with revenue recycling back into
production, than in the four scenarios with revenue recycling in a type of income transfer. GDP growth
is therefore higher. The following changes in the elements of the DIM reflect this:

1. Change in value per unit of supply

To explain the difference in value per unit of supply for the Ctax scenarios one has to bear in mind that
the approach for decomposition of GDP growth used in this thesis conceptually and mathematically
separates the change in (GDP price index deflated) value per average volume unit of supply on the one
hand, and the change in the ratio of primary income over total resources per unit of supply on the other
hand. The latter equates, for the aggregate economy, to a cost reduction per unit of GDP (see section
4.2.1). Due to this conceptual separation the increase in value per unit of supply necessarily represents
a proportionally equal increase of the average price and of primary income earned over the volume of

supply of goods and services supplied to the South African economy (including its export markets).

The question asked here is what explains the average increase in the value of goods and services. The
answer to which is not very intuitive. Technically speaking, when income per (average) volume unit of
supply and average prices increase at the same rate, this implies that the price index for all goods
supplied to the South African economy (including it’s export markets) increases relative to the GDP
price index, and in this thesis without changing the share of primary income in total resources. In turn,

this implies — assuming no changes in technology of production — that the average price of goods
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consumed in intermediary consumption increases relative to the average price in final demand. To
fully understand the evolution of both price indexes and its causes requires an elaborate analysis of
structural change and e.g. of I-O matrix multipliers for value added and import costs. A simpler
analysis however can already give a good impression of why this variable contributes more to income
growth in some scenarios than in other. This analysis consists of a comparison of the sectoral changes

in the value of supply variable.

This simplified analysis starts with the observation that in Ctax scenarios, in general, the value per unit
of supply evolves roughly similar to the DIM and the REER, all relative to their values for RP (see
Table 4.21 above). The exception to this rule-of-thumb is the RVAT scenario, the reason for which is
explained below. A look at what happens with value per unit of supply at the sectoral level gives a
clue for the explanation of the change in average value per unit of supply (Table 4.22 shows this for
R300 Ctax scenarios): The Ctax scenarios with the highest GDP growth (RVAT, RTaY, RTIF-low,
and RTSC) show a bigger increase in value per unit of supply relative to RP in all sectors than the four
scenarios with the lowest GDP growth (RDEF, RTIF-fix, RSUM and RGOV). There is one exception
(besides the already mentioned exception of the RVAT scenario), namely the HSS sector in the RTSC
scenario, which is due to it’s revenue recycling mechanism being particularly advantageous for sectors

with a high share of wages in their cost structure, notably HSS.*’

Combine the previous with the explanation for the contribution of cost reductions per sector to income
growth by Ctax scenario under point 2 below, which teaches us that the revenue recycling mechanisms
of the four higher growth Ctax scenarios succeed in a transfer of primary income from the HSS, LSS
and MAN sectors to the energy sectors. Then the conclusion is that not structural changes or
differences by sector are determinant, but that the change in average value of supply discussed here
shows that the transfer of primary income between sectors takes place around an elevated average

value of supply in the high growth scenarios.

Table 4.22 Change in value per unit of supply* (average price), Ct300 scenarios vs RP

COA o™’ GAS REF ELC EIN MAN Lss HSS TRA Avg™
RDEF -2.0%
RTIE-fix +67% +61% yqe B asx  Sew  +15% NN

to id. to +15% +34% to to to to

RSUM +69% +62% 08 oy s sox gy | 27%
RGOV -2.6%
RVAT +75% id. +70% +22%  +34% | +5.8%  -11%  -2.2%  -42%  +65% | +0.6%
RTaY +73% id. +67%  +20%  +35% | +23%  -3.0%  -41%  -5.1%  +3.4% | -1.2%
RTIF-low | +71% id. +66% +20%  +35% | +2.2%  -2.2%  -42%  -4.8%  +3.6% | -1.1%
RTSC +72% id. +69%  +21%  +35% | +3.7%  -15%  -3.6%  -5.8%  +4.3% | -1.2%

Comments: * per worker; **OIL has no employees, but it’s value per unit does change due to changes in the import price and due to carbon taxation —
this effect is not taken into account, though its impact on the value of resources per unit of REF (the only sector that consumes OIL) i; *** Calculated
on the basis of change in aggregate (GDP deflated) value of supply per worker, divided by the geometric mean of BY and RP GDP share weighted
average sectoral change in volume of supply per worker

"7 1t is important what happens in the HSS and LSS sectors for the change in average value per unit of supply. Together these two sectors

form about 60% of South African GDP. The other sectors: MAN, EIN, TRA, and the combined energy sectors, have comparable sizes in the
R300 Ctax scenarios: each 8 to 12% of GDP.
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Of course, so far this does not teach us very much about the differences in averages yet. Another
element therefore needs to be considered, namely: As the change in the “average value of supply”
supposes (as mentioned) that non-primary income components of resources (IC and imports) increase
at the same rate as primary income, and as in an open economy all resources can ultimately be reduced
to imports and primary income (value added plus indirect taxes) (discussed in section 2.1.4), the value
of imports (deflated by the GDP price index) has to increase relative to the volume of supply. That this
is much more the case for the four Ctax scenarios with higher GDP growth than for the four
economically less performing scenarios, can be explained mainly by the decrease in the REER. This
causes import prices to be relatively higher in high growth scenarios, while the low REER also allows

primary factor prices to increase without negative repercussions for exports.

The exception of the RVAT scenario can be explained now as well: The reduction of the VAT rate in
particular reduces the price index for final consumption and primary factors relative to average prices.
However, the fact that it does not discriminate between domestic output and imports is
disadvantageous for domestic output and value added, which will be shown under the next point.

2. Change in the cost structure of resources per unit of GDP

In some scenarios the negative impact of increases in primary factor prices (and of real income per
primary factor unit) relative to primary factor productivity due to carbon taxation is bigger than in
other scenarios. Here, | present an analysis of the composition of changes in total resources per unit of
GDP and | explain differences between scenarios. For this analysis, costs per unit of GDP are divided
into: (a) non-income components of the cost structure of total resources (total supply), consisting of
intermediate consumption (IC) of energy (E) and materials & services (Mat), and imports (M); and (b)
income components, which consist of labour income, consumption of fixed capital (CFC), net
operating surplus (NOS) and taxes (minus subsidies) on production and products (indirect taxes, which
includes the carbon tax). By definition, total income “per unit” of GDP is constant, but there are
changes in the shares of each income component, just like there are changes in non-income

components per unit of GDP.

First of all, one can observe that low growth scenarios (RDEF, RTIF-fix, RSUM and RGOV) mainly
reduce labour costs (income) per unit of GDP to absorb the increase in tax income due to the carbon
tax (Table 4.23). In parallel, costs for imports per unit of GDP increase in these scenarios, something
which could be expected on the basis of the for South Africa’s competitiveness detrimental evolution
of the REER (see Box 5 before). On the other hand, costs for inputs of materials & services per unit of
GDP decrease compared to RP, but this is a consequence of the decrease of unit labour costs (gross
wages) in their production. Energy costs per unit of GDP do not increase more than in the four
scenarios with higher GDP (Table 4.23). This can be explained for a large part by the higher REER,

which reduces import prices, and therefore the relative cost of OIL imports.
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Table 4.23 Comparison of composition of change in unit costs of GDP with GDP growth vs RP for Ct300 scenarios

Ct300 scenario RDEF RTIF-fix RSUM RGOV RVAT RTaY RTIF-low RTSC
c°“;f';‘f;i‘c‘;ft of GDPvs RP +0.6%  +0.4%  +03%  -01%  +2.6%  +0.8%  +0.9%  +0.7%
Imports +1.5% +1.5% +1.6% +1.3% +1.2% +0.7% +0.5% +0.5%
Energy +1.1% +1.0% +0.9% +0.8% +1.2% +1.1% +1.2% +1.1%
Materials and services -2.0% -2.1% -2.1% -2.2% +0.1% -1.0% -0.8% -0.9%
I::Lg;::t"s":‘:::‘e +0.6% +0.4% +0.3% -0.1% +2.6% +0.8% +0.9% +0.7%
Indirect taxes* (carbon tax) +1.5% +1.5% +1.6% +1.5% +0.2% +0.6% +1.5% +1.5%
Labour costs -1.4% -1.3% -1.4% -1.3% -0.6% -0.6% -0.4% -1.5%
Consumption of fixed capital +0.2% +0.2% +0.1% +0.1% +0.2% +0.2% +0.2% +0.2%
Net Operating Surplus -0.3% -0.3% -0.3% -0.3% +0.2% -0.2% -1.4% -0.2%
Ig:;g;g:::'{l's";sme -0.0% -0.0% -0.0% -0.0% -0.0% -0.0% -0.0% -0.0%

Comments: * Indirect (or product) taxes here include taxes on production (and also include subsidies). In most scenarios their total increases per unit
of GDP due to the carbon tax, but in some scenarios this increase is mitigated by a decrease in either product taxes (in RVAT), or through subsidies on
production (RTaY).

Moving on to the four scenarios with medium to low GDP losses relative to RP (RVAT, RTaY, RTIF-
low and RTSC), one observes that RVAT and RTaY manage to avoid a forced decrease in labour costs
through a reduction of other taxes. In RVAT the cost of (or expenditure on) imports remains high
though, whereas in RTaY, the recycling of carbon tax-driven price increases per unit of GDP is
incomplete (we will see why this is the case in the next sub-section). RTIF-low assumes a reduction in
profit mark-ups and therefore in Net Operating Surplus, which absorbs the largest part of the carbon
tax-driven cost increase. Finally, the RTSC scenario shows a decrease in labour costs per unit of GDP,
but this time it is not the consequence of a forced decrease in net wages, but due to carbon tax revenue

being recycled into labour subsidies.

Costs for intermediate consumption of materials & services (Mat) are relatively higher in the four high
growth scenarios. This is a consequence of these two developments: First of all that the decrease of
labour costs, which is an important component of the cost structure of Mat sectors, tends to be lower
for the four high growth scenarios than for the four low growth scenarios. This in turn is due to the
higher GDP growth rates and corresponding employment and wage rates. Secondly, in the EIN and
MAN sectors substitution of imports by domestic output also leads to a substitution of import costs by

costs for domestic materials and services, which therefore necessarily increase per unit of GDP.

Nevertheless, though less than in the four low growth scenarios, also in the four higher GDP growth
Ctax scenarios the average costs per unit of GDP increase relative to RP. The reason is first of all, that
the costs of the carbon tax “progress” through (or, are multiplied by) the 1-O matrix, especially
through the consumption of energy products (especially ELC). Secondly, wages are relatively higher
as they are indexed on the CPI, which causes the price of labour to increase relative to productivity.
The cost increase caused by the carbon tax can therefore not be completely compensated by decreasing

costs for other non-income components (e.g. materials & services inputs). In fact, the underlying
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reason for the multiplication of carbon tax costs throughout the economy is rigidity in consumption is
of energy and energy-intensive goods: The quantity consumed of CO, emitting energy products
decreases less than energy prices increase.'®

3. The ratio of domestic production over supply, the REER and international trade

Furthermore, due to the REER being higher in Ctax scenarios than in RP, foreign products substitute
South African products, both domestically (through imports) and internationally (in export markets),
and the share of imports in total resources increases in comparison to RP. The explanation for this
third aspect of the DIM is that a combination of changes in the domestic cost structure, and as
mentioned, notably in the average price of primary factors’ “productivity” causes a loss in
competitiveness. Under the assumption of an almost constant trade balance and current account this is
also indicated by an increasing REER (see Table 4.21 above). Exceptions to this loss of
competitiveness at the sectoral level are the LSS and HSS sectors in the RTSC and RTIF-low
scenarios, and the HSS sector in the RTaY scenario. These sectors benefit from the revenue recycling
mechanisms and manage to increase their exports in relative terms. However, with these two sectors
only being about 1/7" of import and export value in RP, this hardly compensates the loss of
competitiveness for other sectors. As a consequence, the ratio of the volume of domestic production
(Y) over the volume of total supply (Y+M) decreases in all scenarios, and most in those scenarios that
do not recycle revenue in a cost reduction for domestic production elsewhere in the South African
economy than in energy sectors. This third aspect therefore reduces the DIM for all Ctax scenarios.
Consequences for employment

The Ctax scenarios with the highest growth in GDP per worker do not necessarily obtain the highest
GDP growth (Table 4.24 below). In fact, almost the inverse is true. If one decomposes GDP growth on
a per worker-basis one can note first of all that there seems to be a correlation between a decreasing
share of costs for imports in total resources, a decrease in the REER, and an increase in GDP. As
discussed in section 4.2.1, this relationship represents improvement of international competitiveness,

but also in domestic purchasing power (of primary income).

In Table 4.24 this relationship can be observed in the 2™ item (3 column), which shows the volume
of supply (Y+M) per worker over the volume of output (Y) per worker: When this ratio is low, there
are less imports relative to domestic output, and GDP growth (in the last column) is high in these
cases. If one multiplies this change in volume of supply over output per worker with growth in output
per worker (1% item), with value of supply per unit of supply (3 item), and with the increase of the
share of income in value of supply (5" item: the decrease of total resources (or costs) per unit of
GDP), one obtains the change in (real) GDP per worker (6" item in Table 4.24).

Scenarios that obtain low GDP growth (RDEF, RTIF-fix, RSUM and RGOV) have high GDP per

worker, and as a consequence of this combination, a low growth in employment. This indicates that

38 This expresses that price elasticities of substitution between energy and the capital-labour factor aggregate (KL) are <1.0.
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these scenarios succeed less than other scenarios to make labour an attractive factor of production. Or,
put differently: they do not succeed in making the products of labour intensive sectors attractive to
consume or export. In the completely opposite case, the RTSC scenario, labour is subsidized and
labour intensity of production therefore increases. In parallel, RTSC’s reduction of production costs in
energy-extensive sectors reduces for a large part the loss of South Africa’s competitiveness and
domestic purchasing power relative to RP. The RTSC scenario therefore obtains high GDP growth in
combination with a high labour intensity.

Preliminary conclusion on Ctax revenue recycling

The conclusion is that, to maintain constant GDP, at equal productivity an increase in income per
volume unit of supply of energy sectors due to carbon taxation requires an decrease of income per
volume unit of supply in other sectors. If not, the increase in resources per unit of GDP leads to a
reduction of domestic purchasing power and to a deterioration of the international competitiveness of
South African products. Such a decrease in income per unit of supply can be found to some extent, but
never completely) in the RVAT, RTaY, RTIF-low and RTSC scenarios, but not in the four low growth
scenarios: RDEF, RTIF-fix, RSUM and RGOV. Obligatory, total domestic and foreign demand
decrease, and therefore economic activity or GDP. As a consequence, while the international
purchasing power of South African primary factor income increases, the domestic purchasing power

decreases, and along with it economic activity, employment and average real wage.

Table 4.24 Decomposition of GDP growth for RP and R300 Ctax scenarios

Item 1 2 3 4 5 6 7 8 9 10
Perworker  SUPPlY Valueof | value of Decrease GDP R
(Values are output WA resources supply of costs per Active ploy ©) Memo:
. (Y+M) (costs) . @) -ment GDP (10)
relative to BY) volume Y/ it per per unit | worker pop (3) DIM
() over / per uni L ker® £ GDP® ©) rate'
worker”  supplied® | worker o
RP 1.26 0.98 1.04 1.28 1.06 1.35 1.34 1.24 2.25 1.118
Ctax rate | 300 ZAR/s/tCO,
RDEF 1.26 1.01 1.02 1.30 1.05 1.36 0.83 1.52 1.058
RTIF-fix 1.26 1.01 1.02 1.29 1.05 1.36 0.86 1.57 1.056
RSUM 1.26 1.01 1.01 1.29 1.05 1.36 0.90 1.63 1.051
RGOV 1.25 1.01 1.01 1.28 1.06 1.35 3 0.90 1.63 1.059
1.34
RVAT 1.25 1.00 1.05 1.30 1.03 1.34 1.03 1.85 1.078
RTaY 1.25 1.00 1.03 1.28 1.05 1.34 1.04 1.86 1.079
RTIF-low 1.25 0.99 1.03 1.28 1.05 1.34 1.08 1.94 1.082
RTSC 1.23 0.99 1.03 1.25 1.05 1.32 1.11 1.96 1.084

Comments: (1) Per worker output volume is calculated as the geometric mean of BY and projected GDP share weighted sectoral changes in labour
output productivity vs BY; (2) Supply volume per worker is calculated in the same way as output volume per worker, but for Y+M now, and divided by
output per worker; (3) Value of resources per unit of supply per worker is obtained by dividing the change in GDP deflated value of total resources by the
total change in workers, it is divided by the change in supply per worker to obtain the change in value of resources per worker vs BY; (4) Value of supply
per worker is the GDP deflated value of resources per worker and is equal to the multiplication of the previous three items; (5) The decrease of costs per
unit of GDP is the reduction of the value of total resources relative to primary income (GDP); (6) GDP per worker is the multiplication of the previous two
items; (7) The change in active population is assumed exogenously and the same for RP and all scenarios; (8) The employment rate is the change in
employed population relative to the change in active population; (9) GDP (vs BY) is a RP and scenario result, and can be obtained by multiplying the
previous three items; (10) The DIM is calculated by dividing the product of items 3 and 5 by item 2.

4.4.2. Structural and technological change in Ctax scenarios

Structural change (inter-sectoral) is relevant, because it co-determines variables such as output per
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worker, the average cost structure per unit of supply, the composition of GDP per worker in terms of
income distribution, and the CO, intensity of GDP. Technological change, as was shown for RP, takes
in a key role in IMACLIM-ZA in explaining GDP growth and indicators like the CO, intensity of
GDP. Zooming in on how these two types of change evolve in the different scenarios can teach us
more about the success or failure of revenue recycling mechanisms. A focus on structural and
technological change also allows us to explain detailed results for employment, income inequality and
CO, emissions.

Technological change in Ctax scenarios

Technological change, observed here through differences in primary factor and intermediate input
intensities in comparison to RP, turns out to be rather similar for all Ctax scenarios (see Table 4.25 and
Table 4.26). Technological change by sector has about the same order of magnitude in all scenarios, in

summary:

e Energy intensity decreases strongly for MAN and HSS (around 30%), a bit less for LSS
(around 15%), only moderately for COA and EIN (around 7%) and hardly for TRA, GAS and
REF (3% to almost 0%);

e Materials and services intensities vary between observing no change relative to RP and only

small increases (up to 7% for GAS);

e Labour intensity sometimes increases relative to RP (for GAS, REF, EIN and MAN) and
sometimes decreases relative to RP (for LSS, HSS and TRA in general). Only in the RTSC

scenario labour intensity increases for all sectors;
o Capital intensity, finally, tends to increase for all sectors, but most for GAS, EIN and MAN.

The differences that can be observed between scenarios are that RDEF, RSUM and RTIF-fix tend to
have the highest increases in capital intensity, and the lowest increases in labour intensity. The next
biggest increase in capital intensity can respectively be found in the RGOV, RVAT and RTaY
scenarios. RTaY relatively favours an increase in capital intensity, just as materials & services
intensity, over labour intensity. The scenarios that turn out best for labour intensity, accompanied by
relatively low increases in capital intensity, are respectively RTIF-low and RTSC. Between the latter
two scenarios, RTIF-low can be observed (Table 4.26) to lead to higher materials & services intensity
than the RTCS scenario.

It should also be noted that carbon taxation drives technological and structural change (discussed next)
in the same direction: Scenarios which enhance energy-saving technological change tend to stimulate
output of energy extensive sectors more than of other sectors. For instance: RTSC promotes the use of
labour, and therefore causes higher energy efficiency in all sectors. At the same time, labour intensive
sectors benefit more from this measure especially compared to energy intensive sectors, and their

products will be relatively more in demand that those of the latter.
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Table 4.25 Change in input and factor intensities by sector Ct300 RDEF, RTIF-fix, RSUM and RGOV vs. RP

Item \ Sector COA GAS REF EIN MAN LSS HSS TRA
Energy input intensity -6.8% -1.7% -0.4% -7.1% -31% -15% -33% -2.4%
Materials &ii‘:;‘r’]';‘:; -0.1% +6.9%  +0.8% +0.4% +0.1% -0.1% -0.2% +0.6%
LIz Labour intensity -0.6% +17.3% +1.0% +1.2% +1.7% -2.1% -0.5% -1.2%
Capital (CFC) intensity +4.8% +21.8% +4.7% +6.7% +7.4% +5.8% +3.2% +4.2%
Energy input intensity -6.8% -1.7% -0.4% -7.1% -31% -15% -33% -2.4%
Materials & Services | o, +6.9%  +0.8% | +0.4%  +0.1% -0.1% 02%  +0.6%
RTIF - intensity
fix Labour intensity -0.5% +17.4% +1.0% +1.3% +1.8% -1.9% -0.5% -1.1%
Capital (CFC) intensity +4.5% +21.6% +4.6% +6.5% +7.3% +5.6% +3.0% +4.0%
Energy input intensity -6.8% -1.7% -0.4% -7.1% -31% -15% -33% -2.3%
RSUM Materials &i:;‘r’}'::; 0.1% +6.9% +0.8% +0.4% +0.1% -0.1% 0.2% +0.6%
Labour intensity -0.6% +17.3% +0.8% +1.2% +1.8% -2.0% -0.5% -1.1%
Capital (CFC) intensity +4.5% +21.7% +4.6% +6.5% +7.2% +5.5% +3.0% +4.0%
Energy input intensity -6.9% -1.7% -0.4% -7.1% -31% -15% -33% -2.4%
Materials & Services | 1o, +6.9%  +0.8% | +0.4%  +0.1% -0.1% 02%  +0.6%
intensity
RGOV . .
Labour intensity -0.1% +18.2% +1.6% +1.9% +2.5% -1.2% -0.2% -0.5%
Capital (CFC) intensity +3.8% +21.2% +4.3% +5.9% +6.7% +4.9% +2.6% +3.5%

Table 4.26 Change in input and factor intensities by sector Ct300 RVAT, RTaY, RTIF-low, and RGOV vs. RP

Item \ Sector COA GAS REF EIN MAN LSS HSS TRA
Energy input intensity -6.7% -1.7% -0.5% -7.1% -31% -16% -33% -2.6%
Materials &i:;';f; -0.2% +6.7%  +1.0% +0.3% +0.0% -0.1% 0.3% +0.5%
RVAT . .
Labour intensity +0.1% +18.2% +2.3% +2.2% +2.8% -0.6% -0.0% +0.0%
Capital (CFC) intensity +3.6% +21.3% +5.1% +5.9% +6.7% +4.6% +2.5% +3.7%
Energy input intensity -6.8% -1.7% -0.5% -7.1% -30% -15% -32% -2.5%
RTaY Materials &i:;';f; -0.1% +6.9% +1.1% +0.4% +0.1% -0.0% 0.1% +0.7%
Labour intensity -0.3% +17.6% +1.6% +1.7% +2.3% -1.0% -0.3% -0.4%
Capital (CFC) intensity +3.5% +21.1% +4.7% +5.7% +6.4% +4.4% +2.4% +3.5%
Energy input intensity -6.5% -1.6% -0.5% -6.9% -29% -14% -31% -2.4%
Materials &.Sir‘”c.fs -0.0%  +6.8%  +13% | +05%  +01%  +0.1%  +0.1%  +0.8%
RTIF- intensity
low Labour intensity -0.1% +17.3% +2.0% +2.0% +2.8% -0.0% -0.0% +0.3%
Capital (CFC) intensity +2.3% +19.9% +4.2% +4.6% +5.3% +2.9% +1.6% +2.6%
Energy input intensity -7.4% -1.7% -0.6% -7.5% -32% -18% -35% -2.9%
Materials &iii:r’";fi -0.2% +6.9% +1.1% +0.3% -0.0% -0.2% 0.3% +0.6%
RTSC Labour intensity +1.5% +22.1% +4.8% +4.4% +5.0% +1.5% +0.9% +2.0%
Capital (CFC) intensity +0.8% +19.5% +3.9% +3.7% +5.0% +2.8% +0.9% +2.0%

Structural change in Ctax scenarios
The structural change observed in R300 Ctax scenarios reflects changes in relative prices between

sectors (Figure 4.11 below): This can be illustrated by looking at the change in domestic output per

sector relative to total GDP growth. When one compares these ratios for Ctax scenarios with those of
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RP one observes which sectors have an advantage or a disadvantage in a certain scenario (Table 4.27).

Table 4.27 Difference in the rate of domestic production (Y) over GDP with RP, for Ct300 scenarios

COA GAS REF ELC EIN MAN LSS HSS TRA
RDEF -15.2% -24.1% -3.4% -8.2% -3.4% -9.1% +1.9% +2.3% -1.4%
RTIF-fix -17.3% -25.1% -4.4% -9.2% -4.9% -9.1% +1.8% +2.9% -2.3%
RSUM -19.9% -26.1% -4.8% -10.1% -6.8% -8.4% +2.4% +2.8% -2.7%
RGOV -19.7% -26.7% -6.5% -11.1% -7.0% -10.5% +0.4% +5.2% -3.7%
RVAT -21.2% -25.2% -8.3% -11.9% -5.5% -5.1% +1.8% +3.4% -3.2%
RTaY -21.9% -25.2% -8.3% -11.5% -4.5% -3.5% +2.3% +3.1% -2.8%
RTIF-low -20.8% -24.3% -8.7% -11.6% -4.2% -3.2% +2.6% +3.0% -2.7%
RTSC -22.7% -26.2% -9.8% -13.5% -6.1% -3.8% +1.8% +3.9% -3.5%

This leads first of all to the observation that in all scenarios growth in the volume of domestic output is

relatively higher in LSS and HSS, while the volume of output over GDP is relatively lower for energy

sectors,

EIN, MAN and TRA compared to RP (Table 4.27). This development is stronger in scenarios

with relatively high GDP growth than in scenarios with relatively low GDP growth, though there is

some variation in this pattern between the scenarios:

The RSUM scenario evokes a relatively strong stimulus for LSS and sees output by MAN
decrease less compared to other low growth scenarios. In RSUM this is due to the relatively

stronger role of the four poorest household classes in final consumption;

In RGOV sectoral output over GDP growth is relatively strong for the HSS sector, while other
non-energy sectors see their output over GDP relative to RP turn out lower than in all other
scenarios (Table 4.27). The reason is that final consumption by households and exports has a
relatively small role for demand for products of HSS, whereas government final consumption
is attributed a big role. HSS therefore grows stronger than other sectors, whose supply is more
aimed at exports (EIN) or final consumption by households (MAN). Recycling into
government spending does not stimulate imports as much as revenue recycling in the other
three low growth scenarios. The reason is that the direct (1* degree) import multiplier of HSS
is small, with HSS importing little of its total supply, and a large part of its cost structure

consisting of value added, indirect taxes and intermediate consumption of its own products;

The relative shift in domestic production towards HSS is also stronger in RVAT than in other
scenarios, except for RGOV and RTSC (Table 4.27). In this case the reason is that RVAT
reduces the CPI and thereby labour costs relative to other factor or input costs, which is
advantageous for sectors with high labour costs as part of the cost structure (especially HSS,
and to a much lesser extent LSS: see BY calibration data in Appendix B.4). Furthermore,

these sectors are less affected by decreasing international competitiveness than in low growth
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scenarios due to the carbon tax.**

e The last scenario which shows considerable deviation from the pattern of an increasing shift
from energy and energy-intensive sector output to LSS and HSS is the RTSC scenario. In
RTSC, the decrease is much stronger than in RTIF-low, for instance, while the differences in
GDP growth and change in the REER are very small (see Table 4.21 above). Compared to the
RTIF-low and also the RTaY scenarios, the decrease in output of energy sectors and of EIN,
MAN and TRA is stronger in the RTSC scenario, while there is not much of an increase in
output for LSS. The reason for this stronger change is the very strong beneficial impact for
output of the HSS sector of labour subsidies, of which the LSS sector profits relatively less,
because wages are very low in this sector, causing the share of labour costs to be smaller than
in HSS. Looking at the details of changes in demand and supply, it can be noted that this
change improves the position of HSS in all fields, whether it consists of substituting imports
by domestic output, increasing exports of HSS, or in final consumption by households: the
position of HSS improves, while that of other sectors relatively deteriorates.
The role of technological and structural change for CO; emissions
Results presented in section 4.3.2 showed that there were only small differences between Ctax
scenarios in the CO, intensity of GDP. This outcome can be explained from the lack of difference in
structural and in technological change between Ctax scenarios in other sectors than ELC. Sectors other
than ELC turn out to have only minor contributions to the decrease in CO, emission intensity of GDP

in Ctax scenarios, in comparison to RP:

In RP structural change (relative to BY) was seen to contribute to the decrease in CO, emission
intensity to a large extent, especially because of a reduced demand for electricity per unit of GDP (see
the discussion about CO, emission intensity of RP in section 4.4.2). Technological change in ELC and
other sectors, and structural change in demand for output of other sectors’ products also contributed
considerably to the reduction CO, intensity of GDP in RP. However, in R300 Ctax scenarios
exogenous technological change in ELC determines almost the entire decrease in CO, intensity of
GDRP relative to RP, while structural change in demand for ELC is only a small part of the decreasing
CO, intensity. This is true both for the Ctax scenario with the highest (RDEF) and with the lowest
(RTSC) CO; intensity of GDP (Figure 4.9).

Regarding technological change, of course, the ELC sector plays a very big role in the decarbonisation
of South Africa’s GDP, because power generation produces 49% of South Africa’s direct CO,
emissions in RP (54% in BY). In Ctax scenarios, ELC reduces the CO, emission intensity of power
generation by 54% compared to RP, to 112 ktCO,/PJ for a R300 Ctax. For other sectors the discussion

of technological change above already showed that the reduction of energy intensity of their

9 In the three other medium to high growth scenarios (RTaY, RTIF-low, and RTSC) the revenue recycling mechanism compensates the

carbon tax-driven cost increase through to some extent for multiple sectors.
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production is limited to only a few percentage points change relative to RP (see Table 4.25 and Table
4.26 before). Of the five sectors'® whose energy use is responsible for the biggest CO, emissions in
RP after ELC, only MAN strongly reduces its energy intensity in R300 Ctax scenarios relative to RP.

Also, structural change and change in household final consumption do not add much to a reduction of
CO, intensity of GDP in Ctax scenarios. Electricity (ELC) consumption per unit of GDP does not
reduce much beyond the reduction achieved in RP. Structural change leading to change in demand for
other products than ELC does not contribute much either — its contribution is more significant in the
RTSC scenario than in RDEF (Figure 4.9).

Figure 4.9 Composition of (direct)* CO, intensity of GDP and its change, for BY, RP and Ct300 RDEF and RTSC scenarios
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Comments to figure: * The adjective direct has been added to signal that technological change only concerns the reduction
in use of fossil fuels within a sector, and e.g. not the indirect CO, emissions from the use of electricity — which are part of
structural change in demand for ELC; ** Relative contributions of sectors have been determined in the same way as for
Figure 4.7 before.

Why does a carbon tax not reduce demand for ELC and other energy and energy-intensive products
per unit of GDP very much? The biggest difference between on the one hand the transition from BY to
RP, and on the other hand the differences between RP and the R300 Ctax scenarios is that RP already
witnesses a strong dematerialisation of South African GDP, with income per unit of supply increasing
on average and materials & services intensity of supply decreasing in all sectors: The trend in
materials & services (Mat) efficiency gains in combination with price-elastic trade-offs leads to a 7%
lower Mat intensity in RP than in BY for non-energy sectors, while price-elastic trade-offs in a R300
Ctax cause less than a 1% additional reduction in Mat intensity. As a result, RP’s GDP is produced
with a lot less intermediate consumption than BY GDP, which reduces energy consumption per unit of
GDP as well. While in Ctax scenarios have no additional autonomous decrease in material intensity

compared to RP and everything depends on price-elasticity.

%0 These sectors respectively are: REF, TRA, EIN, MAN and GAS.

169



Furthermore, the relative price signal of the carbon tax turns out to be smaller than the price signal
coming from the exogenous price increase in energy imports in RP compared to BY: Average energy
prices increase 65% in RP (vs BY), while a R300 Ctax adds maximally another 50 percentage points
to the price increase from BY to RP, which is only a 30% increase relative to RP (compare Figure 4.11
for the Ct300 RTSC scenario'®* with Figure 4.10)."%>1%

For the contribution to reduced CO, intensity of GDP of structural change in demand for non-energy
sectors’ products it matters that domestic production per unit of GDP of EIN, MAN and TRA - the
sectors responsible for the highest CO, emissions in RP after ELC and REF — decreases in comparison
to RP, both for RDEF and RTSC (like in other scenarios, see Table 4.27 above). Differences in the
developments in relative prices between scenarios are small though, which largely explains the low
variation in CO, emission intensity between scenarios. RTSC, and to a lesser extent the RTIF-low and
RVAT scenarios, manage to reduce labour costs more strongly and thus stimulate substitution of
energy and energy-intensive inputs by labour and labour-intensive products more than other scenarios.
But, this only has a limited impact due to the limited relative price impact of the carbon tax: The
evolution of the average price of EIN and TRA relative to that of HSS is even in the Ct300 RTSC
scenario limited to about 10%. (To see this, compare the change in average prices (value per unit of
supply) relative RP by sector and scenario in Table 4.22 on p.160.) This is insufficient to cause big

changes in final consumption or the composition of exports and imports.

The impact of household consumption on the CO, emissions, finally, is not very big. First of all,
households are responsible for only a very small part of CO, emissions: about 5% in BY and RP, and
7 10 8% in R300 Ctax scenarios. Secondly, the changes in household CO, emissions, are smaller than
those in direct emissions of intermediary consumption, and (partly) compensated for by a change in

household’s share in GDP, which is not depicted in Figure 4.9.

In RP, households per capita direct CO, emissions of REF consumption increase 6% vs BY. But,
household’s CO, emissions over GDP still decrease due to a reduction of household final
consumption’s share in GDP from 63% in BY to only 55% in RP, while government final
consumption and the trade balance surplus increase their share in GDP. In R300 Ctax scenarios,
household’s per capita direct CO, emissions (from FC of REF) decrease between 16% (RTSC) and

30% (RDEF) compared to RP. But, despite this considerable reduction in per capita emissions,

161 Ct300 RTSC is the scenario with the highest energy price increase relative to BY or RP after Ct300 RVAT.

The price impact for individual products can be larger. While average cost of supply of COA increases 64% from BY to RP and of REF 46%,
Ct300 RTSC adds respectively 118 pct pt to the price of COA (+70% vs RP), but only 32 pct pt to the price of REF (+21% vs RP).

183 A third explanation for a lack of a structural change induced reduction of ELC demand (equivalent to a lack of technological change in
ELC inputs to production in other sectors and to Hh FC), is that the EIN sector — responsible for 61% of IC of ELC and 46% of total ELC
demand in RP — seriously reduces its consumption of electricity (of a very polluting electricity sector) between BY and RP, while the
relatively smaller reduction of consumption of a cleaner ELC sector in Ct300 scenarios compared to RP causes a much smaller reduction in
absolute terms. Part of this explanation is that electricity and other energy consumption — and therefore CO, emissions — are more
concentrated in energy-intensive sectors in RP and even more in the Ctax scenarios, compared to BY. Energy consumption in these sectors
is assumed to be relatively price-inelastic (see Appendix C.3).
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household’s share in South Africa’s CO, emissions increases to 7% (RTSC) to 8% (RDEF).** The
reason is firstly that in Ctax scenarios energy and therefore CO, emission intensity of domestic
production is reduced relatively stronger in IC of the MAN, LSS, and HSS sectors (see Table 4.25 and
Table 4.26 before) and even more in ELC (see section 3.1.2). Secondly, in total supply, imports
substitute to some degree for domestic production compared to RP, thereby reducing real income per
unit of supply (Y+M), but (see Table 4.21 above) also CO, emission intensity of supply.

Figure 4.10 Change in resources per unit of supply (= average price) from Base Year to RP
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Figure 4.11 Change in resources per unit of supply (= average price) from Base Year to Ct300 RTSC scenario
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Sectors

Explaining employment by skill and income inequality
For the distribution of labour by level of skill it is relevant that technological change causes capital

intensity to increase faster than labour intensity in R300 Ctax scenarios (see Table 4.25 and Table 4.26
before). In parallel, the volume of supply per worker is generally speaking not necessarily lower than
in RP due to substitution of domestic production by imports (see Table 4.24 above). Furthermore

184 Household’s per capita ELC consumption increases 15% between BY and RP, and decreases between -14% (RTSC) and -26% (RDEF) in

R300 Ctax scenarios.
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relevant for the distribution of labour by level of skill, is the fact that in all Ctax scenarios the High
Skill Services sector (HSS) increases its output volume (as well as its share in GDP) more than other
sectors, also compared to the Low Skill Sectors (LSS) (Table 4.27). By consequence, high skill labour
sees its share in employment increase a bit from 30% in RP to 31%-32% in Ctax scenarios. This is less
the case in RTSC where labour subsidies manage to maintain the low skill labour’s share in

employment at 22%, like in RP.

Finally, income inequality is not much affected by structural and technological change. The discussion
in section 4.3.2 already showed that differences in the income gap between the poorest and the richest
household class are relatively small, and that they correlate to GDP growth. In this sense it can be
noted that income inequality is marginally lower in RTSC e.g. compared to RTIF-low and RVAT
(which has lower GDP), a result related to lower wage differences between the different levels of
skills, and a relatively smaller difference in net wage between low and medium skill labour. The
reason for the correlation between income inequality and GDP growth is firstly that with lower GDP
growth the rate of interests and dividends that households earn over their net assets is lower. Secondly,
real wages decrease along with unemployment (and with GDP), whereas social security benefits, a
large part of income for the poorest household class, are indexed on the CPI. This means that the gap
between labour income and capital rents (Hh5) on the one side and social security (Hh1) on the other
side becomes smaller. Only RSUM causes a radical change in income inequality for obvious reasons

(see section 4.3.2).

4.4.3. Summary of Ctax scenarios

General observations
The analysis of results of carbon tax revenue recycling scenarios in this Chapter showed that the

different revenue recycling schemes have a considerable impact on GDP growth, but that apart from
the differences in GDP growth, the differences in CO, intensity and employment intensity of GDP
between scenarios are relatively small. The revenue recycling mechanism that best achieves
combining economic development and a reduction in CO, intensity of the South African GDP is the
scenario in which carbon tax revenue is recycled into a labour subsidy (RTSC). The reason is that
RTSC, more than other scenarios, stimulates technological change towards less energy intensity, and
the right type of structural change in the sense that it promotes consumption and exports of HSS rather

that of energy products or energy intensive products.

It is furthermore important to notice that the impacts of carbon taxation on economic growth and
employment, albeit measured in comparison to an unsustainable reference projection without CO,
emission control, are significant, and increasing with the rate of the carbon tax. It is thus important to
understand the principle mechanisms that determine the economic impacts of carbon taxation and its

revenue recycling. Analysis in this section provides insights, with each scenario having a story to tell.

First of all, decomposition analysis of reference projection (RP’s) GDP growth highlights the

172



importance of cost reductions in parallel to cost increases caused by carbon taxation. The
decomposition analysis showed that the costs per average unit of domestic production (GDP)
decreased thanks to a combination of output productivity growth and a net reduction of primary factor
prices — which represent “claims for payments” by primary factors expressed in purchasing power of
foreign products — relative to growth of output productivity. This represents an improvement of both
domestic purchasing power and of international competitiveness of South African products.
Furthermore, in RP, GDP growth is higher than the trend in the volume of exports (growth of world
trade), this leads to a decrease in the South African Rand’s real effective exchange rate (REER), which
reinforces the improvement of international competitiveness of South African sectors. Together, the
costs reduction of production and the decrease of the REER cause growth of demand for domestic
production per volume unit of products supplied to South African markets. The latter has been called

the Domestic Income Multiplier (DIM) (per unit of supply) in this thesis.

It was shown that carbon tax scenarios which only recycle carbon tax revenue into income transfers
observe a strong decrease of the DIM as a consequence of the combined impacts of a reduction of
income relative to productivity and due to loss of international competitiveness. On the other hand
there are scenarios that manage to compensate the increase in average prices (or resources) per volume
unit of products caused by the increase of energy prices due to carbon taxation. They achieve this by

reducing costs and average prices in other sectors.

In terms of national accounting this represents a shift in primary income (GDP) form non-energy
sectors to energy sectors. When this shift is strong enough, or when the price-elastic response that
drives demand from consumption of energy and energy-intensive sector’s products to non-energy
intensive products is strong enough, the net effect on GDP growth could be zero. However, the price-
elasticity of substitution between products of energy-intensive and energy-extensive sectors turns out
to be smaller than 1.0, meaning that for each percent increase in the relative price of energy-intensive
products over energy-extensive products there is less than 1 percent increase in demand for the latter
over the former. Briefly, South African production and consumption are rigid in energy use, which
causes a progression of carbon tax costs through the input-output matrix, and in parallel a net increase
of costs relative to output productivity. The latter translates, through consumer price indexation, into
higher labour prices, while labour productivity remains unchanged.’® This means that average
productivity gets more expensive, which translates into a loss of domestic purchasing power and
international competitiveness, and thus also an increase of the REER.

Summary by Ctax scenario

I summarize how the previously described developments look like for each of the revenue recycling

schemes of the Ctax scenarios:

185 Average labour productivity does observe very small changes due to structural change, or: the relative weight of sectors in the economy.
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RTIF-low

The two Ctax scenarios with the highest GDP growth, RTIF-low and RTSC, each manage to reduce
the negative macro-economic impact of a carbon tax in their own way. In RTIF-low carbon tax
revenue is recycled into a proportional reduction of profit tax rates which is assumed to induce firms to
reduce their profit mark-up rates accordingly. This revenue recycling scheme relatively benefits all
sectors for which profits are, on average a considerable part of the costs structure. This especially
concerns LSS, EIN and TRA, for which profit mark-up rates are relatively high, because net operating
surplus makes up a higher share of value added in these sectors.’®® In comparison to other Ctax
scenarios this revenue recycling scheme turns out to be relatively advantageous for domestic output in
COA, EIN, MAN, LSS and TRA sectors (see Table 4.27), and this scenario obtains almost the highest
GDP growth out of all scenarios. In fact, GDP growth in this scenario is higher than for RTSC at a
R100 carbon tax, but lower at a R300 carbon tax. The reason of this relative deterioration of the
scenario’s macro-economic projection with an increase of the carbon tax rate is that the CO, intensity
of the RTIF-low scenario is higher than for the RTSC scenario. In fact, RTIF-low’s revenue recycling
mechanism does not discriminate against energy sectors as it partly recycles Ctax revenue back to
these sectors. It therefore indirectly weakens the strength by which the carbon tax is felt (see section
5.2 on equal CO, emission objectives by scenario for more on this point).

RTSC
The subsidy of labour costs in RTSC on the other hand increases the change in relative prices between

energy inputs and labour in the trade-offs in production, and between energy-intensive products and
labour-intensive products (especially HSS) in final consumption and exports. This therefore increases
the implicit price-elasticity of domestic production between energy-intensive and energy-extensive
production and thus reduces the attachment to energy of the South African economy more than other

scenarios, and which also explains why this scenario obtains the lowest carbon intensity of GDP.

Still, the stimulus for technological change and change in demand towards less CO, emission intensity
which the RTSC scenario offers is insufficient to lower the price of primary factor “productivity”
relative to RP, and therefore no strong double dividend can be obtained. A part of the explanation for
this is that price-elasticity is too weak to cause big technological and structural change outside the
electricity sector, and that even in RP the decarbonisation is caused for a large part by autonomous
material & services input efficiency gains of South African production. These are assumed to be
unaffected by carbon taxation. This analysis therefore highlights the importance of a correct

representation of technological change for modelling the impacts on GDP growth of climate policy.

1% Recall that profit mark-up rates are calibrated over IC and labour costs of domestic production. In for instance LSS (with in original SAM

data Agriculture and Trade having relatively high profits compared to e.g. labour income), this leads to relatively high profit mark-up rates.
With other costs not very much increasing, the average total profit mark-up per unit of supply turns out a lot lower in RTSC. In contrast, in
HSS, profit mark-ups make up a lower share of value added, though they are equally important in total costs of domestic production. The
profit mark-up rate is lower. Furthermore, HSS sees its labour costs remain relatively high, whereas it does not benefit from relative cost
reduction of Mat inputs as other sectors do. This means that the profit mark-up rate of HSS is relatively lower, and is calibrated over a base
that remains relatively costly. Profits therefore decrease less per unit of supply for HSS than for LSS.
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In connection to this last remark section 5.5 presents an analysis of the sensitivity to different

assumptions on energy efficiency gains.

RTaY

In RTaY similar changes as in RTIF-low take place, though now not company profit taxes and profit
margins are reduced, but sectoral taxes on production are reduced percentage pointwise, and this tax
even turns into a subsidy for some sectors. In RTaY revenue recycling reduces taxes on production
and products across all non-energy sectors (Table 4.22). The revenue recycling scheme indeed turns
out to promote non-energy sector output relatively equally for all sectors, though a bit more production
of the MAN sector in comparison to other revenue recycling mechanisms (Table 4.27). This is a
logical outcome considering that materials & services inputs make up a large part of the MAN sector’s
domestic cost structure (72% in RP), which is much more than for other sectors (e.g. for EIN and LSS
this is respectively 56% and 51%). Furthermore, RTaY turns out to promote capital intensity (Table
4.26), which makes sense because materials & services products, and especially MAN products are an
important component of the capital good. However, materials & services intensity of domestic
production increases less than for RTIF-low (Table 4.26), but still more than for the RVAT and RTSC
scenarios. The latter two scenarios promote labour at the expense of energy as a factor of production
and HSS at the expense of energy, EIN and TRA in final demand (Table 4.27). The explanation for
this difference with the RTIF-low in terms of Materials & services intensity lies in the fact that the
latter also reduces energy sectors’ costs, and therefore the production costs of more energy-intensive
intermediate inputs like EIN and TRA, which is beneficial for Mat consumption too. The RTIF-low
scenario thus comes out better in terms of GDP growth at equal carbon tax rates, but not in terms of
emission reduction. Considering that the CO, emission intensities of both scenarios are about the same
(Table 4.18), it is very likely that they have similar GDP outcomes when equal CO, emission

objectives are set (a discussion of this objective is provided in section 5.2).

RVAT
Out of the four high growth Ctax scenarios RTSC, RTIF-low and RTaY render one or more non-

energy sectors relatively less expensive than other sectors (Table 4.22). The RVAT scenario is an
exception, which can partially be considered to resemble revenue recycling through income transfer,
and partially revenue recycling through a reduction of production costs. The reason that RVAT’s Ctax
revenue recycling scheme is partially considered to be an income transfer is that it only renders final
consumption less expensive, without creating a direct benefit for domestic producers relative that
compensates the negative impacts of a carbon tax. However, the RVAT scenario indirectly does create
some competitive advantage, in contrast to the four low growth scenarios. The indirect advantage for
international competition is that labour costs are indexed on the CPI, and the price of labour therefore
turns out relatively (versus what happens in the low growth scenarios) lower compared to the price of

other factors and inputs — which have a bigger import costs-component in their costs structure.
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RDEF
Four scenarios have revenue recycling mechanisms that recycle carbon tax revenue into a kind of an

income transfer, instead of recycling it into cost reductions elsewhere in production (as in the
previously described four scenarios). In the RDEF scenario however this might be least clear, as this
scenario involves recycling of carbon tax revenue into deficit reduction or public debt repayment and
not an income transfer to other economic agents. It should rather be considered as an income transfer
to future generations, which do not need to repay these debts anymore. However, it is a revenue
recycling mechanism that reduces GDP growth the most out of all revenue recycling mechanisms
analysed. The reason is that in this scenario, increased saving in South Africa (in this case by
government) actually equates to reduced net borrowing from the rest of the world (ROW). This, in
turn, implies a reduction of funds available for consumption and investment in the present — hence a
lower GDP. However, this revenue recycling into deficit reduction also leads to a slightly higher trade
balance surplus, which could be a sign of foreign demand stepping in to replace domestic final
consumption and investment in driving GDP. However this impact is not strong enough, and it has a
negative impact on South Africa’s economic structure, seen from the objective of reducing CO,
emissions. RDEF’s slightly more export-driven economy namely has a relatively stronger role for the
COA, EIN and TRA sectors (Table 4.27), which implies a relatively strong “attachment” to energy.

RGOV
In the RGOV scenario, like in RDEF, government budgets play a central role too. This time however

with government increasing it’s expenditure (government final consumption) thanks to carbon tax
revenue. Government final consumption concerns HSS only, which is the sector that also contains
administration and public services like health care and education in IMACLIM-ZA. This policy could
therefore encompass different kinds of government expenditure. This increase in government
expenditure is (as mentioned in section 4.3.1) not assumed to have economic impacts other than it’s
impact on economic structure, e.g. no increase in primary or secondary factor productivity, neither
does this scenario measure any impacts on poverty through the increased provision of public services.
Reduced to a change in the structure of final demand, this scenario becomes an income transfer from
those who pay carbon taxes to public expenditure. Like the other three scenarios whose revenue
recycling mechanism is only an income transfer (RDEF, RTIF-fix and RSUM), RGOV results show a
significant reduction in GDP growth, though less than in the other three scenarios. The reason is that
the economic re-structuring towards more high skill services reduces the “attachment” of the South
African economy to energy consumption as well as to imports (OIL, MAN) more than revenue

recycling in the other three scenarios.

RTIF-fix
The RTIF-fix scenario assumes, in contrast to the RTIF-low scenario, that a reduction of company

profit taxes has no impact on company’s profit mark-ups. This means that this scenario lacks a proper
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mechanism for cost reduction in domestic production, as in RTIF-low, RTSC, RTaY. Instead, it’s
revenue recycling mechanism effectively turns out to be an income transfer, namely one from those
who pay carbon taxes to those who earn capital rents, which are mainly the richest household class and
ROW. Besides the negative impact of the income transfer type of carbon tax revenue recycling on
GDP growth, RDEF’s specific type of income transfer leads to stimulus in especially export and high
income household class oriented output, or respectively: COA, EIN and TRA, and HSS. Demand for
output of the former three leads, as for the RDEF scenario, to a strong attachment of the South African
economy to energy use and thus CO, emissions, the latter — final consumption of HSS — however has
an opposite effect as this sector is the least energy-intensive out of all sectors and reduces the
economy’s attachment to energy somewhat. This likely also explains that GDP growth is higher in
RTIF-fix than in RDEF.

RSUM
Finally, of the four Ctax scenarios with the lowest GDP growth, RSUM contains the most obvious

type of income transfer through carbon tax revenue recycling, namely in the form of a per capita lump
sum transfer. Like in the other three scenarios with income transfer-type revenue recycling RSUM
obtains a strongly negative impact on GDP growth. The strongly egalitarian impact of this type of
revenue recycling leads to a relatively larger share of lower household classes’ consumption in final
consumption, which is advantageous for the MAN and LSS sectors. With these sectors showing
medium to low energy intensity and demand for energy-intensive products in their intermediate
consumption, this means that the attachment of the South African economy to energy and CO,
emissions in RSUM is less than in RDEF and RTIF-fix. This partly explains that it’s GDP growth is
higher than for the former two, and almost as high as in RGOV. The biggest advantage of the RSUM
scenario is however that it strongly reduces inequality and poverty by strongly improving income for
the lowest income household classes.

Employment results

Two last remarks should be made concerning employment results of Ctax scenarios: Firstly, their
results for employment impacts are likely a bit too pessimistic. The reason is that the assumption that
wages increase with median inter-sectoral productivity growth causes them to actually increase more
than average labour productivity. This renders labour relatively more expensive in the projection for
2035 than in base year calibration data (for 2005). This is both the case for RP and Ctax scenarios, but
due to the role of labour costs in reducing energy-intensive production and consumption of energy and
energy-intensive products this assumption increases the order of magnitude of employment impacts.

An evaluation of this aspect is performed in section 5.6.3.)

Secondly, employment results are also an outcome of the assumption of exogenous labour output
productivity gains which represent a continuation of (low and medium skill) labour-saving

technological change irrespective of the carbon tax. Possibly this is too pessimistic as well, and maybe
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the Energy-Labour price-elasticity of production will be higher on the long term, in face of lasting

higher costs of energy use.

If, on the contrary, the assumption about unchanged autonomous increase in labour output productivity
is realistic, and if the labour factor’s price-elasticity relative to other factors has been estimated
correctly, then the results of scenario analysis presented here imply that a GDP with a constrained
potential for growth will be produced and earned in the future by a relatively smaller group of people.
Measures should therefore be envisioned to give the unemployed the possibility to participate in the
productive process too. Most importantly, the costs of the production of gross output, especially labour
should decrease. Labour subsidies, as shown here, are one way, but possibly investments that improve
aggregate productivity should be considered too. This is the topic of the next section.

4.5. Revenue recycling with investment in skills

This section examines how investing a part of carbon tax revenue in skills differs from recycling the
entire carbon tax revenue through one of the main Ctax revenue recycling schemes discussed in the
previous sections. Two approaches for conducting such an analysis are presented, each in a separate

sub-section, which are briefly introduced here.

As discussed in section 3.3.1, scientific literature does not offer a basis for quantifying the relation
between education, skills, and productivity. A first and important problem is that no study is capable
of providing a statistical correlation between investment in education and educational output in terms
of people with degrees. This can be related to “inefficiency” of educational spending on enrolment in
secondary education (Grigoli, 2014). Quality of education should have an impact on labour
productivity too, independent of the level of educational attainment, but the link between investment
in education, quality of education, and ultimately labour’s (and other factor’s) gross output

productivities are even less quantifiable.

This section therefore proposes two alternative, counterfactual approaches to modelling investment in
skills of labour, fitted to IMACLIM-ZA’s labour market model. With the positional labour market
approach in IMACLIM-ZA, modelled with a Constant Share of Labour Force (CSLF) definition of
skill of labour (section 3.3), two different approaches to model the impact of the above described
investment in skills are considered, which are discussed one by one in the following two sections.'®’ In
the first approach (A) the high skill shortage is reduced quantitatively, by a larger supply of people
qualifying for this skill segment. The second approach (B) assumes that the positional character of the
South African labour market is unaltered, and that instead, productivity improves for all skill
segments. However, lacking a basis on which to calibrate this approach, the analysis is a kind of a
sensitivity analysis that seeks the productivity impact required to obtain better outcomes for one or

multiple criteria (emissions, employment or growth) than the main Ctax scenario that functions as a

%7 Under a Constant Educational Attainment (CEA) definition of skill of labour this increased spending would translate into an increase in

the labour force share of higher educated skill segments of the labour force.
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reference here. The results obtained for these approaches illustrate mechanisms that are universal to all

scenarios, however the analyses are performed for only two scenarios: RTSC and RVAT.

Multiple types of investment could be imagined, e.g. an improvement of primary and secondary school
education, or offering more vocational training of employees and workseekers. For simplicity, and to
arrive at a realistic estimate of the size of an investment in skills (for both approaches), the assumption
is that the investment enables enrolling (or preventing drop-out) of 200,000 additional students per
year in secondary education starting 2015, of up to 1 million additional students in total (for all five
years from grades 7 to 12) from 2020 onwards, at an estimated average cost of 7.5 KZAR:ys per
student: see Appendix C.6 for details. The total additional investment in education is estimated at 7.5
billion ZAR:(s per year by 2020, continuing up to 2035. This corresponds to 2.5% of government final
consumption in BY data (305 billion ZAR’05, which includes administration and public services. By
2035, in RP this corresponds to only 0.9% of government final consumption and 0.6% of total public
expenditure (respectively 1.0% and 0.7 - 0.8% in carbon tax scenarios), and it is about 10% of revenue
of a R100 Ctax in 2035.

The findings in brief: 1. a quantitative reduction of South Africa’s high skill shortage has potential to
generate GDP growth (section 4.5.1); 2. if the investment changes productivity of different skill
segments of labour, then the preferred improvement of productivity (and skills) is that of improved
efficiency in the use of materials & services and improved energy efficiency, rather than further
improving labour’s gross output productivity. In specific configurations this even leads to absolute

decoupling of GDP growth and CO, emissions while also decreasing unemployment (section 4.5.2).

4.5.1. Approach A: Increased access to high-quality education

An assumed improvement in educational enrolment leads to more people qualifying for the high skill
labour market segment. Assuming one in five of these graduates to qualify for high skill labour leads
the high skill labour segment to increase by 750,000 persons in 2035, while the medium skill labour
market segment decreases in size by the same amount (see Appendix C.6). This option is tested for the
scenario with the most preferable combination of economic and environmental outcomes, the RTSC
scenario, both for a R100 and a R300 Ctax. For reason of comparability with option B this variant is
also analysed for the Ct100 RVAT scenario.

Key results approach A

Approach A of modelling impacts of an investment in skills of labour adds 0.75 million high skill
workers to an otherwise 6.75 million persons counting high skill active population in 2035 in RP and
the main Ctax scenarios. For the Ct300 RTSC scenario this intervention results in a 4.3% higher GDP
relative to the “main” Ct300 RTSC scenario. This reduces the difference in future GDP with RP from -
13% to only -9% of RP’s GDP. For the Ct100 RTCS and RVAT scenarios the economic gain is even
stronger, respectively 5.7 and 5.1% (Table 4.28).
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Table 4.28 Results for approach A of the investment in skills option relative to equivalent Ctax scenario results

Change in results relative to similar main Ctax scenario
GDP in Unemploy- €O, emis- ‘ COI‘ Class 5/
Case ment (pct. N intensity Class 1
2035 . sions .
points) GDP income
Ct100 RTSC with skill +5.7% 2.2pt +4.6% 1.0% 2.2%
investment var A
RT! ith skill
Ct300 RTSC with ski +4.3% -1.4pt +3.5% -0.8% 2.4%
investment var A
Ct100 RVAT with skill +5.1% 2.2pt +4.5% 1.0% 2.2%
investment var A

Employment increases in all scenarios, the least in the Ct300 RTSC scenario with about 580 thousand
jobs (3.2% more jobs) compared to the main Ct300 RTSC scenario. (The broad unemployment rate
decreases in this case from 31.8% to 30.4%.) There are differences by level of skill of labour: In the
mentioned case of the Ct300 RTSC scenario employment increases by 340 thousand jobs for high skill
labour, while high skill labour’s broad unemployment rate increases from 15.8% to 19.7% due to the
increase in labour supply. At the same time, 180 thousand medium skill jobs are added and medium
skill’s broad unemployment rate decreases from 37.4% to 34.0%. Also, 65 thousand low skill jobs are
added and low skill labour’s broad unemployment rate decreases from 36.6% to 35.6% in the Ct300
RTSC scenario. The consequence is that, while average real wage increases by 0.2% with this
investment in skills-approach compared to the main Ct300 RTSC scenario, average high skill wage
decrease by 2.2% due to the higher unemployment rate in this labour market segment. Medium and
low skill labour benefit, and their net wage increases by respectively 1.0% and 0.4% in real terms. The
result is a reduction of income inequality, measured as richest (Hh5) over the poorest (Hh1) household
class’ per capita gross disposable income (after taxes) of 2.4%. In the other scenarios, similar

developments take place.

The downside of the beneficial macro-economic impacts of the increased high skill labour supply-
approach is that CO, emissions increase by 3.5% relative to the Ct300 RTSC scenario and about 4.5%
in the Ct100 scenarios. This is due to the higher level of economic activity, but the CO, emission
intensity of GDP decreases by 0.8% to 1.0% in the scenarios analysed. The latter implies that a small
increase in the carbon tax rate could result in similar CO, emissions as in the equivalent main Ctax
scenarios, but with better GDP and employment prospects (see also section 5.2 on this matter).
Explaining higher GDP growth

The results can be explained from the changes in the cost structure of resources that the increase in
supply of high skill labour generates. Several changes happen in parallel, which | analyse here for the
main Ct300 RTSC scenario. First of all, the initial effect is that the average costs of labour decrease,
which makes labour more attractive as a factor of production. High skill labour intensity per unit of
gross output increases on average, and along with it capital intensity, while (physical) energy intensity

of domestic output decreases.

Thanks to the lower wage of high skill labour, South Africa’s competitiveness improves, resulting in
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import substitution. This leads to a decrease of the REER, which means that the SA economy can
permit itself to see the domestic value of domestic production increase, while internationally South
African prices decrease. Growth leads to lower average unemployment, and in the end, average wage
is higher, expressed in domestic prices. For this reason, but especially due to substitution of imports,
labour costs per unit of GDP increase, and so do costs for materials & services inputs. The
combination of changes in the cost structure of aggregate GDP does not change total resources (or
costs) per unit of GDP much. The most important change is that import costs reduce relative to

primary income.

Translating the changes just described into changes of the DIM (see section 4.2.1), confirms that it is
not the change of GDP (or income) over resources which causes higher GDP growth in the case of an
investment in skills. Instead, it is the value per average unit of supply, and the ratio of the volume of
domestic output over the volume of total supply (domestic output + imports) that increase. The former
signifies that income components and non-income components of the cost structure of aggregate GDP
increase by about the same amount. Indeed, the bigger availability of high skill labour does not mean
that there is less need for intermediate inputs vs output, or that capital productivity would increase.

In contrast, the lower costs of high skill labour increase the attractiveness of complementary physical

capital, which explains the increase of capital amortisation costs (write offs) shown in Table 4.29.

Table 4.29 Changes in cost structure of aggregate GDP of skill
investment approach A relative to equivalent main Ctax scenarios

Ct100 Ct300 Ct100 And while per unit of GDP these costs
RTSC skill  RTSC skill RVAT
inv inv skillinv.  compensate for decreasing labour costs, the
approach approach approach ) ]
A A A capital write-offs and NOS components of the
Energy IC costs” +0.02%  +0.01%  +0.01% . .
cost structure increase in all sectors, when
Mat IC costs” +0.23%  +0.19%  +0.19%
T&C margins® 000%  +000%  -ooow  calculated per unit of supply. Costs for
Import costs -0.23%  -0.18%  -0.24% intermediate inputs increase as well, and the
Total non-income +0.02%  +0.02%  -0.04%  oyerall result is that thanks to improved
Lab t: -0.11% -0.09% -0.13% .- .-
abour costs competitiveness, the domestic income and value
Capital write offs +0.09% +0.08% +0.09% . i
NOS & spec.margins 10.03%  +002%  +0.02% (average price) of all products can increase. The
Total indirect taxes® 20.01%  -001%  +0.03% improved competitiveness can also be seen from
Total primary income -0.00%  -0.00%  +0.00%  the fact that the REER decreases. The reduced
R it of GDP 0.02% 0.02% -0.04% - - . -
esources per unit o 1002%  +0.02% ® _ CO, intensity of GDP is caused by the increased
Comments: (1) Costs for intermediate consumption (IC) of energy, and
energy sectors, encompass COA, OIL, GAS, REF and ELC; (2) Mat is the attractiveness Of the IabOUf-Capital (KL)

aggregate of Materials & services, and consists of EIN, MAN, LSS, HSS, and
TRA; (3) T&C margins are Transport & Commercial margins, and consist of
an after-factory gate transfer or payment of transport and trade
(commerce) costs levied over both domestic production and imports; (4) R R R
Indirect taxes are fuel levies, a sales tax (representing VAT) and other taxes encouraging su bstitution of Energy by the KL-
minus subsidies on products — in this table taxes minus subsidies on

production have been included in this category too. Composite_

aggregate as a factor of production, thereby
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Table 4.30 Change in GDP multiplier per unit of supply, GDP growth and REER for investment in skill scenarios

Ct100 ‘il:l'nl\::sstlr:" change Ct300 :11::;::“ Change Ct100 x::sstlr:" Change
RTCS : g RTCS . g RVAT : g
var A var A var A
ngﬁyﬁer unit of 1.035 1.040 +0.5% 1.027 1.031 +0.4% 1.045 1.049 +0.4%
GDP over Resources 1.052 1.052 -0.0% 1.049 1.048 -0.0% 1.043 1.043 +0.0%
?L?F::)f;:'c production/ | 415 1.018 +0.4% 1.007 1.010 +0.3% 1.013 1.017 +0.4%
GDP multiplier per 1.106 1.115 +0.8% 1.084 1.092 +0.7% 1.104 1.113 +0.8%
unit of supply*
Projected GDP vs BY +115% +127% +5.7% +96% +105% +4.3% +111% +123% +5.6%
REER vs BY 3.7% -5.5% -1.8% -1.9% -3.3% -1.4% 3.1% -4.8% -1.8%
Trade balance (% GDP) | 3.4% 3.3% 2.9% 3.3% 3.2% 2.5% 3.4% 3.3% 2.9%

Comments:* Values for ratios are calculated by taking the ratio of per worker values, e.g. ...

4.5.2. Approach B: Productivity improvement within segregation

Investment in skills translating to productivity improvements
In the second approach, the positional character of the labour market is unaltered by the investment.

The investment in skills in this case translates into a positive impact on productivity over the full

width of labour supply (meaning all skill levels), which is modelled as an increase of annual growth

rates of productivity of labour and capital. The question that is asked here is what productivity

improvement is needed to achieve better economic and environmental outcomes compared to

recycling Ctax revenue only according to the main revenue recycling mechanism. In this sense, the

analysis presented here is a first sensitivity analysis, more of which follows in section 5.6.

To limit the amount of analysis these improvements are only explored for one scenario, which is the

Ct100 RVAT scenario, because it obtains average GDP growth and CO, emission reductions and for

reason of comparison with Schers et al. (2015).® This section explores 6 cases of productivity

impacts:

1. Primary factor neutral technological change: Workers are assumed to learn how to be more

productive in the same worker-machines/infrastructure combination, i.e. workers do not learn

how to operate more machines in parallel, but only how to generate more output with the same

amount of machines: The ratio of output over factor inputs, as defined by productivity growth

multipliers LPF; and KPF; in Eq.8 and 9 in section 3.2.1 (page 81-109), increases equally for

capital and labour;

2. Primary factor neutral technological change as in the previous case, but with the average

additional labour productivity (APF; or BPF;, equal to parameter ¢ in Eq.35) not leading to

increased wages as defined in Eq.35 in section 3.3.2 (page 93);
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In theory, productivity impacts of the skill investment-option are required to be bigger (than for Ct100 RVAT) in case the main scenario
to which it is applied resulted in higher GDP growth and decarbonisation (than for Ct100 RVAT) to obtain equivalent impacts to the case
without the skill-investment option.



3. Primary factor neutral technological change with increase in Materials & Services (Mat)
efficiency, meaning that workers learn how to be more efficient with intermediate inputs to
production. The case is tested where this leads to an increase of “Mat” efficiency half that of
the increase of labour productivity, with Mat efficiency conceptually defined by APF; in Eq.6
in section 3.2.1 (page 81), for the trade-off between the KLE aggregate and the Mat aggregate;
and by AMEI in Eq.15 in the same section;

4. Purely labour-saving technological change, in which only the rate of labour productivity
growth increases: This represents the case in which workers learn to generate more output, but
not generating more output per machine or unit of infrastructure. They therefore need more

machines to realize the productivity gains obtained with the improvement of their skills;

5. Purely capital-saving technological change, in which output by worker does not improve, but

workers manage to use less machines to generate output;

6. Similar to the previous two, but for an increase in the annual efficiency gains for material &

services inputs.

The option for additional energy efficiency has not been tested, but it’s technological feasibility will
be discussed in Chapter 5.

Key results for approach B

In approach B factor neutral productivity growth'® proves incapable of achieving economic outcomes
that are better than Ct100 RVAT revenue recycling without an investment in skills. To obtain GDP
growth that is bigger than in Ctl00 RVAT without investment in skills, first a threshold in
productivity growth needs to be surpassed, in order to compensate for the loss of carbon tax revenue
recycled through the RVAT revenue recycling mechanism (see Table 4.31). Beyond this threshold the

contribution of output productivity growth to GDP growth diminishes while unemployment increases.

The reason for the weak performance on both GDP growth and employment of factor neutral
productivity growth must be sought in the output productivity indexing of net wages: Labour becomes
more expensive per unit of output produced (all other things equal), because net wages are indexed on
median inter-sectoral productivity growth while the average productivity growth is lower. The parallel

growth in capital output productivity appears insufficient to compensate this cost increase of labour.

Once labour output productivity growth is not translated into higher wage indexation, factor neutral
output productivity growth with an investment in skills obtains better GDP growth and employment
than the main Ct100 RVAT recycling mechanism for an acceleration in output productivity growth as
low as 2.0% (Table 4.32). Another promising channel for output productivity growth is the case if the
investment in skills also leads to improved efficiency in use of materials & services inputs. This

achieves similar outcomes as factor neutral growth without wage indexation, even if this productivity

169 Recall, factor neutral productivity growth here means that the growth rate of capital productivity has to increase faster than the growth

rate of labour productivity to achieve the same increase of the ratio of output over factor use.
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improvement only occurs at half the growth rate of labour and capital output productivity growth
(Table 4.33). In this case creates GDP growth is strong, however employment growth is weaker than

in the variant of productivity growth with wage moderation.

Table 4.31 Results for cases with factor neutrals productivity growth of skills investment approach B, for Ct100 RVAT

Assumptions* Change in results relative to main Ct100 RVAT scenario
Changein Changein Changein
L Prod. K Prod. Mat Prod GDP in Unemploy- O, emis- . COZI Class 5/
Case growth growth growth 2035 ment (pct sions intensity Class 1
rate, and rate, and rate, and points) GDP income
final LP final KP final MP
+1.0% +4.0% id. -0.6% +0.7pt -0.7% -0.1% -0.3%
Low factor neutral
productivity growth 1.352 1.081 1.078
(+0.3%) (+0.3%) ’
0, 0, f 4 o, 4 0, 4 o, 4 o,
Medium-low factor +2.0% +7.9% id. 0.4% +0.8pt 0.6% 0.1% 0.2%
neutral prod. growth 1.356 1.084 1.078
(+0.6%) (+0.6%) ’
0, 0, H _ [} _ 0, | 0, 0,
Medium-high factor +5.0% +19.9% id. 0.1% +1.2pt 0.3% 0.1% +0.1%
neutral prod. growth 1.368 1.094 1.078
(+1.5%) (+1.5%) ’
0, 0, f [ 4 ) 4 o, o,
High factor neutral +7.0% +27.8% id. +0.1% +1.4pt 0.1% 0.2% +0.4%
productivity growth 1.376 1.100 1.078
(+2.1%) (+2.1%) :
+10.0% +39.7% id. +0.4% +1.7pt +0.2% -0.2% +0.7%
Very strong factor
neutral prod. growth 1.388 1.110 1.078
(+3.0%) (+3.0%) )

* Comments: The assumptions concern increase of productivity growth rates versus the growth rates in RP. The table also shows
resulting 2035 productivity multipliers (BY=1.00), and the change versus RP and the Ct100 RVAT scenario (which have the same
productivity growth rate assumptions).

Table 4.32 Results for factor neutral productivity growth without further wage indexation with labour output
productivity, for Ct100 RVAT

Assumptions* Change in results relative to main Ct100 RVAT scenario
Changein Changein Changein
L Prod. K Prod. Mat Prod GDP in Unemploy- €O, emis- ) COZI Class 5/
Case growth growth growth 2035 ment (pct. sions intensity Class 1
rate, and rate, and rate, and points) GDP income
final LP final KP final MP
0, 0, H — () | 0, - 0, | 0,
Low neutral w/o further +1.0% +4.0% id. 0.1% +0.3pt 0.3% 0.1% 0.2%
wage indexation on LP 1.352 1.081 1.078
(+0.3%) (+0.3%) ’
) +2.0% +7.9% id. +0.5% -0.0pt +0.2% -0.2% +0.0%
Medium-low neutral w/o
wage indexation on LP 1.356 1.084 1.078
(+0.6%) (+0.6%) ’
0, 0, H 0, _ 0, _ 0, 0,
Med-high neutral w/o +5.0% +19.9% id. +2.2% 1.0pt +1.8% 0.5% +0.6%
wage indexation on LP 1.368 1.094 1.078
(+1.5%) (+1.5%) )

* Comments: The assumptions concern increase of productivity growth rates versus the growth rates in RP. The table also shows
resulting 2035 productivity multipliers (BY=1.00), and the change versus RP and the Ct100 RVAT scenario (which have the same
productivity growth rate assumptions).

However, both of these latter two options (factor neutral with wage moderation, and factor neutral plus
materials & services efficiency) cannot achieve an absolute decrease in CO, emissions compared to
the main revenue recycling scenario. Energy use is not substituted fast enough by use of other factors,

despite their growth in output productivity. Some substitution does take place, which can be seen from
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a decreasing CO, emission intensity of GDP in these skill investment variants. The positive impact on
GDP growth should therefore be combined with a higher carbon tax rate (for further analysis of this
point, see the analysis in section 5.2 next). The decrease in CO, intensity of GDP is strongest for factor
neutral productivity growth with material efficiency gains. This suggests that the case with Mat
efficiency could obtain a similarly low level of CO, emissions as other variants, but with better
economic outcomes through an increase of the CO, tax rate beyond R100/tCO..

Table 4.33 Results for factor neutral productivity growth with equivalently half material efficiency gains, for Ct100 RVAT

Assumptions* Change in results relative to main Ct100 RVAT scenario
Changein Changein Changein
L Prod. K Prod. Mat Prod GDP in Unemploy- €O, emis- ) c02. Class 5/
Case growth growth growth 2035 ment (pct. sions intensity Class 1
rate, and rate, and rate, and points) GDP income
final LP final KP final MP
. +1.0% +4.0% +2.1% +0.3% +0.1pt -0.0% -0.3% -0.1%
Low neutral + material
efficiency (half of L prod) 1.352 1.081 1.080
(+0.3%) (+0.3%) (+0.15%)
. +2.0% +7.9% +4.3% +1.3% -0.4pt +0.8% -0.5% +0.3%
Medium-low neutral +
mat efficiency (half of LP) 1.356 1.084 1.081
(+0.6%) (+0.6%) (+0.3%)
0, 0, 0, 0, _ 0, - 0, 0,
Medium neutral with +4.0% +15.9% +9.4% +3.6% 1.5pt +2.7% 1.0% +1.0%
mat efficiency (half of LP) 1.364 1.091 1.086
(+1.2%) (+1.2%) (+0.7%)

* Comments: The assumptions concern increase of productivity growth rates versus the growth rates in RP. The table also shows
resulting 2035 productivity multipliers (BY=1.00), and the change versus RP and the Ct100 RVAT scenario (which have the same
productivity growth rate assumptions).

Additional analysis
From the results presented so far it should also be clear that there is a difference in the impact that

growth in factor’s output productivity has on the South African economy. To compare the effects of
different factor and input productivity gains, they have also been analysed separately — each with an
increase in the productivity growth rate that causes the factor or input’s productivity to have increased
equally much as is the case for labour output productivity if it’s growth rate would have increased by
2% compared to the assumption of RP and the main Ctax scenarios.'” To make the case of increase in
labour productivity gains more comparable to capital productivity growth and material efficiency

gains it has also been analysed the wage gains with additional labour productivity.'™

This comparison shows that outcomes for GDP growth are very sensitive to growth in material
efficiency, while labour saving or capital saving output productivity growth are insufficient, at the rate
analysed here, to pass the investment threshold and GDP turns out smaller than in the Ct100 RVAT
scenario (Table 4.34). Results for GDP growth, employment and CO, emission intensity of GDP are

quite similar between labour-saving and capital-saving output productivity growth.

7% The annual labour output productivity growth rate in RP and main Ctax scenarios was +1% per year, meaning that a 2% increase in its

growth rate translate into labour output productivity growing by 1.02% per year.

1 A difference is that labour output productivity gains translate into salary gains, whereas capital producitivy gains do not have this effect,
because nobody claims the benefits of reduced capital write-offs in IMACLIM-ZA, due to profit margins being assumed to be fixed mark-up
rates over total costs of production (IC and labour costs). Similarly, nobody claim the benefits of increased productivity of intermediary
inputs. In fact, these benefits fall indirectly to consumers, and via the real cost decrease in supply, they increase all factor income.
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The reason for material & services (Mat) efficiency gains to be more beneficial for GDP growth and
CO, emission reduction than individual factor output productivity growth is first of all that it improves
international competitiveness, because no-one claims the income gains of Mat efficiency, the relative
prices of South African products decrease compared to international products — the advantage that Mat
efficiency has over capital output productivity growth is that it makes up a larger share of the South
African economy’s resources. Secondly, Mat efficiency functions like Total Factor Productivity,
because it improves real income for everyone (for all earners of primary income), meaning labour,
capital and government (through indirect taxes). In this way, it improves factor productivity for the
other two factors alike. If one wants to achieve GDP growth through increases of neutral, labour
productivity or capital saving productivity growth only, the increase needs to be very high, and it will
be accompanied by only small reductions of GDP’s CO, intensity relative to the non-investment main
Ct100 RVAT scenario case.

Table 4.34 Results for cases with single-factor or input productivity growth, for Ct100 RVAT

Assumptions* Change in results relative to main Ct100 RVAT scenario
Changein Changein Changein Unemplo
LProd.  KProd.  Mat Prod . ploy co, co, Class 5/
GDP in -ment . . .
Case growth growth growth 2035 (pet emis- intensity Class 1
rate, and rate, and rate, and opint.s) sions GDP income
final LP final KP final MP P
+2.0% id. id. -0.7% +0.9pt -0.8% -0.1% -0.3%
Labour saving 1.356
(+0.6%) 1.078 1.078
. +2.0% id. id. -0.4% +0.6pt -0.5% -0.1% -0.3%
Labour saving & no
additional wage gain 1.356
(+0.6%) 1.078 1.078
. . . id. +7.8% id. -0.5% +0.5pt -0.6% -0.1% -0.2%
Capital saving (equiv. to
2% L saving) 1.084
1.348 (+0.6%) 1.078
id. id. +8.49 +2.8Y -1. +2.09 -0.8% +0.59
Material efficiency only 1 1 R = 7pt o i 0
(equiv. to 2% L saving) 1.085
1.348 1.078 (+0.7%)

* Comments: The assumptions concern increase of productivity growth rates versus the growth rates in RP. The table also shows
resulting 2035 productivity multipliers (BY=1.00), and the change versus RP and the Ct100 RVAT scenario (which have the same
productivity growth rate assumptions).

4.5.3. Conclusion on investment in skills

Results of both skill investment approaches show that a 7.5 billion ZAR:.s annual investment in
education and training, financed with carbon tax revenue, only needs to achieve a small improvement
in either high skill labour supply, or in output productivity of factors and other inputs to have a
significant impact on South African GDP. Were such an investment would increase the access of a
large number of South African students to the high skill job market, then GDP in 2035 would be 4 to
6% higher than in cases with similar carbon tax revenue recycling but no investment in skills. This is
equivalent in the projection year to 130 to 160 billion ZAR.s of GDP, a multiple of the annual
investment. This means that even if the investment would be much less successful, the benefits for the

South African society would still be worth it.
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If, on the other hand, the investment in skills and training cannot change the positional character of the
labour market, e.g. because the quality gap in education or other social barriers are not diminished,
then the hypothesis of the analysis in this section was that it an investment in education and training
would at least improve output productivity thanks to having better trained workers. In this case, the
impact of the investment can be positive, if productivity gains are combined with moderate wage
gains. Alternatively, additional material efficiency gains can contribute to decreasing unemployment
(in theory energy efficiency gains have the same impact). Material and energy efficiency are more
effective in reducing the CO; intensity of GDP than further increasing labour’s output productivity.

Finally, none of the cases analysed for both approaches for investment in skills achieve absolute
decoupling of CO, emissions and economic growth. Absolute decoupling can likely be achieved
through a higher carbon tax rate though, which compensates for the increase in economic activity. The
reduction in CO, emissions would still obtain a higher GDP and lower unemployment than in the
similar Ctax scenario without an investment in skills, because the CO, intensity of the South African

economy is lower in all analysed cases of an investment in skills of labour.
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5.

5.1.

Alternative scenarios and sensitivity analysis

Introduction

This chapter both analyses alternative policy contexts in which the carbon tax could be introduced, and

performs sensitivity analysis to assess what the key parameters are that determine scenario results and

how uncertainty in these parameters translates into uncertainty in model outcomes. More specifically

this chapter discusses the following topics:

1.

Does the comparison between different mechanisms of revenue recycling of the main Ctax
scenarios presented in Chapter 4 hold if one fixes CO, emission targets and makes the level of

the carbon tax dependent on the CO, emission reduction target? (Section 5.2)

The main carbon tax scenarios of the previous chapter assume no exogenous changes in
international prices relative to the reference projection. Yet, that the rest of the world takes
action on climate change and faces similar costs for reducing CO, emissions as South Africa
does? (Section 5.3)

On the other hand, what happens if only the rest of the world (ROW) implements carbon
pricing and South Africa does not. In this case, ROW might penalise South Africa for unfair

competition and impose a border tax on South African exports (section 5.4);

In IMACLIM-ZA technology for production in other sectors than electricity is modelled
through nested CES production functions. The price elasticities of these nested CES functions
are based on common values found in literature. However, as discusses in Chapter 2, such a
CES representation of technology likely does not represent the dynamics of technological very
well, in particular regarding substitution of energy in production — i.e. energy efficiency of
production. Section 5.5 analyses how energy efficiency obtained in IMACLIM-ZA results
compares to potentials for energy efficiency found in literature. An alternative scenario for
enhanced energy efficiency is presented, and analysed for its impact on GDP growth,

employment and CO, emissions;

Finally, choices in parameterisation influence modelling results and therefore the estimate of
the combined impact of carbon taxation and revenue recycling schemes on the South African
economy. Section 5.6 presents a sensitivity analysis that is partly quantitative and partly
qualitative: It deals with assumptions about technological change in the electricity sector,
about productivity improvements in other sectors, about the parameterisation of the wage
curve, and in a more qualitative way, with possible impacts on results of parameters for

international trade and of the size of government final consumption.
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5.2. Imposing a CO; emission target which achieves the NDC

Introduction
Chapter 4 presented results for specific carbon tax (Ctax) rates. This approach was chosen for various

reasons: To evaluate carbon taxation in a way that resembles how it is designed in a political process,
namely envisioning a specific rate rather than a specific emission reduction'’*; To model Ctax rates
similar to those of the consulted runs of SATIM for BU-model based technological coefficients of the
electricity sector (ELC); And to analyse Ctax rates similar to those used in an earlier study with
IMACLIM-ZA (Schers et al., 2015). Furthermore, a practical motivation for analysing fixed Ctax rates
rather than fixed CO, emission targets with variable Ctax rates, is that the latter requires an elaborate
approach in which the bottom-up energy system model SATIM is run in convergence with
IMACLIM-ZA to obtain technological coefficients for the electricity sector that correspond to the
carbon tax rate applied in IMACLIM-ZA. However, the disadvantage of fixed carbon tax rates is, as
results in Chapter 4 showed, that it reduces the comparability of different policy scenarios. Also, it is
preferable to verify whether CO, intensities of GDP obtained in main Ctax scenarios do not depend on
a local equilibrium (due to non-linearity of economic behaviour) and to see whether economic
advantages of a certain Ctax revenue recycling mechanisms still hold once the carbon tax rate is

increased in order to reduce CO, emissions even further.

It is therefore worth to explore whether Ctax scenarios can be made more comparable. Thanks to the
results of the main Ctax scenarios in Chapter 4, it is possible to estimate how technological
coefficients for the electricity sector are related to the carbon tax rate for each of the revenue recycling
schemes. On this basis the alternative scenario analysis for this sub-section could be developed, in

which the Ctax is variable and CO, emissions for 2035 are fixed, could be developed.

The main lesson from this exercise, the discussion below will show, is that the results for CO,
intensity of GDP of the main Ctax scenarios of Chapter 4 are a good indicator for the economic
success of a revenue recycling scheme when targeting a specific amount of annual CO, emissions.
This section therefore concludes that the macro-economic preference for a revenue recycling scheme
remains with the scheme that decarbonises the South African economy most easily, which is the
scenario of carbon tax revenue recycling through labour subsidies (RTSC).

Methodology

To simplify matters the alternative NDC CO, emission target analysis of this sub-section is only
performed for the RSUM, RVAT, RTIF-low, and RTSC scenarios, which together cover almost the
full range of economic and environmental (CO, emissions) outcomes within the larger set of Ctax
scenarios presented in Chapter 4. These scenarios are modelled in such a way that they achieve the
objective of identical CO, emissions for South Africa, namely South Africa’s NDC translated to 2035

with the additional assumption that the reference projection (RP) of Chapter 4 would be the business-

' The latter clearly has been the case in South Africa, where in several years of political debate about the introduction of a carbon tax, the

proposed rate has not changed from the initially proposed 120 Rands per tonne CO,, even despite high inflation.
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as-usual case for South Africa’s future CO, emissions (see section 4.1):

The NDC CO, emissions target has been set at 350 Mt CO,. This target assumes that CO, emissions
in RP increase linearly from 2005 to 2035. The target furthermore takes into account that South
Africa’s NDC requires CO, emissions in 2025 to be 42% below South Africa’s business-as-usual CO,
emission level, which would be 605 Mt with the previous assumption of linear growth. A reduction of
42% below 605 Mt equals 350 Mt CO,. If one sticks to the NDC’s envisioned plateau in CO,
emissions between 2025 and 2035 then CO, emissions of 2035 should still equal 350 Mt, which is
51% below CO, emissions in 2035 found for RP (in Chapter 4).

Technically, to model this in IMACLIM-ZA, an additional constraint is added which defines the CO,
emission target, and the Ctax rate is turned into a model variable. To estimate the technological
coefficients of the ELC sector in 2035 which would correspond to the now endogenous Ctax rate the

following procedure has been used:

1. For a given endogenous Ctax rate and a given carbon tax revenue recycling scenario, the
technological coefficients for ELC obtained from the SATIM runs with the closest Ctax rate
just below and just above the endogenous Ctax rate are retrieved. For the purpose of this
alternative scenario analysis, a SATIM run with the IRP updated build plan and a R500
ZAR/tonne CO, was used in addition to the runs with 100 and 300 ZAR/tonne COy;

2. A weighted average of the two sets of technological coefficients that were derived from
SATIM is calculated on the basis of the distance from the endogenous Ctax rate to the Ctax
rates of the two sets of technological coefficients from SATIM (see section 3.1.3). This

averaging is done with the following calculation (Eq.72):

(Ctaxend—Ctax,OW) (Ctax,”-gh— Ctaxend)

R e M G R 72
, with:
TCrew the value for a technological coefficient of ELC (o g c, ¢ _gic, OF 4_gLc, See
section 3.2.1) that corresponds to the value of the endogenous carbon tax rate;
CtaXeng the endogenous carbon tax rate (model variable);
CtaxXiow the first lower carbon tax rate used in a run with SATIM relative to CtaXeng;
Ctaxnign the first higher carbon tax rate used in a run with SATIM relative to CtaXeng;
TCrow the technological coefficient from calibration data derived from SATIM for
the carbon tax rate CtaXow;
TChign the technological coefficient from calibration data derived from SATIM for

the carbon tax rate Ctaxpign;

3. On the basis of the amounts of CO, emissions obtained in the main Ctax scenario analysis

(presented in Chapter 4) Ctaxqy and Ctaxiign are determined for each scenario.
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For example, if in the main Ctax scenario a ZAR 300 Ctax overshoots the NDC target (as e.g. is the
case for Ct300 RSUM, the alternative NDC scenario here looks for a carbon tax rate and the
corresponding technological coefficients for ELC between a R100 and a R300 Ctax rate.

Results

Decomposition analysis of CO, emissions in main scenario results in section 4.4.2 showed that
decarbonisation of South Africa’s GDP is strongly determined by the capacity of the electricity sector
to decarbonise. With changes in the endogenous carbon tax rate, some small changes in the CO,
intensity of GDP are obtained compared to the main Ctax scenario results that came closest to
achieving South Africa’s NDC (see Table 5.1): The biggest decrease in carbon intensity of GDP is
found for the RTSC scenario, where it goes from 0.67 kg CO,/USD:5 in the R300 Ctax main scenario
case to 0.64 kg CO,/USD:.,; for the NDC target scenario.

The principal explanation for the change in the CO, emission intensity of GDP is, as the analysis in
section 4.4.2 showed, a reduction in the CO, emission intensity of power generation. The reason is that
once power generation investments planned in the (updated) IRP build plan have been realised, the
consulted SATIM runs are free to determine the composition of prospective power generation
technology on the basis of available technologies, their costs, and the objective of realising the

intertemporally, for society, least-cost energy system.

Within this context, carbon taxation turns out to determine the pace at which old coal power plants
will be discarded and replaced by renewable or nuclear power generation: A change in the carbon tax
rate modelled according to the description above, therefore leads above all to a change in the use of
coal (ELC’s technological coefficient o g ¢ for IC of COA) and in the capital-intensity of power
generation (ELC’s technological coefficient x g ¢). In view of the scenario results of section 4.3.2 it is
obvious that RVAT, RTIF-low and RTSC must increase the carbon tax rate above 300 ZAR/tonne
CO, to achieve the NDC target of -51% CO, emissions relative to RP, and that they reduce the CO,
emission intensity of power generation along with the increase of the carbon tax rate. RSUM’s NDC
scenario on the other hand sees the carbon tax rate increase relative to RSUM’s Ct300 scenario of

Chapter 4, and its CO, emission intensity of power generation increases too.

The strength of decarbonisation the South African economy in comparison to the CO2 emission
intensities obtained in Chapter 4 differs between scenarios. Chapter 4 already showed that the RTSC
scenario achieved the lowest CO, intensity of GDP at a fixed carbon tax rate. In the NDC scenarios
presented here, it are the scenarios with the strongest decrease in CO, intensity of GDP additional to
the decrease from a reduction of the CO, intensity of power generation (ELC), achieve the highest
GDP growth. To prevent a rebound effect, these scenarios that are successful at decarbonising the
economy need to increase the carbon tax rate more than other scenarios to achieve the NDC target.
This does not need to be disadvantageous for the South African economy, because this also means that

there are additional revenues which can be recycled into tax reform, investment or expenditure.
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Table 5.1 Change in key indicators compared to RP for NDC target scenarios

CO, tax Avg Total Broad Jobs per CO, kaCO HH5 /
Scenario inRos | GDP GDP | unem-  mn.Rgs | emis. /Sg oop | HHL
/tCO, | growth growth | ploym. GDP (Mt) = income
BY (2005) - - - 39% 7.8 443 1.54 42
RP (2035) = 2.7% +125% 24% 5.8 687 1.06 45

Comparable main Ctax scenarios 300 ZAR(s/tCO,

RVAT 300 2.1% +85% 37% 5.8 361 0.68 42
RSUM 300 1.6% +63% 45% 5.8 323 0.69 23
RTIF-low 300 2.2% +94% 34% 59 379 0.68 43
RTSC 300 2.3% +96% 32% 6.0 377 0.67 42

NDC CO, emission target scenarios

RVAT 314 2.0% +83% 38% 5.9 350 0.67 42
RSUM 255 1.7% +65% 45% 5.8 350 0.74 24
RTIF-low 325 2.1% +84% 37% 59 350 0.66 42
RTSC 339 2.2% +91% 33% 6.0 350 0.64 42

The NDC variants of RSUM and RVAT show little difference in terms of GDP growth and
employment compared to their main Ctax scenario counterparts (Table 5.1). Also, RTIF-low’s
outcomes for GDP and employment in the NDC scenario are now closer to those of RVAT than to
those of RTSC, as it was the case in scenario results of Chapter 4 (Table 5.1). The reduction of overall
GDRP relative to RTIF-low’s main Ctax scenario counterpart is 10 percentage points of base year (BY)
GDP. Also, in this scenario broad unemployment is 3 percentage points higher with the increase of the
carbon tax rate from R300 to R325.

The finding that RTIF-low does not come out well in the fixed NDC CO, target case can be explained
from the fact that this revenue recycling mechanism is a profit tax cut that also benefits polluting
sectors. This recycling mechanism therefore diminishes the impact of a CO, tax. Whereas the RTSC
scenario — which does not show much difference in GDP and unemployment rate between the main
Ctax case and the NDC target case — uses the higher carbon tax rate to further stimulate the
substitution of energy by labour. In the case of RVAT a similar mechanism as in the RTSC scenario is
at play, because its recycling mechanism improves the purchasing power of households through a
decrease of the CPI and wages relative to other factor prices. This makes labour slightly more
attractive as a factor of production and labour intensive products as a good for final consumption.
However, RVAT does not prevent outsourcing of CO, emissions as much as RTSC does. Because the
sales tax reduction is also applied to imported products, RVAT offers much less compensation for the
disadvantage of carbon taxation in the trade-off between domestic and imported goods than RTSC.
Consequences of South Africa’s NDC beyond 2035

The results of the main R300 Ctax scenarios and the NDC scenarios imply that per capita CO,
emission levels will be between 5.0 and 6.6 tonne of CO, per capita in 2035, and total energy-related

CO, emissions of South Africa 298 to 390 Mt CO, per year. These emissions levels are still high:
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7% Also, time does

They are equivalent to those of France, Italy, Spain or Denmark nowadays (2014).
not stop in 2035, and further decarbonisation efforts are required beyond that date. It is therefore

interesting to know how much further decarbonisation would be required for (very) long term climate
policy.

To see what amount of emission reduction is needed after 2035, given these scenario outcomes, one
first needs to determine South Africa’s remaining carbon budget. Estimates of a fair greenhouse gas
(GHG) emission budget for South Africa for the entire period 2000 to 2049 vary between 8 and 28 Gt
CO,-equivalent emissions, depending on the approach and ethical principles for their calculation
(Winkler and Marquard, 2012)."* If one assumes that CO, emissions make up 76% of South Africa’s
greenhouse gas emission budget — as it was the case in 2000 (RSA, 2013a) — then a carbon emission
budget of 6 to 21 Gt of CO, remains for the period 2000-2049. According to historic emission data
presented by World Bank (2017), 6.2 Gt have been consumed between 2000 and 2013 (excluding
greenhouse gasses from other sources than CO,), this means that a budget between zero and 15 Gt of
CO, remains for the period 2014 - 2049. In the NDC scenarios emissions reach 350 Mt CO; in
2035.'"> Making the simplifying assumption that emissions decrease linearly from 490 Mt of CO, in
2014 (see the previous footnote) to 350 Mtonne in 2035, then this implies an annual average of 420 Mt

of CO, emissions, or cumulatively 9 Gt of CO..

Deducting this from the estimated remaining “fair” carbon budget range for 2014 - 2049 the carbon
budget remaining for 2036 - 2049 ends up between -9 (a negative budget) and 6 Gt of cumulative CO,
emissions. Translated into annual emissions for 2036 - 2049 this would be equivalent to -640 and 430
Mtonne of CO, emissions per year. A middle-of-the-road greenhouse gas emission budget might be to
assume net zero emissions by 2049 (average annual CO, emissions of 175 Mt of CO, between 2035
and 2049). Clearly, this requires a sharp decline in CO, emissions after 2035 also in the case of
achievement of South Africa’s NDC.

This implies that there is a strong requirement for the South African society to reflect on timely policy
measures to enable further CO, emission reduction in the future. These are measures that could not be
taken into account in IMACLIM-ZA, because they take place in the realm of anticipating investments
— e.g. in transport infrastructure, in buildings, and in knowhow and expertise for energy and materials
efficiency. The current version of IMACLIM-ZA however does not look beyond its modelled time
horizon, looks at relatively instant responses to carbon pricing and has a simplified representation of
investment, linking it to capital amortisation. Would anticipation of future emissions have been added,

then the economic structure would show a reduction of consumption in favour of investment.

'3 Source: Carbon Dioxide Information Analysis Center, Environmental Sciences Division, Oak Ridge National Laboratory, Tennessee, United

States as presented by World Bank data: https://data.worldbank.org/indicator/EN.ATM.CO2E.PC?end=2014&locations=FR-AT-ES-IT-
DK&start=2011, accessed 29/04/2018.

74 These are based on historic responsabilities starting in 1970 and excluding LULUCF (Land Use & Land Use Change and Forestry.

In contrast to South Africa’s idea of a peak-plateau-and decline trajectory for the NDC, this actually entails a decrease in CO2 emissions
compared to 2013. Actually, the Republic of South Africa assumes a more carbon intensive “business-as-usual” trajectory (with higher
growth rates).
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5.3. A multilateral carbon tax

In view of the strong impact on growth and employment of a carbon tax rate of 300 ZAR,qs/tCO; it is
a justified question whether the approach of assuming no international carbon tax does not lead to too
big a disadvantage for South Africa’s exports. | therefore test the case in which the Rest of the World
also implements a carbon tax, equivalent to the South African one. The analysis presented in this
section shows that foreign carbon taxation indeed improves the economic prospects for South Africa
compared to a unilateral domestic carbon tax, but that the improvement does not fundamentally alter
results or conclusions compared to the main scenarios. The results in this section also show that
energy-intensive sectors are slightly better of if carbon taxation is implemented multilaterally, while
energy-extensive sectors witness a decrease in their output relative to the case of unilateral carbon
taxation and cost-reducing Ctax revenue recycling (as in the RTSC, RTIF-low, and RTaY scenarios.
Approach

To model a multilateral carbon tax, the approach followed is: | assume that the implementation of
carbon taxation in South Africa’s trading partners leads to similar relative changes in prices between
products as in the case of a unilateral carbon tax in South Africa (presented in section 4.3). Note that
this change is additional to the relative changes in international prices between products that are

already included in RP and the main (unilateral) Ctax scenarios (see Table 3.7 on p.115).

For non-energy sectors | assume that the additional change of their prices (relative to the import price
of HSS) is similar'” to the average change observed in their average resource price (p;) relative to that

of HSS (pxss) in South Africa in the unilateral carbon tax scenarios (Table 5.2).
For energy sectors different assumptions are made:

o For the GAS and REF sectors the international products are assumed to be less carbon-intensive
than their South African equivalents. | therefore assume lower price increases than for domestic
products. In the case of GAS, imports consist of gas from neighbouring countries, whereas in
IMACLIM-ZA the domestic product also consists of coke ovens and gas works gas. In the case of
REF, imports consist only of products of oil refineries, whereas domestic production includes

more carbon intensive Coal-To-Liquids refined fuel products;

e For the import price of coal, an almost two times bigger price increase is assumed than observed
for the domestic coal price in the unilateral carbon tax scenarios (see Table 5.2): | assume that the
high grade coal traded in international markets with which South Africa’s high-grade export coal
competes has higher energy requirements in mining and processing than the coal used in South

African power plants;

e For ELC I assume a price increase of about a third of that observed in main Ctax scenarios,

because | assume imported electricity to consist mainly of gas-fired power and (in the future)

Y78 Eor simplicity, the whole, half or quarter-percentage point values closest to the scenario-average changes in prices have been used.
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hydro-power electricity, in contrast to by majority coal-based domestic electricity, therefore only

1/3" of the domestic price increase is applied to pMg,c;

e For OIL, for which there is no domestic production, | assume that there is a 5% price increase
under the assumption that relative to its energy content (e.g. per PetaJoule of heating value) oil
requires less energy to extract and transport than coal or certain types of gas (such as LNG).

An overview of price changes obtained in main Ctax scenarios and price changes assumed between

imported goods (relative to the international price of HSS, pMyss) is presented in Table 5.2.

Finally, to simplify matters the analysis is performed only for two scenarios, but both at a R100 and a
R300 Ctax: The scenario that had relatively good economic outcomes, but which did not offer
domestic products a compensation of the competitive disadvantage of the carbon tax (the RVAT

scenario), and the economically best-performing scenario, RTSC.

Table 5.2 Assumed increases in international prices for a multilateral Ctax equivalent to R100 and a R300 Ctax rates

Sector CoA oL GAS REF ELC EIN  MAN Lss HSS  TRA
E 2035 pM vs BY, f , ) . .
oo 'de m‘;?: v on oo | +s0%  +80% +100% +60%  id. id.  -10%  -10%  id. id.
D ic price i )
p;;“se;t';lpgga';‘;rsia;ea‘r’;s +22%  id. +34%  +6.4%  +20%  +4.0% +1.8%  +1.0% id. +2.7%
fjl’il’gizr'a”l“c’::: Eiosh;l%q' +4.0% +2.0% +4.0% +2.5% +6.0% +4.0% +2.0% +1.0% id. +2.5%
i M vs BY

f:rmn?:;teil: tee’: :I":igo C::x +56%  +84%  +108% +64%  +6.0% +4.0% -8.2%  -9.1% id.  +2.5%
D ic price i )

omestic price increase vs +5% id.  +101% +17%  +38%  +9%  +3.9%  +2.1% id. +7.3%

pHSS in R300 Ctax scenarios

Assumed impact R300-eq.

) . +10% +5% +10%  +7.5%  +12% +10%  +4.0% +2.25% id. +7.0%
multilateral Ctax on pM

Combined ex ante pM vs BY

o, [) 0, 0, 0, 0, o 0, - 0, H 0,
multilateral R300-eq. Ctax +65% +89%  +120% +72% +12% +10% 6.4% 8.0% id. +7.0%

Comment: * The (ex ante) assumed impact is added to the (ex ante) pM increase assumed for RP and all main Ctax scenarios. The
ex post price change takes into account these assumptions and variation in the Relative CPI (or REER) which differs per scenario.

Results
All multilateral carbon tax scenarios tested result in higher per capita GDP, lower unemployment, and

higher CO, emissions and the CO, intensity of GDP than the unilateral carbon tax cases (Figure 5.1).
Inequality increases as well. Also noteworthy is that the trade balance surplus hardly increases (Figure
5.1). Furthermore, and surprisingly, the real effective exchange rate (the REER) increases, which

indicates that South African products have become relatively more expensive.

The explanation for higher economic growth in the multilateral carbon tax scenarios compared to the
unilateral ones lies in improved conditions for international trade. The mechanism through which
improved international competitiveness improves the economic outlook, however is not intuitive,

because the REER increases at the same time.

Technically speaking, would the assumption have been that all international prices were raised with
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the same rate, then the model would have eliminated the assumed relative change between
international and domestic prices and there would have been no difference between multilateral and
unilateral results of Ctax scenarios. The reason is that the numéraire of the model would have stayed
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the same as in the unilateral case.”"" What counts to understand the results of the multilateral carbon

tax scenarios is the differentiation in international prices between products.

Figure 5.1 Change in key indicators for multilateral Ctax scenarios versus (main) unilateral Ctax scenario counterparts
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* Note: The difference in unemployment rates is expressed in percentage points of unemployment rate, not a percentage change.

The change in relative international prices following the introduction of carbon taxes abroad results in
higher exports plus substitution of imports by domestic output in energy sectors (COA, GAS, REF,
ELC) and in energy intensive sectors (EIN, TRA) (Table 5.3). However, not all sectors are equally
important for the trade balance: EIN, which represents 40 to 41% of export value in the unilateral Ctax
scenarios, is clearly the most important sector, followed by MAN (20% of export value), while COA,
HSS, LSS, TRA and REF have similar relatively small roles (each 9% to 6% of export value). For
imports, MAN is the most important sector, representing about 49% of import value, while OIL, EIN,
LSS and TRA have minor roles (between 15% and 9% of import value). The relative improvement of
domestic prices vs international prices is much stronger for EIN than the relative deterioration of
domestic vs international prices for MAN. Obviously, this price development should lead to a bigger
trade balance surplus, and stronger growth of domestic output. (This effect is only slightly reduced by
the increase in OIL and MAN imports with stronger GDP growth.) Overall, the evolution of relative

prices creates a stimulating effect on exports, and a dampening effect on imports.

The trade balance, however, is constrained by the current account and the broad capital account, as a

7 The model is price-homogenous, meaning that if all prices change at the same rate, the results stay the same. Furthermore, as discussed

in Chapter 2, domestic prices fundamentally consist of import costs and value added (plus indirect taxes). If all international prices increase
at the same rate, this would — in model-technical and disequilibrium terms — cause a cascade of increases in domestic prices ultimately
resulting in an equilibrium in which domestic prices would have nominally increased with the same rate as international prices, and in
which international prices, when expressed in the numéraire (the GDP deflator) have remained unchanged.
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part of the international Balance of Payments, and cannot increase very much (see section 3.4).}® This
despite the fact that higher GDP growth tends to lead to higher rates of returns on capital in
IMACLIM-ZA, and therefore to higher transfers of returns on capital to the rest of the world. But, the
latter is insufficient to change the share of the trade balance over South Africa’s GDP much. The
endogenous exchange rate therefore — in a balancing exercise between domestic and foreign growth
under the given specifications for international trade — adjusts so a higher (real) value for the South
African Rand fixes the trade balance at its proper rate. The latter is reflected by the increase of the
REER shown in Figure 5.1.

Table 5.3 Changes in relative prices between domestic and foreign products for imports and exports, for the multilateral
vs unilateral Ctax scenarios

COA GAS REF ELC EIN MAN LSS HSS TRA

Change in pY/pM, multilateral vs unilateral scenarios

Ct100 RVAT -1.7% -1.7% -0.3% -3.6% -1.7% +0.2% +1.3% +2.3% -0.3%
Ct100 RTCS -1.7% -1.7% -0.3% -3.5% -1.6% +0.2% +1.3% +2.3% -0.2%
Ct300 RVAT -4.9% -5.0% -2.4% -6.8% -4.7% +0.6% +2.4% +4.7% -2.2%
Ct300 RTCS -4.7% -4.8% -2.3% -6.5% -4.5% +0.8% +2.6% +5.0% -1.9%

Change in pX/pM, multilateral vs unilateral scenarios

Ct100 RVAT -1.7% - -0.3% -3.6% -1.5% +0.2% +1.0% +2.3% -0.4%
Ct100 RTCS -1.7% = -0.3% -3.5% -1.5% +0.2% +1.0% +2.3% -0.3%
Ct300 RVAT -4.9% - -2.3% -6.8% -4.3% +0.4% +1.6% +4.6% -2.2%
Ct300 RTCS -4.7% = -2.2% -6.5% -4.1% +0.6% +1.9% +4.9% -2.0%

The relatively beneficial evolution of domestic relative to foreign prices for EIN, REF and TRA also
explains the increase in the CO, intensity of South African GDP. These sectors see their share in the
South African GDP increase under multilateral carbon taxation relative to the case of unilateral carbon
taxation. Furthermore, higher GDP growth in multilateral Ctax scenarios leads to a decrease in
unemployment, which causes an increase in real wages relative to the unilateral scenario cases. This,
together with the increase in the REER explains the relative increase of domestic versus foreign prices
of the labour intensive sectors LSS and HSS to increase (see Table 5.3 and Figure 5.2, which shows
the composition of price changes for the Ct100 RVAT scenario), which contributes to the increase in

CO, intensity of the South African economy in the multilateral carbon taxation scenarios.

A political consequence of these results is that, if South Africa wants to achieve a certain emission
reduction, as e.g. announced in its NDC, it needs to put in place a somewhat higher carbon tax if its
trading partners in case the Rest of the World also implement carbon taxes. Though the economic
benefits of the multilateral Ctax scenarios are very welcome for South Africa, the higher CO, intensity

of South Africa’s GDP is not and would require a greater effort than in the unilateral case in for

78 Trade balance increases reflect changes in total Self Financing Capacity (SFC) of domestic agents (firms, government, households) rather

than improved international competitivity (see Chapter 3).
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instance promoting cleaner technology of production or possibilities for cost reduction for exporting

non-energy intensive sectors.

Figure 5.2 Difference and composition of average resource prices for the multilateral vs unilateral Ct100 RVAT scenario
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Approach to modelling foreign carbon-Border Tax Adjustment
A particular aspect not included in RP is the possibility that other countries apply Border Tax

Adjustment (BTA) if South Africa does not implement a carbon tax, while the Rest of the World

(ROW) does. This is the idea of a “carbon club”: Countries that have a carbon tax apply an additional

import tariff on products from countries that do not have one. Theoretically, the consequence is lower

exports for the sanctioned countries, creating economic disadvantages that push non-participating

countries to joining the club. This section therefore analyses the economic impacts of carbon-based

BTA imposed by South Africa’s trading partners, with two scenarios:.

$55 Ctax BTA: a carbon-BTA is applied by ROW on South African exports. This is modelled
by increasing the export price as “perceived” by ROW in the Armington specification for
trade (see section 3.2.2) with a charge of 55 USD,5/tCO, (converted to ZARys). The basis for
the calculation of the BTA levy is the direct and energy-sector indirect CO, emissions per
product (see section Table 4.1). This scenario assumes that South Africa’s trading partners
also apply a carbon tax rate equivalent to 55 USD:3/tCO, — which is equivalent to 300

ZAR;5/tCO, — in their own countries;

Aggressive BTA: Due to the possibility that the impact of a foreign BTA is too small to create
sufficient economic disadvantage for South Africa to force it in joining the carbon club a
second scenario is developed. In this case, the “aggressive BTA” case, South Africa’s trading
partners try to coerce South Africa into implementation of a carbon tax by levying a

sufficiently heavy BTA, while applying moderate R300/tCO,-equivalent carbon tax
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themselves. Trial runs have shown that an aggressive BTA of 200 USDy;5/tCO, (equivalent to
a Ctax 1,000 ZAR05/tCO,) could have this effect. This is the case discussed here.

Each scenario has two variants: One with the assumption that international carbon taxation can be
recycled in such a way that there is no impact on international prices (relative to BY and RP), and
another case in which the international carbon tax regime by ROW increases international prices
relative to RP in about the same way as domestic prices on average for the eight main carbon tax
scenarios with a R300 Ctax (as in Table 5.2 above).”®

Price impacts of carbon-BTA

Before discussing results and their explanation in detail, one must realize that price increases due to a
R300-equivalent carbon-BTA are (ex ante) relatively small for many South African energy products,
because energy only consists of a minor part of their production costs (recall Table 3.2 in section
3.1.1). An ex ante price impact is calculated on the basis of the direct CO, emissions per unit in
production of GAS, REF, ELC and TRA,; direct plus indirect CO, emissions from ELC production per
unit of COA; and direct + indirect emissions of energy sectors and transport services per unit in
production of EIN, MAT, LSS and HSS.

The result of this calculation also shows (Table 5.4) that the ex ante price impact of a $55/tCO,
carbon-BTA levy on South African export prices by 2035 (compared to RP) is relatively small for
most products. (However, with 8% it is non-negligible in the case of the biggest export sector: EIN.)
For energy products the price increase due to a $55/tCO, carbon-BTA levy is similar, namely 2% for
COA, and 10% for REF, while the 57% for ELC does really count, because ELC forms only 1% of
South African exports value in RP.*® In the aggressive carbon-BTA case with a $200/tCO, carbon-
BTA levy the larger ex ante impact on export prices is proportional to the ratio of the $200 over $55

per tonne CO, BTA levies.

For MAN, LSS and HSS export prices increase between 4% and 7% compared to their value under a
multilateral R300 equivalent carbon tax regime with RTSC revenue recycling, and they are bigger than
when they are compared to RP (Table 5.4, see also section 5.3 for the description of the multilateral
carbon tax scenario). For TRA, EIN and energy sectors however the increase in export prices is
smaller under a $55/tCO, foreign carbon-BTA levy than under a multilateral carbon tax regime, with
for EIN only a 3% increase. The reason of the difference in relative prices is that revenue of a
domestically applied carbon tax can be recycled in such a way that costs other than energy costs are
reduced, as is the case for revenue recycling into labour subsidies in the RTSC scenario (Table 5.4). A

foreign carbon-BTA levy does not offer this possibility.

7 A reason for which international prices in theory would not rise could be the use of export rebates by countries applying a carbon tax,

another reason could be sufficient technological change to absorb the cost increases due to the use of fossil energy.

¥ The estimated carbon content for BTA might underestimate the height of the BTA due to taking into account only the “carbon footprint”
beyond a sector’s direct energy consumption and/or that of the energy sectors and TRA which supply transformed energy or services to a
sector. If second degree carbon content and beyond would have been taken into account, the emission content of South African products
would likely be somewhat higher, but the simplifying assumption is made that this difference will be negligible. Another caveat is that the
ex ante number does not yet take into account economic equilibrium effects such as a change in the real effective exchange rate (REER).
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Table 5.4 Ex ante price impacts BTA on export prices (pX) for RP, compared to ex post impact on pX of R300 Ctax for RTSC

COA REF ELC EIN MAN LSS HSS TRA
g:gr;t/etgg?nge pX vs RP with BTA 2% +10% +57% +8% +2% +2% +1% +3%
s;‘;’::; i‘\ilzaé‘Tg: f’sxl ;’Szgg/‘t”cig‘z) W7%  +38%  +209%  +30%  +8% +8% 3% +12%
B e | 4% 4% % % s e

Results
Results of the carbon-BTA scenarios show that the Rest of the World needs to use the aggressive

carbon-based BTA levy on South African exports’ CO, content to make joining a “carbon club”
economically more attractive than “free riding” on others’ climate change mitigation efforts. The
reason for this outcome is that exports are only a minor component of total demand and that domestic
demand decreases less from a foreign carbon-BTA levy than due to domestic carbon taxation. Only a
foreign carbon-BTA at a rate of 200 USD;5/tCO, manages to seriously reduce total demand for South
African products, and hence South Africa’s output and GDP, and its employment even more.

The economic impacts for South Africa of a 55 USDy3/tCO, carbon-BTA levied by ROW on South
African products are similar to those of a 100 ZARs/tCO, domestic carbon tax in combination with
revenue recycling into labour subsidies (Table 5.5). For a 55 USD,,13/tCO, carbon-based BTA by
ROW the South African per capita GDP in 2035 turns out between 57 and 59 KZARyys in 2035,
respectively when ROW’s own prices stay the same or increase due to the carbon taxes levied in
ROW. This is at the same level as the 59 kZAR,q5 per capita in RP and the 57 KZAR s in the Ct100
RTSC scenario with international equivalent carbon tax . Unemployment increases relative to RP in
case of a 55 USD. 3/tCO, carbon BTA (Table 5.5).

A carbon-BTA levied by South Africa’s trading partners will have similar impacts on GDP growth and
employment as an international 300 ZAR.s/tCO, equivalent carbon tax when its rate is about 200
USD:5/tCO; (carbon content) or higher. This is shown in the aggressive carbon-BTA case: per capita
GDP turns out between 52 and 54 kZARys, respectively depending on whether international carbon
taxation does or does not lead to international price increases relative to BY. Broad unemployment
ends up between 31% and 34%, meaning well above that of the case of an international 300
ZAR:5/tCO, equivalent carbon tax in which South Africa joins (Table 5.5). Furthermore, despite that
BTA by ROW is not meant to reduce South Africa’s CO, emissions, it does achieve a decrease
relative to RP with CO, emissions ending up between 574 and 677 Mt depending on the height of the
BTA rate, and on what happens to international prices (Table 5.5). Of course, South Africa does not

get anywhere near achieving its NDC (see section 5.2) without implementing a CO, tax domestically.
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Table 5.5 Change in key results vs RP for BTA and comparable multilateral Ctax scenarios

Per

capita Broad unem- Cco, CO; intens. RE.ER Trade
GDP (ch loyment emissions of GDP relative to balance as
e Ploy RP pct of GDP
vs RP)
kZARps pct of broad kgCO,
/cap active pop. Mt €O, /ZAR 5
Reference Projection 59 24% 687 1.06 1.00 3.4%
Ct100 RTSC with internat. Ctax $18-eq | 57 (-3%) 26% 550 0.88 1.02 3.4%
Ct300 RTSC with internat. Ctax $55-eq | 54 (-9%) 29% 395 0.67 1.05 3.3%
Foreign BTAS55 + pM incr R300 Ctax-eq 59 (-1%) 25% 677 1.05 1.00 3.4%
Foreign BTAS55 w/o pM increase | 57 (-3%) 27% 653 1.04 0.98 3.4%
Aggressve foreign BTA o o o
+ pM incr R300 Ctax-eq 54 (-9%) 31% 602 1.02 0.95 3.4%
Aggressive foreign BTA w/o pM increase | 52 (-13%) 34% 574 1.01 0.93 3.4%

Discussion
The reason that a BTA needs to be aggressively high for foreign carbon-BTA to be economically more

disadvantageous for South Africa than applying a carbon tax domestically lies in the fact that the
combination of the average price impact and import substitution related to devaluation of the Rand
make the change in domestic demand much smaller than the change in exports of energy-intensive

products, meaning that domestic demand is less affected than exports.

This can best be shown by looking at the impact that the aggressive foreign BTA has on South African
output: Despite a strong decrease in export volume for EIN of 39% relative to RP, the volume of
domestic output of EIN only decreases 22% (Table 5.6). For REF a similar observation can be made
(ELC exports are very small in absolute terms and can be ignored). Of course, results also show that
COA, LSS and HSS sectors see their domestic output decrease more than their volume of exports
under an aggressive foreign BTA relative to RP, whereas for TRA and MAN exports and domestic
output decrease at about the same rate relative to RP (Table 5.6). However, what counts is that the
decrease in export volume in these sectors is much smaller than for EIN and REF, and relatively small
even for an aggressive foreign carbon-BTA. The average decrease in export volume relative to RP is

therefore only 21% when weighed by sector’s shares in export value in RP.

Furthermore, import substitution, which is caused by a decrease of 7% in the REER (Table 5.5),
contributes to keeping demand for South African products high. The change in the REER itself, is
opposite to what happens in the case of multilateral carbon taxation, as discussed in the previous
section. The current account and broad capital account elements of the Balance of Payments do not
change much, as in all other scenarios and the trade balance surplus is therefore unaltered compared to
RP (Table 5.6). The decrease in export volume this needs to be countered by a devaluation to reduce

import dependence, as for instance is strongly the case for OIL (affecting REF) and MAN.

Together, the only moderate decrease in export volume (f 21%) and import substitution lead the
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average change in demand for domestic output to decrease not very much, as is reflected in the
decrease in the volumes of investment (12%), intermediate consumption (11% to 14%) and
government FC (13%), which are all rather constant over GDP, relative to RP (see Table 5.6). Indeed,
these changes are similar to the change in per capita GDP (-13%) for the aggressive BTA case (see
Table 5.5). Obviously, the correct but much lower carbon-BTA levy of 55 USDy4;3/tCO, would have
more trouble depressing South African output than the aggressive BTA case.

Table 5.6 Change (vs RP) in volume of supply or demand for Aggressive BTA case without international pM increase

COA OIL GAS REF ELC EIN MAN LSS HSS TRA
Supply volumes
Dom. output, Y -12% - -18% -17% -17% -22% -7% -12% -12% -12%
Imports, M -16% -18% -22% -22% -19% -36% -29% -21% -25% -20%
Demand volumes
Exports, X -5% - - -39% -26% -39% -7% -6% +10% -11%
Investment, | - - - - - -12% -12% -12% -12%
Household FC - - - -12% -10% -16% -17% -17% -14% -11%
Government FC - - - = o - - - -13%
Intermed. Cons., IC -17% -18% -19% -13% -19% -14% -11% -11% -12% -13%

Still, some caution needs to be maintained in interpreting these results. First of all, because the
scenarios presented here do not take into account a potential reduction in coal exports following the
introduction of carbon taxes in export markets for South African coal. Secondly, it is possible that
Armington price-elasticities used for international trade in this study underestimate the price-elasticity
of trade for the long-term projection period of 30 years and the relative size of price fluctuations given
here. A reason why | think under-estimation of price elasticities is likely is that there are likely no
historical equivalents of such long-term disadvantage price developments and the a 30 year time
period might allow importers to look for and find alternative suppliers to substitute South African
products in their supply chain. If that were the case, foreign BTA could have a bigger impact on South
Africa’s GDP growth than estimated here. Nevertheless, such substitution would not be capable of
preventing devaluation of the South African Rand, which has been observed to partly reduce the
impact of the BTA.

5.5. Enhanced energy efficiency scenario

Gains in energy efficiency obtained in the scenarios analysed above differ between carbon tax rates,
revenue recycling mechanisms, and sectors. These efficiency gains are an outcome of both the way
trade-offs have been defined through KLEM nested CES production functions, and of the chosen
elasticities of substitution (see section 3.2.1), and also reflect changes in relative prices between inputs

and factors. They however do not necessarily reflect the future potential for energy efficiency gains
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when taking into account technical, economic and social constraints that could be found by the use of
bottom-up models. The evaluation of how realistic these energy efficiency gains are can only be
performed ex post, meaning after scenario runs have been completed. It could possibly figure as the
basis for a future update of model calibration.

This section therefore presents a sort of sensitivity analysis on some parameters that are important in
determining energy efficiency outcomes. The analysis starts by comparing energy efficiency gains
found for RP and the main Ctax scenarios with estimations of socio-techno-economic potentials for
energy efficiency obtained from scientific and “grey” literature. As an outcome of this comparison an
alternative scenario for energy efficiency is defined and implemented under similar conditions to RP
and some of the Ctax scenarios and evaluated for its impact on scenario results.

5.5.1. Energy efficiency gains in RP and main Ctax scenarios

In RP and the main Ctax scenarios there is a wide range of energy efficiency gains, measured as
changes in intensity of energy use, in volume of energy inputs over a sector’s volume of output (Y).
This is calculated for each energy input (COA, OIL, GAS, REF, ELC). The lowest energy efficiency
gains (1% to 4%) are obtained in the GAS, REF and TRA sectors (Table 5.7). These sectors are
characterised by low elasticities of substitution between the energy-aggregate and the capital-labour
aggregate. The highest energy efficiency gains (30% to 37% in RP) are found for MAN and HSS,
which can be explained by high elasticities of substitution, and a relatively strong increase in the
electricity price, with electricity being the energy carrier they consume most and more than other

sectors. With carbon taxation efficiency gains for MAN and HSS become 51% and 58% respectively.

Gains in energy efficiency in IMACLIM-ZA’s RP and main Ctax scenarios are the consequence of
trade-offs between energy inputs on the one side, and non-energy inputs and factors of production on
the other side (see section 3.2.1). These trade-offs result in RP from price increases for energy in
combination with productivity gains in terms of materials & services, capital and labour leads to a
relatively lower attractiveness of energy as an input. The gains in energy efficiency shown in Table 5.7
are thus the result of substitution effects. No additional factor-biased technological progress has been
assumed. In the case of carbon taxation, the increases in costs for energy and therefore the substitution

effects are stronger than for RP (see section 4.2).

Table 5.7 Change in energy intensity of production for RP and main Ctax scenarios*(in PJ per unit of output)

COA GAS REF EIN MAN Lss HSS TRA
RP -15% 1% -3% 1% -30% 22% 37% -4%
€t100 main -19% 2% 3% -15% 41% 28% -48% 5%
scenario avg
€t300 main 21% -3% 3% -18% 51% -34% -58% 7%
scenario avg

* OlIL is assumed to have no domestic production, ELC’s energy efficiency is derived from BU-modelling.
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5.5.2. Estimation and comparison of energy efficiency potentials

Global potentials for energy efficiency gains have been estimated. For instance, Allwood et al. (2011)
estimate potentials for energy efficiency gains from improvements in production processes. Their
estimates range between 23% and 40% for the five materials which together account for a bit more
than half of 2006 global industrial CO, emissions (steel, cement, plastics, paper and aluminium). All
these materials except paper are part of the EIN sector in IMACLIM-ZA. Allwood et al. consider
further gains in energy efficiency possible, for instance through operational improvements and supply-
chain re-design. To what extent the quoted potentials hold for South Africa is not clear. However, for
steel production the IEA (2008) estimated that South Africa’s energy efficiency potential was similar
to the global average.

For South Africa, potentials for energy efficiency gain can be obtained indirectly from a report by the
Department of Environmental Affairs (DEA, 2014), who performed a study of the techno-economic
potential for greenhouse gas mitigation measures by sector.'®™ Measures consist partly of fuel
switching (for example from coal to gas, or to biomass), but mostly concern reductions in energy
demand (increased energy efficiency). The latter category ranges from measures such as improved
motor-speed regulation in industry to a modal shift from private vehicles to public transport for
passenger transport. The greenhouse gas emission saving potential is relative to a reference, called the
WEM scenario (“with existing measures”). In calculating the greenhouse gas saving potential of
measures the study tries to avoid double-counting of emission-saving potentials from overlapping
measures, although DEA states that this could not be avoided in all cases, especially at the inter-
sectoral level (DEA, 2014).

It is hard to calculate an energy efficiency index for South African industries for two reasons: Firstly,
the indicator used for results is highly aggregated and expressed as total CO,-equivalent greenhouse
gas emission reduction potential with estimated costs per tonne of CO,; Secondly, the level of sectoral
aggregation in their study is very high, for example: the entire chemical industry, or the entire (non-
coal) mining sector. Nevertheless, translation of DEA study results into estimates of energy efficiency
potentials is considered acceptable for sensitivity analysis and as an indication for the order of

magnitude of such gains.

The DEA study presents greenhouse gas emission-saving potentials against an increasing carbon tax
rate. Sector-specific CO,-equivalent (CO,-eq) greenhouse gas emission saving potentials can be
compared to sector specific reference (WEM) CO,-eq projections. The most straightforward approach
is to assume the entire mitigation potential up to a certain carbon price to be implemented. Meaning
that the share of emission reduction potential in reference CO,-eq emissions (excluding fuel switching

measures) can be considered an indicator of sectoral average energy efficiency gains. (Some further
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Other studies on energy efficiency in South Africa are available (CAMCO and TIPS, 2010; G:enesis, 2010; Winkler and Marquard, 2012),
but could not be (readily) translated into absolute or relative energy efficiency gains by sector. A full technology assessment by comparison
of the different studies is beyond the scope of this thesis.
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detail on estimates of energy efficiency potentials with DEA (2014) can be found in Appendix C.7.)

Sectors as defined in IMACLIM-ZA do not match the sectors analysed in DEA (2014) exactly, but
there is considerable overlap, although some sectors are not analysed in DEA’s study, and on the other
hand a part of DEA’s technology assessment, notably on energy sectors, has not been included in the
analysis presented here. Table 5.8 below presents the assumptions regarding the correspondence
between sectors in DEA’s analysis and IMACLIM-ZA.

Table 5.8 Correspondence between sectors in IMACLIM-ZA and in DEA (2014)

IMACLIM

sector Sectors in DEA(2014) Assumption for match in energy efficiency potential
COA DEA Appendix C not taken into consideration Energy efficiency potential assumed equal to that of EIN
OIL DEA Appendix C not taken into consideration No domestic production assumed in IMACLIM-ZA
GAS DEA Appendix C not taken into consideration Energy efficiency potential assumed equal to that of EIN
REF DEA Appendix C not taken into consideration Energy efficiency potential assumed equal to that of EIN
) ) . ) Energy efficiency and fuel switching based on outcomes of BU
EL DEA A ki
¢ FpEmEE mettiEL o ko el E e modelling of the SATIM model (see section 3.1.3)
A T . .
EIN Metals, Minerals, Chemicals, and Mining (non coal) verage CQ? emlssm.m |nten5|tY decrease is interpreted as
energy efficiency gain, and weighted by 2010 output share.
Only P & Pulp indust| ilable in DEA(2014 - .
MAN nly Faper & Fulp |n. ustry avatiable in ( ) Energy efficiency potential assumed equal to that of EIN
no other manufacturing
Construction, and energy use in Agriculture are not . - .-
¢ Th f EIN | buil ff]
included in DEA(2014), but DEA's Commercial e avgrage o and Commercial bui t‘dmgs energy'e. iciency
LSS o . potentials are assumed to represent LSS's energy efficiency
buildings sector can be considered to cover ostential
Hotels&restaurants, and Trade&retail P
) _— L C ial and institutional buildings i d to b
HSS Commercial and Institutional buildings sector orr)merua e
equivalent to HSS
, - . Reductions of indirect emissions from electricity (for electrified
TRA DEA's Transport sector, consisting of road, rail, and transport, such as rail systems) are taken into account, modal

aviation, but excluding marine transport .
g P shift too.

The energy efficiency potentials found differ more between sectors than between carbon tax rates
(Table 5.9). For instance, for EIN the potential energy efficiency gain without a carbon tax is almost
20%, while at a R300 carbon tax rate this increases only to 25%; for HSS energy efficiency gains are
estimated at 41% without a carbon tax, but they do not increase when a carbon tax is implemented
(Table 5.9). A reason for this result could be that DEA (2014) assumes an already considerable
Autonomous Energy Efficiency Improvement (AEEI) in its WEM scenario, and in addition finds a
large share of the mitigation measures in the buildings sector to be possible for negative to zero costs.
However, after implementation of CO, emission reduction options that have negative to zero costs,
mitigation costs rise quickly to a cost equivalent to a carbon tax rate of 400 Rand/tonne CO, and

higher. For the carbon tax rates chosen for analyses with IMACLIM-ZA, these additional mitigation
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options are not taken into account, because the highest carbon tax rate evaluated is R300/tCO,.'#

Table 5.9 Change in energy intensity (energy use per unit of output) of production estimated on the basis of DEA (2014)

COA* GAS* REF* EIN MAN* LSS** HSS TRA
No carbon price -20% -31% -41% -23%
R100/tCO, -23% -32% -41% -30%
R300/tCO, -25% -33% -41% -30%

*Energy efficiency potentials for COA, GAS, REF, and MAN are assumed the same as for EIN, which is derived
from industry mitigation options in DEA (2014); ** Energy efficiency potential for LSS is assumed to be an
average of HSS and EIN.

A comparison of the estimates of energy efficiency potentials with the energy efficiency gains
obtained in IMACLIM-ZA (Table 5.7) shows that for EIN and TRA that the efficiency gains estimated
on the basis of DEA (2014) are higher than those found in scenario results of IMACLIM-ZA. They are
found to be similar for HSS without a carbon tax, and lower for HSS with a carbon tax, as well as for
MAN and LSS with and without a carbon taxation. Were these estimates based on the DEA study
correct, then the price elasticities assumed for RP and carbon tax scenarios in IMACLIM-ZA (for
2005-2035) would be too low for EIN and TRA and too high for MAN, LSS and HSS. Moreover, the
low responsiveness (and even non-responsiveness in the case of HSS and TRA) to carbon pricing of
energy efficiency in IMACLIM-ZA'’s scenario results would be equivalent to having inconstant price

elasticities.*®®

5.5.3. Methodological choice to model alternative energy efficiency gains in IMACLIM-ZA
Apart from using exogenous technological coefficients as applied to the ELC sector, two options are
available in IMACLIM-ZA to change projections for future energy efficiency: 1. Changing CES price
elasticities, especially between energy (E) and the capital-labour composite (KL), to alter the response
to changes in relative prices; 2. Changing (non factor-neutral) assumptions about future factor and

input productivity (or its inverse: factor or input intensity).

Both options differ in the absolute and relative changes in factor intensities that they obtain. In the first
case (price elasticities change), a change in overall productivity and a reduction in costs of production
can be achieved if the elasticity of substitution between energy and other components is bigger than
unity, and if the change in relative prices is such that average factor or input costs decrease. In the
second case (exogenous decrease in energy intensity), an increase in overall (or average) factor
productivity is guaranteed, unless the increase in productivity of energy inputs is accompanied by a

decrease in productivity in other factors (e.g. energy replaced by using more capital).

'8 |1 reality, Marginal Abatement Cost Curves (MACCs) at the aggregate level of sectors of both IMACLIM-ZA and DEA (2014) are probably

more gradual and would therefore show gradual improvement in energy efficiency with a carbon tax rate. A justification for more gradual
MACCs is reasonable for big sectors with many companies: Due to differences in circumstances between companies within a sector, energy
efficiency investments for the same measure will vary in costs too. A better estimation of this gradual character of MACCs is unfortunately
out of scope for this thesis.

'8 Of course, as mentioned, the DEA study is probably unable to capture the gradual evolution of sectoral mitigation costs in MACCs due to
the use of average costs for a specific measure by sector, which means that for big sectors with multiple companies price elasticities would
be smoother in reality than what a MACC curve can capture.
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For example, imagine the top left panel in Figure 5.3 describes an initial elasticity of substitution
between two factors. Were this elasticity to increase, then the exchange between factors compared to
the original equilibrium will be stronger (top-right panel in Figure 5.3), but there will not necessarily
be a gain in productivity. However, if there are factor neutral productivity gains (bottom-left panel),
the shape of the curve (the elasticity) does not change, but both factors will be needed less in
production. In case one uses changes in productivity to model substitution between factors (bottom-
right panel — increasing productivity of Factor 2 while decreasing productivity of Factor 1 equivalent
to original value shares) the effect is clearly different from the increase in substitution elasticities
shown in the top-right panel.

Figure 5.3 CES isoquants of output Y with different elasticities or changed productivity*'**
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substitution between Factors 1 and 2 responds to changes in relative prices, allowing both prices to go up or down simultaneously.

The outcomes of the DEA study (DEA, 2014) suggest that a part of energy efficiency gains is
economically profitable or “free”, while still demanding up-front investments. Technically speaking
this implies net cost-reducing productivity gains. Another part of energy efficiency gains, however, is
only realized in a situation of (explicit or implicit) carbon pricing. In the latter case, productivity gains
over energy use (energy intensity reductions) come at the cost of increased intensity in other factors or
inputs. (This resembles the change between the top left and bottom right panel in Figure 5.3.) Whether

such “free” productivity gains exist has not been studied here, but Box 6 provides a brief discussion.
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Box 6 "Free" energy efficiency gains in practice

Whether present-day energy efficiency gains are profitable depends partly on the method to calculate
profitability. It is common to calculate the net present value (NPV) of an investment in energy
efficiency. Profitability will depend on the height of savings on energy-spending and other costs
versus the height of the investment, the duration of the write-off period and the discount rate. Another
relevant aspect is expectations about future energy prices. In MACCs, net profitable investments will
be shown as options with negative costs, as for instance for some measures in DEA (2014).
Technological progress should expand the amount of net profitable energy efficiency investment
options. Such “free” (meaning profitable, or (net) more productive) energy efficiency then becomes
part of the technological horizon. An example of how combined energy efficiency and productivity
gains could look like — i.e. more efficiency against similar or lower capital costs — is shown in Figure
5.4 for an assessment of private vehicle technology. Dickson et al. (2013) foresee cost decreases of

vehicles in parallel to energy efficiency gains to meet energy efficiency standards for different cars.

Figure 5.4 Prospective energy efficiency and production costs for different Chevy cars (Source: Dickson et al. (2013),

permission by DTTL University)
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Initially, evidence pointed towards price-inelastic energy efficiency gains, called “Autonomous
Energy Efficiency Improvement” (AEEI). However, closer inspection shows that it is mainly
irreversibility of energy efficiency gains from periods of high energy prices that explains the
“econometric existence” of AEEI (Grubb, 2014, Ch.6). Such irreversibility has for instance been
proven for residential energy demand (Haas and Schipper, 1998). However, Grubb points out that also
non-price factors influence energy efficiency (Grubb, 2014, Ch.4), something also found in innovation
studies (see Grubb, 2014, Ch.10). Related concepts that show the inevitability of future, more
profitable and more efficient technology are those of experience curves (BCG, 1970), and learning-by-
doing (Arrow, 1962). Existence of such “hurdles” implies that “free” in economic terms does not mean

that such gains do not require (policy) effort.
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The previous suggests that the option of changing productivity exogenously is a more realistic way to
represent long-term productivity changes in comparison to changing price elasticities. The use of
exogenous productivity change has the advantage that it does not change the substitutability between
factors at a given point in time, which would be the case if one would change elasticities of
substitution. Changing elasticities of substitution might also create over- or under-sensitivity to price
signals. Disadvantages of the use of exogenous productivity changes are that a correct estimation
requires detailed information about how (for instance) in the future fuel costs are replaced by capital or
labour costs. It could, for instance, imply analysing Marginal Abatement Cost Curves (MACC) by
sector, as provided by DEA (2014). Unfortunately, this was out of scope for this thesis.

The approach in this section is therefore to exogenously correct only energy efficiency, and leave
exogenous output productivity of capital and other factors unchanged. To this end, an Energy
Efficiency Improvement factor (EEI) is introduced in the model, similar to factor productivity gains or
the Autonomous Materials & services Efficiency Improvement factor (AMEI) presented in section
3.2.1 (see Eq.6 on p.81). Although the latter term is associated with energy efficiency improvements
unexplained by changes in energy prices, here it is used to arrive at future energy efficiency gains as
expected by bottom-up information from the DEA study (DEA, 2014). This solution is not perfect,
because it provides energy efficiency gains “free of charge”, as mentioned. Also, CES substitution will
cause uncalibrated or uncontrolled rebound effects. Yet, as a form of sensitivity analysis the scenario
is useful to identify whether adjusted energy efficiency gains have strong impacts on the economic

outcomes of scenario analysis.

To estimate the adjustment required in energy efficiency by sector so that energy efficiency outcomes
match energy efficiency potentials derived from the DEA study, a two-step procedure is applied: An
initial change in EEI is calculated on the basis of the direct difference between the annualized energy
efficiency gain expected on the basis of DEA (2014) and the ex post annual energy efficiency gain
obtained in RP or on average for Ctax scenarios at a specific Ctax rate. Applying this EEI in a scenario
result, leads to new energy efficiency projections by sector, though still different from the envisioned
ones because of CES rebound effects. The procedure is therefore repeated one more time, to better
approximate the objective values. The analysis was not iterated anymore after this second round due to
limitations in time, while additional precision seemed unnecessary in light of the already mentioned
lack of a correct calibration on the basis of MACCs.'® For the Ctax scenarios the analysis was only

performed for the RTSC scenario.

The intermediate and finally applied exogenous EEI factors and resulting sectoral energy efficiency
gains are shown in Table 5.10. Evidently, the resulting efficiencies are closer to the targeted energy

efficiencies (Table 5.9). The EEI induces, in correspondence to the targets derived from the DEA

¥ More iteration with the methodology applied here would be needed to arrive at an EEI that achieves the energy efficiencies estimated

on the basis of BU information of Table 5.9.
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study, energy producing sectors (COA, GAS, REF) and energy intensive sectors (EIN, TRA) to obtain
a higher future energy efficiency, while MAN obtains lower energy efficiency with the EEI (compare
energy efficiency gains by sector obtained in Table 5.10 with those from Table 5.7). However, for
several sectors (HSS, LSS and MAN) still quite some percentage points off from the targeted energy
efficiency (see Table 5.9)." This is the consequence of price-elastic trade-offs in the production
functions, which are difficult to correct, because these sectors are subject to high price elasticities.

Table 5.10 Average annual exogenous energy efficiency improvement (EEI) in enhanced energy efficiency scenarios

COA GAS REF EIN MAN LSS HSS TRA

RP 1% round EEI 0.17% 0.69% 0.64% 0.33% -0.46% 0.39% 0.19% 0.73%

RP final EEI 0.22% 0.71% 0.66% 0.43% -0.62% 0.84% 0.58% 0.87%

Resulting RP EE 19.5% 19.7% 19.7% 19.3% 21.8% 24.4% 33.3% 22.5%

R100 Ctax 1%

0.17% 0.80% 0.77% 0.35% -0.88% 0.20% -0.47% 0.98%
round EEI

R100 RTSC final

EEI 0.21% 0.82% 0.79% 0.44% -1.30% 0.54% -0.74% 1.16%

Resulting R100 228%  23.0%  23.0% = 22.6%  281%  27.6%  44.9%  28.9%

RTCS EE
st

fjl?:dcézfl 0.17%  0.87%  0.85%  0.32%  -1.45%  -0.05%  -1.14%  0.93%

E:IOO RTSCfinal | 0 18%  088%  088%  039%  -2.25%  008%  -2.18%  1.09%

Resulting R300

RTSC EE 25.2% 25.2% 25.2% 24.9% 34.3% 31.5% 55.9% 29.0%

5.5.4. Results with enhanced energy efficiency assumptions

As a result of energy sectors and energy-intensive sectors higher energy efficiency gains, GDP growth
increases both in RP and in the RTSC Ctax scenarios, while unemployment decreases significantly. A
possibly surprising outcome, and a good illustration of the rebound effect, is that there is less reduction

in CO, emissions, but the positive result is that the CO, intensity of GDP turns out lower (Table 5.11).

For the impact of carbon taxation and its revenue recycling relative to RP, a small improvement is
observed concerning GDP growth in the enhanced energy efficiency scenario: The negative impact on
annual GDP growth of a carbon tax with RTSC revenue recycling (relative to RP) turns out around 0.1
to 0.2 percentage points (pct pt) lower in the energy efficiency scenario — which translates into 1.2 to
2.4 pct pt improvement of total GDP growth by 2035 (relative to also improved reference GDP). A
similar improvement is registered for employment: The difference in broad unemployment rate with
the reference is 1.5 to 2.6 pct pt less broad unemployment for the improved energy efficiency case (see

Table 5.11), compared to the main Ctax scenario results in Chapter 4, or 1.8 to 3.1% of total

'8 As a consequence of production function trade-offs, energy efficiency is reduced for HSS in RP despite its positive EEI.
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employment in the new reference case. These results are significant in the light of the relatively small
differences in energy efficiency for South Africa’s main economic sectors — typically only 2 to 7 pct pt
difference for EIN, MAN, LSS and HSS (compare Table 5.10 above with Table 5.7). Of course,
differences in energy efficiency of the enhanced energy efficiency scenarios with RP and the main
RTSC scenario are considerable.

Table 5.11 Key outcomes of EE scenarios compared to RP and main Ctax scenarios

Avg annual CO, emissions CO, intensity of uner:r?:dment Class 5 / class 1
GDP growth 2 GDP ploy income ratio
rate
unit - Mt CO2 kg CO2/USD'13

RP 2.7% 687 1.06 24.1% 44.6
RP with EEI 3.1% 692 0.97 17.4% 45.4
Ct100 RTSC 2.6% 542 0.88 26.7% 43.8
vs RP w/o EE| -0.2% -21% -17% +2.6 pct pt -1.7%
Ct100 RTSC + EEI 3.0% 549 0.79 18.5% 44.9
vs RP with EEI -0.1% -21% -19% +1.1 pct pt -1.3%
Ct300 RTSC 2.3% 377 0.67 31.8% 42.4
vs RP w/o EEI -0.5% -45% -37% +7.7 pct pt -4.8%
Ct300 RTSC + EEI 2.7% 390 0.60 22.5% 43.6
vs RP with EEI -0.3% -44% -38% +5.1 pct pt -4.0%

The positive impact on GDP growth in RP can be explained from decreased (GDP deflated) costs per
unit of output. Due to energy efficiency gains in energy sectors and transports, their costs of
production decrease (for RP with EEI, Figure 5.5). As a consequence, other materials and services can
decrease their costs of production too, especially EIN. For MAN (even despite achieving lower energy
efficiency than in RP due to the correction with the AEEI) and LSS the reduction in costs of energy
and other inputs is compensated by an increase in labour costs. For HSS there is hardly any reduction
in costs of intermediate consumption and labour costs increase due to increased labour intensity and
higher real salaries (with lower unemployment). As a consequence of the efficiency gains in RP,
unemployment is lower too, while inequality increases, due to strongly increased high skill salaries
and higher interest rates (returns on equity). CO, emissions increase, but CO, intensity decreases in RP
with enhanced energy efficiency (0.97 instead of 1.06 kg CO,/USDyg13).

For the Ct100 and Ct300 RTCS scenarios the impact of the EEI looks roughly the same. Compared to
RP the RTSC scenario comes out slightly better than under projections without exogenous EEI
improvements. All indicators show improvement, except absolute CO, emissions. The lower CO,
intensity of GDP would allow the Ctax to be raised a bit to achieve a similar CO, emission reduction

as in the scenario without additional EEI, while still obtaining a higher GDP and lowering
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unemployment. Of course, real exchange rates, and the costs of imports within total resource costs are
relevant too, but this turns out to hardly change the resulting prices in the scenarios analysed here, and
the total impact on the resource price shows the same pattern as that of the producers price (Figure
5.5). (Changes in resource price p roughly equal changes in average price of IC and FC, as product
taxes do not change in these scenarios.)

Figure 5.5 Changes in producer's costs per unit by component, RP with EEIl vs RP
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Table 5.12 Change in pY, pM and average (resource) price p for RP and RTSC scenarios, with EEl vs without EEI

COA olL GAS REF ELC EIN MAN LSS HSS TRA
pYinRP -3.2% - -18.4%  -13.9% -0.0% -2.7% +0.3% -0.2% +2.3% -8.2%
pM in RP +0.7% +0.7%
Avg price p in RP -3.2% +0.7% -13.5%  -13.9% -0.0% -2.5% +0.4% -0.2% +2.2% -7.4%
pYin Ct100 RTSC -4.7% - -214%  -16.8%  +0.0% -3.6% +0.6% -0.2% +2.9%  -10.9%
pM in Ct100 RTSC +0.9% +0.9%

AvgpricepinCtl00 |, oo L0090  -153%  -16.7%  +0.0% | -33%  +07%  -01%  +2.8%  -9.9%

RTSC
pYin Ct300 RTSC -5.4% - -23.0%  -18.5% +0.6% -3.9% +1.7% +0.0% +3.0% -11.9%
pM in Ct300 RTSC +1.8% +1.8%

Avg price p in Ct300

RTSC -5.4% +1.8% -15.3%  -18.2% +0.6% -3.4% +1.7% +0.1% +3.0% -10.7%

5.5.5. Limitations to the alternative efficiency scenario and conclusion

A limitation of these results is that outcomes with exogenous EEI turn out to have a decrease in
(physical) capital intensity for many sectors compared to outcomes without the exogenous EEI —
notably those sectors with the highest energy efficiency gains (GAS, REF, TRA). This outcome is a

consequence of the CES trade-off, which “rewards” energy for being a more efficient input to
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production thanks to the EEI, and thus generates a rebound-effect towards energy use and away from
other factors. Though rebound-effects are known to exist in consumer choices, it is unlikely that they
correctly represent choices in average sectoral production technology. The common perception is that
energy efficient technology comes at higher capital costs, at least when this energy efficient
technology is still very new. Were capital costs to increase, then there would be less cost-reduction
driven GDP growth and the alternative energy efficiency scenarios presented here would find lower
GDP growth. The positive economic results of these EEI scenarios are therefore at best exaggerated.
Further study is required to model energy efficiency gains in a more realistic way. Preferably, this is
done through better BU model estimates of capital intensity or costs of energy-efficient technology.

Another limitation to the application of the energy efficiency potentials of the DEA study to IMACIM-
SA is that “transaction costs” are excluded from the analysis presented here which only assumes that
carbon tax rates determine implementation of measures.'®® However, difference in calibration or base
year might compensate for this omission: Base years in DEA’s study are 2000 and 2010 for historic
emissions and “existing measures”, its projection years are 2020, 2030, 2040 and 2050. Base year and
projection year in IMACLIM-ZA are respectively 2005 and 2035. Because the objective is only to
obtain a benchmark for potential gains in energy efficiency at a highly aggregate sectoral level, the
simplifying assumption is made that cost-effective energy efficiency measures in 2030 will all have

been implemented by 2035, assuming that the delay compensates for neglect of transaction costs.

This conservatism regarding assumed technological progress is taken even further by also assuming
that the relative reduction in CO,-equivalent emission intensity in the 20-year period between 2010
and 2030 in the DEA study can be translated into a relative energy efficiency gain in the 30-year
period between 2005 and 2035 in IMACLIM-ZA. In this way, two assumptions that can be considered
shortcomings in DEA’s study are compensated too, namely: First of all, the DEA study assumes
higher economic growth than witnessed in recent years, or foreseen for the near future;**’ and
secondly, the DEA study assumes no overlap between the Autonomous Energy Efficiency
Improvement (AEEI) assumed in its “with existing measures” scenario (WEM) (calibrated on 2000-
2010) (DEA, 2014 Appendix A) and the negative CO, mitigation cost options in the technology
assessment part of the study (for industries, see: DEA, 2014 Appendix D).

In conclusion, these limitations mainly point at the lack of knowledge around the cost of
technologically feasible energy efficiency gains for South Africa. At the same time, the results of the

analysis presented here show that small changes in sectoral energy efficiency gains have a significant

18 Transaction costs are aspects such as the availability and outreach of information, or other barriers to implementation, such as changing

habits of citizens, consumers or the users of a service. DEA (2014) excluded measures with important transaction costs from its analysis in a
first selection round of measures on the basis of Multi Criteria Analysis.

¥ Economic growth influences the amount of new economic activity, and therefore the share of new capital in the total capital stock, and
thus the possibility to modernise and increase average energy efficiency. It might also influence the amount of investment available to
invest in energy efficiency measures. GDP growth assumed in DEA’s medium growth scenario describes an average of 3.5% between 2010
and 2020, much higher than the average growth rate of 2.1% per year for 2010-2018, obtained when combining registered GDP growth
from 2010 to 2015 (source: World Bank data) and economic growth forecasts for 2016 to 2018 (National Treasury, 2016). In IMACLIM-ZA’s
RP relatively moderate average annual GDP growth of 2.7% per year (for the period 2005 to 2035) was obtained.
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impacts on projections for GDP growth and the estimation of economic and environmental impacts of

carbon taxation and its revenue recycling. This means that this is a very important for future research.

5.6. Sensitivity analysis

The sensitivity analysis in this sub-section provides a discussion of model parameters that represent
the principal aspects for modelling economic growth (discussed in section 2.1), specifically:
Technological change, particularly for the electricity sector (in sub-section 5.6.1), and through
exogenous productivity gains for other sectors (in 5.6.2); The parameterisation of the labour market, in
particular the wage curve (in 5.6.3); And finally, in a qualitative way, the possible impacts of changes

in assumptions on international trade, and in government final consumption (in 5.6.4).

5.6.1. Technological change in the electricity sector

Introduction and approach
Costs and expected future costs for (photovoltaic) solar power generation have been sharply declining

in recent years (Wright et al., 2017). A question is therefore whether this could change the results of
the carbon tax scenarios analysed in this thesis. To test this, | model a change in the exogenous
technological coefficients of ELC: The assumption is that by 2035 total capital costs of all renewable
power generation capital is 33% lower than under the original updated IRP assumptions of the SATIM
runs consulted for this thesis. In those runs renewables make up less than half of total capital
amortisation costs, with other capital amortisation costs being those for nuclear power generation
installations, for thermal coal power plants (which are under-utilised under carbon taxation), and for
pumped storage facilities and transmission infrastructure. A 33% reduction in capital costs for
renewables translates into approximately 12% lower capital amortisation costs for power generation
and transmission in total, for both carbon tax rates and assuming no adjustment in future power
generation capacity. *® To simulate this, the technological coefficient for capital intensity of power
generation is reduced by 12% in 2035. To limit the amount of scenario runs, this analysis is only
performed for the Ct300 RTSC scenario, which is the economically best performing scenario that gets
close to achieving South Africa’s NDC.

Analysis of results

These changes result in a reduction of the average price of electricity of 4.9% compared to the Ct300
RTSC scenario. This has a positive impact on GDP growth (compared to the Ct300 RTSC scenario):
GDP in 2035 turns out 1.7% higher compared to the Ct300 RTSC, and average annual GDP growth
0.06 percentage points. Broad unemployment decreases by 1.4 points, to 30.4%. On the other hand,
CO, emissions increase by 2.3% relative to the Ct300 RTSC scenario, the CO, intensity of GDP turns
out slightly higher (+0.6%), at 0.670 instead of 0.666 kg CO, per USD,q13.

18 Note that this is merely a test for the objective of sensitivity analysis and only involves the IMACLIM-ZA model. If the SATIM bottom-up

energy system model would have been used to analyse future power generation, the impact on technological coefficients of ELC would
likely be higher, due to the increased attractiveness of renewable power generation.

214



The reduction of the average electricity price translates into and the additional GDP growth combined
cause aggregate energy use to increase by 1.9%. This increase in energy use which is higher than GDP
growth can be explained from the energy-intensive style of GDP growth: Energy sectors and the
energy-intensive industries & other mining sector (EIN) and transport sectors (TRA) see their output
grow as much as GDP (1.7%) or more (Table 5.13): In particular ELC and EIN see their output
volume grow strongly (with respectively 2.6% and 2.2% relative to the main Ct300 RTSC scenario).

Table 5.13 Change in Y due to 12% lower capital intensity of ELC, in the Ct300 RTSC scenario

COA OIL GAS REF ELC EIN MAN LSS HSS TRA

ChangeinY vs

. .
Ct300 RTSC 7% id

+2.5% +1.7% +2.6% | +2.2% +2.0% +13% +1.6% +1.7%

The sensitivity of GDP growth to the price of electricity might be surprising. However, once one
decomposes GDP growth, one observes that the decrease in electricity prices allows for an increase in
the Domestic Income Multiplier (DIM, see section 4.2.1) with +0.4%, which is a consequence of on
the one hand import substitution (the volume of Y+M over Y decreases 0.2%, item 2 in Table 5.14),
and on the other hand an increase in the average value of goods and services supplied to the South
African economy (+0.3%, see item 3 in Table 5.14) — representing structural change and growth in
exports. In parallel, to maintain equilibrium on the Balance of Payments with the 1.7% additional GDP
growth, the REER decreases 0.7% (recall the mechanism through which the REER adjusts with GDP
growth in IMACLIM-ZA scenarios described in Box 5 in Chapter 4).

Table 5.14 Decomposition of GDP growth for Ct300 RTSC and its variant with reduced CFC costs for ELC

Item 1 2 3 4 5 6 7 8 9 10
i#ar ey Valueof D GDP
worker volume Value of alue o ecrease Active Employ
Values are output (Y+M) resources supply of costs per — -ment GDp® DIV
relative to BY volume over Y/Z per unit 30f per per unit of | worke ation™” te'®

) Worf(e’l supply” | worker® GDP® r® ation rate

Ct300 RTSC 1.230 0.993 1.027 1.255 1.049 1.316 1.341 1.113 1.965 1.084

EL? :’2”;1 Cre 1.230 0.992 1.030 1.256 1.048 1.317 1.341 1.132 1.999 1.089

- 0
Difference +0.0% -0.2% +0.3% +0.1% -0.0% +0.1% id. +1.6% +1.7% +0.4%

Comments: (1) Per worker output volume is calculated as the geometric mean of BY and projected GDP share weighted sectoral changes in labour
output productivity vs BY; (2) Supply volume per worker is calculated in the same way as output volume per worker, but for Y+M now, and divided by
output per worker; (3) Value of resources per unit of supply per worker is obtained by dividing the change in GDP deflated value of total resources by the
total change in workers, it is divided by the change in supply per worker to obtain the change in value of resources per worker vs BY; (4) Value of supply
per worker is the GDP deflated value of resources per worker and is equal to the multiplication of the previous three items; (5) The decrease of costs per
unit of GDP is the reduction of the value of total resources relative to primary income (GDP); (6) GDP per worker is the multiplication of the previous two
items; (7) The change in active population is assumed exogenously and the same for RP and all scenarios; (8) The employment rate is the change in
employed population relative to the change in active population; (9) GDP (vs BY) is a RP and scenario result, and can be obtained by multiplying the
previous three items; (10) The DIM is calculated by dividing the product of items 3 and 5 by item 2.

As explained in section 2.1.4, under the conditions of a constant trade balance and current account
over GDP, the real source for growth is a decrease of primary factor prices relative to international
prices. This is expressed by the decrease in the REER, and can also be seen from the change in the
average price of labour. While the latter increases by 0.46% (deflated by the GDP price index),

compared to the vector of international prices, it decreases by 0.36%. The latter can be explained from
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the indexation of wages on the consumer price index, which decreases relative to most other prices

thanks to the decrease of the electricity price.

That devaluation is one of the signs of GDP growth thanks to a decrease in electricity prices does not
mean that changes in international trade fully explain the scenario results of this section. In fact, the
decrease of the electricity price also leads to increased domestic purchasing power, and the volume of
final consumption (FC) grows faster than exports (X) in all sectors, while intermediate consumption
(IC) tends to have an in-between position, except for energy products, intermediary consumption of
which grows faster than exports and FC. The latter is due to the decrease in electricity prices (energy
carriers form a Leontief aggregate in IC, see section 3.2.1) and for COA the increase in electricity
output (Table 5.15).

Table 5.15 Change in volume of FC, IC and X due to 12% lower CFC in ELC for the Ct300 RTSC scenario

COA OIL GAS REF ELC EIN MAN LSS HSS TRA
Change in X +1.2% - - +0.6% +1.5% | +1.8% +0.9% +1.0% +0.9% +0.6%
Change in FC id. - - +1.8% +1.9% | +2.8% +2.0% +2.3% +2.2% +1.1%
Change in IC +2.4% +1.7% +23% +1.9% +2.9% | +1.9% +1.8% +1.8% +1.7% +1.8%

Limitations and conclusion
It must be added that the result for CO, emission intensity is over-estimated, due to the simplified

assumptions of this sensitivity analysis that only capital costs of renewable power generation change,
but not the technology mix of power generation itself. As a consequence, coal use per average PJ of
electricity remains the same, and the CO, intensity per PJ of electricity neither, while the price of
electricity decreases. The latter encourages more consumption of electricity. Ideally, SATIM would be
run again with the changed assumption about future costs of solar PV installations to obtain a
completely new set of technological coefficients for ELC, likely leading to a lower emission intensity
of power generation. In that case, it would be possible to assess whether the rate of emission reduction
is stronger than the rate of increase in electricity consumption, which is a key element for future CO,
intensity of GDP.

In conclusion, cheaper electricity is found to have a strong impact on economic growth, and cheaper
renewable power generation therefore has a strong impact in the context of policies to reduce CO,
emissions like a carbon tax. The impact on emission reduction itself could not be studied very well in
this scenario, because no reduction in coal-consumption was assumed. The main question in that case
would be whether decreased investment costs for renewable power generation lead to substitution of
fossil fuel-based power generation, and whether this compensates for the observed rebound effect in
energy demand. The latter requires a (slightly) higher carbon tax to compensate for the increase in CO,

emission intensity of the economy.
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5.6.2. Exogenous productivity improvements

A few tests of sensitivity analysis have been performed on parameterisation for productivity. The
counterfactual analysis of investments in skills (section 4.5) already provided some insights into the
sensitivity of results to this parameter. The analysis in this sub-section provides a less distorted
sensitivity analysis of outcomes to exogenous productivity or efficiency gains compared to the
analysis in section 4.5, in which productivity gains came at the cost of lower carbon tax revenue

available for recycling with the objective to reduce other costs of production.

One of the remarkable findings in the latter analysis was that labour productivity by itself is
insufficient to increase GDP and employment, even if labour productivity gains are not accompanied
by additional wage gains. This section shows that the reason for this outcome is that labour
productivity gains create insufficient additional purchasing power and enhanced international
competitiveness. Labour productivity gains therefore insufficiently increase demand, which also
explains that there is no additional employment. In brief, under the circumstances presented here they

cause production and revenue to be concentrated in fewer hands.

The sensitivity analysis tests presented here are respectively: Doubling of the growth rates for the
trends in capital productivity; the same for the trend in material & services efficiency; and doubling of
the growth rate of labour productivity. These changes are not equal in terms of ex ante productivity
increases, but as there is no sign of any non-monotonic trend in results of scenarios so far, these tests
at least depict the direction in which changes in output productivity take GDP growth, employment

and other key economic indicators.

The results of the tests show that the net effect of capital and material output productivity
improvement is higher GDP growth with lower unemployment, while higher labour output
productivity lead to higher GDP growth too, but with higher unemployment (Table 5.16). The CO,
intensity of GDP decreases in all tests, even though hardly visible in the test on higher capital output

productivity, in which case it turns out 0.1% lower than without the additional productivity gain.

To give some context to these results, a few indicators have been added to Table 5.16 to analyse what
happens in the labour market. These indicators show that there is no difference in ex ante costs of
equal “productivity-labour units”, meaning that at equal CPI and unemployment, the output of labour
is equally expensive in all tests as in RP. Ex post, there are differences in labour output productivity,
and especially in real wage, and therefore in ex post costs of “productivity-labour” units. The
combination of these indicators shows that costs of labour mainly follow from wage-unemployment
elasticity, meaning that something other than labour productivity assumptions plays an important role
in determining GDP growth and employment outcomes. Furthermore, the resulting gross labour
income share in Value Added is found to follow the unemployment rate too (similar to real wage over
labour output productivity). This casts doubt on the usefulness and therefore the realism of the

assumption of increasing wage claims relative to labour output productivity improvements, as a
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mechanism to improve labour income’s share in value added. Recall that net wage growth follows the
“median” labour productivity trend, which turns out to be 6% higher than ex ante labour output
productivity growth, see section (3.6). (In section 5.6.3 follows a more elaborate discussion.)

Table 5.16 Key indicators for sensitivity tests on factor and input productivity parameters

K prod Mat L prod
Scenario BY RP growth effic. growth
x2 gain x2 x2*

Assumptions

Labour output prod. trend 1.00 1.35 1.35 1.35 1.81
Capital output prod. trend 1.00 1.08 1.16 1.08 1.08
Mat. efficiency trend 1.00 0.93 0.93 0.86 0.93

Results (for key indicators)

GDP index (BY = 1.00) 1.00 2.25 2.29 2.80 2.63
Broad unemployment 39% 24% 23% 11% 31%
CO, emissions (Mt CO,) 443 687 698 811 781
CO, int. GDP (kg CO,/USD.;; GDP) 1.54 1.06 1.06 1.00 1.03
Hh5 over Hh1 per capita income 42 45 45 46 47

Indicators for analysis

Ex ante avg. L output productivity 1.00 1.27 1.27 1.27 1.62
Ex ante wage over L output index 1.00 1.06 1.06 1.06 1.06
Ex post” L output prod. index 1.00 1.26 1.27 1.24 1.62
Ex post‘w wage over L output index 1.00 1.18 1.19 1.35 1.14
Gross labour income share in VA 49.8% 52.7% 53.2% 56.1% 52.4%

* In this scenario wage gains by skill beyond the “median” productivity-wage trend of RP
follow ex ante average productivity growth; ** The “ex post” labour output productivity
index is not completely ex post, because it is calculated as the average of sectoral labour
output productivity increases weighted by BY shares in GDP of sectors. Thus, the wage over
L output index is only a close approximation.

To identify this underlying mechanism, a decomposition analysis of the sensitivity test results is
undertaken. This decomposition analysis shows that whereas the labour productivity case results in an
increase in output productivity of labour and in supply per worker relative to RP, it does not offer an
advantage in terms of a real decrease in costs per unit of supply (Table 5.17). As a result, real income
per unit of supply hardly increases, whereas the supply which can be bought with this real income gain
can be realised by much fewer workers. The result is a decrease in employment for the labour
productivity gains case. The material efficiency gains case offers the opposite type of development,
with a decrease in supply per worker, but an increase in real income per unit of supply. As a

consequence, unemployment is strongly reduced relative to RP (Table 5.17).

A few explanations can be given for the differences in change in real income per unit of supply. In the
test with higher Mat efficiency none of the economic agents claims additional income for these
productivity gains. This productivity gain therefore leads to a cost-reduction and to reduced average
prices. This in turn causes real income gains for all agents (labour, capital and government alike) plus
an improvement of international competitiveness. The latter can be seen indirectly in the reduction of

the volume of supply (Y+M) relative the volume of domestic output (Y) (3" column of Table 5.17).
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On the contrary, in the test with higher labour output productivity, there is no reduction of average
costs of supply, because labour claims all income gains related to the improvement of its output
productivity. Without cost reductions elsewhere in the cost structure of supply, this means that all
income benefits of productivity gains remain within the already employed labour force, as it generates
no additional demand. In fact, due to the assumption of wages following median labour productivity
gains, labour can be considered to claim an even bigger part of the cake in response to its output
productivity gains. This causes a net increase in average costs of supply and therefore in prices, which
has negative consequences for international competitiveness and domestic demand. (See the
explanation of the impact of non-optimal factor prices in section 2.1.4.) Labour productivity gains
relative to the standard prospective parameterisation (section 3.6.3) thus lead to higher unemployment.

Table 5.17 Decomposition of GDP multipliers for 2035 of results of sensitivity tests on factor and input productivity

Change
Supply Struc- Change .. Change Total
OL:)ZPFUt over Sbgz:ly tural in unit I’:;n;; (:,lzr inem- Demo- GDP
worker” output/* worker" chirlge costs of unit of worker ploy- graphy ml{ltl-
worker supply ment plier
supply

Reference 1.26 0.98 1.24 1.04 1.06 1.09 135 1.24 1.34 2.25
Projection
SIS 127 0.98 1.24 1.04 1.06 1.10 1.36 1.25 1.34 2.29
growth x2
Mat effic. 1.24 0.97 121 1.05 113 1.18 1.42 1.47 1.34 2.80
gains x2
Lproduct. | 0.97 1.58 1.04 1.06 1.10 1.73 1.13 1.34 2.63
growth x2
Change relative to RP:
AT +0.4% -0.2% +0.3% | +0.1% = +0.1% | +0.2% | +0.5%  +1.2% id. +1.7%
growth x2
Mat effic. -1.3% -1.3% 2.6% | +1.3%  +6.8% @ +8.2% | +5.3% +18.4%  id. +24.7%
gains x2
L +28.8%  -1.2% = +27.3% | +0.5% +0.0% | +0.5% | +27.9% -8.5% id. +17.1%
growth x2

* Weighted by the Base Year share in GDP. ** In this scenario wage gains by skill beyond the “median” productivity-wage trend of RP follow ex ante
average productivity growth. *** This is calculated as the change in real (GDP price index deflated) value per unit of supply per worker over the
before calculated growth in supply per worker.

The last test, increase of capital’s output productivity is found to have a positive impact on
employment. The explanation in this case is that labour is in general complementary to capital. Capital
productivity gains thus make both capital and labour more attractive as factors of production, while the
price of the physical capital good consists of its production costs, which do not increase. Add the
assumption that profit rates are fixed mark-up rates over production costs, and one obtains total capital
revenue per unit of production to decrease. Cost reductions, as had been shown before, lead to higher
international and domestic demand. Capital output productivity gains are therefore both good for GDP
growth and employment. They are furthermore good for returns on capital, because under the fixed
profit mark-up rate assumption, profits increase relative to capital amortisation costs, and as non-
reinvested profits increase the returns on capital relative to cumulative assets from past borrowing and

lending, the rate of interests and dividends is found to increase as well.

Finally, impacts of productivity assumptions on CO, intensity of GDP should be briefly discussed as

well. The discussion of the impacts of structural change on CO, emissions in section 4 had already
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shown that materials & services efficiency had a significant impact on the CO, emission intensity of
GDP. This does not require additional comments. The positive impact of labour output productivity
growth on the CO, emission intensity needs to be explained from an indirect mechanism. Obviously,
the wage increasing mechanism described just before does not lead labour to become more attractive
as a factor of production. Instead, the cause for lower CO, emission intensity is indirect: The labour
productivity gains in this sensitivity test can be seen to increase income inequality. With the richest
household class spending a lower share of its income on energy and transport services, and a higher
share on high skill services this leads to on average lower energy and CO, emission intensity per Rand
of final consumption (even though their consumption is much higher on a per capita basis).

In summary, this sensitivity analysis confirms what was already shown in the counterfactual analysis
of productivity gains for an investment in skills in section 4.5. Namely that improving capital
productivity has a stronger impact on GDP and employment than improving labour productivity. The
fundamental mechanism is that demand does not increase as fast as labour productivity due to the
assumed strong wage increases with labour output productivity growth. However, materials and
services (Mat) efficiency gains were found to be a the most efficient way to increase GDP growth,
because they lead to cost reductions.

5.6.3. Ex ante productivity indexation of wages

The reference projection and the main scenario results in Chapter 4 have been obtained with the
assumption that real wage follows the median cross-sectoral trend in labour productivity, which turns
out to be higher than average labour output productivity growth. As mentioned, the objective is to
reflect the idea that wages in all sectors change at about the same rate.'® This increase of the cost of
labour relative to its productivity (6% on average, see Table 5.18) was largely compensated by cost
decreases (almost 6% as well) resulting from efficiency gains for materials & services inputs (see RP
results in Table 5.16 and Table 5.17 above). However, this assumption turns out to be unfavourable for
labour as a factor of production in its trade-offs with other factors and inputs. A consequence of
increased labour costs is reduced domestic purchasing power and reduced international
competitiveness. Analysis in sections 4.5.2 and 5.6.2 already showed the negative impact on

employment results of this assumption.

The sensitivity analysis in this sub-section studies what happens if indexation on median cross-sectoral
productivity growth is replaced by a lower productivity index. It is an ex post evaluation of an

important assumption regarding the wage curve, but it could be used for a future model update.

For productivity-indexation of the wage curve (pg in Eq.35 on p.93) the analysis presented here uses
ex ante average sectoral labour output productivity factors by skill (LPF; ), weighted by the shares of

sectors’ Base Year labour force (LL;«0), per level of skill (Eq.73):

189 A possible justification for such an assumption could be that labour would want to negotiate higher wages to compensate for increased

inequality and the reduction of labour’s share in value added in recent decades (see section 3.6.2).
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_ Zi(LLyskoLPFisk)

d)Sk - Zi(LLL,Sk,O) (73)

Due to structural change and trade-offs in production, ex post average labour output productivity still

differs from ex ante labour output productivity.

Table 5.18 Comparison labour productivity indexation of wages for RP

Wage indexation Ch.4 Sensitivity analyis index. However, the difference is found to
. Avg ex Diff. Avg ex Diff. Change .
Median bl ex | AVBEX oL ex | newvs D€ smaller than for RP in results
cross share ante ante L share ante Ch.4 .
5fct°r:l Lprod  vsex Lsharz Lprod vsex | Lprod presented in Chapter 4: Table 5.18
pro RP post pro RP post index
shows old and new parameter gg for
Highskill | 1.35 1.27 +6% 1.24 1.29 -4% -8%
Medskill | 135 123  +10% | 128 120  +7% 5% RP together with the differences
Low skill 1.35 1.32 +2% 1.27 1.31 3% -6% between ex ante and ex post values.

Results (Table 5.19) show that GDP
growth is very sensitive to the relative evolution of the costs of a “productive” labour unit: GDP
growth is 7% to 24% higher than for RP and main Ctax scenarios of Ch. 4, while broad unemployment
decreases 7 to 14 percentage points. Employment grows faster than GDP, job intensity of GDP
increases about 2% in all scenarios. CO, intensity of GDP decreases between 1.0% and 3.5%.
Inequality, finally, increases for almost all scenarios, which can be related to GDP growth and unequal
distribution of income, in particular for gross operating surplus, capital rents, and high skill labour

income: These types of income are earned mostly by the richest household class (class 5).

What is remarkable in the results presented in Table 5.19 is that the scenarios which obtained low
GDP growth in the main Ctax scenarios of Ch. 4, now see GDP, employment, and CO, intensity of
GDP improves faster than the other Ctax scenarios. The difference in macro-economic results between
carbon tax scenarios and RP is reduced: A lower indexation of wages thus leads to a reduction of the
estimated size of the economic impacts of carbon taxation. For example, in the case of Ct100 RTSC
scenario, a gap of 4% of RP’s GDP in Chapter 4 is reduced to 3% in this sensitivity analysis. While for
the Ct300 RDEF scenario the net negative impact on GDP of carbon taxation (and it’s revenue

recycling) is reduced from 32% in results in Ch. 4 to 22% in the sensitivity analysis here.

The explanation is that relatively high labour costs are an obstacle for the decarbonisation of the South
African economy. With a lower productivity indexation of wages, a “productive labour unit” becomes
cheaper. This effect is reinforced through the impact that labour costs have on costs of production and
therefore on average prices of products. CPI indexation of wages (and multiplication via the matrix of
intermediate consumption) further reinforces this positive or negative impact of under- or over-
indexation of wages on productivity. In scenarios that do not reduce costs of production by carbon tax
revenue recycling (RDEF, RSUM, RGOV and RTIF-fix) this multiplication effect of high labour costs
can be expected to be stronger than in scenarios that manage to compensate the average increase of

production costs due to carbon taxation.
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Table 5.19 Results with more precise wage-labour productivity indexation, and change vs RP and main Ctax scenarios

Avg Total GDP Broad Jobs Job int. co, kgCO, CO, int. HHS / Ineq.

Scenario annual 2005 - change | unem- permn change em. /S5 Change HH1 change
GDP 9035 vs Ch.4 ploy- ZAR 5 vs Ch.4 (Mt) GDP vs Ch.4 income vs Ch.4
growth Results ment GDP Results Results Results

BY (2005) - - - 39% 7.8 - 443 1.54 - 42 -
New RP 3.0% +141% +7% 17% 5.9 +1.9% 728 1.05 -1.0% 45 +0.5%

Ctax rate 100 ZAR;/tCO,
RDEF 2.7% +124% +12% 23% 5.9 +1.8% 563 0.87 -1.8% 44 +2.1%
RVAT 2.8% +131% +10% 20% 5.9 +1.9% 578 0.87 -1.4% 45 +1.3%
RGOV 2.8% +126% +11% 22% 5.9 +1.9% 562 0.86 -1.7% 44 +1.8%
RSUM 2.7% +125% +12% 23% 5.9 +1.9% 565 0.87 -1.7% 32 +1.1%
RTIF-fix 2.7% +125% +12% 23% 5.9 +1.9% 564 0.87 -1.7% 45 +2.2%
RTIF-low 2.9% +134% +9% 19% 5.9 +1.9% 587 0.87 -1.2% 44 +1.0%
RtaY 2.8% +132% +10% 20% 5.9 +1.9% 581 0.87 -1.4% 45 +1.3%
RTSC 2.9% +133% +9% 19% 6.0 +1.9% 582 0.87 -1.2% 44 +1.0%
Ctax rate 300 ZAR;/tCO,

RDEF 2.1% +89% +24% 35% 5.9 +2.2% 366 0.67 -3.5% 41 +7.1%
RVAT 2.6% +114% +16% 26% 6.0 +2.0% 408 0.66 -2.2% 44 +3.4%
RGOV 2.3% +98% +21% 32% 5.9 +2.2% 373 0.65 -3.3% 42 +5.6%
RSUM 2.2% +94% +19% 33% 5.9 +2.1% 374 0.67 -2.5% 23 -0.6%
RTIF-fix 2.2% +93% +23% 34% 5.9 +2.2% 371 0.67 -3.3% 43 +7.3%
RTIF-low 2.6% +113% +10% 26% 6.0 +1.6% 409 0.67 -1.7% 44 +2.7%
RTaY(285)* 2.6% +116% +16% 25% 6.0 +2.0% 417 0.67 -1.5% 44 +3.5%
RTSC 2.7% +121% +12% 22% 6.1 +2.0% 416 0.65 -1.7% 43 +2.1%

Comments: * RTaY could not be solved for a R300 Ctax and results shown here have been obtained with a R285 Ctax only, meaning a 5% lower
Ctax than for other R300 Ctax scenarios, but with the same tech. coeff. for ELC.

These results emphasize that a correct understanding of wage setting in the labour markets, especially
cross-sectoral is very important to assess the economic impacts of labour market-oriented policies.
Another IMACLIM study found a similar sensitivity of macro-economic results under carbon taxation
to wage-indexation with a wage curve, in this case with sectoral differentiation (Le Treut, 2017).

Further analysis of the South African labour market in this direction is strongly recommended.

5.6.4. Sensitivity to other model parameters

International trade
Decomposition analysis already showed the importance of international trade for the results of

economic projections. The decomposition analysis showed that in case substitution between imports
and domestic products turned out (ex ante) more favourable for domestic products, this went in
parallel with higher employment and higher GDP growth. This finding follows from the observation
that Ctax scenarios which did not manage to transfer the carbon tax related energy (and energy sector
product’s) costs increase into a decrease of other costs of production and of non-energy sectors, had
more foreign supply (imports) over domestic supply (production) (see section 4.4.1). Also, the
devaluation of the South African Rand obtained in RP, often implied that there would be an increase

(relative to RP) of costs of supply, and therefore less real income growth. In general, Ctax scenarios
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obtained lower growth of income per unit of supply and higher supply per worker, resulting in higher

unemployment.

Price-elasticities of international trade

An increase in import-elasticities for reference projection and Ctax scenarios alike can be expected to
lead to finding higher GDP-losses and higher unemployment for Ctax scenarios, compared to the
results of Chapter 4. This might depend on the scenario, because HSS and possibly also LSS might
profit from higher import elasticities in scenarios in which labour costs are reduced thanks to Ctax
revenue being recycled into reducing a sales tax (RVAT) or profit taxes (RTIF-low), or into
subsidising labour (RTSC). Together HSS and LSS represent 62% of GDP and 78% of employment in
BY (2005) calibration data. Whether a positive overall impact of higher import elasticities for
international trade would be obtained therefore mainly depends on what happens to LSS, which is the
most energy-dependent sector of the two. Lower import elasticities can evidently be expected to have

the opposite effect.

An increase in export elasticities will, in general have a positive impact on exports, GDP growth and
employment, because South African prices, in most scenarios decrease relative to foreign prices.
Exceptions are the R300 Ctax scenarios (RDEF, RGOV, RSUM and RTIF-fix) whose main scenario
results showed an increase of the Relative CPI (RCPI, a proxy for the REER) compared to BY.
Subsequently, they would experience a negative impact on GDP growth and employment due to the

higher export-price elasticity.

Schers et al. (2015) tested an increase and a decrease in both import and export elasticities in parallel.
They found an 8% increase in GDP of 3 times higher elasticities for international trade, relative to
their RP, and a 61% lower GDP versus their RP for 3 times lower elasticities. Their results are set in
the context of a strong devaluation of the South African Rand in their RP (a 56% lower RCPI relative
to BY), with 3 times lower price-elasticities of substitution leading to extremely rigid international
trade, which translates under devaluation into very high import-related cost increases (GDP deflated).
Actually, their case of 3 times higher elasticities for international trade significantly reduces (to only
17%) the devaluation of the South African Rand. This can be explained from the fact that in the case
of high price-elasticities of international trade the trade balance surplus — which results from changes
in the Balance of Payments (BoP, see Eg.55 on p.99) — can be more easily achieved, because higher
elasticities mean that smaller relatively price changes achieve sufficient volume changes for the value
of exports minus the value of imports to obtain the trade balance surplus percentage of South Africa’s
GDP that follows from the BoP.

The price-elasticities of substitution for international trade used in this thesis are similar to the high
price-elasticity case of the sensitivity analysis by Schers et al. (2015). On the other hand, results for
RP and the main Ctax scenarios presented in Chapter 4 in this thesis obtain higher REER’s (RCPIs in
Schers et al. (2015)). In this thesis the REER varies between 0.925 for RP and 1.03 for the Ct300
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RSUM scenario. Under these conditions no significant impact on results can be expected of further
higher elasticities for international trade, because higher elasticities reduce the required price
difference to establish a trade balance surplus, meaning that the REER can be expected to approach a
value of unity in all cases. In other words, the impacts of further changes in the elasticity of
substitution are diminishing. In contrast, lower elasticities for international trade likely result in an
economically less favourable reference projection and ditto lower GDP forecasts for main Ctax
scenarios. The negative impact of carbon taxation in combination with different forms of revenue
recycling will however be estimated to be smaller under a (very) rigid international trade case, as was
shown by Schers et al. (2015). This can be understood from the fact that with lower price-elasticities
for international trade, there will be less import-substitution and less of a decrease of exports relative

to the baseline trend of export volume growth (compared to RP).

Trend in export volume

Another issue concerning international trade is the sensitivity of results concerns the baseline trend in
the volume of exports itself. One can imagine that a higher trend and therefore stronger autonomous
demand for South African exports by ROW puts pressure on the trade balance. From the point of view
of model resolution, the higher trend will initially push exports and the trade balance surplus upwards
(relative to GDP). The REER can be expected to increase, in order to compensate for this pressure and
to maintain the trade balance at its share in GDP set by international borrowing and lending and the
(endogenous) returns to capital, i.e. the Balance of Payments (BoP, see section 3.4). The increase of
the RCPI will have a positive effect on GDP growth, because a higher CPI means that imports will be
relatively cheaper.

Economically, this has two impacts: First of all, it makes domestic household consumption relatively
cheaper, because two important components of household consumption: MAN and energy will be
cheaper. Consequentially, the domestic CPI will be lower relative to prices of other factors and inputs,
and labour will be cheaper, decreasing unemployment. Furthermore, energy, consumption of which is
relatively rigid (as was shown in the Ctax scenario analysis in Chapter 4), will be relatively cheaper,
thereby reducing costs of production compared to the lower export-trend situation and improving the

position for international trade of South African products.

All in all, it will lead to not only higher foreign demand, but also higher domestic demand and
therefore economic activity and GDP. A disadvantage is that the relatively lower energy costs, and the
relatively higher exports (in which coal and EIN products take-up a significant share) will increase the
carbon intensity of the South African economy. This higher expected reference carbon intensity will
likely increase the relative size of the negative economic impact of carbon taxation (with different
revenue recycling options).

Government final consumption
One assumption used to generate the “balanced” Reference Projection (RP) of Chapter 4 of this thesis
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is that government final consumption over GDP increases by a factor 1.25, meaning that South
Africa’s governmental or public final consumption expenditure increases from about 19% in 2005 to
about 24% in 2035. Whether this is an exaggerated assumption depends on the future politics in South
Africa. In the present-day world a rate of government final consumption over GDP close to 25% is
only seen in countries like France, Norway, the Netherlands, and Saudi Arabia, which are known for a
high level of public services. A possible explanation for high public final consumption expenditure
might be the relative height of public sector salaries, another one might be differences between
countries in the extent to which services like health care or education are publicly or privately
financed." For both these aspects it is plausible that they lead South Africa, generally considered to
be a country in which politicians find public services a priority, to increase government final

consumption as part of GDP in parallel to a growing national income.

However, future political choices regarding public versus private service provision was not the
motivation for the choice of the value of the growth rate of the share of government final consumption
in GDP. The main motivation for this parameter choice was to obtain a balanced macro-economic
projection: Under the assumption of fixed mark-up rates, RP could be expected to lead to profits that
increased faster than labour income. The reason for such an outcome would be that the fixed mark-up
rates are partly raised over import costs and partly over domestic labour costs. Labour costs tend to
decrease relative to import costs in case of a decrease of the REER, meaning that the share of profits in
GDP would increase. Furthermore, physical capital intensity of production decreases due to the
assumption of increased physical capital output productivity. Gross Fixed Capital Formation (GFCF)
would, as a consequence, not need to increase, which would mechanically lead the model to translate
higher profits into a higher interest and dividends rate, as Firms would not need to reinvest their higher
profits. The trade balance would also increase, to compensate for the bigger flow of returns on capital
to ROW. In other words, without higher government expenditure the expected result for RP would
have been devaluation plus very high interest rates and dividends and a high share of the trade balance
in GDP. The increase in government final consumption helps control these variables, because an
increase in the target rate of public expenditure over GDP causes the model to raise revenue and

property income tax rates for households and firms alike to achieve its budget deficit target.'**

A change in this assumption about the rate of future government expenditure over GDP would

therefore either cause the rate of interests and dividends, meaning of returns on capital, to change as

%% |n the case of private finance of health care or education one can think of private health insurances, or private study loans. This does not

exclude the possibility in these countries that income transfers (via taxation and social security benefits) allow for the affordability of these
services for the poor. But, income transfers (or financial social security benefits) are not included in the government final consumption
expenditure measure, but social transfers in-kind are. World Bank uses the following defintion: “General government final consumption
expenditure (formerly general government consumption) includes all government current expenditures for purchases of goods and
services (including compensation of employees). It also includes most expenditures on national defense and security, but excludes
government military expenditures that are part of government capital formation.”

Source: https://data.worldbank.org/indicator/NE.CON.GOVT.ZS (accessed 8 December 2017)

! Another possible justification for such a response could be that high profits and high interests-&-dividends largely go to the richest
household class. It could thus be logical for a government to raise taxes to finance the provision of more public services in a response to an
increase in income inequality.
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well: The rate of returns would for instance decrease if government expenditure would increase even
further. This could lead to a decrease of the trade balance as percentage of GDP and to a decrease of
income inequality and therefore likely to higher CO, emission intensity, because relative to GDP more
fuels would be consumed domestically (it has been mentioned before that higher income inequality
leads to lower CO, intensity of GDP because the rich spent less on energy and transport per Rand of
revenue, and more on high skill services (HSS) (though they spent much more on energy and transport
on a per capita basis). In the case of a decrease in the rate of government expenditure over GDP the
impacts would of course have the opposite sign. A less CO, intensive economy would of course be
less sensitive to carbon taxation, but | expect this effect to be relatively small considering that the
differences in energy intensity of household consumption between household classes are only a few
percentage points, and similarly | expect changes in the rates of returns on capital (caused by changes
in government expenditure and tax rates) to only cause minor changes on the trade balance surplus and
on the composition of exports. It should therefore not alter the findings of scenario analysis much.
Aspects not considered

One way of performing sensitivity analysis is testing the impact of each model parameter on the
results of scenario analysis. Such an analysis would have been very elaborate, and requires certainty
about the uncertainty in many model parameters. Without such information available, and without a
reflection on uncertainty around more fundamental modelling assumptions such an approach might
offer a false impression of certainty or a lack of guidance for policy making. The discussion of the
sensitivity of modelling results to model parameterisation and other assumptions looked into aspects
that were theoretically expected to play an important role in determining the size of estimated
economic impacts of carbon tax revenue recycling scenarios. Nevertheless, also within that analysis
some aspects could not be covered within the scope of this thesis. Here follows a short discussion

about their possible role for modelling outcomes.

A first aspect relevant for modelling left out of consideration in this section was the choice of sectoral
disaggregation: Average behaviour is different from total disaggregate behaviour. The PhD thesis of
Gaélle Le Treut, using a similar IMACLIM model for the French economy, showed that sectoral
disaggregation matters for the estimation of the sensitivity of GDP growth to carbon taxation (Le
Treut, 2017).

From the labour market it is a quick step towards the treatment of labour in production functions. In
that sense, this thesis only tested one production function structure for Capital-Labour substitution,
whereas the analysis by Krusell et al. (2000) has already shown that other structures can be plausible
too, depending on the circumstances, e.g. a the context of a specific country. Moreover, the entire
production function structure could be different, with a similar likeliness to represent historically
found trade-offs in production (Okagawa and Ban, 2008; VVan der Werf, 2008).

On the demand side, besides intermediate consumption, exports and government final consumption,
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household final consumption plays an important role in structuring the future of the South African
economy. This has to be admitted as a weak aspect of the current IMACLIM-ZA model, because no
up-to-date (more recent than the 1990’ies) estimations of household consumption behaviour were
available at the moment of model development. The model for household consumption has thus been
based on an ad hoc model to represent rigidity in energy consumption under the prospect of rising
energy prices. Two recent econometric studies of South African household consumption behaviour
have come available (Bagilet, 2017; Burger et al., 2015). As part of future work, these estimates of
household consumption’s income and price elasticity could be integrated into IMACLIM-ZA. Ideally,
as far as energy consumption is concerned, the SATIM model will be used to capture expectations
about technological change and micro-economically founded household behaviour.
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6. Discussion

This chapter offers a discussion of the modelling results. It particularly reflects on the limitations of
the methodology used in this thesis (in section6.1) and on how results compare to those of other
studies (in section 6.2). Finally, it takes a step back and compares how results compare to theoretical
predictions regarding growth and development under environmental constraints (section 6.3). All these
considerations will be used in the next chapter (Ch.7), which resumes the results and their limitations
to answer the research questions, to make recommendations for national and international policy

making, and to give advice on directions for future research.

6.1. Reflections on the methodology

This first section assesses to what extent results of IMACLIM-ZA could be inclined in a certain
direction due to choices in model structure, or assumptions in model calibration and forward-looking
parameterisation. The main question is what limitations these assumptions and choices pose for the
interpretation of results of IMACLIM-ZA. For instance, could they lead to an over- or underestimation
of the impacts of carbon taxation and its revenue recycling, or could they favour or disfavour certain
revenue recycling schemes? To treat these questions, main aspects of the IMACLIM-ZA model will be
discussed one by one. First, choices in modelling of production and consumption will be scrutinized
(6.1.1), then the focus will be moved to the modelling of international trade (6.1.2), to the modelling of
the labour and capital markets (6.1.3), to model calibration (6.1.4), to compatibility with SATIM
(6.1.5), and finally to the impact of strategic choices made in the modelling for this study (6.1.6).

6.1.1. Modelling of production and consumption

Using nested CES production functions
A first limitation to the modelling outcomes is the use of CES functions to model trade-offs between

factors and inputs for all sectors except the electricity sector. Three criticisms of the use of CES
functions in IMACLIM-ZA are that the CES production functions do not rely on estimates for South
Africa, that the structures used (as estimated by others) represent a specific historic development
which does not necessarily reflect how trade-offs take place in the envisioned future time period under
envisioned (strong, exogenous) price changes, and finally CES production functions have been found
to represent technological change rather imperfectly compared to Bottom-Up modelling. The
IMACLIM framework’s methodology is even partly motivated by the idea that econometrically
estimated elasticities of substitution cannot represent the irregular behaviour of technological change.

192 \which

For instance, Ghersi and Hourcade showed that for one of the two Bottom-Up (BU) models
they analysed, behaviour for substitution between energy and capital did not resemble a CES function.

Instead, the technological change of the BU model showed a decreasing elasticity of substitution with

%2 The ALTER energy system model.
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the increase of a carbon tax rate (Ghersi and Hourcade, 2006). Also the finding that marginal
abatement costs curves are path-dependent (Kesicki, 2012) implies that elasticity of substitution

cannot be constant.'®

What is true for the substitution between capital and energy in the given
examples is likely also be true for other substitution behaviour, for instance, why would substitution
between labour and capital or energy in the steel industry or in agriculture exhibit constant elasticity of

substitution behaviour?

In brief, the use of nested CES is not the ideal way to represent expectable technological change. Still,
it is one of the best available approximations for technological change — a strategy on which had to be
relied given that it was out of scope for this thesis to integrate BU information on technological change
for many economic sectors in the IMACLIM-ZA model and its scenarios. To compensate for this lack
of integration of BU modelling or engineering information, technological coefficients of productive
sectors, which result from model runs, could be compared ex post to theoretical estimates about
potential productivity or efficiency gains. This has for instance been done in this study for energy
efficiency (see section 5.5).

The structure of nested CES production functions

Another potential limitation due to the use of CES production functions concerns the structure of the
nested CES production functions. Two alternatives exist, for two different parts of the nested CES
structure. Together they can be expected to change the results of IMACLIM-ZA in opposite directions,
thereby indicating that there is an uncertainty margin around the obtained results, rather than that
results would be biased by choices in the nested CES structure (disregarding the criticism on CES

functions as just expressed above).

First of all, for the KLEM part of the production function only one nested CES structure has been
tested, whereas alternative structures are possible too (Van der Werf, 2008). For instance, aggregating
capital (K) and energy (E) instead of capital (K) and labour (L), before aggregating with the remaining
factor in a KLE aggregate (see section 3.2.1). Also, a more “usual” structure for the substitution
between capital and different skills of labour could have been used: assuming all three skill levels of
labour to be each others substitutes, and modelling one labour aggregate at the same level as the
capital good. Both alternatives for (parts of) the nested CES structure can be expected to lead to

opposite outcomes:

. Changing from a KL sub-aggregate of the KLE aggregate to a KE sub-aggregate would reduce

the extent to which higher energy prices lead to higher labour intensity, because the higher

energy prices would be absorbed to some extent through substitution of energy by capital***. It

' One might argue that MAC curves do not capture the reality in which multiple actors will implement different measures for

technological change at different moments, with different net present values, and that due to this overlap in the implementation of
measures, experimental MAC curves might resemble a CES curve more. But, this does not change the fundamental issue, which is that the
elasticity of substitution depends on the context, and cannot be constant. The more detailed the sectoral level of analysis, the less likely it
seems that MAC curves can be turned into smooth CES curves (see for instance the MAC curves in: DEA, 2014).

% This, of course, also depends on the elasticities of substitution chosen for these alternative CES structures.
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can therefore be expected to increase unemployment in both reference projection and Ctax

scenarios;

° The second option — modelling all skills of labour at the same level as K or KE — likely leads
to a lower projection for future unemployment: The reason is that the high skill labour
shortage would not be felt as strongly if medium and low skill labour can substitute for high
skill labour (in the interaction with a K or KE aggregate).

In brief, changing the structure of the nested CES production function would change the substitution
between energy and labour, and therefore the relative impact of different carbon tax rates with
different revenue recycling schemes. The proposed alternatives would have opposite impacts. Rather
than suggesting a bias in results of the present structure, the alternatives to the nested CES structure of
IMACLIM-ZA likely only provide an uncertainty-range about potential impacts of a carbon tax (with

1
p.1%

different revenue recycling schemes) on employment and GD Unfortunately, the estimation of this

uncertainty range could not be performed anymore within the time set for this thesis.

The choice of elasticities of substitution

Elasticities of substitution in CES production functions are important determinants of macro-economic
results in CGE models (Koesler and Schymura, 2012). Without a solid basis for the choice of
elasticities of substitution in production functions, a sensitivity analysis would have been at its place to
assess how the values of these elasticities affect the size of the impacts of carbon taxation on GDP,
CO, emissions, and unemployment, and to get a feeling for the uncertainty around the results of
IMACLIM-ZA.*®

It can be argued though that the alternative values for elasticities of substitution in production
functions (instead of the values used in the present study) lead, on average, to similar results as
obtained in this thesis: Suppose the chosen values of elasticities of substitution in IMACLIM-ZA for
the nested CES production functions reflect a valid range of values (typically between 0 and 1.3, see
Koesler and Schymura, 2012), alternative values for elasticities would then in most cases be higher for
some sectors (for TRA and EIN), and lower for other sectors (for HSS, MAN and LSS). These
opposing changes can be expected, on average, to also change the impacts of carbon taxation on GDP
growth and employment in opposing directions, leading only to small changes in aggregate results.
Modelling household consumption

Modelling of household final consumption in IMACLIM-ZA still requires improvement. Because of a
lack of recent macro-economic descriptions of household consumption behaviour for South Africa, an
ad hoc model of nested CES consumption functions had been constructed (see section 3.2.3). Two

criticisms can be applied: First of all, a weakness of the model is that it depends on an assumed

1% It would be hard though, to attach a probability to the likeliness of modelling outcomes of such alternative CES structures.

On the other hand, such a sensitivity analysis might also create a false image of certainty, because the probability by which the
combination of elasticities of substitution and nested CES structure represents future trade-offs between factors and inputs for South
Africa would remain unknown.
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context of exogenously increasing energy prices. Would this context be missing, then the model’s
price-inelastic floors of consumption — which pull a part of consumption out of the reach of the nested
CES structure — reduce the potential for price-elastic increases of energy consumption, because it
causes the price-elastic reference volume for energy consumption to be very small. Secondly, there is
little basis to justify the assumption of an elasticity of substitution >1 between non-energy goods in the
COMP aggregate. By consequence, household final consumption might shift away from energy-
intensive products too easily, and IMACLIM-ZA might under-estimate the South African economy’s
“attachment” to energy-intensive goods, and thereby the negative economic impacts of a carbon tax.

Luckily, recently two econometric studies of South African household consumption behaviour have
recently been published (Bagilet, 2017; Burger et al., 2015). These studies provide another model for
the description of household consumption with their estimations of income elasticities and own price
elasticities of consumption of (baskets of) goods than the nested CES function of IMACLIM-ZA.
Despite this difference one can still evaluate whether the findings of these studies are in agreement
with IMACLIM-ZA’s model for household consumption. A comparison leads to the conclusion that
main macro-economic results of IMACLIM-ZA would probably not be strongly affected if their
models would be copied, but results for poverty and energy poverty are under-estimated, and at best

just very uncertain.

To explain this | first summarize the findings of these studies: Burger et al. and Bagilet find that
income elasticities for certain products decrease with household class average per capita income (or
expenditure), whereas for other products it increases. Products for which it decreases are food
products, fuels and furniture in Burger et al. (2015), and food and domestic energy use in Bagilet
(2017), who performs a more long-term analysis using pseudo-panels. Products for which income
elasticities increase with per capita income or expenditure are office machinery and rent in Burger et
al., and transport expenditure and to a lesser extent “other products” in Bagilet. Results for own price
elasticities of products show more or less a mirror image of the results for income elasticities: Goods
with low income elasticities for specific household classes also have lower own price elasticities for
the same household classes (quartiles or deciles). Bagilet (2017) furthermore finds absolute values of
expenditure and own price elasticities of food, domestic energy and transport to be lower than those

for other goods.

One can conclude on the basis of these findings that a correct model for household final consumption
for South Africa should treat agriculture and food items as a separate category. Also, following
Bagilet’s (2017) findings about the height of expenditure elasticity by product category, IMACLIM-
ZA’s nested CES model for household final consumption should have higher price inelastic shares of
consumption of domestic energy use for richer households than for poorer ones, whereas it should be
lower for richer households compared to poorer households for transport services. This is the opposite

of what is the case of this thesis. As a consequence one might conclude that the model for household
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consumption in this thesis ...:

° neglects the importance of food expenditure, which might be substituted by other products too
easily as a part of LSS within the COMP aggregate, thereby in theory not showing the impacts
energy prices would have on the poorest household classes when translated to food prices, but
also hiding poverty-reducing impacts of labour subsidies revenue recycling scheme (RTSC) by
e.g. reducing production costs in notably agriculture, food processing, or food, retail &
distribution;

° might over-estimate rigidities in domestic energy use for the poor, and thereby underestimate
the reduction in energy consumption by poor households (it must be said, compared to already
low per capita energy consumption (see results in section 4);

. might over-estimate rigidities in the use of transport services by the rich, and thereby under-
estimate impacts of a carbon tax via the CO, emissions of transport-services.

Future improvement of the description of household final consumption in IMACLIM-ZA would
therefore be welcome, for instance on the basis of findings of one of the two mentioned studies of
household final consumption in South Africa (Bagilet, 2017; Burger et al., 2015).

6.1.2. International trade

An evaluation of assumptions made in modelling of international trade leads to the conclusion that
there is an unknown uncertainty around their impact on the results of the analysis of carbon taxation,
but that for now there is no reason to expect a bias towards over- or underestimating the impacts of
carbon taxation or different revenue recycling scenarios. The parameters which cause uncertainty are
the elasticities of substitution, the evolution of foreign prices (relative to South African prices), and the

price-inelastic trend in volume of world trade by product.

Changed assumptions about price elasticities for international trade will certainly change the estimated
economic costs of carbon taxation relative to the (unsustainable) reference projection: The limitation
that the use of price elasticities poses to the interpretation of results resembles the limitation which
their use has in CES production functions, namely that they represent certain historically calibrated
values which reflect a specific historic development (for a specific geographic region or level of
aggregation). It is uncertain whether these values are still valid in the face of the strong price changes
as observed under carbon taxation or as exogenously assumed for energy imports in reference
parameterisation. Other developments could be imagined: For instance, if trade is less flexible due to
rigid global value chains, South African products which have become more expensive under
international carbon taxation might be less easily substituted, or on the other hand, the economic
benefits of revenue recycling of a domestic carbon tax could be lower, because it might not prove so
easy to develop new industries and products and gain a place in international markets. This type of

considerations is typical for global value chains analysis, but out of scope for this thesis.
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Other assumptions on international trade are likely also being significant for the evaluation of a carbon
tax. One of the most important aspects is the assumption about growth in world trade volume, which is
applied homothetically to all sectors. No information is available to assess whether international
markets for raw and main materials, manufactured goods, agricultural products, transport services, and
other services would grow at an equal pace. Were growth in world trade (international demand for
South African exports) to be concentrated in mining and energy-intensive sectors’ products, then these
sectors would increase their share in the South African economy and the relative economic impact (on
GDP and employment) of a domestic carbon tax in South Africa would be bigger. Were, on the other
hand, growth in world trade to be concentrated in manufacturing and services, then the opposite would
be the case and the relative impact of a carbon tax on the South African economy would be smaller.

Also, the analyses of an international carbon tax regimes presented in sections 5.3 and 5.4 would
obtain different results if changes in the trend in the volume of world trade by product would have
been taken into account. The reason for raising this point is that a foreign or international carbon tax
likely leads to a sharp decline in coal exports, compared to RP. This would lead to a devaluation of
the South African Rand (relative to RP) to maintain the trade balance surplus required for an
equilibrium in the Balance of Payments. In theory, a domestic carbon tax that recycles revenue in such
a way that it reduces costs of domestic production elsewhere than in energy use (as it is the case in
RVAT, RTaY, RTIF-low and RTSC), such a decrease in foreign demand for coal could be replaced
more easily by exports of non-energy intensive industries, which would have improved their

international competitiveness thanks to carbon tax revenue recycling.

However, the alternative scenario for a multilateral carbon tax regime (presented in section 5.3)
actually obtains results in which South Africa’s energy-intensive industries obtain a better economic
outlook than in the case of a unilateral (domestic) carbon tax only. The explanation for this counter-
intuitive result is that the multilateral carbon tax increases international prices for energy-intensive
products and therefore reduces the loss of exports energy-intensive goods and of substitution of
domestic energy-intensive goods by imports relative to RP, as it is found in results of the unilateral
carbon tax regime of the Ctax scenarios in Chapter 4. Additional research is therefore necessary to
evaluate how domestic and international carbon tax regimes could affect exports (and imports) by

sector.

6.1.3. Modelling of technological change and factor markets

The definition of skills in labour market modelling
The labour market model proposed in this thesis has two main weaknesses, which I discuss next. First

of all, the interpretation that skills of labour are purely positional is probably a position that is too
extreme. Secondly, the approach in which capital is complementarity to high skill labour might not be

compatible with the assumption that educational attainment is positional.

Regarding the first of the two, even though inequality in South Africa’s educational system seems a
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good reason to split the labour market in skill segments, it is doubtful that an increase in the average
level of educational attainment causes people with only a high school degree — who, theoretically,
have high skill jobs too in 2005 BY calibration data — to no longer qualify for high skill jobs by 2035.
Especially since high skill labour is projected to be in shorter supply. Of course, this model had been
chosen as the best choice between two evils. Were a labour market model to be found that is in-
between a model which assumes skill segments to have constant levels of educational attainment
(CEA) and the present model in which skill segments are defined as constant shares of the labour force
(CSLF) — then, clearly, a lower skill-shortage would lead to a better prospect for GDP growth and
employment both in RP and Ctax scenarios (see for instance the impact on GDP growth of a reduction
of the high skill shortage in section 4.5.1). There is no reason to believe that a carbon tax would have

bigger negative economic consequences in this context, relatively speaking.

However, one scenario that might turn out less positive in this context is RTSC with revenue recycling
into labour subsidies. The reason is that if there would be less high skills labour shortage (and
relatively less expensive labour) to begin with, then the impact of reducing these costs will be smaller
too. Of course, an investment in skills that affects the amount of people available to the high skill
segment will have a smaller (positive) impact on GDP growth too in these circumstances, if there is
less of a high skill shortage. The investment option in which the thresholds between skills do not
change, but in which productivity is improved (especially of intermediate inputs) can be expected to

have about the same results.

The second criticism concerns the issue that the analysis by Krusell et al. (2000), which found proof
for complementarity between equipment capital and high skill labour (and their aggregate substituting
for low skill labour), calibrates his model of the US labour market on the basis of skill being equal to
the level of educational attainment. Restraining the high skill category in the positional labour market
model of this thesis while the average level of education increases might be pushing the interpretation
of Krusell et al’s findings very far. Nevertheless, in defence of the labour market model in IMACLIM-
ZA 1 would like to recall that Krusell et al mainly served as an inspiration for how to model a future in
which technological change is low skill labour-saving, testing also what happens if one adds the
present-day common perception that the level of education which gives access to good jobs is
increasing. Furthermore, a model in which skills equated to constant (fixed) levels of educational
attainment (CEA) was not capable of absorbing the foreseen increase in South Africa’s labour with
high school degrees or higher (see Schers et al., 2015). A last reason for the choice of labour market
model in this thesis was that the positional labour market model also allows defining skills of labour as

fixed roles in production (meaning, as a characteristic of demanded labour, and not supply).”" A

*” The underlying assumption is that increasing demand for education per job type can be expected to take place in societies which on

average become better educated and technologically more developed. For instance, it seems that many OECD countries have gone through
a development in which the same types of jobs started to be fulfilled by people with increasingly higher levels of education, e.g. think of
employees in supermarkets and shops, factory workers, or agricultural workers. Such a development might have partly followed on, and
partly been the precursor to increasing complexity of work. Or, it might just reflect that — due to how the educational system works, or due

234



constant educational attainment (CEA) definition of skills would not allow for this.

Exogenous assumptions about labour productivity growth

An approach in which the average level of educational attainment of the labour force varies raises
another question: What is the link between the level of educational attainment (or any measure for
skill of labour) and labour’s (average) output productivity by level of skill?**® In IMACLIM-ZA the
implicit assumption is that an increasing average level of educational attainment goes, for each of the
three skill groups, in parallel to an increase in labour productivity.™® The question is how much labour
productivity (and maybe also that of other factors of production) should vary with the level of
educational attainment. It is likely a very complicated question as labour productivity depends of more
than just the workers set of skills and might face the same technological rigidity as energy use.?” Also,
South Africa’s concern is that of quality of education. The link between quality of education and
labour productivity seems to have never been studied at all (see the discussion in section 3.3.1). The
conclusion is that to complete the counterfactual approach used in this thesis, either requires further

research, or expert- and stakeholder-based scenario development.

Related to the previous issue is the question whether, and at what speed, South Africa could develop
less energy-intensive, more labour-intensive, high value added generating activities. For instance, the
typical image of German manufacturing is that it produces high value-added goods, like medical
equipment, whereas manufacturing in Asia produces technologically less advanced, low value-added
goods. Countries like South Korea and China might try to develop their industries, especially
manufacturing, into production of more advanced goods that generate higher value added. These
activities likely require a better skilled labour force and probably a good “knowledge infrastructure”
and regulatory environment.?® Some development economists hold the view that this process is the
consequence of a mix of policy interventions and market regulations (Amsden, 1987; Easterly, 2001;
Mazzucato, 2015; Seguino, 2014). Based on their insights, one cannot take it for granted that specific
industries will take root and then “take off”” (grow quickly). Under IMACLIM-ZA’s current high level
of sectoral aggregation no distinction between “high tech” and “low tech” is possible, and it is
therefore not easy to model a transition to a high-skill, high-tech economy. If new sectors cannot
absorb new highly skilled labour, possibly radical exogenous assumptions about the introduction of
these sectors, or about changes in labour productivity in existing sectors should be considered,

including negative productivity growth for high skill labour.

to personal preferences — over time the majority of people receives an increasing number of years of education independent of whether
this is required by the job market. Studying the explanations for the evolution of educational attainment with job types was unfortunately
out of scope for this thesis.

1% This question is also relevant (although to a lesser extent) for a constant level of educational attainment (CEA) definition of skills in a
labour market model.

1% Not only educational attainment, but also increasing work experience and on-the-job training - with the ageing of the labour force — but
also technical learning, e.g. translating into a better organization of companies or production, could improve labour productivity.

% One idea might be to use estimations of skill premia and their evolution over time as the basis for estimating this link.

With knowledge infrastructure and regulatory environment one can think of academic research labs, R&D labs in companies, good
patent laws and offices, good policies to support innovation and new companies, etcetera.

201
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Dual accounting, and the interpretation of aggregated goods
Another possible criticism of the present study might be the use of aggregated goods. For energy

products aggregation is relatively easy, because it concerns relatively homogenous products with

clear-cut units (e.g. kWh of electricity, toe or MJ of energy content).”*

Quantities of goods of other
sectors however are represented by quasi-quantities, or in other words price index-based volume
indexes. This should not be a problem as working with price indexes is common practice in economics
(see for instance OECD, 2001b), but it does require one to be conscious of the fact that the quality of a
composite or aggregate good can change over time and between sectors and end users. That this can
still make economic sense is shown by the example of a very aggregated volume index that has been
proven to be economically meaningful; This is the case of the index for the volume of world trade by
the Netherland’s Bureau for Economic Policy Analysis shows (CPB, 2016; The Economist, 2015).
The latter index is capable of separating in a meaningful way price and volume developments in

international trade at an aggregate level, demonstrating market under- and oversupply effects.

A different question is that of dual accounting of the capital good, which might be less straight-
forward than that of sectoral goods and services.”®® In a model with only one sector outside energy
sectors the capital good can only be the one homogenous composite good, and thus equals the average
product of the composite, non-energy good of the economy (see Ghersi and Hourcade (2006)). But, in
case one models multiple non-energy sectors, the capital “good” will be composed of multiple
different goods (a vector of multiple non-energy goods). The latter description in theory offers the
possibility to differentiate the composition of capital over time, or between sectors. This possibility
has not been used in IMACLIM-ZA, because sectoral disaggregation is still very crude, and data on
which basis to calibrate or assume change in the composition of the capital good was absent too.?*
The still quite high level of aggregation at which sectors are defined in IMACLIM-ZA might be an
argument to consider it still acceptable to treat physical capital as a homogenous good — namely
mainly consisting of MAN (manufacturing goods) and LSS goods (construction, amongst others).
Technological change then implicitly takes place within the products of each of these sectors that go
into capital goods, not by replacing one by another sector.

The capital market and investment

The model for the capital market (investment, capital formation, returns on investment, net borrowing
and lending) is like any model a simplification of reality with some shortcomings. One shortcoming

however is that it does not assume an imperfect capital market, thereby assuming that capital write-

%2 Of course, one needs to be ware not to aggregate electricity and steam, whose energy content has a completely different level of

entropy (or potential for “work”), neither can one readily exchange coal and gasoline as a carfuel, etcetera. But those matters are by
majority dealt with by Bottom-Up energy (engineering) models.

% | the past statistics offices tried to track the volume of physical capital, but this requires intensive data processing and analysis and has
therefore been abandoned by many statistics offices: see for instance the methodology for how to measure capital stocks and productivity
by OECD (20014, 2001b).

% To improve the description of the capital good in the case of capital being a vector of multiple non-energy goods, as is the case in
IMACLIM-ZA, one could opt for more “disaggregation”, e.g. distinguishing different types of capital goods, and differentiating them by
sector. An alternative solution, used in the IMACLIM-R approach (Hourcade et al., 2010; Waisman et al., 2012), is the use of Bottom-Up
modules that determine, based on energy prices and energy demand, the composition and price of installed capital.
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offs equal capital intensity of production, excluding the possibility of under-utilisation of capital or
even of stranded assets. To enable modelling of stranded assets, the model should track capital stocks
by sector, e.g. as in Alton et al. (2014). Another element of their analysis deserves to be taken over as
well, namely that technological change takes place at the pace of renewal of a sector’s capital stock,
though calibration of such parameters might be a problem. Furthermore, with differentiation in capital
stock by sector, one could also introduce non-homogeneity of the capital good into the model, like Dai
et al. (2016) do in their macro-economic analysis of investment in renewable energy for China.

A related issue is that investment is modelled using the beta vector which represents the size of
investments over capital amortisation, see Eq.69 on p. 100, and especially that it is fixed at BY values.
If one assumes constant average capital lifetimes (or depreciation rates), this implies that the growth
rate of the capital stock is the same in the projection year as in BY, and the same in all scenarios. This
is at odds with the differences in GDP growth rates between scenarios, meaning that implicitly
between BY and projection year the amount of gross savings and investment have been higher or
lower than in BY and projection year, depending on the result for GDP growth obtained. Were a
modelling solution to be found to correct this assumption, and make beta correspond to the average
annual GDP growth rate obtained, then one would obtain changing shares of investment and final
consumption in GDP. In IMACLIM-ZA this would change economic structure somewhat, because
investment consists primarily of MAN and LSS goods, whereas final consumption primarily consists
of MAN and HSS goods, with the addition of energy consumption, and only a minor role for LSS
goods. It is not clear what the consequences would be for results for energy and CO, emission
intensity of the South African economy: Household consumption seems more energy-intensive than
investment, but final demand of LSS directly creates about twice as much intermediary demand for

EIN and TRA (two energy-intensive sectors) than final demand for HSS.

The use of the beta vector for modelling investment furthermore means that IMACLIM-ZA does not
track capital stocks and their vintage structures. Due to this simplification of the capital market, the
model cannot treat the question of stranded assets in fossil fuel-based industries or the speed with
which a sector’s capital stock changes. The latter should hopefully not be an issue regarding the length

of the time step of the projection, namely 30 years, and the high level of sectoral aggregation.

In favour of IMACLIM-ZA’s modelling of the capital market it should be remarked that the model
(indirectly) represents investment more realistically than many CGE models with exogenous savings
do: This is by separating physical capital and net operating surplus (profits), and by separating profits
from interests and dividends: It uses Gross Fixed Capital Formation (GFCF) to represent investment,
and it distinguishes between profits on one side — distributed as income to owners or retained by firms

for re-investment — and returns on (financial) assets on the other side in the form of interests and
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205 Of course, there must be scientific literature available on which basis a

dividends (see section 3.4.2).
better models for investment behaviour and saving could be developed, e.g. to model the part of profits
that is retained for re-investment, and how households net savings or foreign investment respond to
rates of returns on equity (financial assets) and changes of the real effective exchange rate. This was

out of scope for this thesis, but it is a very interesting issue for future model improvement.

6.1.4. Model calibration: income distribution and hybridisation

A lack of calibration data has in several cases been solved by making assumptions. These assumptions
have of course been judged to be plausible, but they remain points of uncertainty in IMACLIM-ZA’s
description of the South African economy. One of these sources of uncertainty or simplifications is the
description of South Africa’s tax system and of the country’s income distribution (including different
transfers between agents). Their implications for the results are discussed first. Next, this sub-section
discusses potential impacts of assumptions and simplifications used for the construction of the “energy
bills” Input-Output (1-O) table, and those used in the hybridisation procedure on modelling outcomes.
The tax system and informality

Simplifications of the tax system probably do not affect the results very much, with two exceptions:
the lack of taking into account the informal economy might lead to overestimation of the impact of a
carbon tax on price-elastic trade-offs between inputs and factors in production, or in consumption, and
it might lead to an overestimation of benefits for the poor of the Ctax revenue recycling scenario with
a reduction of the sales tax (RVAT). Furthermore, simplifications in the representation of the tax
system lead to a limitation of the number of tax reform policies that can be analysed. The latter is not
an objection for the strategic level at which this thesis analyses carbon tax revenue recycling, but is to

signal that for future work, an improvement of the description of the tax system could be useful.

The representation of the South African system of taxation and subsidies is limited to the level of
detail available in the SAM 2005 (StatsSA, 2010a), in the South African Supply & Use tables (SU
tables) (StatsSA, 2010b) and integrated economic accounts (SARB, 2012). The efforts to retrieve more
detailed data have been limited, because the ambition of this thesis was not to provide analysis of
detailed measures and impacts until 2035, a time horizon which is surrounded by uncertainties about
future developments in the global economy and technology. Rather, the objective was to provide a
more strategical analysis for carbon tax revenue recycling for South Africa, given certain stylized
developments, e.g. of productivity at an aggregated sectoral level. Still, some simplifications in the
representation of the South African tax system might affect the findings of this thesis. One potential
omission is leaving out informal economic activity or informal labour, which likely does not pay

Value Added Tax (VAT), fuel levies and other product taxes, production taxes, profit taxes, or

*% The more common, neoclassical representation of the macro-economy suggests that the main goal of firms is to maximise profits, which

means that they end up equalling returns on capital. These models treat saving and lending for investment as a unique feature of
households. It might be more realistic to assume that the main goal of firms is to generate sufficient income for their owners and to
guarantee this for a sufficiently long period of time. Remaining economically viable is then most important, and re-investing profits is in
that case a corner stone of firm’s economic future.
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contributions to social security and pension funds as part of labour costs.

An exploration of the addition of the informal economic activity to IMACLIM-ZA has been
performed (Guerard, 2014). The conclusion is that informal labour in South Africa is significant
(estimates range between 18% and 36% of the labour force, depending on definitions of informality),
but its weight in terms of labour income or value added are a lot smaller and smaller than in other
developing and emerging economies in Africa, Latin America or Asia.’®® The size is sufficiently
significant to consider including informal economic activity in IMACLIM-ZA, but the approach
explored by Guerard has not been copied for reason of limitations in data availability and requirement
for data manipulation. Furthermore, the approach includes splitting a large number of economic
sectors into two (formal and informal activity), creating bi-directional exchanges between formal and
informal sectors. IMACLIM-ZA currently limited number of sectors and solver variables (200
maximally) was therefore another reason to exclude a separate treatment of informal activity in
IMACLIM-ZA.

Indirectly the model does take into account informality. SAM data (StatsSA, 2010a), due to the way in
which it is constructed®®’, likely incorporates a significant part of informal economic activity. Of
course, whether this is the case depends on StatsSA’s methodology for combining different statistical
sources (e.g. data coming from the South African Reserve Bank) and for dealing with statistical
differences. This methodology is unfortunately not reported. IMACLIM-ZA calculates tax rates or unit
product taxes over aggregate values of sales or revenue, and therefore calculates average tax rates for
formal and informal economic activity. Tax rates are therefore likely underestimated, but this does not
need to affect the analysis of macro-economic impacts of policies. The reason is that the way in which
IMACLIM-ZA’s calibrates tax rates actually might lead to a correct representation of the weight of
taxes on a sector’s economic activity: Due to forward-linkages from informal to formal economic
activity (Valodia and Devey, 2012), taxes paid by the formal part of a sector can be assumed to be
levied implicitly also over the informal part of a sector’s activity, at the aggregate level of sector-
definitions of IMACLIM-ZA. Calibration of tax rates on the basis of SAM aggregates in theory also
reduces tax rates to an average for both formal and informal activity, e.g. for household income
taxation. Of course, projecting the economy into the future while holding tax rates constant implicitly
means that the share of informal revenue in a household class’ total revenue remains constant, which

might be unlikely for a developing economy.

An exception for this way of calibrating tax rates in IMACLIM-ZA is the VAT rate, which has been

set at the official rate in 2005 of 14%, but only for final consumption of non-energy sectors and ELC.

%% On the basis of Guerard’s survey of literature, one can conclude that informal labour made up a significant part of the South African

labour force from 2005 to 2007 (31% to 36%), though only a small part of labour income (8-12%) (Guerard, 2014). Other reports arrive at
similar estimates (for the years 2001 and 2008) of informal employment varying between 18% and 36% of total employment, depending
on the definition of informality, with the share in value added typically being smaller (Devey et al., 2003; ILO, 2013; StatsSA, 2008a; Valodia
and Devey, 2012).

%7 On the basis of Labour Force surveys, Income and Expenditure surveys and other surveys of households.
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In the case of product taxes it is the category of the unit “other product taxes” which compensates for
statistical differences with total product tax earnings as reported in SAM 2005 and SU tables produced
through this universal application of the VAT to all final consumption (of households, by government,
and for investment). This could lead to an under- or overestimation of VAT paid in final consumption
depending on the household class (and to an over- or underestimation of the quantity of goods
consumed). Recycling of carbon tax revenues through the reduction of a sales tax in the RVAT
scenario could therefore lead to an over- or under-estimation of the effect which it has on the
purchasing power and on the standard of living of different household classes. Specifically, one might
assume that the poorest household classes buy more products through informal retail and therefore
benefit less from this measure than currently found in IMACLIM-ZA’s results. On the other hand, also
a benefit of revenue recycling through sales tax reduction might be unregistered, which is a reduction
in informal retail, and therefore a higher share of formal activity and slightly higher income and profit
tax receipts — therefore allowing to further reduce the sales tax or other taxes. Of course, a risk of
introducing a carbon tax is that a part of trade and retail in energy products will move away from
formal trade and retail to informal trade and retail. The estimation of this potential weakening-effect of
informality, despite being out of scope for analysis with IMACLIM-ZA, on the effectiveness of a

carbon tax should therefore be topic of further research.

Another option for future work is to develop a more nuanced treatment of income, property and
property revenue taxes. These taxes are now aggregated into one single tax rate for each economic
agent: For firms this rate is calibrated as the rate of the total of their revenue or profits and property
income taxes paid over their total Gross Operating Surplus (GOSg); For each of the five household
classes the revenue and property income tax rate is calibrated over a households class’ total gross
disposable income before taxation (GDIBTy,). This simplification limits the type of tax reforms which
can be analysed with IMACLIM-ZA, and notably the treatment of profit taxes (a part of GOS coming
from productive sectors goes to households in the form of mixed income), or of taxes on interests and
dividends. Of course, also assets are aggregated into net (financial) assets, and not distinguished by
type of asset (real estate, savings, government bonds, shares, stock options, etc.). This leaves little
possibility to model tax reforms for their impacts on investment. On the other hand, other limitations
to the current version of IMACLIM-ZA, such as the fixed profit mark-up rates and the endogenous
interest rate, do not allow to model feedbacks of reforms of a more detailed tax system on investment
behaviour either. In two cases, that of the two options for modelling revenue recycling through a
reduction in firm’s profit taxes, this lack of endogeneity of the impacts of profit and property income
taxes has been solved through a “what if” analysis, analysing both what happens if a reduction in
profit taxes is accompanied by firms decreasing their net profit mark-up rates (RTIF-low) and what if
profit mark-up rates stay fixed (RTIF-fix).

Income distribution, social security and other transfers
Besides for taxation, accurate data was also missing for the distribution of different types of primary
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income (wages by level of skill and GOS) and of transfers between economic agents (social security
and pension benefits, returns to capital, and other transfers). Especially, a disaggregation by household
expenditure class was missing. With the help of several assumptions these knowledge gaps have been
covered, in order to arrive at a plausible distribution of all kinds of income among household classes
for BY calibration data. More on income distribution calibration data in Appendix B.4.

The importance of BY calibration data for the macro-economic projections is that in many cases
values of these other types of incomes than labour income have been kept constant (see model
description in Chapter 3). For example: future non-working age population is more or less constant
over working age population by household class, and per capita unemployment benefits are kept
constant over the CPI, while per capita pension benefits are kept constant over the average real wage.
The main reason for these choices is that insights are lacking in the future dynamics that determine the
distribution of income between household classes, e.g. regarding social security or GOS income. A
consequence is that the model does not include much endogenous change in socio-economic
characteristics of household classes. For this reason, income inequality can be considered to be quite
rigid. Only the distribution of future employment and future ownership of (financial) assets among
household classes really changes income inequality in IMACLIM-ZA, and even these two components

are largely determined exogenously (see section 3.6.4).

In contrast to the rigidity of the way in which social security is modelled, one other parameter
regarding public services changes a lot. This concerns the assumption that the quantity of government
final consumption relative to South Africa’s GDP grows 25% — an assumption which has justified in
the light of an increased rate of returns on equity (zig, for interests and dividends) obtained in RP (see
section 4.2.2). Possibly, both the assumptions about rigidity in social security and income distribution,
and the assumption about change in government expenditure over GDP are too extreme. However,
they can be considered to compensate each other in terms of the evolution of future government
expenditure, meaning that the total share of government in GDP stays within a reasonable range going
from 28.5% in BY calibration data to around 30 to 31% in RP and Ctax scenarios. As a part of future
work a more nuanced approach could be developed, e.g. by constructing multiple scenarios for future
social security policy and public services with the evolution of per capita GDP. For now, one must
keep in mind that IMACLIM-ZA probably overestimates future income inequality and poverty due to
restrictions on the growth of social security and due to rigidity in the demography, also for labour by
level of skill, of household classes. This is the case in both RP and in the Ctax scenarios. The relative
impact of the carbon taxation and its revenue recycling on inequality is therefore probably not much
affected, and not over- or underestimated because of these assumptions on income distribution.
Construction of energy I-0 tables in quantities

Assumptions have also been made in the estimation of (I-O table) energy bills to deal with lack of

knowledge or to simplify certain aspects of the South African energy system. Appendix B.5 discusses
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the most important assumptions one-by-one to evaluate their impact on results in a deductive manner.
Here, two reasons are given for why IMACLIM-ZA potentially slightly underestimates the impact of a
carbon tax on South Africa’s economy due to assumptions in calibration of volumes of production,

transformation and use of energy for fuels.”®

The first reason is related to an unfortunate error in the construction of the energy I-O table in
quantities regarding the quantity of exported refined fuels. The error made is that exports of refined
products have been based on SATIM calibration data for these exports for 2006, and not 2005. This
mistake causes IMACLIM-ZA to underestimate BY exports of refinery products (REF) by about 45%.
Also, imports of crude oil (OIL) for production of exported refinery products are estimated 15% lower
than should have been the case in IMACLIM-ZA’s BY calibration data. Nevertheless, this error does
not lead to a downward correction of oil import bills or of the export value of refinery products in
comparison to the values found in SAM data and SU-tables: The oil import bill in IMACLIM-ZA
equals that of the SAM 2005, and the export bill for refined fuels obtained with quantities of
IMACLIM-ZA’s calibration data is even more than 60% higher than the export value for refinery
products obtained from SAM data and SU-tables. The latter might be because data used for this thesis
overestimated for oil and refinery product prices. Else, SU and I-O tables underestimate the values of
the flows of refinery products. The conclusion is that these errors need mending, but that so far

information is lacking as to whether they translate into deviations from Input-Output statistics.

If, regardless of the comparison with SAM data one assumes that prices used for the estimation of the
energy bills are right (see Appendix B.5), and that quantities for refinery products’ exports and oil
imports are indeed too low, then this would mean that IMACLIM-ZA under-estimates both the export
value of refinery products and the value of crude oil imports. The consequences for the estimate of
South African CO, emissions in BY calibration data would be small, because of the low CO, emission
factor for oil refining relative to that of production of refinery products in CTL and GTL plants, while

emissions from exported fuels are not taken into account in IMACLIM-ZA.

In contrast, IMACLIM-ZA’s reference projection become more energy- and CO,-intensive with a
higher BY calibration estimate for volume and value of exports of REF products, due to the way the
REF sector has been modelled. This can be understood in the following way: (1) in hybridisation, non-
energy sector exports adjust to maintain the total value of exports of the SAM 2005. If REF’s export
value were to increase by 85%, then its share in total export value in BY calibration data would
increase from 4% currently to 7%; (2) Translated to RP, the share in export value of 6% of REF in
current results for RP would increase to about 10% (also due to the exogenous trend for growth of
export volume); (3) This relatively higher growth of REF exports would also cause relatively higher

consumption of coal and gas by the REF sector due to the Leontief structure for energy inputs (as part

% The potential impacts on modelling results of assumptions made for deriving technological coefficients for electricity production from

SATIM are discussed in the next sub-section.
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of the “Energy aggregate™) to production, which means higher CO, emissions for the REF sector.”®®
As a consequence, the impact of a carbon tax on South African exports, the trade balance, and
economic growth would be slightly bigger than in the results of this thesis. “Slightly” only, because
analysis in section 5.4 showed that the effect of a cost increase for some exports on the rest of the
economy is relatively small, due to exchange rate corrections and due to the big role that domestic
demand pays in the South African economy.

A second reason why the construction of the I-O table in energy quantities potentially causes
IMACLIM-ZA to underestimate the economic impacts of a carbon tax concerns the distribution of
energy consumption for private transport over the five household classes. Assumptions consist of two
steps: The first step allocates SATIM’s estimates for private vehicle energy use to SATIM’s three
household classes; the second step distributes this energy use (together with residential energy use) to
IMACLIM-ZA’s five household classes. The assumptions are such that this allocation of private
vehicle energy use to household classes might result in an under-estimation of REF use for private
vehicle use by the poorest household classes and in an overestimation for the richest household class
(see Appendix B.5). After inclusion of residential REF consumption this translates in an under-
estimation of REF consumption by the upper-middle income class (Hh4) of about 20%, and for the
poorest three income classes (Hhl to Hh3) of about 60%. This, in turn, would imply that current
calibration data leads to an under-estimation of future demand for REF and future energy poverty,
because the share of price-inelastic REF consumption is assumed higher in the budget of the poorest 4
household classes (about 3%) than in that of the richest household class (only 2% of their budget) in
IMACLIM-ZA. If this rigid energy consumption increases on average, then the resulting bigger
“attachment” to fossil energy use would mean that the economic impact of a carbon tax would be

slightly bigger too.

Finally, the level of sectoral detail for the 34x34 sector I-O table which is used for hybridisation
requires some assumptions on the distribution of energy end use by sector coming from SATIM,
which has less economic sectors than the SAM I-O table. These assumptions are discussed in
Appendix B.5, but are not expected to lead to a bias in the analysis of carbon taxation with
IMACLIM-ZA. Similarly, assumptions made to obtain energy prices per user for the construction of
the “energy bills” I-O table are expected to have no negative consequences for the estimation of
economic and environment impacts of carbon taxation and different forms of revenue recycling. A
detailed discussion of potential uncertainty due to assumptions in generating user-specific energy
prices is given in Appendix B.5. Hybridisation of energy bills and SAM (and SU-table) data is
performed on the basis of a 34x34 sector I-O matrix (see Appendix B.1).

Hybridisation and aggregation of the I-0 table
To prepare the creation of the hybrid I-O table, some adjustments of SAM data (StatsSA, 2010a) were

2|1 reality, the impact of a carbon tax on the South African economy with higher oil use by refineries and with a higher share of refinery

products’ in export value should be limited, because of oil refining’s relatively low CO, emission factor.
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necessary too. First of all, some SAM sectors had to be disaggregated to create the possibility to
introduce energy sectors. This was done on the basis of information coming from Supply & Use (SU)
tables (StatsSA, 2010b). In a next step, SAM data is made ready for hybridisation through a crude
matrix multiplication which moves resources, taxes and margins between sectors along with the share
in output value consisting of other sector’s products. The objective is to obtain an I-O table on the
basis of the principle “one sector = one product”. This obviously causes differences in the cost
structures of sectors, but considering that almost all sectors produce their own product in large
majority, these differences are considered negligible. These adjustments of the SAM table are
discussed in Appendices B.1 and B.5.

The sectors which change most due to hybridisation are — apart from energy sectors and transport
services, and apart from the effect of aggregation of some sectors prior to hybridisation —: Textiles &
footwear; Machinery & electronic equipment; Financial intermediation; Trade & retail; and Business
activities & communication. These sectors respectively see the total value of their inputs and output
change by resp. +123%, -37%, -17%, -15%, and -14%. Other sectors see their inputs or output value
change by less than 10% of its pre-hybridisation value. In all these sectors except Trade & retail, more
than three-quarter of the decrease in total value of inputs (resources) comes from a decrease in
intermediate consumption (IC), imports, trade & transport margins and product taxes. One of the items
of IC which increases for all sectors due to hybridisation is that of expenditure on transport services
(TRA). For the Trade & retail sector IC of transport services increases strongly, to compensate its
value added (VA) is reduced to arrive at a decrease in the sector’s total output value, like for other
sectors which have been designated in the hybridisation procedure to absorb changes caused by the
introduction of energy bills. Many sectors who see their consumption of Transport services increase
strongly, actually witness a small decrease in NOS and wages. The reason is that net operating surplus
(NOS) and wages of the Transport services sector itself has grown. An exception is the coal sector,
whose VA increases together with the increase in its IC. The reason is that in the hybridisation
procedure the assumption is that energy sectors keep the ratio of VA over IC of their original cost

structure if no other information about their cost structure has been used.

The changes caused by hybridisation of the cost structure of non-energy sectors (other than TRA) are
smaller when translated to the aggregated sectoral level of IMACLIM-ZA: MAN’s total output value
becomes 7% lower, EIN’s 1% lower, that of LSS 11% lower, and that of HSS 10% lower. In terms of
gross value added (excluding product taxes minus product subsidies) the changes are comparable:
MAN’s gross value added decreases 11%, EIN’s decreases 9%, LSS’ gross value added decreases 8%,
and HSS’ decreases 5% due to hybridisation. The biggest part of these decreases is due to adjustments
to accommodate the increase of the size of the Transport services sector, which — due to
externalisation of companies internal transport activities — almost doubles in size, both in VA terms

and in total resources and output (uses) value. The coal mining sector sees its value increase due to
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hybridisation by a bit more than 50%, also mainly due to growth of the value of intermediate
consumption (IC) of transport services. The refineries sector sees its total supply value grow by 21%,
(also) mainly due to growth in the costs for IC.

The isolation of transport activities from other parts of productive activities is considered a useful
change, in view of possible future work and in order to separately treat improvements in transport
energy efficiency from those of industrial, manufacturing or buildings & appliances energy efficiency.
Whether Transport services VA should grow as much as the sector’s IC of refinery products and other
energy products is questionable though, because company-internal transport might not be other
industries’ most VA generating activity. Better data on the cost structure of Transport services should

therefore be integrated in the future.

The conclusion is that hybridisation has been moderately successful in isolating energy activity,
especially electricity production, refineries and transport services, from the rest of the economy, while
respecting aggregate macro-economic values as found in the SAM and without radically changing the

economic structure of other sectors.

6.1.5. Compatibility with SATIM

Two different models cannot match perfectly. One must bear in mind that the two models are required
to differ to some extent, because of fundamentally different approaches: SATIM assumes a “central
planner” with perfect foresight and minimises the total cost of energy systems (within constraints)
over the entire modelling period, but without macro-economic feedbacks. Conversely, IMACLIM-ZA
has full macro-economic feedbacks but operates in a second-best setting and under myopic
behaviour.?® The approach for the evaluation of model and scenario compatibility between SATIM
runs and IMACLIM-ZA scenarios is therefore to evaluate whether differences in modelling approach
and assumptions (including parameterisation) explain or require differences in outcomes or trajectories
and whether the found differences in trajectories are within reasonable margins. This is done partly
guantitatively and partly qualitatively. The idea is to also assess how model and scenario differences
could influence results of IMACLIM-ZA.

A comparison of in trajectories of SATIM with the change in the 2005 to 2035 one-step projection in
IMACLIM-ZA shows that differences arise in 3 instances: the evolution of factor and input prices; in

the resulting electricity price; and in the volumes of electricity produced and imported, and of coal

2% Another issue for model correspondance is timing: IMACLIM-ZA is used in this Ph.D. thesis as a one-step “prospective static”

comparison, whereas SATIM is a model with multiple time-steps of one to five years. Therefore, in SATIM data, like prices, are represented
by year-to-year trajectories, whereas IMACLIM-ZA calculates new economic equilibrium with its resulting prices on the basis of a kind-of
retrospective interpretation of what happened in the past time-period, as captured in its production and consumption functions, with for
some parameters, such as import prices and factor productivities “end values” for the projection year exogenously given. In theory,
IMACLIM-ZA’s time-steps could be reduced, with trajectory data available for exogenous parameters, but for practical reasons such as
model solving time this was abandoned. A consequence of the differences in both models dynamic characteristics is that the shape of
parameter trajectories (e.g. timing of oil price increases or restraints in time of the introduction of certain technologies) in SATIM might
differ from the “retrospective” 2005 to 2035 interpretation in IMACLIM-ZA. Luckily many parameters in SATIM grow almost linearly (rise of
energy prices or the carbon tax) or close to exponentially (growth in demand with GDP), which resembles the “retrospective”
intrepretations of IMACLIM-ZA.
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consumption (Table 6.1 Comparison of variables and parameters related to electricity production in
SATIM runs and IMACLIM-ZA). *** For prices the observations are the following:

e The endogenous price trajectories in IMACLIM-ZA reveal some differences with the
exogenous price trajectories of SATIM. (GDP deflated) coal price in IMACLIM-ZA increases
from 8.1 million (mn) ZAR:xs/PJ in BY to 14.3 mn ZAR:,s/PJ in 2035 (w/0 a Ctax). This is a
faster increase than in SATIM, where it goes from 8.5 mn ZAR:s/PJ in BY to 12.9 mn
ZAR.s/PJ in 2035 (w/o a Ctax). Two explanations can be given for the stronger increase of
the coal price in IMACLIM-ZA: (1) prices of non-energy inputs and capital decrease relative
to prices of other inputs and factors due to productivity gains, this means that the coal price
increases when deflated by the GDP price index; (2) the increase of transport margins to
exogenously impose a cost increase of domestic coal production might be too strong. In the
case of carbon taxation the same mechanisms contribute to price increases of coal, with
revenue recycling sometimes reducing the relative cost of labour and/or capital and non-

energy inputs even further;

e Thanks to cost decreases with productivity gains of the elements of which the capital good
consists in IMACLIM-ZA (mainly MAN and LSS) capital unit costs decrease in IMACLIM-
ZA, while they are assumed constant in SATIM;

e Production of Materials & services products (Mat) in IMACLIM-ZA is on the one hand
subject to higher costs of energy, but on the other hand benefits from productivity gains. The

price of Mat therefore remains about constant;

e Labour costs (net wages plus charges), on the other hand, increase due to the increase of real
wages with the reduction of the unemployment rate. In SATIM, labour and material costs are

implicitly assumed to remain constant over time;

e Concerning the cost (for SATIM) or the producer price (for IMACLIM-ZA) of electricity
production, which are modelling results in both models, the main difference is the price in BY
2005, which marks a period in South African history of underinvestment in electricity
infrastructure (Baker et al., 2014; IEA, 2013): IMACLIM-ZA uses the regulated electricity
price which reflect this under-investment, and which lead to almost zero net operating surplus
in BY calibration data (implying zero returns to capital). SATIM, on the other hand, calculates
the true cost of electricity production including levelized costs for capital rents. This way,
SATIM’s estimates a (societal) cost of electricity production which is higher than the
(regulated) average electricity price that IMACLIM-ZA uses. Over time, this difference is
eliminated. In the projection, some future differences in electricity prices between IMACLIM-

ZA and SATIM runs still remain, but these originate from differences in the evolution of input

! Intensity of power generation in terms of natural gas use and diesel use is not discussed here for reason of their negligible contribution

to total power generation, see also Appendix C.8.
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and factor costs which are a typical difference between a partial and a general equilibrium

model.

Table 6.1 Comparison of variables and parameters related to electricity production in SATIM runs and IMACLIM-ZA

Model & Scenario SATIM runs Upd.IRP-2010 (2035) IMACLIM-ZA for RVAT (2035)*
Base Year (BY) or 2035 Unit BY No R100 R300 BY No R100 R300
with or w/o Ctax 2006 Ctax Ctax Ctax 2005 Ctax Ctax Ctax

Prices (in R05, & GDP PI deflated for IMACLIM)

Avg coal price for Electricity (or ELC) mn Ros/PJ 8.5 12.9 17.3 29.6 8.1 14.3 24.2 43.7
Index capital (K) unit cost Electricity Index 100 100 100 100 100 95.4 94.5 92.7
Index O&M unit costs of Electricity Index 100 100 100 100

Index of “Mat” unit cost ELC Index 100 100.5 100.9 100.9
Index Labour (L) unit cost ELC Index 100 148.4 145.3 141.3
Index KL-aggregate unit costs for ELC Index 100 114.0 112.3 109.6

Electricity production cost (SATIM) or price (pY)

Costs of ELC production (incl. Ctax) mn Rys/PJ 98 114 125 140 59 116 137 155
Volumes

Electricity produced PJ 904 1791 1731 1690 844 1401 1229 1017
Electricity imported PJ 24 185 186 192 2.2 4.2 3.8 33
Coal consumed PJ 2663 | 4392 3285 1916 | 2541 3569 2419 1199
CO, emitted by power generation Mt CO;, 257 424 318 186 240 338 229 114

CO; intensity of electricity production Mt CO,/PJ 0.28 0.24 0.18 0.11 0.28 0.24 0.19 0.11

Comments: ' Results are shown for RVAT because the scenario obtains of all scenarios approximately intermediate results in terms of relative price
changes, and growth in electricity demand.

In brief, the prices of inputs and factors to the electricity sector diverge especially for coal use and for
the aggregate labour factor, and to a lesser extent for the (physical) capital factor. Labour costs seem
less important as they only make up 16% of costs in total supply of electricity in BY, but they are a
considerable part of the costs of the “KL” aggregate."* The average price of the aggregate KL-factor
increases 14% in RP, 12% in Ct100 RVAT, and 10% in Ct300 RVAT. Compared to the price of KL,
the price of coal (relatively) can be calculated to increase by 55%, which is about the same as in
SATIM. In contrast, the relative evolution of the coal price compared to that of the KL-aggregate in
the Ct100 and Ct300 RVAT scenarios is respectively 31% and 41% faster than in SATIM.

The observation that the price of the KL-aggregate increases relative to the price of coal would imply
that in IMACLIM-ZA the electricity sector should have replaced coal-fired power generation faster
than in the results obtained from SATIM. Of course, in reality it is IMACLIM-ZA which likely
overestimates the future costs of coal. But, the decrease in the costs of capital should still encourage
the use of less coal-intensive electricity production, while the influence of the price of labour on
technological choice might not be very big in reality. The conclusion is that the projected evolution of

input and factor prices of IMACLIM-ZA does not completely correspond to results obtained from

2 In BY they are 42% of KL aggregate costs (physical capital plus gross labour costs), but due the exogenous increase of ELC’s capital

intensity with the catch up of investment in new capacity, labour’s share in the KL-aggregate costs decreases to 29% in RP, despite labour’s
price increase and the exogenous increase in labour intensity.
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SATIM. The lack of feedback in IMACLIM-ZA from relative prices on technological change in this
case potentially leads to an under-estimation of the phasing out of coal-fired power generation, and
therefore an over-estimation of the CO, intensity of electricity production. Macro-economically this

could cause an over-estimation of the impacts of a carbon tax.

On the other hand, the developments in volumes of electricity production in IMACLIM-ZA should
possibly have the opposite impact on coal and CO, intensity of electricity production: Due to lower
GDP growth forecasts and the higher electricity price forecast, IMACLIM-ZA obtains a lower future
electricity demand compared to SATIM. This should therefore translate into less new capacity
additions for power generation. This would then probably mean that the share of coal-fired power

generation remains higher.?*®

What creates uncertainty around this evaluation of the future share of coal-fired power generation in
IMACLIM-ZA is that a carbon tax is capable of pushing life-extension of old or discarded coal-fired
power plants out of the electricity mix in the consulted SATIM scenarios — if electricity demand does
not grow as fast, it might be possible that old coal-fired power plants are taken out of operation sooner.
Depending on the carbon tax and on the extent to which this mechanism plays a role, one arrives at
coal intensities and CO, intensities of power generation between 10% lower and 41% higher than in
RP and Ctax scenarios of IMACLIM-ZA (see Appendix C.8 for details).

A last difference which stands out is the difference in electricity imports. This difference can mainly
be explained through differences in calibration (Appendix C.8). Though imports are about 10% of
future South African electricity supply in the results of the SATIM runs, their amount is probably
mainly determined by technological capacity (international grid connections), and it is therefore

considered of minor importance for the analysis of carbon taxation in IMACLIM-ZA.

Overall, the differences found in trajectories for prices and electricity demand are considered to be
relatively small especially considering the strong possibility that the two main differences (capital
prices and growth in demand for electricity) probably cancel each other. The use of technological
coefficients from SATIM in IMACLIM-ZA is therefore considered acceptable.

6.1.6. Strategical choices

On a more strategic level there are some things that need to be kept in mind too when looking at these
results. Firstly, the impacts as compared to the RP have been presented to estimate as a matter of
speaking “the economic weight” of the carbon tax, but especially, to have a point of comparison to
understand how the carbon tax and the recycling mechanism function. Without an RP it would not be
clear how other assumptions for the projection of the South African economy to 2035 would work out.
The RP should not be interpreted as a prediction of South Africa’s future under inaction in terms of

climate change. Many other policy interventions and other developments in time will play a role in the

" Due to a higher share in the electricity mix of old coal-fired power generation and of under the updated IRP-2010 already planned

expansion of coal-fired power generation.
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real evolution of South Africa’s economy, and other non-considered policies have a part in South
Africa’s GDP growth and joblessness problems (see the discussion in section 1.1). Also, it seems
increasingly utopic to think nowadays of a future in which climate change will have no consequences
for economic output. For South Africa, questions could for instance be how climate change impacts its
agricultural output, or the cost of agricultural products, and their role in the cost of living and the
remaining budget for non-agricultural demand. As such, the distance to RP is not the real measure for
the impact of a carbon tax policy. ?* This is the reason why the adverb “unsustainable” has been added

to the Reference Projection.

Criticism on the RP could also be that the growth projection is based on exogenous parameters for
technological change or productivity growth and on the trend in volume of exports, which have been
chosen to arrive at a balanced economic growth path, which respects normal ranges of values for
several central macro-economic indicators, such as the REER, returns on investment (captured by
interest rates), and the labour and capital shares of value added. Whether technological progress would
really follow such a trajectory is unknown. The ideal solution would be to consult industrial and
labour economics experts, and experts of production technology of major economic sectors, as well as
market experts for markets of specific export and import goods for the South African economy, in

order to construct a better set of assumptions about these future developments.

A remark should also be made about the suggested comparison between different recycling options:
Modelling of different recycling options might be severely limited and might underestimate or
overestimate economic outcomes of specific scenarios compared to what could be expected if more
second-order impacts would have been taken into account. These impacts could be feedbacks on
technological change, and possible benefits in terms of better public health or lower crime rates which
could lead to higher productivity gains (see e.g. Cichello et al., 2011; Haarmann et al., 2009). This
might lead to an underestimation of benefits of particularly the lump-sum revenue recycling scenario
(RSUM). On the other hand, some for economic development disadvantageous phenomena have not
been taken into account either: e.g. investment in, and exports of manufacturing and services might

suffer from the volatility of South Africa’s exchange rate (Hausmann, 2008).

Another strategic limitation to the study is that only a limited set of policies has been tested (mainly
due to a simplified representation of the South African tax system), and that policies have only been
analysed for a limited number of indicators of economic, social and environmental success. Proposals
to diversify policy evaluation, e.g. as those by the Commission Sen-Stiglitz-Fitoussi (Stiglitz et al.,

2009), were unfortunately out of our scope.

6.2. Comparison to other studies on carbon taxation in South Africa

This sub-section compares outcomes of basis scenario analysis with analyses by others. Chapter 1

2% Other considerations about what a good Reference Projection could entail are for instance discussed by Rozenberg et al. (2014).
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discussed substantial prior analysis of the impacts of a carbon tax in South Africa.

6.2.1. Alton etal. (2012,2014)

Both the scenarios of the present study as their results seem closest to those of Alton et al. (2012,
2014): Recall that Alton et al. find that a carbon tax of 210 ZAR,10/tCO, (145 ZAR05/tCO,) by 2025
leads to an approximate 36% decrease in GHG emissions relative to BAU (41% when deducting net
exported emissions). This means that their findings are consistent with South Africa’s NDC,
depending on the baseline. In the case of a domestic “production” carbon tax, GDP losses in 2025
range between 0.7% and 1.7% relative to BAU (depending on the recycling option). It must therefore
be concluded that Alton et al. find more modest economic impacts of a carbon tax compared to the
results for carbon tax revenue recycling scenarios of this thesis. The impacts on CO, emissions of
carbon taxation that Alton et al. find are stronger than found in this thesis: For a carbon tax of 100
ZAR,5/tCO; this study finds reductions in CO, emissions of only around 20 to 25% relative to RP,
assuming a 2013 update of the IRP (RSA, 2013Db).

The most similar result to that of this study that Alton et al. find that the South African economy
already significantly decarbonises for carbon tax rate that is modest from an international perspective
(of 27 USD,q;3 per tonne of CO,). The reason for this sensitivity of South African CO, emissions to
the price of CO, must be sought in the fact that South Africa comes from a situation with very low
energy prices, as outlined e.g. in Pauw (2007, Table 6, p.35), while the economy is very CO, intensive
due to a high reliance on coal. The price impact of a carbon tax is therefore relatively big and has a
relatively high weight in the South African economy. This is also the case in IMACLIM-ZA (e.g.
compare Figure 4.11 with Figure 4.10 on p.171).

The standard carbon tax revenue recycling mechanism in e-SAGE is a reduction of a sales tax, which
obtains medium outcomes compared to the two other scenarios for carbon tax revenue recycling: a
social transfer to households and a reduction of corporate tax rates, respectively comparable to the
lump-sum transfer scenario (RSUM) and the reduction of profit taxes with lowering of profit mark-up
rates (RTIF-low) in IMACLIM-ZA. The relative preference between these scenarios for GDP growth
is the same as found with IMACLIM-ZA in the present study.

The differences in outcomes between this study and Alton et al. (2012, 2014) should be attributed to
differences in modelling, parametrisation, and scenario definition. Firstly, GDP growth might be easier

to obtain in Alton et al.’s model and less sensitive to carbon taxation for a few reasons:

1. Alton et al. assume carbon-adjusted import tariffs and export-rebates to avoid the
disadvantages of the price increases due to a carbon tax for international competition. Indeed,
also in IMACLIM-ZA a scenario with a multilateral carbon tax regime translates into a few
percent points higher GDP and lower unemployment, though the resulting impacts for GDP

growth and employment of that scenario are still bigger than in Alton et al.
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2. Secondly, the e-SAGE model is likely not capable of obtaining strong impacts on GDP growth

due to the way it models the growth engine; particularly how it models factor markets, output
growth and investment: (i) e-SAGE represents the South African economy already with a
higher degree of flexibility to adjust to adverse circumstances than IMACLIM-ZA, because of
e-SAGE’s intertemporal profit maximisation which sets profit mark-ups to clear the capital
market (full use of capital) and with wage-setting that clears medium and high skill labour
market segments; (ii) the way investment is modelled likely has a moderating impact on
prospective GDP growth.

To understand the latter, consider the following: The basis for GDP growth in e-SAGE is exogenous

growth of total factor productivity (TFP), which has the same function as exogenous growth of output

productivity of factors plus efficiency improvement for intermediate inputs in IMACLIM-ZA. Beyond
this growth of TFP, it is factor availability that determines output growth in e-SAGE, while a CES

function determines substitution between capital and aggregate labour at the sectoral level. Factor

availability is determined in the following way:

Labour supply by level of skill is exogenous and medium and high skill labour is fully
employed at wages that guarantee full employment (market-clearing wage setting). In
contrary, for low- and unskilled labour Alton et al. assume an upward-sloping labour supply
(LS) curve with an elasticity of 0.1, which implies that wages can be considered very
inelastic®®®, but this inelasticity is rather advantageous for GDP growth, because low- and
unskilled labour remain cheap in times of decreasing unemployment, which can be observed
in Alton et al.’s result of baseline evolution of real wages: those of low-educated workers
increase with less than 1% on average per year, while those of high-educated workers increase

4% per year;

Capital availability is driven by a fixed exogenous saving rate for households, who earn all
primary factor income. This is accompanied by exogenous inflow of net foreign investment,
fixed at an absolute amount in foreign currency and thus variable with the exchange rate.”*®
This foreign investment has a moderating impact on GDP growth: In case growth of real
household income decreases because a carbon tax makes households’ preferred products more
expensive and therefore reduces their real income, this exogenous foreign investment pushes
GDP growth upwards. It namely guarantees a steady flow of gross fixed capital formation and

of demand for exports, even if household savings and demand are depressed a bit.

Furthermore, in contrast to IMACLIM-ZA, net debts and assets are not tracked in e-SAGE. The latter

means that net foreign investment could be considered a gift (at least within their time horizon up to
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For instance, a wage curve with an elasticity of 0.1 (or 0.15) (as in IMACLIM-ZA, see section 3.3) corresponds roughly to an upward

sloping labour supply curve with a (non-constant) elasticity around 0.3: see BOX 7.
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Foreign investment plus the trade balance add up to zero.
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2025), because returns to capital all go to households, and firms do not pay for the “debt service” of
foreign investment. Altogether this means that foreign investment compensates for possible fall-backs
in growth of the capital stock if household savings plus TFP growth would turn out lower.

In contrast, in IMACLIM-ZA’s fixed profit mark-ups and rigid wages for all skills of labour are likely
less optimal for GDP growth. As shown in section 4.2.2, “claims” for income by labour (wages),
capital (rents) and government (indirect taxes) can affect GDP growth negatively if they increase
relative to the growth of average factors’ and intermediate inputs’ output productivity. This namely
increases costs and thus reduces domestic demand and international competitiveness. Furthermore, in
IMACLIM South Africa there is no intertemporal optimisation, and the implicitly present capital stock
follows results for GDP growth rather than driving GDP growth, and there is no exogenous source for
investment. Growth in IMACLIM-ZA can therefore be concluded to be more sensitive to the excess
burden of a carbon tax than in e-SAGE.

However, two additional aspects should be taken into account to explain results for GDP growth in e-
SAGE, but they can be reasoned to have opposite impacts on GDP growth under carbon taxation.
Their net influence therefore depends on their precise calibration in e-SAGE, which is not given in
Alton et al. (2012, 2014). The first aspect is that Alton et al. assume that energy efficiency gains
increase in response to the relative change in energy prices, and that they also depend on the speed at
which capital stock is renewed. In this way the ratio of value added (VA, or capital and labour
income), which grows relative to non-energy intermediary inputs with TFP, grows faster over
intermediate inputs of energy products. However, there is no substitution of energy by capital or
labour in parallel to these energy efficiency gains, and from this perspective e-SAGE’s energy
efficiency gains can be considered to resemble energy efficiency improvement that is free of charge.
IMACLIM-ZA does not assume autonomous energy efficiency improvement in the main scenario
analysis presented in Chapter 4, and only has price-elastic reductions in energy intensity in a trade-off
with capital, labour and other inputs. This means that (within sectors) energy efficiency comes at the
cost of higher expenses for other factors. Of course, IMACLIM-ZA’s increase in efficiency of use of
materials & services inputs indirectly has a similar impact on energy intensity of average South
African output as free energy efficiency gains, but as mentioned, this efficiency gain could be
considered rather equivalent to a part of TFP gains in e-SAGE. Furthermore, it is irrespective of
energy prices and it is therefore the same with or without carbon taxation while e-SAGE’s free energy

efficiency gains increase under carbon taxation.

The other not yet mentioned aspect that plays a role in GDP growth in e-SAGE, and which probably is
the model’s only assumption that is disadvantageous for GDP growth under carbon taxation, is that e-
SAGE fixes its outlook for electricity production at the Integrated Resource Plan for their (revised)
baseline, which means that the energy intensity of electricity production is irresponsive to carbon

taxation. This assumption however is acceptable given the time horizon of Alton et al’s analysis,
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running from 2010 to 2025. Nevertheless, the rigidity of electricity production in South Africa might
be economically disadvantageous, as decarbonisation of the electricity sector seems one of the
cheapest forms of CO, emission reduction for South Africa (Merven et al., 2017).

The conclusion here is that there are sufficient elements which could explain the difference in impacts
on GDP growth and employment between the results of Alton et al. (2012, 2014) and those of the
present study. Parameterisation of TFP and energy efficiency improvement in e-SAGE should

furthermore explain the strong CO, emission reductions obtained in their analysis.

Box 7 Differences between Labour Supply curves and the wage curve
Alton et al. (2012, 2014) define a labour supply curve for low and unskilled labour, with equilibrium

labour supply, LS, over base year labour supply, Is, related to equilibrium wage, W, over base year

wage, w, through supply-wage elasticity, ¢: LS = Is « (g)e

w

For their central case this means that Alton et al. assume an increase in labour supply of (employed)
low and unskilled workers to translate into only modest salary gains®’, which is expressed by the
assumption of a real wage-labour supply elasticity of 0.1. This elasticity is the inverse of epsilon,

which expresses supply-wage elasticity and whose value therefore equals 10.

In a sensitivity analysis Alton et al. test wage-supply elasticities of 0.05 and 0.3. A standard wage
curve with a wage-unemployment elasticity of 0.1 as used in IMACLIM-ZA is closest to the latter of
the two values, as can when one plots in the a wage curve in the same way as a labour supply curve
(Figure 6.1). Besides, the experimentally found wage curve would resemble a labour supply curve
with non-constant elasticity; hence the curve in Figure 6.1 would take the form of a polynomial

equation rather than that of an exponential relation as the labour supply curves.

Figure 6.1 Labour supply with relative real wage, for different labour supply curve elasticities and a wage curve
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In their sensitivity analysis Alton et al. find lower GDP losses, but surprisingly higher employment
losses with carbon taxation for the higher ¢ value. Possibly (the details published about results and

model parameterisation of Alton et al. are insufficient to be sure)