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Résumé

Les systèmes distribués sont un modèle théorique capable de représenter une multitude de
systèmes bâtis autour de la coopération d’entités autonomes dans le but d’accomplir une tâche
commune. Leur champ applicatif est immense, et s’étend de l’informatique ou de la robotique, en
modélisant des processus partageant la mémoire d’un ordinateur, des ordinateurs communiquant
par envois de messages, ou encore des cohortes de robots, à la compréhension du comportement
des animaux sociaux.

Les agents mobiles font partie des entités étudiées dans ce domaine. Ils se distinguent des
autres notamment par leur capacité à se déplacer spontanément. L’une des tâches les plus
étudiées les mettant en scène est celle du rassemblement. Les agents mobiles sont dispersés dans
un environnement inconnu. Aucun d’eux n’a d’informations à propos des autres, ou la capacité
de communiquer avec eux, à moins de se trouver au même endroit. Chacun d’eux découvre peu
à peu les environs, rencontre d’autres agents et se coordonne avec eux jusqu’à ce que tous soient
rassemblés et le détectent. Une fois tous les agents rassemblés, ils peuvent communiquer et se
coordonner pour une autre tâche.

Cette thèse s’intéresse à la faisabilité et à l’efficience du rassemblement, en particulier face à
deux difficultés majeures: l’asynchronie et l’occurrence de fautes Byzantines. Dans un contexte
asynchrone, les agents n’ont aucun contrôle sur leur vitesse, qui peut varier arbitrairement et
indépendamment des autres. Se coordonner est alors un défi. Quand une partie des agents
subit des fautes Byzantines, on peut considérer ces agents comme malicieux, se fondant parmi
les autres (bons) agents pour les induire en erreur et empêcher que le rassemblement ait lieu.





Abstract

Distributed systems are a theoretical model with a huge application field. It can represent
a multitude of systems in which several autonomous entities cooperate to achieve a common
task. The applications range from computer science related ones like processes sharing memory
inside a computer, computers exchanging messages, and cohorts of robots to understanding
social animals behavior.

When the entities involved are able to move spontaneously, they are called mobile agents,
and one of the most studied problems regarding mobile agents is gathering. The mobile agents
are spread in an unknown environment, with no a priori information about the others and
without the ability to communicate with other agents, unless colocated. Each of them gradually
discovers its surroundings, meets some other agents, coordinates with them, until all agents are
gathered and detect it. Once all agents gathered, they can communicate and coordinate for
some future task.

This thesis addresses the feasibility and complexity of gathering, in particular when facing
two major difficulties: asynchrony and occurrence of Byzantine faults. When tackling the former,
the agents have no control over their speed, which can vary arbitrarily and independently from
each other. This makes coordination more challenging. When facing the latter, some of the
agents are Byzantine, they can be viewed as malicious and using the difficulty to distinguish
them from other (good) agents to try to prevent the gathering.
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Introduction

Contents
1.1 Context and State of the Art . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Distributed Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Related Research Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 The Tasks and Model Considered throughout this Thesis . . . . . . . . 2
1.1.4 Another Model: Look-Compute-Move Robots . . . . . . . . . . . . . . . 8

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1 Context and State of the Art

1.1.1 Distributed Systems

This thesis studies systems composed of multiple autonomous computing entities. A same
algorithm is executed locally by each entity of the system. Locality refers to the knowledge of
the system each agent has a priori: it is partial and only related to what is close (either just
spatially or according to other metrics) to the entity itself. Such systems are called distributed.

The area of computer science dedicated to their study is called distributed systems. The
challenge in the latter lies in the cooperation between the entities in constrained environments.
The motivation for studying such systems is twofold.

First, assigning some tasks to a team of entities instead of only one entity may result in
several improvements, even if the replacements are weaker, in terms of complexity and fault
tolerance. The time required to achieve the task may be reduced once the latter is split between
the entities. Moreover, the more entities there are in the team, the less impact the crash of one
entity may have on the success of the task. In particular, a task assigned to only one entity may
fail as early as it is subject to any fault.

Furthermore, there are several practical scenarios involving multiple entities for which distri-
buted systems may provide good models. There are instances related to computer science such
as processes sharing memory on a same computer, or computers linked by a communication
network. Other instances involve robots spread in some area to explore it, or to form successive
patterns for entertainment purposes. But such scenarios do not necessarily involve technology.
Animals exhibiting social behavior from ants to humans have been cooperating for centuries.

This variety of applications explains the variety of model variants found in the distributed
systems literature. One variant differs from another in particular by the nature of the environment
(e.g., discrete or continuous) and the abilities of the entities (e.g., communication and perception).
A simple change from one variant to another may result in deep modifications of the approaches
and results. This motivates research for reductions between model variants [10, 34].

Among this variety of distributed systems, this thesis studies those made of mobile entities
i.e., able to spontaneously move in their environment. These systems are sometimes called mobile
distributed systems. They mainly model both teams of mobile robots, and software agents, that
are mobile pieces of software that travel in a communication network to perform maintenance of
its components or to collect data distributed in nodes of the network [75]. The most studied tasks
involving mobile entities are pattern formation (i.e., reaching positions which draw some input
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Part , Chapter 1 – Introduction

pattern) [36, 58, 100], exploration (i.e., visiting every location of the environment or finding
some target) [74, 92], gathering (i.e., from distant locations, gathering at a same location), and
scattering (i.e., from a same location, spreading in the environment) [15].

1.1.2 Related Research Fields

Before giving more details about the distributed systems of mobile entities and the tasks
considered in this thesis, it is worth noticing that other fields address the interactions of several
autonomous entities and taking a look at the relationship between them, computer science and
distributed systems.

The entities considered in game theory [95] are rational decision makers involved as players
in mathematical models called games. The most notorious applications of this field concern
economics, but game theory also influences computer science and distributed systems [68].
Interestingly enough, the first mention of the gathering is attributed to a book authored by
Thomas Schelling [97]. This book mostly addresses game theory but the author illustrates his
point with the task of gathering which appears under the name of rendezvous and praises it as
a candidate for epitomizing tacit coordination i.e., without means of communication.

In particular, Thomas Schelling makes use of the following instance. A couple lost each
other, without any prior understanding on where to meet if they get separated. They are very
likely to think of an “obvious” focal point, where they will meet. The author emphasizes the
need not only to predict where the other will go, since the other will go where he predicts the
first to go, but answer the following question. “What would I do if I were she wondering what
she would do if she were I wondering what I would do if I were she . . . ?” According to the
author, “they must mutually recognize some unique signal that coordinates their expectations
of each other”.

The latter explanations by Schelling highlight the importance of knowledge and of its sharing.
This makes the study of knowledge, epistemology another area related to game theory and
distributed systems.

In particular, the requirement from the above instance, for the couple to find each other
could be formulated using the notions and model introduced by Fagin and his coauthors in their
book [57]. The main of these notions is called “common knowledge”.

The authors explain: “When Alice tells Bob “Let us meet tomorrow as usual”, the meeting
place and hour have to be common knowledge. This means that not only do Alice and Bob have
to know the meeting place and hour, but Alice must know that Bob knows to be sure he will
give a reasonable answer, and Bob must know that Alice knows that Bob knows for him to be
sure that she will correctly understand his answer, and so on ad infinitum.”

The focus of Fagin and his coauthors is on understanding the process of reasoning about
knowledge in a group and using this knowledge to analyze complicated systems. They introduce
a formal semantic model for knowledge, and a language for reasoning about knowledge. The
basic idea underlying the model is that of possible worlds. The intuition is that if an entity
does not have complete knowledge about the world, it will consider a number of worlds possible.
These are its candidates for the way the world actually is.

1.1.3 The Tasks and Model Considered throughout this Thesis

The rest of this introduction focuses on the mobile distributed systems. More precisely, the
current section addresses the task considered in this thesis: gathering (described in Section 1.1.3.1).
The main features of the model in which the latter is investigated are discussed in Section 1.1.3.2.
Section 1.1.3.3 gives some insight about this task by presenting reductions to related tasks whose
state of art is presented in Sections 1.1.3.4 to 1.1.3.7.

2



1.1. Context and State of the Art

1.1.3.1 Studied Task: Gathering

Among the aforementioned tasks involving mobile entities, hereafter called mobile agents,
this thesis addresses the one known as gathering. It is studied as a good candidate for epitomizing
coordination without prior agreement in spite of locality. When considering this task, locality
refers in particular to the different (initial) positions of the agents, and their limited range of
vision and communication. The mobile agents are spread in an unknown environment, with no a
priori information about the others (neither their number, nor their positions . . . ), and without
the ability to communicate which other agents, unless collocated. Each of them can see what
is close to it, and has to move to gradually discover its surroundings. Little by little, it meets
some other agents, coordinates with them, until all agents are gathered and detect it.

The second requirement, the detection of termination, is not trivial to meet. In some cases,
the agents may be unable to declare that the gathering is achieved, the first time this occurs.
Some other agents may still be somewhere else, looking for their peers. It is necessary that the
algorithm the agents execute ensures that, at some point, this cannot be the case anymore. The
mobile agents may have to spread once gathered, if they are not sure that it is the case, and
gathering may be achieved several times, before the agents are able to detect it.

1.1.3.2 Key Features of the Model

As mentioned in Section 1.1.1, distributed systems have a wide application field. This
explains the great variety of ways gathering is addressed in the literature. Indeed, there are
a lot of different model variants generated by the combinations possible to make e.g., by playing
on the environment in which the agents are supposed to evolve, or the ability to perceive their
environment, communicate with their peers, or leave some traces in the visited locations.

In spite of this variety of assumptions, most approaches share several features. First of all,
Alpern [7] explains that they differ from the illustration of Schelling (refer to Section 1.1.2) in
that the task is not seen as a one shot tacit attempt to agree on some focal point, which may
either fail or succeed. On the contrary, the solutions presented are dynamic: the players keep
trying to meet until succeeding, and the region in which the agents evolve is assumed to be
symmetric which prevents common focal points to be determined. Formalizing this symmetry
assumption is the aim of some articles [6]. In other words, if some focal point exists, gathering
is reducible to exploration: it is enough that each agent visits the whole environment to find a
focal point which will be unambiguously recognized by its peers.

This symmetry however has a major drawback. If all agents are anonymous i.e., without any
kind of identifier, then they may be unable to meet deterministically due to symmetry. This
occurs for instance between two agents in a ring shaped network. Since they execute the same
deterministic algorithm with the same input, they make the same choices, move to same looking
places concurrently, the distance between them does not change, and so on. For this reason, it
is often assumed that each agent is given a positive integer called label, which can be viewed as
an identifier, an input for the algorithm, allowing the behaviors of any two agents to eventually
differ.

Another feature of the model needs to be explained to understand the state of art about the
gathering. Indeed, even when all agents move at the same constant speed i.e., in synchronous
settings, all agents are not assumed to start executing the algorithm at the same time. They are
all assumed to be initially dormant, idle, unaware of their environment and to wake up at some
point to start executing the algorithm. In some articles, the event which triggers this waking
up is completely external. In others, some agents are woken up by some external signal, but the
others can be woken up when some non-dormant agent is close enough to them.

Two kinds of environments are assumed throughout the literature: a continuous one, the
plane and a discrete one, the graphs. In the literature, the discrete environment is the most
studied one. Sections 1.1.3.5 and 1.1.3.6 focus on the state of the art in graphs while Section 1.1.3.7

3
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addresses the state of art in the plane.

1.1.3.3 Reductions to Rendezvous and Treasure Hunt

Once all agents gathered, they can communicate and coordinate for some future task. For
this reason, the task of gathering can be viewed as a building block allowing to perform more
complex tasks. However, gathering algorithms are themselves often built upon other building
blocks, thanks to reductions to simpler versions of this task.

The particular case of the gathering in which there are precisely two agents is often referred
to as rendezvous, although this name designates gathering in some articles and books. When
considering this task, detecting an occurrence of the meeting, and declaring that the rendezvous
is achieved is not a real issue. Indeed, it is enough for each agent to notice the other one: since
their algorithm is designed for rendezvous, there is no other agent they have to wait or look for
together.

It is known [77] that a rendezvous algorithm can be built upon to gather an arbitrary number
of agents. The strategy to do so consists in “sticking the agents together” whenever they meet.
After some agents meet, they can communicate and choose one of them as a leader, and all
continue the rendezvous algorithm of this leader, as if there had been no rendezvous. However, it
is worth noticing that although this strategy ensures gathering, detecting its occurrence requires
some other tool.

In a similar manner, the treasure hunt task can be viewed as a variant of the rendezvous
studied to derive results for the latter. The treasure hunt involves one agent and one treasure.
It is achieved when the agent discovers the treasure i.e., when it is close enough to it. The
treasure can be viewed as a second mobile agent, either waiting or made somehow very slow.
Thus, the strategy known as “wait for mummy” [7, 98] builds upon a treasure hunt algorithm to
solve the rendezvous as follows. Among the two agents, one waits while the other one executes
the treasure hunt algorithm. Unfortunately, it is not that easy for two agents too far away
from each other to communicate, without prior agreement, to coordinate and choose which will
act as the treasure hunter (or mummy) and which will act as the treasure (or child). Hence,
the rendezvous algorithms [48] are often built as a sequence of attempts, such that during each
attempt, each agent chooses one of the two roles. Most attempts fail because the two agents
choose the same role, but the algorithms ensure some eventual attempt during which the agents
play different roles.

Besides the aforementioned lack regarding the detection of an occurrence of the gathering,
it should be highlighted that these two reductions are not valid in every model considered in the
literature. For instance, if the agents were unable to communicate, it is unlikely that they could
use the “stick together” strategy. Moreover, if the two agents performed the attempts mentioned
in the previous paragraph at different or even varying speeds, ensuring some eventual attempt
performed concurrently, during which they play different roles requires more involved techniques.

The next sections focus on the state of the art for these three tasks, starting with the simplest
of them: treasure hunt (Section 1.1.3.4).

1.1.3.4 State of the Art for Treasure Hunt

When designing a treasure hunt algorithm, the goal is often to propose a solution which is
not only asymptotically optimal but whose competitive ratio is optimal. The competitive ratio
of an algorithm is the ratio of the distance which would be traveled by an optimal algorithm
if the agent knew the position of the treasure from the beginning, over the distance which is
traveled in the worst case by the algorithm (when the agent does not know this position). It
can be thought of as a measurement of the detour implied by the absence of knowledge of the
position of the treasure.

4
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An early paper [17] shows that the best competitive ratio for deterministic treasure hunt on
a line is 9. This is often referred to as the cow path. The optimal competitive ratio is obtained
by a doubling zigzag strategy: go left at distance 1, then right at distance 2, left at distance 4,
and so on. In [47] the authors generalized it, considering a model where, in addition to travel
length, the cost includes a payment for every turn of the agent. Searching on a line has been
generalized to searching from the center of a star [71].

When generalizing to treasure hunt in the plane, it is not asked that the agent reaches the
exact position of the treasure (as it is the case on the line), but that it reaches a position whose
distance to the treasure is at most some constant, which can be viewed as a range of detection
of the agent. It can be proved that treasure hunt in the plane requires to travel a distance
belonging to Θ(∆2), where ∆ denotes the initial distance between the agent and the treasure.
Indeed, by following a spiral from its original location, the mobile agent can search the disc
containing every point at distance at most ∆ (without knowing this value). Moreover, unless it
searches this disc, there are points it does not see, and in which the treasure can lie. In order to
circumvent this bound, some additional information can be initially provided to the agent. In
particular, it is shown that a priori knowing a line on which the treasure lies enables to reach a
lower complexity than a priori knowing the distance to it [11]. This leads to the idea of searching
for a line in the plane [81], or in an arrangement of lines (partition of the plane formed by a
collection of lines) [30]. Furthermore, when the target is a point, some work is dedicated to
the scenario when finding the treasure means reaching a point p such that the treasure lies on
the segment between the initial position of the agent o and p (instead of reaching a point from
which the treasure is within some range). For this scenario, the optimal competitive ratio of
approximately 17.289 is obtained by following the logarithmic spiral [70, 80].

A possible generalization of treasure hunt consists in considering several pursuers either
competing [99] or cooperating to find the target [65]. In the latter settings, spiral search is still
at the root of the approaches, except if the memory of the agents is bounded, in which case
other approaches are needed [56, 82].

The scenario in which the target is mobile and tries to escape from its pursuers has also been
investigated. The tasks consisting in finding it are often referred to as pursuit-evasion games [18,
35] which can be viewed as opposing two players the pursuers and the target. One of the most
basic ones is known as the cops and robbers game. The cops win the game if they can move
onto the robbers vertex. Cops and robbers move along the graph edges in turns. In Parson’s
game, the evader is considered as arbitrarily faster than the pursuers. They have to surround
it in order to catch it. In these games two main questions are investigated. Given a graph, how
many pursuers are needed to catch the evaders regardless of the initial positions? What is the
class of graphs with a given number as answer to the previous question?

1.1.3.5 State of the Art for Deterministic Rendezvous in Networks Modeled as
Finite Graphs

For deterministic rendezvous in networks modeled as graphs [94], attention concentrates on
the study of the feasibility of rendezvous, and on the time required to achieve this task, when
feasible. This task has been considered in the literature under two alternative scenarios: weak
and strong. Under the weak scenario [43, 52, 86], agents may meet either at a node or inside an
edge. Under the strong scenario [48, 77, 98], they have to meet at a node, and they do not even
notice meetings inside an edge. Each of these scenarios is appropriate in different applications.
The weak scenario is suitable for physical robots in a network of corridors, while the strong
scenario is needed for software agents in computer networks.

Rendezvous algorithms under the strong scenario are known for synchronous agents, where
time is slotted in rounds, and in each round each agent can either wait at a node or move to
an adjacent node. Thus, in synchronous settings, the strong scenario is implicitly considered.
One of earliest algorithms for rendezvous in synchronous settings [48] guarantees a meeting of
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the two involved agents after a number of rounds that is polynomial in the size n of the graph,
the length |`min| of the shortest of the two labels and the time interval θ between their wake-up
times. As an open problem, the authors asked whether it was possible to obtain a polynomial
algorithm to this task which would be independent of θ. A positive answer to this question was
given independently in two articles [77, 98]. To do so, one of them [98] explicitly builds upon a
treasure hunt algorithm.

While these algorithms ensure rendezvous in polynomial duration (i.e., a polynomial number
of rounds), they also ensure it at polynomial cost because the cost of a rendezvous protocol in a
graph is the number of edges traversed by the agents until they meet and each agent can make
at most one edge traversal per round. Note that despite the fact a polynomial duration implies
a polynomial cost in this context, the reciprocal is not always true as the agents can have very
long waiting periods, sometimes interrupted by a movement. Thus these parameters of cost and
time are not always linked to each other. This was highlighted in [89] where the authors studied
the trade-offs between cost and time for the deterministic rendezvous task.

More recently, some efforts have been dedicated to analyze the impact on time complexity of
rendezvous when in every round the agents are provided some pieces of information by making
a query to some device or some oracle [45, 88]. Along with the work aiming at optimizing the
parameters of duration and/or cost of rendezvous, some other work have examined the amount
of memory required to achieve the task in trees [63, 64] and arbitrary finite graphs [42]. The
task has been approached in a fault-prone framework [33], in which the adversary can delay
an agent for a finite number of rounds, each time it wants to traverse an edge of the network.
Furthermore, some articles assume that the agents are equipped with tokens used to mark nodes
[16, 79].

Apart from the synchronous scenario, the academic literature also contains several studies
focusing on a scenario in which the agents move at constant speed, which are different from
each other, or even move asynchronously. In asynchronous settings, each agent decides to which
neighbor it wants to move but the adversary totally controls the walk of each agent and can
arbitrarily vary its speed.

The scenario of possibly different fixed speeds of the agents is considered in several articles
[78] and in this scenario, only weak rendezvous is ensured. However, it is not known whether
strong rendezvous is possible in these settings.

Several authors investigated asynchronous rendezvous in network environments [43, 52, 86].
Under this assumption, rendezvous under the strong scenario cannot be guaranteed even in very
simple graphs, and hence the rendezvous requirement is weakened by considering the scenario
called weak in the present thesis. In the earliest study of this task [86], the authors investigated
the cost of rendezvous for both infinite and finite graphs. In the former case, the graph is
reduced to the (infinite) line and bounds are given depending on whether the agents know the
initial distance between them or not. In the latter case (finite graphs), similar bounds are
given for ring shaped networks. They also proposed a rendezvous algorithm for arbitrary graphs
provided the agents initially know an upper bound on the size of the graph. This assumption was
subsequently removed [43]. However, in these studies, the cost of rendezvous was exponential in
the size of the graph. A third article [52] presented the first rendezvous algorithm working for
arbitrary finite connected graphs at cost polynomial in the size of the graph and in the length
of the shortest label.

1.1.3.6 State of the Art for Gathering in Networks Modeled as Graphs

Rendezvous is much more studied than gathering. This is partly due to the fact that
gathering can be obtained thanks to a rendezvous algorithm by applying the “stick together”
strategy as described in Section 1.1.3.3. However, the task of gathering has been studied when
sticking together is not that easy.

This is the case when the agents are anonymous [50]. However, in this case, as explained in
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Section 1.1.3.2, there are initial positions of the agents which are not gatherable i.e., from which
no deterministic algorithm can achieve gathering due to symmetry. The authors characterize
the gatherable positions and provided two gathering algorithms for every gatherable position.

More precisely, the characterization of gatherable positions relies on the notion of view of a
node v in the graph G. Intuitively, this is the view that an agent at v would have if it looked
at the whole graph from v. More formally, it is a infinite tree rooted at v and such that the
children of any node u in the tree are all its neighbors in G but its father in the tree. This
notion well captures symmetry in graphs since two nodes having different views can be thought
as not symmetrical.

Apart from this interesting characterization, the two algorithms show an interesting trade-
off. The first algorithm relies on the knowledge by every agent of a polynomial upper bound on
the number of nodes in the graph and ensures detection of termination. On the contrary, the
authors show that no algorithm can ensure gathering with detection of termination without this
information and their second algorithm does not require any additional information but does
not detect termination. The agents eventually stop but do not know whether there are other
agents.

Another case in which the “stick together” strategy cannot be easily applied occurs when
some of the agents are Byzantine i.e., prone to Byzantine faults. First introduced at the
beginning of the 80s [93], a Byzantine fault is an arbitrary fault occurring in an unpredictable
way during the execution of a protocol. Due to its arbitrary nature, such a fault is considered
as the worst fault that can occur. Byzantine faults have been extensively studied for “classical”
networks i.e., in which the agents are fixed nodes of the graph [14, 85].

When some agents are Byzantine, gathering all agents, including the Byzantine ones, can
not be ensured because the Byzantine agents may never be with the other agents, called good,
or may declare that the gathering is achieved at any time. Thus, the task known as Byzantine
gathering is considered instead. It consists in gathering all good agents, and having them all
declare that the gathering is achieved, in the presence of f Byzantine agents.

The latter task is introduced [51] via the following question: what is the minimum numberM
of good agents that guarantees Byzantine gathering in all graphs of size n? The authors provided
several answers to this problem by firstly considering a relaxed variant, in which the Byzantine
agents cannot lie about their labels, and then by considering a harsher form in which Byzantine
agents can lie about their identities. For the relaxed variant, it is proved that the minimum
number M of good agents that guarantees Byzantine gathering is precisely 1 when the each
agent knows both n and f and f + 2 when each agent knows f only. The proof that both these
values are enough, relies on polynomial algorithms using a mechanism of blacklists that are,
informally speaking, lists of labels corresponding to agents having exhibited an “inconsistent”
behavior. Of course, such blacklists cannot be used when the Byzantine agents can change their
labels and in particular steal the identities of good agents. The authors also give, for the harsher
form of byzantine gathering, a lower bound of f + 1 (resp. f + 2) on M and a deterministic
gathering algorithm requiring at least 2f +1 (resp. 4f +2) good agents, when each agent knows
both n and f (resp. when it knows f only). Both these algorithms have a huge complexity as
they are exponential in n and `max, where `max is the largest label of a good agent evolving in
the graph.

Some advances are subsequently made [23], via the design of two algorithms, one for each
case, that work with a number of good agents that perfectly matches the lower bounds of f + 1
and f + 2 shown in the first article. However, these algorithms also suffer from a complexity
that is exponential in n and `max.

1.1.3.7 State of the Art for Rendezvous and Gathering in the Plane

A good starting point for presenting the state of art of rendezvous and gathering in the
plane is paradoxically the article [43] which shows that asynchronous rendezvous (bringing two
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asynchronous agents at the exact same point) in the plane is impossible. This leads the authors
to introducing the task of approximate rendezvous (also known as approach), which considers
two agents with some constant range of vision and consists in bringing them not to the same
position but within each other’s range. This article also provides the first algorithm ensuring
asynchronous approach of two agents in the plane. To provide the latter, the authors discretize
the plane into an infinite graph: the task of approach is reduced to that of rendezvous in an
infinite graph. Unfortunately, the cost of their algorithm is super-exponential.

The rest of the state of art in the plane can be viewed as successive attempts to improve on
this result. The same reduction to asynchronous rendezvous in infinite graphs such as the infinite
grid i.e., the infinite graph in which each node has degree 4, is used. However, no algorithm
achieving approach, with a cost polynomial in the initial distance ∆ between the agents and the
length of the smallest label, in asynchronous settings, without providing additional information
to the agents, has been proposed yet.

A first article restricts asynchrony to a model in which each agent is given a constant speed at
which it travels during the whole execution [49]. It is also worth mentioning an algorithm whose
cost is polynomial in ∆ but which relies on the assumption that the agents are location aware [13,
40]: each agent knows the coordinates of its initial position in some common coordinate system.
This hypothesis enables the authors not only to reach polynomiality but also a fine-grained
complexity since their cost belongs to O(∆2 log(∆)).

1.1.4 Another Model: Look-Compute-Move Robots

The previous section focuses on the literature which, because it addresses the gathering task
in a similar model, is the closest to this thesis. However, mobile distributed systems have been
considered in other models and other tasks have been studied. A comprehensive book about
mobile distributed systems, the various model variants in which they are considered, the results
in gathering and several other tasks appeared shortly before the writing of this thesis [59]. The
authors are among the leading figures of this area of research. The model which is the most
investigated both in the latter book, and in literature is called Look-Compute-Move robots [58,
100].

In this model, the execution of its algorithm by each robot can be viewed as a cycle of
three phases namely Look, Compute and Move. During the first one, the robot observes its
environment, taking a snapshot. Then, it executes its algorithm to compute its next position.
Lastly, it moves to the chosen location. Even though this three phases cycle does not really
differ from the model described in this thesis and can be viewed as a low level description of the
execution of their algorithm by the mobile agents assumed in this thesis, it is often associated
with a set of abilities different from the one considered in this thesis. More precisely, these
Look-Compute-Move robots are often assumed to be anonymous i.e., have no kind of identifier
and oblivious i.e., forget previous observations and computations, but to take snapshots of the
whole environment, including the positions of the others. In such a context locality refers to the
possibly different coordinate systems the robots have. Some agreement is often reached thanks
to geometric properties of the set of positions, independent from the local coordinate systems
such as the smallest enclosing circle [31].

Since the introduction of this model [100], pattern formation in the plane has been the most
studied task in these settings [36, 58, 103]. The input for this task is common to all robots: the
pattern to draw. The task is considered completed whenever the robots have reached positions
whose relative positions are the same as those of the points in the input pattern, regardless of
enlargements, rotations. . .

Failing to give as much insight about the literature on Look-Compute-Move robots as the
recent book [59], this section aims at giving pointers to some of the reasearch directions of
the state of the art related to the gathering of Look-Compute-Move robots. The synchronous
gathering of robots has been addressed assuming the occurrence of several kinds of faults
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(crash, Byzantine faults, and self-stabilization) [2, 46, 53]. Asynchronous rendezvous and
gathering of robots have been considered both in graphs [44, 67] and in the plane [37]. Another
article [69] studies the impact of the differences between the coordinate systems of the robots
(somehow the impact of locality) on the feasibility of gathering in synchronous and asynchronous
settings. Several other studies of the latter case investigate different sets of assumptions including
inaccuracy in perception and movement [39], restricted visibility [60], occurrence of faults [2,
41, 46], or pay attention to avoiding collisions [91]. In the Look-Compute-Move model, since
robots take snapshots of the whole system, the set of positions of the agents can be viewed as
a memory in which they write by moving and read with these snapshots. This in particular
permits to establish an equivalence between gathering in a variant of the Look-Compute-Move
model, and consensus between processes sharing memory [4]. The latter task is the most studied
in distributed systems. Each process is given a binary input and they have to agree in finite
time on one of the inputs.

1.2 Contributions

This section presents the contributions of this thesis, lists the publications in which they
resulted, and mentions some results obtained when the author was a Master student.

Strong rendezvous in finite graphs. As explained in Section 1.1.3.5, rendezvous algorithms
under the strong scenario are known for synchronous agents in finite graphs [48, 77, 98]. For
asynchronous agents, rendezvous under the strong scenario is impossible even in the two-node
graph, and hence only algorithms under the weak scenario were constructed [52]. Chapter 3
shows that rendezvous under the strong scenario is possible in finite graphs for agents with
asynchrony restricted in the following way: agents have the same measure of time but the
adversary can impose, for each agent and each edge, the speed of traversing this edge by this
agent. The speeds may be different for different edges and different agents but all traversals of a
given edge by a given agent have to be at the same imposed speed. A deterministic rendezvous
algorithm is presented for such agents, working in time polynomial in the size of the graph, in
the length of the smaller label, and in the largest edge traversal duration.

Asynchronous approach in the plane. The literature considering the problem of asynchro-
nous approach [13, 40, 43, 49] has left open the following question. Let ∆ and |`min| be the
initial distance separating the agents and the length of (the binary representation of) the shortest
label, respectively. Assuming that ∆ and |`min| are unknown to the agents, does there exist a
deterministic approach algorithm always working at a cost that is polynomial in ∆ and |`min|?
Chapter 4 provides a positive answer to this question. More precisely, it shows an asynchronous
weak rendezvous algorithm in the infinite grid whose cost is polynomial in the initial Manhattan
distance D between the agents and in |`min|. The existence of the latter, thanks to a reduction
from asynchronous approach to asynchronous weak rendezvous in the infinite grid, implies the
existence of the desired algorithm.

Byzantine gathering in finite graphs. Chapter 5 addresses Byzantine gathering in finite
graphs, and in synchronous settings. In literature, the existing algorithms for this problem
all have an exponential time complexity in the number n of nodes and the labels of the good
agents. The contributions presented in Chapter 5 include a deterministic algorithm of polynomial
complexity in n and |`min|, provided the number of good agents is at least some prescribed value
quadratic in the number of Byzantine agents. This requires that all good agents are initially
given a same advice that can be coded in O(log log logn) bits: this size is shown to be of optimal
order of magnitude to obtain the aforementioned result.
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Treasure hunt in the plane with angular hints. Chapter 6 addresses the problem of
treasure hunt in the plane. More precisely, since it is well known that without any hint the
optimal (worst case) cost belongs to Θ(∆2), with ∆ the initial distance between the agent and
the treasure, Chapter 6 investigates the question of how some additional information about the
position of the agent can permit to lower the cost of finding the treasure, using a deterministic
algorithm. This additional information takes the form of hints obtained in the beginning and
after each move. Each hint consists of a positive angle smaller than 2π whose vertex is at the
current position of the agent and within which the treasure is contained.

Three cases are studied depending on the measures of the angles given as hints. If all angles
are at most π, then the cost can be lowered to O(∆), which is optimal. If all angles are at most
β, where β < 2π is a constant unknown to the agent, then the cost is at most O(∆2−ε), for some
ε > 0. For both these positive results, Chapter 6 presents deterministic algorithms achieving
the above costs. Finally, if angles given as hints can be arbitrary, smaller than 2π, then it is
proved that cost Θ(∆2) cannot be beaten.

Publications. The contributions of Chapters 4, 5, and 6 have been published in the
proceedings of International Symposium on Distributed Computing 2017 [19], International
Colloquium on Automata, Languages, and Programming 2018 [25], and International Symposium
on Algorithms and Computation 2018 [26] respectively. The strong rendezvous algorithm of
Chapter 3 has been published in Information Processing Letters [27].

A complete version of the results regarding asynchronous approach of Chapter 4 has been
published in Distributed Computing [21].

Lastly, the results of chapters 4 and 6 have also given rise to publications in the proceedings
of rencontres francophones sur les Aspects Algorithmiques des Telecommunications, in 2018 and
2019 respectively [20, 28]. The latter was nominated for the Best Student Paper Award.

Preliminary results. Regarding Byzantine gathering in finite graphs, an article [23]
mentioned in the state of the art presents results obtained while the author was a Master
student. This contribution completes the partial answer brought by the article which introduced
Byzantine gathering [51] to the question it asks and leaves partially open: what is the minimum
number M of good agents that guarantees Byzantine gathering in all graphs of size n? Thus,
Chapter 5 is a continuation of this work, trying to improve on its lacks.

These results have been published in the proceedings of the International Colloquium on
Structural Information and Communication Complexity 2015 [22], and in Distributed Computing
[23], and earned the Best Student Paper Award of rencontres francophones sur les Aspects
Algorithmiques des Télécommunications 2018 [24].

10



Chapter 2

Model
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Although mobile agents are considered throughout this thesis, each contribution considers
a specific model variant by playing in particular on the speeds of the agents and the space in
which they move.

Chapters 3, 4 and 5 in particular differ by the speeds at which the agents move. In the
latter chapter, the agents are synchronous i.e., time is slotted in rounds, and in each round each
mobile agent executing the algorithm either makes one move or waits. In Chapter 3, for each
agent A, and for each edge e, there is a duration t such that crossing e always takes t rounds
to A. Lastly, in Chapter 4, the agents are assumed to move asynchronously. This in particular
means that a given agent can spend different amounts of time to cross a same edge at different
times.

Regarding the space in which the agents move, Chapters 3 and 5 consider arbitrary finite
graphs, while Chapters 4 and 6 assume that the agents move in the Euclidean plane.

Furthermore, Chapter 5 addresses a fault-tolerant variant of the gathering, in which some
agents are subject to Byzantine faults. Lastly, Chapters 5 and 6 assume that the agents are
provided some additional information, in two different forms.

This chapter tries to state the features shared by all contributions in a generic way, while
permitting each chapter to easily derive the precise model variant it considers. However,
although rather generic, these definitions are not claimed to be suitable for all studies of mobile
entities e.g., the Look-Compute-Move robots. They are written with the only goal to define the
model shared by all contributions of this thesis. The statement of this shared model starts with
the following definitions of mobile agent and mobile agent algorithm.

Definition 2.1 (Mobile agent). A mobile agent is a computing entity with unbounded memory
able to spontaneously wait, move, observe its environment and communicate with its peers.

Definition 2.2 (Mobile agent algorithm). A mobile agent algorithm is a sequence of instructions
which can be either classical computing ones, or instructions making use of the abilities of a
mobile agent i.e., waiting some prescribed amount of time, moving in some prescribed direction,
or assigning some information obtained through environment observation or communication to
some variable. It requires one positive integer input called label.

For simplicity, since it focuses on mobile agents algorithms, in this thesis, mobile agent
algorithms are often referred to as algorithms. Definition 2.2 does not specify the input and
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effects of the instructions which can compose a mobile agent algorithm. These explanations are
given in Section 2.2, which explains how the execution of an algorithm by a distributed system
of mobile agents occurs. To this end, it relies on the definitions of Section 2.1 related to the
environment in which the agents move. Section 2.3 builds on the two previous ones to state the
task of gathering and explain how the efficiency of a mobile agent algorithm is measured. Lastly,
Section 2.4 describes some notations used throughout the rest of the thesis. Among them, one
is needed in the definitions of the following sections. Throughout this chapter, the cardinality
of any set S is denoted by |S|.

2.1 The Environment of the Mobile Agents

This section is dedicated to defining the elements which compose any environment in which
the mobile agents move and interact, and stating some of the environments considered in this
thesis. The main definitions of this section are those of environment and model variant, in
Section 2.1.3. They rely on the definitions of timeline and space defined in Sections 2.1.1
and 2.1.2, respectively.

2.1.1 Modeling Time

In synchronous settings, time is regarded as discrete while in asynchronous ones, it is regarded
as continuous. To define the flow of time independently of this, the following definition of a
timeline is needed.

Definition 2.3 (Timeline and time). A timeline is a linearly bi-ordered group (T,+). Every
element of T is called time.

Two different timelines are defined: the discrete and continuous ones, on which rely in
particular the synchronous and asynchronous settings, respectively.

Definition 2.4 (Discrete timeline). The discrete timeline consists of the set Z of the integers,
together with its addition.

Definition 2.5 (Continuous timeline). The continuous timeline consists of the set R of the real
numbers, together with its addition.

In synchronous settings, the timeline which is used is the discrete one. In these settings,
instead of time, the terms round or number of rounds are used to designate the elements of the
timeline.

2.1.2 Modeling Space

Besides the timeline, defining the environment of the mobile agents requires to state the set
of positions between which they move, the destinations available from each of them, etc. This
is the subject of the following definition.

Definition 2.6 (Space, position, direction, destination and range). A space s is defined by
a 6-tuple (P,Z,Q, d, c, r). Its three first components P , Z, and Q ⊆ P × Z are sets. The
last component, r, is a reflexive and symmetric relation over P . Moreover, d and c are two
applications from Q, to the sets P and R, respectively. The elements of P and Z are called
positions and directions, respectively. For every position p1, the sets {p2 ∈ P |p1rp2} and {z ∈
Z|(p1, z) ∈ Q} are called the range of p1 and the directions available at this position. Lastly, if
d(p1, b1) = p2, then p2 is called the destination of the move from p1 with direction b1.
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The previous definition relies on several elements whose utility has not been explained yet.
Each of them is needed to explain how each mobile agent interacts with any space. In particular,
they represent, given a current position, the set of positions to which it is possible to move, the
set of positions such that it is possible to communicate which other agents in them, the cost
(may model some fuel, and allows to compare the efficiency of two algorithms) of a move. This
is further explained in Section 2.2, in particular by Definitions 2.20 and 2.23.

The following definitions describe the spaces considered in this thesis. The first presented
ones are discrete: the graphs.

Definition 2.7 (Port labeled graph). A port labeled graph is a space (P,Z,Q, d, c, r) verifying
the following properties. Denote by E the set {(p1, p2)|(p1 ∈ P ) ∩ (∃z ∈ Z, d(p1, z) = p2)}. The
couple (P,E) is a simple, loopless, undirected, and connected graph (classical meaning). The
relation r is defined by the set {(u, u)|u ∈ V }. For every (u, z) ∈ Q, c(u, z) = 1.

In other words, a port labeled graph is a space verifying notably: its positions are the nodes
of a simple, undirected, and connected graph and it is possible to move from a position to
another if and only there is an edge between the corresponding nodes. When considering a port
labeled graph, the vocabulary related to classical graphs (e.g., nodes, edges, degree) is used to
ease various statements. For instance, every position is also called node or vertex. Every pair of
positions {u, v} such that there exists z ∈ Z such that d(u, z) = v is called edge, and for every
position u, the number of elements z of Z such that (u, z) ∈ Q is called the degree of u.

Furthermore, if there exist u, v, and z1 such that d(u, z1) = v, then z1 is called the port
label of edge {u, v} at u, and the set of all z2 ∈ Z such that (u, z2) ∈ Q, is called the set of port
labels at u.

Definition 2.8 (Finite graph). Every finite graph is a port labeled graph whose set of vertices
is finite and whose set of directions is N. Moreover, the set of the port labels at every node v
with degree d is {0, . . . , d− 1}.

Finite graphs are just a subset of the port labeled graphs, whose set of vertices is finite, and
such that each edge incident to a node is given a distinct port label, also called port number,
between 0 and d− 1 with d the degree of the node. Figure 2.1 depicts an example of one finite
graph.

Figure 2.1: Representation of one finite graph. Circles, lines and integers represent the vertices,
the edges, and the port numbers, respectively.
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Definition 2.9 (Infinite grid). The infinite grid is the port labeled graph meeting the following
conditions. Its set of positions is infinite, every node has degree 4, and the set of labels at every
node is {N,E, S,W}. For every edge {u, v}, if its port label at u is N , E, S, or W , then its port
label at v is S, W , N , or E, respectively. Furthermore, for every vertex u, every z1 ∈ {W,E},
and every z2 ∈ {N,S}, d(d(u, z1), z2) = d(d(u, z2), z1).

In other words, the infinite grid is one of the port labeled graphs with an infinite number of
nodes such that each node has four neighbors, one per cardinal point. Figure 2.2 depicts one
part of an infinite grid. The infinite grid is symmetric i.e., for each of its nodes, its neighborhood
is as represented by Figure 2.2.

Figure 2.2: Representation of a part of the infinite grid. Circles, lines and letters represent the
vertices, the edges, and the port labels, respectively.

The Euclidean plane is the other kind of space considered in this thesis. The main difference
between the Euclidean plane and the graphs is related to the set of destinations available at a
given position. While in graphs, this set is restricted to the neighbors of the current position,
in the Euclidean plane, all positions are possible destinations. This space is defined by the
following definition and the latter is illustrated by Figure 2.3.

Definition 2.10 (Euclidean plane). The Euclidean plane is the space (P,Z,Q, d, c, r) defined as
follows. Its sets of positions and directions are the set of points in the classical Euclidean plane
i.e., R2 and R × (−π, π], respectively. Let p1 and p2 be two elements of R2. Let (ρ, θ) be the
polar coordinates of p2 in the system centered at p1. The set Q is equal to P × Z and p1rp2 if
and only if the Euclidean distance between them is at most 1. The image by d and c of (p1, ρ, θ)
are p2 and ρ, respectively.
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Figure 2.3: Illustration of Definition 2.10. The gray area represents the closed disc centered at
p3 with radius 1 which is the set of positions p such that p3rp. The positions p1 and p2 depicted
are such that d(p1, ρ, θ1) = p2, d(p2, ρ, θ2) = p1, c(p1, ρ, θ1) = ρ, and c(p2, ρ, θ2) = ρ.

2.1.3 Defining the Whole Environment

In many studies of distributed systems, the abstract notion of an adversary is used to define
a part of the environment. It encompasses all elements that the algorithm cannot control. The
adversary it said to “choose” some features among sets of candidates. For instance, among a
set of spaces, it chooses the one in which the agents move and interact, among all the positions
of this space, it chooses their initial positions, and for every move, it chooses how much time is
needed to complete it. Thus, an algorithm achieves a task if and only if whichever the choices
of the adversary, the execution of the algorithm in the environment resulting of these choices
indeed verifies the specifications of the task. The adversary is seen as trying to prevent (by its
choices) the task or at least to minimize the efficiency of the algorithm. Often, some constraints
are placed on the sets among which it chooses, it order to consider weaker adversaries and thus
environments in which achieving the desired task is easier.

Although several studies formally define this adversary, and this could be done in this
thesis too, another approach is preferred. The goal is to avoid this idea of choice left to an
abstract entity. Instead, the environment is defined as a tuple including the timeline and space
considered, a set of distinct identifiers called labels for the agents, their initial positions, another
element related to the time at which each agent starts executing the algorithm, and a last
element representing the duration of each move. A model variant is a set of environments, and
an algorithm achieves a given task in a model variant if for every environment of the model
variant, the execution of the algorithm in this environment verifies the specifications of the task.
Somehow, a model variant is the set of environments among which the adversary chooses. Hence,
when viewing the model this way, instead of studying a given adversary or given settings, one
considers a given model variant. For instance, synchronous settings are presented as the model
variant composed of all environments in which the timeline is discrete and the duration of each
move is 1. However, this is just a matter of presentation.

The derivation of this model into the models considered in each contribution consists in
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adding some elements to the environment, and stating the model variant studied.
The following definitions introduce several elements whose role can only be explained when

linking the environment with the mobile agents. Since the mobile agents are at the heart of
this model, all features of the environment only make sense when associated with them. Thus,
further explanations about these elements are given in Section 2.2.

Definition 2.11 (Environment). An environment is a 6-tuple (s, T, L, i, w, g) such that:

• s = (P,Z,Q, d, c, r) is a space.

• T is a timeline.

• L is a set of positive integers.

• i is an application from L to P .

• w is an application from L to T .

• g is an application from T ×Q× L to the set T>0 of the positive elements of T .

Based on the previous definition, it is possible to propose a formal definition for a model
variant, as a set of environments.

Definition 2.12 (Model variant). A model variant is a set of environments.

2.2 Execution of an Algorithm by a Distributed System of Mobile
Agents

Two kinds of elements are needed to define the execution of an algorithm by mobile agents.
On one hand, there are the theatre stage, the actors, and the play i.e., the environment, the
mobile agents, and the algorithm they execute. On the other hand, there are the deterministic
rules governing the effects of the instructions of the algorithm on the environment and the mobile
agents. Given the environment, the algorithm, and these rules, it is possible to determine the
state of the system at any time.

This section starts with the formal definition of the execution of an algorithm by mobile
agents. However, this definition only includes the elements of the first kinds.

The set of rules depends in particular on the environment considered. Sections 2.2.1 and 2.2.2
describe the rules which apply in the environment described by Definition 2.11. Even though
other chapters derive the present model, and change some of these rules, the environments
considered are always based on those of Definition 2.11, and most of the rules keep applying in
the other chapters. The nature of the changes is specified in the corresponding chapters.

Precisely, Section 2.2.1 focuses on the rules determining the initial state of the mobile agents.
Section 2.2.2 lists the abilities of the mobile agents and states the rules which apply whenever
an agent is instructed to use them (e.g., input and effects).

Definition 2.13 (Execution of an algorithm by mobile agents). An execution is a couple (e,A)
such that:

• e is an environment.

• A is a mobile agent algorithm.

Remark that “execution” is thus used to designate both the local execution by one mobile
agent of the sequence of instructions which compose the algorithm, and a more global view of
the system composed of mobile agents all locally executing the algorithm). When using this
word, it is made clear from the context which meaning it is given.
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2.2.1 Initialization

The first definition explains which elements of an environment determine the initial positions
of the mobile agents, and the positive integers which are used as their labels i.e., input of the
algorithm.

Definition 2.14 (Link between environment and mobile agents: initial positions and labels).
Let ((s, T, L, i, w, g),A) be any execution with s = (P,Z,Q, d, c, r). There are |L| mobile agents
spread in s. Each of them is assigned a distinct label ` of L, and executes A with its label as
input parameter. For each mobile agent with label `, the first position it occupies is i(`) ∈ P and
is called its initial position.

The mobile agents are not assumed to start executing the algorithm all at the same time.
This is even assumed to be partly controlled by the adversary. This contributes to the difficulty
to coordinate the agents. More precisely, the agents are said to be initially dormant and to wake
up at the time when they start executing the algorithm. The waking up is determined both by
the adversary and the progress of the execution. This is formally explained by the two following
definitions.

Definition 2.15 (Dormant mobile agent). Let ((s, T, L, i, w, g),A) be any execution with s =
(P,Z,Q, d, c, r). For every ` ∈ L, the mobile agent with label ` is initially dormant. While
dormant it does nothing and in particular does not execute A i.e., it learns nothing, can neither
communicate, nor wait, nor move.

Definition 2.16 (Waking up). Let ((s, T, L, i, w, g),A) be any execution with s = (P,Z,Q, d, c, r),
and A be any non-dormant mobile agent whose label is denoted by `. The time when A stops
being dormant is called its waking up and is determined as follows.

If there is no time t < w(`) at which some non-dormant mobile agent is at some position
p ∈ P within range of the initial position i(`) ∈ P of A (i.e., i(`)rp), then the waking up of the
latter agent is w(`) ∈ T . In this case, A is said to be woken up by the adversary at time w(`).
Otherwise, the waking up of A is the earliest time t at which some non-dormant mobile agent
B is at some position p within range of i(`). In this second case, A is said to be woken up at t
by B.

2.2.2 Progress of the Execution: Abilities of the Mobile Agents

After waking up, each mobile agent is able in particular to wait and move. The inputs,
progress and consequences of these two actions are developed by Definitions 2.19 and 2.20.
However, the two next definitions are related to more basic rules: the flow of time between the
executions of two instructions by a mobile agent, and the abilities of computing and learning.

Definition 2.17 (Sequence of instructions). Let e be any execution. The local execution of each
instruction by any mobile agent is assumed to have a starting and a completion time, the latter
being at least the former. Moreover, the starting time of every instruction is the same as the
completion time of the previous instruction, if any. Otherwise, it is the waking up time.

Definition 2.18 (Computing and learning). Every mobile agent is equipped with an unbounded
memory, and remembers at any time, every instruction executed as well as every information
learnt since its waking up.

The assumptions that the computing instructions take no time, and the agents are equipped
with an unbounded memory in Definition 2.18 stress the will to focus on the moves of the agents,
their durations and costs. This is stated in Section 2.3.
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Definition 2.19 (Waiting). Let ((s, T, L, i, w, g),A) be any execution with s = (P,Z,Q, d, c, r),
and A be any mobile agent which is at time t at position p. Unless it is dormant, moving or
already waiting, A can be instructed by A to wait. This action requires an input x ∈ T>0: the
amount of time to wait. The execution of this action ends up at time t + x. At every time in
the interval [t, t+ x], A is at p, and at every time of [t, t+ x), A is waiting.

The two next definitions state the rules governing the moves of every mobile agent. However,
a part of these rules changes in the specific environments considered in the different contributions
of this thesis. Hence, Definition 2.20 states the rules which apply in all chapters of the thesis while
Definition 2.21 states some others only applied in Chapters 3 and 5 (this is further explained in
the introduction of each chapter).

Definition 2.20 (General rules regarding moving). Let ((s, T, L, i, w, g),A) be any execution
with s = (P,Z,Q, d, c, r), and A be any mobile agent with label ` ∈ L which at time t, is at
position p. Unless it is dormant, waiting or already moving, A can be instructed by A to move
at t. This requires as input one of the directions available at p. Moving from p with direction
z ∈ Z allows to reach the destination d(p, z), and is said to have cost c(p, z).

Definition 2.21 (Specific rules regarding moving). Let ((s, T, L, i, w, g),A) be any execution
with s = (P,Z,Q, d, c, r), and A be any mobile agent with label ` which at time t, is at position
p and starts to move with direction z ∈ Z. The completion time of the move is t+ g(t, (p, z), `).
More precisely, at every time of [t, t + g(t, (p, z), `)), A is moving, and at t + g(t, (p, z), `) it is
at position d(p, z).

The notion of cost of the move presented in the previous definitions is introduced for the
sake of Section 2.3. In order to move, every mobile agent needs to know at least a subset of the
directions available at its current position. This is the subject of the following definition.

Definition 2.22 (Learning the directions available). When waking up, every mobile agent is
at its initial position and learns the set of directions available at this position. Moreover, at the
completion time of every move, every mobile agent learns the set of directions available at the
destination. Hence, at every time when it can be instructed to move, each mobile agent knows
the directions available at its current position.

Lastly, each mobile agent can communicate with its peers. Explaining when this is possible,
and how this occurs is the purpose of the next definitions.

Definition 2.23 (Communicating with its peers). Communicating with its peers involves two
actions: updating the information to be transmitted, and actually communicating i.e., transmitting
and receiving.

Definition 2.24 (Updating the information to be transmitted). This action can be performed
only once per time by every mobile agent, if it is neither dormant, nor waiting nor moving.

Definition 2.25 (Transmitting and receiving information previously set to be transmitted).
Unlike updating the information to be transmitted, this action is not an instruction of a mobile
agent algorithm. It is automatically performed by any mobile agent whenever it is neither
dormant nor moving. Let ((s, T, L, i, w, g),A) be any execution with s = (P,Z,Q, d, c, r), and A
be any mobile agent which at time t1, is at position p1, neither dormant nor moving. Let t2 ≤ t1
be the latest time at which A updated the information to be transmited and x be the information
assigned by doing so, if any. Otherwise, let x denote some special marker meaning that it has
no information to transmit. At t, agent A transmits x, and for every peer with label ` which at
t transmits information y at a position p2 such that (p1rp2), A receives and learns the couple
(`, y).
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Remark that the previous definition in particular means that no mobile agent can communi-
cate while moving. For instance, two mobile agents crossing the same edge of some port labeled
graph in opposite directions would not communicate, and not notice this event. Moreover, since
r is a symmetric relation, there is no couple of agents (A,B) such that at some time, A transmits
to B but does not receive from B.

2.3 Tasks Specifications and Efficiency of an Algorithm
Several tasks are considered in this thesis: gathering, rendezvous and treasure hunt under

different scenarios. Apart from gathering which is defined in this section, each of these tasks is
specified at the beginning of the chapter which addresses it.

Definition 2.26 (Gathering). Let M be any model variant, and A be any mobile agent
algorithm. Algorithm A achieves gathering in model variant M if and only if for every
environment (s, T, L, i, w, g) of M , in the execution ((s, T, L, i, w, g),A), there exists a time
t ∈ T at which, all mobile agents are gathered at a same position and declare that the gathering
is achieved.

The difficulty of achieving gathering and the other tasks presented in the subsequent chapters
depends on the cardinality of the model variant considered. Considering a model variant in
which some feature (e.g., space, set of labels, initial positions) is fixed makes achieving the
task simpler. Moreover, imposing no constraint, for instance, on the sets of labels, allows to
intuitively refer to the uncertainty on this feature as if some adversary chose it. One approach
in distributed systems is thus to look for some universal algorithm i.e., achieving the desired
task in an unrestricted model variant (i.e., containing all possible environments).

Throughout this thesis, two measures of the efficiency of the mobile agent algorithms are
used: its cost and its duration. Their definitions are based on the notion of completion of the
execution by a mobile agent of an algorithm, that is the earliest moment when the mobile agent
has no more instruction of the algorithm to execute i.e., when it has executed all its instructions.
These measures can be viewed as summaries of the global execution.

Definition 2.27 (Cost of the execution of a mobile agent algorithm). Let ((s, T, L, i, w, g),A)
be any execution. Let t ∈ T be the latest time at which one mobile agent completes its execution
of A. The cost of ((s, T, L, i, w, g),A) is defined as the maximum over the set of mobile agents
of the sum of the costs of its moves achieved at t at the latest.

Definition 2.28 (Duration of the execution of a mobile agent algorithm). Let ((s, T, L, i, w, g),A)
be any execution. Let t1 ∈ T be the earliest time at which one mobile agent is non-dormant, and
t2 ∈ T be the latest time at which one mobile agent completes its execution of A. The duration
(also called time complexity) of ((s, T, L, i, w, g),A) is defined as t2 − t1.

2.4 Notations
The notation introduced at the beginning of this chapter to designate the cardinality of a

set is used troughout this thesis. For every set S, |S| is used to denote its cardinality.
The thesis also considers several sequences, among which binary strings. For every sequence

s, |s| denotes the length of s, its elements are indexed from 1 to |s|, and s[i] with 1 ≤ i ≤ |s|
denotes the element with index i in s. In particular, the labels of the mobile agents, which are
positive integers, are regarded as binary strings: their binary representations. Hence, for every
label `, |`| denotes its length and `[i] its i-th bit (1 ≤ i ≤ |`|).

Lastly, for every environment (s, T, L, i, w, g), `min denotes the smallest label i.e., the smallest
element of L.

19





Chapter 3

Strong Rendezvous in Finite Graphs
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3.1 Introduction

The task of rendezvous in finite graphs has been considered in the literature under two
alternative scenarios: weak and strong. Under the weak scenario, agents may meet either at
a node or inside an edge. Under the strong scenario, they have to meet at a node, and they
do not even notice meetings inside an edge. Each of these scenarios is appropriate in different
applications. The weak scenario is suitable for physical robots in a network of corridors, while
the strong scenario is needed for software agents in computer networks. Definitions 3.1, and 3.2
formally specify these two tasks.

Definition 3.1 (Strong rendezvous). Let M be any model variant (cf. Definition 2.12), and
A be any mobile agent algorithm. Algorithm A achieves strong rendezvous in M if and only if
for every environment (s, T, L, i, w, g) of M such that |L| = 2, the execution ((s, T, L, i, w, g),A)
(cf. Definition 2.13) meets the following condition. There exists a time at which the two mobile
agents are gathered at a same position.

Definition 3.2 (Weak rendezvous). Let M be any model variant (cf. Definition 2.12), and
A be any mobile agent algorithm. Algorithm A achieves weak rendezvous in model variant M
if and only if for every environment (s, T, L, i, w, g) of M such that |L| = 2, the execution
((s, T, L, i, w, g),A) (cf. Definition 2.13) verifies at least one of the three following propositions:

• there is a time at which the two mobile agents are at the same position.

• there are two positions p1 and p2, and a time at which one of the two mobile agents is
moving from p1 to p2 while the other one is moving from p2 to p1.

• there are two positions p1 and p2, and four times t1 < t2 < t3 < t4 such that a first mobile
agent starts moving from p1 to p2 at t1 and finishes at t4, and the second mobile agent
starts moving from p1 to p2 too but at t2 and finishes at t3.
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3.1.1 Related Work

As explained in Section 1.1.3.5, rendezvous algorithms under the strong scenario are known
for synchronous settings [48, 77, 98]. Several authors investigated asynchronous rendezvous [43,
52, 86]. Under this assumption, rendezvous under the strong scenario cannot be guaranteed even
in very simple graphs, and hence the rendezvous requirement was weakened by considering the
scenario called weak in the present thesis. In particular, the main result of [52] is an asynchronous
weak rendezvous algorithm working in an arbitrary finite graph at cost polynomial in the size
of the graph and in the logarithm of the smaller label.

3.1.2 Contribution

However, due to the fact that the strong scenario is appropriate for software agents in
computer networks, and that such agents are rarely synchronous, it is important to design
rendezvous algorithms under the strong scenario, restricting the asynchrony of the agents as
little as possible. This is the aim of this chapter.

The scenario of possibly different fixed speeds of the agents is considered in several articles
[49, 78] and in this scenario, a polynomial approach algorithm and a polynomial weak rendezvous
algorithm in finite graphs are known. In this chapter, the model variant DF , formally stated in
Definition 3.3, which is closer to asynchrony, is considered. Agents have the same measure of
time but the adversary can impose, for each agent and each edge, the speed of traversing this
edge by this agent. The speeds may be different for different edges and different agents but all
traversals of a given edge by a given agent have to be at the same imposed speed.

Definition 3.3 (Model variant DF). This model variant (cf. Definition 2.12) is the set of
all environments (s, T, L, i, w, g) (cf. Definition 2.11) such that s = (P,Z,Q, d, c, r) is a finite
graph (cf. Definition 2.8), T is the continuous timeline (cf. Definition 2.5), and g verifies the
following property. Let q and ` be any elements of Q and L, respectively. There exists y ∈ T
such that for every t ∈ T , the image by g of (t, q, `) is y.

This chapter presents a deterministic strong rendezvous algorithm for model variant DF ,
whose duration is polynomial in the number n of nodes of the graph, the length |`min| of the
smaller label, and the maximum τmax of all traversal durations assigned by the adversary over
all agent-edge couples. In other words, given an environment (s, T, L, i, w, g) of DF with s =
(P,Z,Q, d, c, r), τmax = max{y|∃x ∈ T ×Q× L, g(x) = y}.

3.1.3 Roadmap

The next section is dedicated to the presentation of some basic definitions and routines
needed in the rest of this chapter. Section 3.3 gives the strong rendezvous algorithm and its
proof. The existence of algorithms in alternative scenarios in terms of model or complexity
parameters is discussed in Section 3.4. Lastly, Section 3.5 concludes this chapter.

3.2 Preliminaries

Universal eXploration Sequences. The Universal eXploration Sequences (UXS) [76], derived
from the Universal Traversal Sequences (UTS) [5], are the root of several gathering or rendezvous
procedure from the literature, and of several contributions presented in this thesis. An eXplo-
ration Sequence (XS) is a sequence of integers any mobile agent may follow in order to move in
some graph. More precisely, it requires an integer input and can be used to compute a sequence
of exit port numbers. Consider a mobile agent following some XS s from node v with input i.
After performing j edge traversals by following s, in node u, A computes its (j+ 1)-th exit port
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number. It is (e + s[j + 1]) mod d(u) with e being equal to i if j = 0 and to the entry port
number of A in u after its j-th edge traversal following s otherwise.

An XS is said to be Universal for some set of graphs S, if for any graph G of S, any node
v of G, and any integer input i, it allows any mobile agent following it from v in G with input
i to visit every node of G. A set of graphs which is usually considered is, given some positive
integer n, the set of the graphs with at most n nodes.

The existence of UXS for the set of graphs with at most n nodes (for any n) whose length is
polynomial in n has been proved [76]. Two algorithms are known to build them. The first one
requires a huge computation time but allows to build short UXS. It consists in testing successively
every string with the desired length in every graph with at most n nodes, and with every possible
initial conditions. The second one [96] only requires a polynomial in n number of computation
operations, and a logarithmic in n space, but although the length of the UXS it produces is
polynomial in n, it is suspected to be larger than the length of the UXS produced by the first
algorithm.

Still regarding UXS, it is worth mentioning that after following some XS s from some node u,
it is easy for any mobile agent to come back to u by “backtracking” s, that is to say by taking
the same edges but in reverse order and opposite direction.

These sequences are used in this chapter as a procedure enabling every agent, given an
upper bound N on the number n of nodes in the graph, to visit every node starting from any
of them, and come back to it, using a polynomial in N number of edge traversals. We denote
this procedure by Explo(N), and by C(Explo(N)) the number of edge traversals it requires.

Label transformation. Another tool inspired by the literature [48] is used in this chapter.
It is a transformation on binary strings. Consider a label `A of an agent A, with binary
representation (b1 . . . b|`A|). Define the transformed label of A to be the binary string M(`A) =
(b1 b1 b2 b2 . . . b|`A| b|`A| 0 1). This transformation is made to ensure the following property
that is used in the proof of correctness of our algorithm in Section 3.3.

Proposition 3.1. Let `A and `B be two labels such that `A < `B. There exists one positive
integer i ≤ |M(`A)| such that M(`A)[i] 6= M(`B)[i].

Terminology. The agent woken up earlier by the adversary is called the earlier agent and the
other agent is called the later agent. If agents are woken up simultaneously, these appellations
are given arbitrarily.

Consider executions EA and EB, respectively of procedures PA and PB by agents A and B.
Executions EA and EB are called concurrent, if the time segments that they occupy are not
disjoint.

3.3 The Algorithm and its Analysis

The strong rendezvous procedure is called StrongRV (shown in Algorithm 3.1) and its
execution requires to call procedure Phase(h) that is described in Algorithm 3.2. At a high
level, Phase(h) consists of executions of Explo(h) and carefully scheduled waiting periods of
various lengths, designed according to the bits of the transformed label of the agent. The aim
is to guarantee a period in which one agent stays still at a node and the other visits all nodes
of the graph.
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Algorithm 3.1 Algorithm StrongRV

1: h← 1
2: while agents have not met do
3: execute Phase(h)
4: h← 2h
5: end while
6: declare that the rendezvous is achieved

Algorithm 3.2 Phase(h)
1: /* Initialization */
2: execute Explo(h)
3: wait for time 4h2(∑log(h)

j=0 (C(Explo(2j))))
4: /* Core */
5: i← 1
6: while i ≤ h do
7: if M(`A)[(i mod |M(`A)|) + 1] = 0 then
8: wait for time 2hC(Explo(h))
9: execute twice Explo(h)

10: else
11: execute twice Explo(h)
12: wait for time 2hC(Explo(h))
13: end if
14: i← i+ 1
15: end while
16: /* End */
17: wait for time hC(Explo(2h))
18: execute Explo(h)

The correctness and time complexity of Algorithm StrongRV are now analyzed. In the
following statements and proofs, α denotes the smallest power of two which upper bounds the
following three numbers: the size n ≥ 2 of the graph G, the length of the smaller transformed
label 2|`min| + 2, and the parameter τmax the maximum of all traversal durations assigned by
the adversary over all edges of G.

The following proposition directly follows from the definitions of α and UXS.

Proposition 3.2. For any positive integers x and y such that x ≥ α, xC(Explo(y)) upper bounds
the time required by any agent to execute Explo(y) in G.

Proposition 3.3. For any positive integer x and any power of two y such that x ≥ α and
x ≥ y, Tx,y = 4xy∑log(y)

z=0 C(Explo(2z)) upper bounds the time required by any agent to execute
the sequence Sy = Phase(1), Phase(2), . . . , Phase(y4 ), Phase(y2 ), Explo(y) in graph G.

Proof. Let an arbitrary positive integer at least α be assigned to x. The proof is made by
induction on y. Consider the case where y = 1. In this case, the sequence Sy consists only of
Explo(1). In view of Proposition 3.2, Tx,1, which is equal to 4xC(Explo(1)), upper bounds the
time required by any agent to execute Explo(1), which proves the first step of the induction.
Now, assume that there exists a power of two 1 ≤ z ≤ x, such that the statement of the
proposition holds for y = z. The next paragraph proves that if 2z ≤ x, then the statement of
the lemma holds also for 2z.

Denote by Suffix(z) the sequence of instructions of Phase(z) deprived from the first call
to Explo(z). The sequence S2z is successively made of Sz, Suffix(z) and Explo(2z). By
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the inductive hypothesis, the time required to execute Sz is upper bounded by Tx,z. By
Proposition 3.2, the time required to execute Explo(2z) is upper bounded by xC(Explo(2z)).
In view of Algorithm 3.2 and Proposition 3.2, the time required to execute Suffix(z) is upper
bounded by Tx,z + 2z(x+ z)C(Explo(z)) + zC(Explo(2z)) + xC(Explo(z)). Hence, the maximal
duration of S2z is upper bounded by 2Tx,z + (x+ z)C(Explo(2z)) + C(Explo(z))(2z(x+ z) + x),
which is at most 2Tx,z + (2z(x + z) + 2x + z)C(Explo(2z)) as C(Explo(2z)) ≥ C(Explo(z)).
Moreover, 2Tx,z + (2z(x + z) + 2x + z)C(Explo(2z)) ≤ 2Tx,z + 4x(2z)C(Explo(2z)) = Tx,2z.
This shows that the statement of the proposition also holds when y = 2z, which proves the
proposition.

The following theorem proves the correctness of Algorithm StrongRV.

Theorem 3.1. Algorithm StrongRV guarantees rendezvous in G by the time the first of the
agents completes the execution of Phase(2α).

Proof. Assume by contradiction that the statement of the theorem is false. Note that when any
agent finishes the first execution of Explo(α) of Phase(α) (line 2 of Algorithm 3.2) it has visited
every node of G, and thus the other agent has been woken up before the end of this execution,
or else the agents would have met.

The core of Phase(α) (lines 5-15 of Algorithm 3.2) can be viewed as a sequence of α blocks,
where the x-th block (for 1 ≤ x ≤ α) corresponds to processing bit M(`A)[(x mod |M(`A)|) + 1]
of the transformed label (with A the executing agent). Each of these blocks in turn can be viewed
as a sequence of 4 sub-blocks, each of which corresponds either to a waiting period of length
αC(Explo(α))), or to a single execution of Explo(α). Let I1, I2, . . . , I4α (resp. J1, J2, . . . , J4α) be
the sequence of the 4α sub-blocks executed by agent A (resp. agent B) in the core of Phase(α).
The proof of this theorem relies on the following claim.

Claim 3.1. For every 1 ≤ y ≤ 4α, Iy and Jy are concurrent.

Proof of the claim: Assume by contradiction that y = x is the smallest integer for which
it does not hold. Without loss of generality, suppose that the first agent to complete its x-th
sub-block is A. If x = 1, then in view of Proposition 3.3, when A starts and finishes I1, A2 is
executing the first waiting period of Phase(α). Since I1 corresponds to Explo(α), as the first bit
of a transformed label is always 1, a meeting occurs by the end of the execution of I1 because
α ≥ n, which is a contradiction. So, x > 1 and since x is minimal, Ix−1 and Jx−1 are concurrent.
So, when A starts Ix, B is executing Jx−1 and when A completes Ix, the execution of Jx−1
has not yet been completed. This implies that the time required by A to execute Ix is shorter
than the time required by B to execute Jx−1. Hence, Ix cannot be a sub-block corresponding
to a waiting period, as each of these periods has length αC(Explo(α)), which upper bounds the
duration of every sub-block corresponding to Explo(α) (in view of Proposition 3.2). Thus Ix
corresponds to an execution of Explo(α), and so does Jx−1, as otherwise rendezvous would occur
by the time Ix is completed, which would be a contradiction.

Consider the time lag between executions of Ix and Jx. Let θ1 = tB−tA, where tA (resp. tB)
is the time when A (resp. B) starts Ix (resp. Jx). The time required by A (resp. B) to execute
Explo(α) never changes because it is always executed from the initial node of A (resp. B), and
is at most θ1 (resp. at least θ1). Moreover, in each block there are always four sub-blocks: either
two waiting periods of αC(Explo(α)) followed by two Explo(α), or vice versa. Consider each of
the four positions that can be occupied by Ix in its corresponding block. If it is the first, second,
or fourth sub-block of its block, then since Ix and Jx−1 correspond to Explo(α), the number of
whole sub-blocks corresponding to Explo(α) (resp. the waiting period of αC(Explo(α))) that
remain to be executed by A from tA is the same as the number of those that remain to be
executed by B from tA. If Ix is the third sub-block of its block, then Jx and Jx+1 correspond to
the waiting period while Ix and Ix+1 correspond to the execution of Explo(α). In this case, the
number of whole blocks that remain to be executed by A from tA is the same as the number of
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those that remain to be executed by B from tA. Moreover, in view of Proposition 3.2, the time
needed by B to execute Jx and Jx+1 is at least the time needed by A to execute Ix and Ix+1.

As a result, whichever the position of Ix in its block, A is the first agent to finish the core
of Phase(α) and there exists a difference of θ2 ≥ θ1 between the times when A and B complete
this core. To conclude the proof of the claim, two cases are considered: either θ2 is longer than
the time A needs to execute Explo(2α), or not.

In the first case, since A executes Explo(α) faster than B, it necessarily completes the end
of Phase(α) at least time θ2 ahead of B. As a consequence, it starts executing Phase(2α), and
in particular its first instruction Explo(2α), at least time θ2 ahead of B. This implies that
A completes the execution of the first instruction Explo(2α) of Phase(2α) before B starts it.
Hence, A starts the execution of the first waiting period of Phase(2α) by the time B starts the
first execution of Explo(2α) in Phase(2α). In view of Proposition 3.3, this leads to a meeting
before any agent starts the core of Phase(2α), which is a contradiction. In the second case, A
completes the last waiting period of Phase(α) at a time θ2 ahead of B. Moreover, θ2 is at most
the duration of this waiting period and at least the time required by A to execute Explo(α).
Hence, while A executes entirely the last instruction Explo(α) of Phase(α), B is waiting (it
executes the last waiting period of Phase(α)). This leads to a meeting before any agent starts
Phase(2α), and hence the second case also results in a contradiction, which proves the claim. ?

Moreover, in view of Proposition 3.1 and the claim, and since the length of the smaller
transformed label is at most α, there exists a period during which an agent is waiting in Phase(α)
while the other entirely executes Explo(α). Hence a meeting occurs before any agent starts
Phase(2α), which is a contradiction and proves the theorem.

According to Theorem 3.1, rendezvous occurs by the time the first of the two agents completes
Phase(2α), which occurs, by Proposition 3.3, before this agent has spent at most a time T4α,4α
since its wake up. However, in view of the definition of α and of the transformed labels, T4α,4α
is polynomial in α and, thus, in n, |`min| and τmax. This proves the following theorem.

Theorem 3.2. The execution time of Algorithm StrongRV is polynomial in n, |`min| and τmax.

3.4 Discussion of Alternative Scenarios

Algorithm StrongRV shows that the duration of rendezvous can be polynomial in n, |`min|
and τmax, where n is the number of nodes of the graph, |`min| is the length of the smaller label,
and τmax is the maximum of all traversal durations assigned by the adversary, over all edges of
the graph, when time is counted since the wake-up of the earlier agent.

It is natural to ask if it is possible to construct a rendezvous algorithm whose time depends
on n, |`min| and τmin, where τmin is the minimum of all traversal durations assigned by the
adversary, over all edges of the graph. The answer is trivially negative, if time is counted, as in
the previous section, since the wake-up of the earlier agent. Indeed, suppose that there exists
such an algorithm working in some time F (n, |`min|, τmin). The adversary assigns t(A, e) >
F (n, |`min|, τmin), for the first edge e taken by agent A, starts A at some time t0 and delays the
wake-up of agent B until time t0 + t(A, e). Rendezvous cannot happen before time t0 + t(A, e),
which is a contradiction.

It turns out that the answer is also negative in the easier scenario, when time is counted
since the wake-up of the agent that is woken up later. Consider even a simplified situation,
where t(A) = t(A, e) is the same for all edges e, and t(B) = t(B, e) is the same for all edges
e. In other words, each of the agents has a constant speed. Thus τmax = max(t(A), t(B)) and
τmin = min(t(A), t(B)). Assume that t(A) ≤ t(B). Call A the slower agent, and B – the faster
agent.

First notice that, if it is shown that any rendezvous algorithm must take time at least τmax
since the wake-up of the later agent, the negative result follows, as the adversary can assign
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τmax > F (n, |`min|, τmin). It is now shown that, indeed, for any rendezvous algorithm, there
exists a behavior of the adversary for which this algorithm takes time at least τmax since the
wake-up of the later agent.

Denote by β (resp. by γ) the waiting time between the wake-up of the faster (resp. slower)
agent and the time when it starts its first edge traversal. Let d = |β − γ|.

If β ≥ γ, the adversary wakes up the faster agent at some time t0 and wakes up the slower
agent at time t0 + d. Both agents start traversing their first edge at the same time t0 + β and
cannot meet before time t0 + β + τmax. Since both agents were awake at time t0 + β, the claim
follows.

If β < γ, the adversary wakes up the slower agent at some time t0 and wakes up the faster
agent at time t0 + d. Both agents start traversing their first edge at the same time t0 + γ and
cannot meet before time t0 + γ + τmax. Since both agents were awake at time t0 + γ, the claim
follows. This concludes the justification that it is impossible to guarantee rendezvous in time
depending on n, |`min| and τmin, even when time is counted since the wake-up of the later agent.

The above remark holds under the strong scenario considered in this chapter. By contrast,
the answer to the same question turns out to be positive in the weak scenario. This can be
justified as follows. In [52] the authors showed a rendezvous algorithm with cost (measured by
the total number of edge traversals) polynomial in n and |`min| under the weak scenario, assuming
that agents are totally asynchronous. Let A be this algorithm and let its cost be K(n, |`min|),
where K is some polynomial. Consider algorithm A in the simplified model mentioned above,
where each of the agents has a constant speed, the speeds being possibly different, still under
the weak scenario. Consider the part of the cost of the algorithm counted since the wake-up of
the later agent. This cost is K ′(n, |`min|), where K ′ is some polynomial. Of course, the behavior
of the agents in which an agent never waits at a node and crosses each edge at its constant
speed is a possible behavior imposed by a totally asynchronous adversary, and hence the result
of [52] still holds (under the weak scenario). Hence, if time is counted from the wake-up of the
later agent, the time of the algorithm from [52] is at most τminK

′(n, |`min|), and therefore it is
polynomial in n, |`min| and τmin.

Hence, the following observation shows a provable difference between the time of rendezvous
under the strong and the weak scenarios, even in the situation when rendezvous is possible under
both of these scenarios. If time is counted from the wake-up of the later agent, and agents have
constant, possibly different velocities, then rendezvous in time depending on n, |`min| and τmin
cannot be guaranteed under the strong scenario, but there is a rendezvous algorithm working in
time polynomial in n, |`min| and τmin under the weak scenario.

3.5 Conclusion
The main contribution of this chapter is a strong rendezvous algorithm in finite graphs when

an adversarial traversal duration is assigned to each couple made of an edge and an agent (model
variant formally stated in Definition 3.3). Its duration is polynomial in n, |`min| and τmax, where
n is the number of nodes of the graph, |`min| is the length of the smaller label, and τmax is the
maximum of all traversal durations assigned by the adversary.

The chapter is concluded by stating the following problem. What is the strongest adversary
under which strong rendezvous in arbitrary finite graphs is possible? This is the case under an
adversary that imposes possibly different speeds for different agents and different edges, but the
speed must be the same for all traversals of a given edge by a given agent. On the other hand,
it is easy to see that if the adversary can impose a different speed for each traversal of each edge
by each agent (thus the speeds may vary for different traversals of the same edge by the same
agent) then strong rendezvous is impossible even in the two-node graph.
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4.1 Introduction

4.1.1 Related Work

As explained by Section 1.1.3.7, although several articles investigate approach in the plane
[13, 40, 43, 49], they discretize the environment thanks to a reduction to weak rendezvous in
infinite graphs such as the infinite grid.

The recent work on rendezvous in graphs includes successive improvements aiming at provi-
ding polynomial (in the respective appropriate parameters) algorithms both in synchronous and
asynchronous settings, and both in finite graphs and in the infinite grid.

For the simplest case of finite graphs, such solutions are known for both synchronous [77,
98] and asynchronous [52] settings.

In the infinite grid, a rendezvous algorithm exists for the case when each agent is given a
constant speed [49]. Its time complexity is polynomial in the initial Manhattan distance D
separating the agents, the length |`min| of the smallest label, and τmin the minimum among the
inverses of the speeds, and its cost is polynomial in the two first parameters and does not depend
on the third. This algorithm implies the existence of an algorithm for synchronous settings.
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However, no algorithm for asynchronous settings whose cost is polynomial in D and |`min|
is known, there is only an algorithm whose cost is super-exponential in these two parameters
[43]. It is worth mentioning an algorithm whose cost is polynomial in D but which relies on
the assumption that the agents are location aware [13, 40]: each agent knows the coordinates
of its initial position in some common coordinate system. This hypothesis enables the authors
not only to reach polynomiality but also a fine-grained complexity since their cost belongs to
O(D2 log(D)).

To close this section, it is worth mentioning that it is unlikely that the existing asynchronous
rendezvous algorithm for arbitrary finite graph [52] could be used to obtain an asynchronous
rendezvous algorithm for the infinite grid. First, this algorithm has not a cost polynomial in D
and |`min|. Actually, ensuring rendezvous at this cost is even impossible in an arbitrary finite
graph, as witnessed by the case of the clique with two agents labeled 0 and 1: the adversary can
hold one agent at a node and make the other agent traverse Θ(n) edges before rendezvous, in
spite of the initial distance 1. Moreover, the validity of the algorithm for finite graphs closely
relies on the fact that both agents must evolve in the same finite graph, which is clearly not
the case in the infinite grid. In particular, even the natural attempt consisting in making each
agent apply this algorithm within bounded grids of increasing size and centered in its initial
position, does not permit to claim that rendezvous ends up occurring. Indeed, the bounded grid
considered by an agent is never exactly the same as the bounded grid considered by the other
one (although they may partly overlap), and thus the agents never evolve in the same finite
graph. In some sense, traveling in the same finite graph allows the agents to circumvent a part
of the differences caused by locality: there is agreement on the finite graph in which they are.
However, this is not the case in the infinite grid.

4.1.2 Model and Reduction from Asynchronous Approach in the Plane to
Weak Rendezvous in the Infinite Grid

This section formally describes two model variants: a first one for approach in the plane, and
a second one for weak rendezvous in the infinite grid. Moreover, for completeness, the reduction
mentioned in the previous section is stated.

4.1.2.1 Asynchronous Approach in the Plane

Before stating the model variant considered and the specifications of the task of approach,
it is necessary to derive the model considered in the plane from the one which is presented in
Chapter 2. Indeed, in the plane, when moving from one position to another, each mobile agent
passes by several others. In particular, approach may be achieved while the agents are moving.
This does not appear in the model of Chapter 2 since this feature would not make sense in the
general settings which encompass the graphs: There is no other position a mobile agent visits
when going from one node to an adjacent one in a graph. The next definitions introduce a new
environment (cf. Definition 2.11) called plane environment and specify another rule applying
instead of Definition 2.21 when studying the plane.

Definition 4.1 (Plane environment). A plane environment is an environment (s, T, L, i, w, g)
(cf. Definition 2.11) with T the continuous timeline (cf. Definition 2.5), and s the Euclidean
plane (P,Z,Q, d, c, r) (cf. Definition 2.10), extended by the addition of an application f from
T ×Q×L to the set of the applications from T to P . More precisely, let t, (p1, z), and ` be any
elements of T , Q, and L, respectively. Denote by x the image by g of (t, (p1, z), `). The image
by f of (t, (p1, z), `) is an application j such that j(t) = p1, j(t+ x) = d(p1, z), j is continuous
on [t, t+ x], and the image by j of [t, t+ x] is [p1, d(p1, z)].

Definition 4.2 (Moving in a plane environment). Let (e,A) be any execution (cf. Definition 2.13)
with e = (s, T, L, i, w, g, f) a plane environment such that s = (P,Z,Q, d, c, r). Let A be any
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mobile agent with label ` which at time t, is at position p and starts to move with direction
z ∈ Z. Let x (resp. j) be the image by g (resp. f) of (t, (p, z), `). The completion time of the
move is t + x. More precisely, at every time of [t, t + x), A is moving, and at every time y of
[t, t+ x], agent A is at position j(y).

In other words, when moving from a position to another in the plane, each mobile agent
passes by each position on the line segment between the origin and the destination. Besides
deciding how much time every mobile agent spends in each of its move, the adversary can be
viewed as able to move each mobile agent back and forth along the latter segment during the
move.

With the two previous definitions, it is possible to state the model variant in which asynchro-
nous approach is investigated, and to formally define the latter.

Definition 4.3 (Model variant AP). This model variant (cf. Definition 2.12) is the set of all
plane environments.

Definition 4.4 (Approach). Let M be any model variant (cf. Definition 2.12), and A be any
mobile agent algorithm (cf. Definition 2.2). Algorithm A achieves approach in model variant M
if and only if for every environment e of M in which there are only two labels, in the execution
(e,A), there exists a time t at which, the positions p1 and p2 of the agents are within each other’s
range.

Hence, approach is achieved whenever the positions of the two mobile agents are within each
other’s range (cf. Definition 2.6 for the statement of range). When the space considered is the
Euclidean plane (cf. Definition 2.10), this means that they are at distance at most 1 from each
other.

4.1.2.2 Asynchronous Weak Rendezvous in the Infinite Grid

This section focuses on the task of weak rendezvous and the model variant M such that
achieving asynchronous approach in the plane, as described by the previous section, reduces to
achieving weak rendezvous inM . This is rather straightforward since it does not require to derive
the model of Chapter 2 but only to define the model variant. In particular, the specifications of
the task of weak rendezvous also appear in Chapter 3, and are only recalled below.

Definition 4.5 (Weak rendezvous). Let M be any model variant (cf. Definition 2.12), and
A be any mobile agent algorithm. Algorithm A achieves weak rendezvous in model variant M
if and only if for every environment (s, T, L, i, w, g) of M such that |L| = 2, the execution
((s, T, L, i, w, g),A) (cf. Definition 2.13) verifies at least one of the three following propositions:

• there is a time at which the two mobile agents are at the same position.

• there are two positions p1 and p2, and a time at which one of the two mobile agents is
moving from p1 to p2 while the other one is moving from p2 to p1.

• there are two positions p1 and p2, and four times t1 < t2 < t3 < t4 such that a first mobile
agent starts moving from p1 to p2 at t1 and finishes at t4, and the second mobile agent
starts moving from p1 to p2 too but at t2 and finishes at t3.

Definition 4.6 (Model variant AG). This model variant (cf. Definition 2.12) is the set of all
environments (s, T, L, i, w, g) such that T is the continuous timeline (cf. Definition 2.5) and s
is the infinite grid (cf. Definition 2.9).
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4.1.2.3 Reduction from Approach in AP to Weak Rendezvous in AG

Theorem 4.1 ([49]). If there exists a deterministic algorithm achieving weak rendezvous in
model variant AG, whose cost is polynomial in the Manhattan distance between the two starting
nodes of the agents D and the length of the binary representation of the shortest of their labels
|`min|, then there exists a deterministic algorithm achieving approach in model variant AP,
whose cost is polynomial in the Euclidean distance between the two initial positions of the agents
∆ and |`min|.

Proof. First of all, the plane is discretized. A partial bijection from some points of the plane
to the nodes of the infinite grid is defined. More precisely, for any point v of the plane, it is
possible to define Mv, such that v has an image Mv(v) by Mv, and for every point u mapped
by Mv, the points located North, East, South, and West at Euclidean distance 1 from u are
mapped to the neighbours of Mv(u) reachable by port N , E, S and W , respectively.

Let e1 = (s1, T, L, i1, w, g1, f) be any element of AP. Assume that |L| = 2. Denote by `1
and `2 its two elements, by A and B the agents with these labels, and by v and w the positions
i1(`1) and i1(`2), respectively. Among the set of points which have an image by Mv, let X be
the set of the points which are the closest to w. Let x be a node in X, arbitrarily chosen. Notice
that the points of X are at distance at most

√
2

2 < 1 from w. Let α be the vector ~xw.
Let e2 = (s2, T, L, i2, w, g2) be an environment constructed from e1 as follows. Space s2 is

the infinite grid. Moreover, i2(`1) = Mv(v) and i2(`2) = Mv(x). For every t ∈ T , every position
p of the Euclidean plane with an image by Mv, and every label ` of L, if g1(t, (p, (1, z1)), `) = x
with z1 = −π

2 , 0, π
2 , or π, then g2(t, (Mv(p), z2), `) = x with z2 = S, E, N or W , respectively.

Environment e2 belongs to AG.
Let R be any weak rendezvous algorithm in AG whose cost is polynomial in D and |`min|.

In the execution (e2, R), there is a time t at which the agents meet. Let u1 and u2 be the two
nodes such that at t, the latest node of A is u1, and the next would be u2 (if it did not meet
B on the way). The transformed algorithm R∗ for approach in AP works as follows: Execute
algorithm R replacing each instruction “take port N (resp. E, S, or W )” by “go North (resp.
East, South, or West) at distance 1”.

In view of the construction of e2, at t, agent A starting at v, is at some point p, traveling
from the point whose image by Mv is u1, to that whose image is u2. In the same way, agent
B, starting at w, at time t, is at some point q such that q = p + α. Hence both agents are at
distance at most 1 from each other at time t, which means that approach is achieved.

4.1.3 Contribution

This chapter presents an algorithm for asynchronous rendezvous in the infinite grid whose
cost is polynomial in D and |`min|.

In view of the reduction from approach to rendezvous in the infinite grid presented in the
previous section, the algorithm presented in this chapter implies the existence of an asynchronous
approach algorithm whose cost is polynomial in D and |`min|.

4.1.4 Roadmap

The next section is dedicated to basic definitions. The solution, procedure AsyncGridRV,
is sketched in Section 4.3, formally described in Sections 4.4 and 4.5. Section 4.6 presents the
correctness proof and cost analysis of the procedure. Finally, some concluding remarks are made
in Section 4.7.
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4.2 Preliminaries

First of all, this chapter, like Chapter 3, makes use of the transformed label described in
Section 3.2.

For any integer k, the reverse path of the path e1, . . . , ek is defined as the path
ek, ek−1, . . . , e1 = e1, . . . , ek−1, ek. The number of edge traversals performed by an agent during
the execution of any procedure p is denoted by C(p).

Moreover, consider two distinct nodes u and v. A specific path from u to v, denoted P (u, v),
is defined as follows. If there exists a unique shortest path from u to v, this shortest path
is P (u, v). Otherwise, consider the smallest rectangle R(u,v) such that u and v are two of its
corners. P (u, v) is the unique path among the shortest paths from u to v that traverses all the
edges on the northern side of R(u,v). Note that P (u, v) = P (v, u).

An illustration of P (u, v) is given in Figure 4.1.

Figure 4.1: Some different cases for P (u, v)

4.3 Idea of the Algorithm

4.3.1 Informal Description in a Nutshell

This chapter aims at achieving rendezvous of two asynchronous mobile agents in the infinite
grid and in a deterministic way. It is well known that solving rendezvous deterministically
is impossible in some symmetric graphs (like the infinite grid) unless both agents are given
distinct identifiers called labels. They are used to break the symmetry, i.e., when addressing
asynchronous rendezvous, to make the agents follow different routes. The idea is to make
each agent “read” its label binary representation, one bit at a time from the most to the least
significant bits, and for each bit it reads, follow a route depending on the read bit. Procedure
AsyncGridRV ensures rendezvous during some of the periods when they follow different routes
i.e., when the two agents process two different bits.

Furthermore, to design the routes that both agents will follow, an upper bound on two
parameters would be necessary: namely the initial distance between the agents and the length
(of the binary representation) of the shortest label. As it is supposed that the agents have no
knowledge of these parameters, they both perform successive “assumptions”, in the sequel called
phases, in order to find out such an upper bound. Roughly speaking, each agent attempts to
estimate such an upper bound by successive tests, and for each of these tests, acts as if the
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upper bound estimation was correct. Both agents first perform Phase 0. When Phase i does
not lead to rendezvous, they perform Phase i + 1, and so on. More precisely, within Phase i,
the route of each agent is built in such a way that it ensures rendezvous if 2i is a good upper
bound on the parameters of the problem. Hence, this approach has two requirements: both
agents are assumed (1) to process two different bits (i.e., 0 and 1) almost concurrently and (2)
to perform Phase i = α almost at the same time—where α is the smallest integer such that the
two aforementioned parameters are upper bounded by 2α.

However, to meet these requirements, two major issues have to be faced. First, since the
adversary can vary both agent speeds, the idea described above does not prevent the adversary
from making the agents always process the same type of bit at the same time. Moreover, the
route cost depends on the phase number, and thus, if an agent were performing some Phase i with
i exponential in the initial distance and in the length of the binary representation of the smallest
label, then the resulting procedure would not be polynomial. To tackle these two issues, the idea
is to use a mechanism that prevents the adversary from making an agent execute the algorithm
arbitrarily faster than the other without meeting. Each of these two issues is circumvented
via a specific “synchronization mechanism”. Roughly speaking, the first one makes the agents
read and process the bits of the binary representation of their labels at nearly the same speed,
while the second ensures that they start Phase α at almost the same time. This is particularly
where the feat of strength is: orchestrating in a subtle manner these synchronizations in a fully
asynchronous context while ensuring a polynomial cost. This completes the very high level idea
of procedure AsyncGridRV. The next section gives more details.

4.3.2 Under the Hood

The approach described above allows to solve rendezvous when there exists an index for which
the binary representations of both labels differ. However, this is not always the case especially
when a binary representation is a prefix of the other one (e.g., 100 and 1000). Hence, instead
of considering its own label, each agent will consider a transformed label: The transformation
described in Section 3.2 guarantees the existence of the desired difference over the new labels.
In the rest of this description, assume for convenience that the initial Manhattan distance
D separating the agents is at least the length of the shortest binary representation of the
two transformed labels (the complementary case adds an unnecessary level of complexity to
understand the intuition).

As mentioned previously, procedure AsyncGridRV (refer to Algorithm 4.5 in Section 4.5)
works in phases numbered 0, 1, 2, 3, 4, . . . During Phase i refer to procedure Assumption called
at line 3 in Algorithm 4.5), the agent supposes that the initial distance D is at most 2i and
processes one by one the first 2i bits of its transformed label: In the case where 2i is greater
than the binary representation of its transformed label, the agent will consider that each of the
last “missing” bits is 0. When processing a bit, the agent executes a particular route which
depends on the bit value and the phase number. The route related to bit 0 (relying in particular
on procedure Berry called at line 9 in Algorithm 4.6) and the route related to bit 1 (relying in
particular on procedure CloudBerry called at line 11 in Algorithm 4.6) are obviously different
and designed in such a way that if both these routes are executed almost simultaneously by two
agents within a phase corresponding to a correct upper bound, then rendezvous occurs by the
time any of them has been completed.

In the light of this, it turns out that an ideal situation would be that the agents concurrently
start phase α and process the bits at quite the same rate within this phase where α denotes
the smallest integer such that 2α ≥ D. Indeed, rendezvous would occur by the time the agents
complete the process of the λ-th bit of their transformed label in phase α, where λ is the
smallest index for which the binary representations of their transformed labels differ. However,
getting such an ideal situation in presence of a fully asynchronous adversary appears to be really
challenging. This is where the two synchronization mechanisms briefly mentioned above come
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into the picture.

If the agents start Phase α approximately at the same time, the first synchronization
mechanism (refer to procedure RepeatSeed called at line 15 in Algorithm 4.6) permits to force
the adversary to make the agents process their respective bits at similar speed within Phase α,
as otherwise rendezvous would occur prematurely during this phase before the process by any
agent of the λth bit. This constraint is imposed on the adversary by dividing each bit process
into some predefined steps and by ensuring that after each step s of the k-th bit process, for
any k ≤ 2α, an agent follows a specific route that forces the other agent to complete the step
s of its k-th bit process. This route, on which the first synchronization is based, is constructed
by relying on a simple principle that enables an agent to “push” the other. The principle is as
follows: if an agent performs a given route X included in a given area S of the infinite grid,
then the other agent can force it to finish route X by covering S as many times as there are
edge traversals in X. More precisely, each covering of S allows to traverse all the edges of
X at least once: so, in each covering the agent executing X must complete at least one edge
traversal or rendezvous occurs. Hence, one of the major difficulties lies in the setting up of the
second synchronization mechanism guaranteeing that the agents start Phase α around the same
time. At first glance, it might be tempting to use an analogous principle to the one used for
dealing with the first synchronization. Indeed, if an agent a1 follows a route covering r times
an area Y of the grid, such that Y is where the first α − 1 phases of an agent a2 take place
and r is the maximal number of edge traversals an agent can make during these phases, then
agent a1 pushes agent a2 to complete its first α− 1 phases and to start Phase α. Nevertheless,
a strict application of this principle to the case of the second synchronization directly leads to
an algorithm having a cost that is super-polynomial in D and the length of the smallest label,
due to a cumulative effect that does not appear for the case of the first synchronization. As a
consequence, to force an agent to start its Phase α, the second synchronization mechanism does
not depend on the kind of route described above, but on a much more complicated route that
permits an agent to “push” the second one. This works by considering the “pattern" that is
drawn on the grid by the second agent rather than just the number of edges that are traversed
(refer to procedure Harvest called at line 1 in Algorithm 4.6). This is the most tricky part of
procedure AsyncGridRV, one of the main idea of which relies in particular on the fact that some
routes made of an arbitrarily large sequence of edge traversals can be pushed at a relative low
cost by some other routes that are of comparatively small length, provided they are judiciously
chosen. The following example illustrates this point. Consider an agent a1 following from a
node v1 an arbitrarily large sequence of Xi, in which each Xi corresponds either to AA or BB
where A and B are any routes (A and B corresponding to their respective backtrack i.e., the
sequence of edge traversals followed in the reverse order). An agent a2 starting from an initial
node v2 located at a distance at most d from v1 can force agent a1 to finish its sequence of Xi (or
otherwise rendezvous occurs), regardless of the number of Xi, simply by executing AABB from
each node at distance at most d from v2. To support this claim, suppose by contradiction that
it does not hold. At some point, agent a2 necessarily follows AABB from v1. However, note
that if either agent starts following AA (resp. BB) from node v1 while the other is following AA
(resp. BB) from node v1, then the agents meet. Indeed, this implies that the more ahead agent
eventually follows A (resp. B) from a node v3 to v1 while the other is following A (resp. B) from
v1 to v3, which leads to rendezvous. Hence, when agent a2 starts following BB from node v1,
agent a1 is following AA, and is not in v1, so that it has at least started the first edge traversal
of AA. This means that when agent a2 finishes following AA from v1, a1 is following AA, which
implies, using the same arguments as before, that they meet before either of them completes this
route. Hence, in this example, agent a2 can force a1 to complete an arbitrarily large sequence of
edge traversals with a single and simple route. Actually, the second synchronization mechanism
implements this idea (this point is refined in Section 4.5). This was the most complicated thing
to set up, as each part of route in every phase had to be orchestrated very carefully to permit,
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in the end, this low cost synchronization while still ensuring rendezvous. However, it is through
this original and novel way of moving that the polynomial cost is reached.

4.4 Basic Patterns

This section defines some sequences of moving instructions, i.e., patterns of moves, that will
serve in turn as building blocks in the construction of the rendezvous algorithm. The main roles
of these patterns are given in the next section when presenting the general solution.

4.4.1 Pattern Seed

Figure 4.2: An illustration of the movements executed by an agent during the first period of
Seed(3) from a node u0. An arrow from a node x to a node y represents an edge traversal
from x to y. Depending on the shape of the arrow, the represented movement is performed in
a different phase.

Pattern Seed is involved as a sub-pattern in the design of all the other patterns presented
in this section.

The description of pattern Seed is given in Algorithm 4.1. It is made of two periods. For a
given non-negative integer x, the first period of pattern Seed(x) corresponds to the execution of
x phases, while the second period is a complete backtrack of the path traveled during the first
period. Pattern Seed is designed in such a way that it offers some properties that are shown
in Section 4.6.1.2 and that are necessary to conduct the proof of correctness. One of the main
purpose of this pattern is the following: starting from a node v, pattern Seed(x) allows to visit
all nodes of the grid at distance at most x from v and to traverse all edges of the grid linking
two nodes at distance at most x from v (informally, the procedure permits to cover an area of
radius x). An illustration of pattern Seed is given in Figure 4.2.
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Algorithm 4.1 Pattern Seed(x)
1: /* First period */
2: for i← 1; i ≤ x; i← i+ 1 do
3: /* Phase i */
4: perform (N(SE)i(WS)i(NW )i(EN)i)
5: end for
6: /* Second period */
7: L← the path followed by the agent during the first period
8: backtrack by following the reverse path L

4.4.2 Pattern RepeatSeed

Following the high level description of procedure AsyncGridRV (Section 4.3), RepeatSeed
is the basic primitive procedure that implements the first synchronization mechanism (between
two consecutive steps of a bit process). An agent a1 executing pattern RepeatSeed(x, n) from
a node u processes n times pattern Seed(x) from node u. All along this execution, a1 stays at
distance at most x from u. Moreover, once the execution is over, the agent is back at u.

The description of pattern RepeatSeed is given in Algorithm 4.2.

Algorithm 4.2 Pattern RepeatSeed(x, n)
execute n times pattern Seed(x)

4.4.3 Pattern Berry

According to Section 4.3, pattern Berry is used in particular to design the specific route
that an agent follows when processing bit 0. The description of pattern Berry is given in
Algorithm 4.3. It is made of two periods, the second of which is a backtrack of the first one.
Pattern Berry offers several properties that are proved in Section 4.6.1.4 and used in the proof
of correctness. Note that, Pattern Berry(x, y) executed from a node u for any two integers x
and y allows, in particular, an agent to perform Pattern Seed(x) from each node at distance at
most y from u. An illustration of pattern Berry is given in Figure 4.3.

Algorithm 4.3 Pattern Berry(x, y)
1: /* First period */
2: let u be the current node
3: for i← 1; i ≤ x+ y; i← i+ 1 do
4: for j ← 0; j ≤ i; j ← j + 1 do
5: for each node v at distance j from u ordered in the clockwise direction from the

North do
6: follow P (u, v)
7: execute Seed(i− j)
8: follow P (v, u)
9: end for

10: end for
11: end for
12: /* Second period */
13: L← the path followed by the agent during the first period
14: backtrack by following the reverse path L
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Figure 4.3: Illustration of a part of the route followed by an agent executing pattern Berry(2, 3)
from a node u0. When executing this pattern the agent has to execute many patterns Seed
interleaved with executions of paths P from all nodes at distance at most 3 from u0. Some of
these patterns and paths are depicted in the figure. It is particularly the case of the dotted
square centered at u1 (resp. u2 and u3) that delimits the set of nodes that are visited when
executing a pattern Seed(2) from node u1 (resp. u2 and u3). Before executing Seed(2) from
node u1 (resp. u2 or u3), the agent follows P (u0, u1) (resp. P (u0, u2) or P (u0, u3)), and after
executing Seed(2) from node u1 (resp. u2 or u3), the agent follows the path P (u1, u0) (resp.
P (u2, u0) or P (u3, u0)). These different paths P are represented by arrows.

4.4.4 Pattern CloudBerry

According to Section 4.3, pattern CloudBerry is used in particular to design the specific route
that an agent follows when processing bit 1. The description of pattern CloudBerry is given in
Algorithm 4.4. As for patterns Seed and Berry, the pattern is made of two periods, the second
of which corresponds to a backtrack of the first one. Properties related to this pattern are given
in Section 4.6.1.4. Note that, Pattern CloudBerry(x, y, z, h) executed from a node u for any
integers x, y, z and h allows an agent to perform Patterns Berry(x, y) and Seed(x) from each
node at distance at most z from u. Parameter h is an integer input that indicates in which order
the agent has to visit each node at distance at most z from u (to execute Patterns Berry(x, y)
and Seed(x) from each of these nodes). Playing on this order is used for technical reasons that
are detailed in the proof of Theorem 4.2. An illustration of pattern CloudBerry is given in
Figure 4.4.
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Algorithm 4.4 Pattern CloudBerry(x, y, z, h)
1: /* First period */
2: let u be the current node
3: let U be the list of nodes at distance at most z from u ordered in the order of the first visit

when applying Seed(z) from node u
4: for i← 0; i ≤ 2z(z + 1); i← i+ 1 do
5: let v be the node with index h+ i (mod 2z(z + 1) + 1) in U
6: follow P (u, v)
7: execute Seed(x)
8: execute Berry(x, y)
9: follow P (v, u)

10: end for
11: /* Second period */
12: L← the path followed by the agent during the first period
13: backtrack by following the reverse path L

Figure 4.4: Illustration of a part of the route followed by an agent executing Pattern
CloudBerry(1, 2, 3, 0) from a node u0. When executing this pattern the agent has to execute
paths P as well as patterns Seed and Berry from all nodes at distance at most 3 from u0 and
in particular from nodes u1, u2 and u3. To go to these nodes from u0, the agent respectively
follows P (u0, u1), P (u0, u2) and P (u0, u3). Once in node u1 (resp. u2 and u3) the agent executes
Seed(1), which is represented by the smallest dotted square centered at u1 (resp. u2 and u3)
and then executes Berry(1, 2), which is represented by the largest dotted square centered at
u1 (resp. u2 and u3), followed by P (u1, u0) (resp. P (u2, u0) and P (u3, u0)). All paths P are
represented by arrows.

4.5 Main Algorithm

The asynchronous rendezvous in the infinite grid is provided by procedure AsyncGridRV
whose formal description is provided by this section. For each subroutine involved, a description
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of its main objectives and a high level explanation of how its works are also explained. The
main algorithm that solves the rendezvous in the infinite grid is procedure AsyncGridRV (whose
pseudo-code is given by Algorithm 4.5).

Algorithm 4.5 Procedure AsyncGridRV

1: d← 1
2: while agents have not met yet do
3: execute Assumption(d)
4: d← 2d
5: end while

Procedure AsyncGridRV makes use of a subroutine, i.e., procedure Assumption. When
an agent executes this procedure with a parameter α that is a “good” assumption i.e., that
upper-bounds the initial distance D and the value λ of the smallest bit position for which both
transformed labels differ, rendezvous is guaranteed to occur by the end of this execution. In the
rest of this section, α denotes the smallest assumption which upper-bounds D and λ.

The code of procedure Assumption is given in Algorithm 4.6. It can be divided into two
parts. The first part consists of the execution of procedure Harvest (line 1 of Algorithm 4.6)
and corresponds to the second synchronization mechanism mentioned in Section 4.3. The
main feature of this procedure is the following: when the earlier agent finishes the execution
of Harvest(α) within the execution of Assumption(α), the later agent is guaranteed to have
at least started to execute Assumption with parameter α (actually, as explained below, it is
even guaranteed that most of Harvest(α) has been executed by the later agent). Procedure
Harvest is presented below. The second part of procedure Assumption (refer to lines 2 − 19
of Algorithm 4.6) consists in processing the bits of the transformed label one by one. More
precisely when processing a given bit in a call to procedure Assumption(d), the agent acts in
steps 0, 1, . . . , 2d(d+1): After each of these steps, the agent executes Pattern RepeatSeed whose
role is described below. In each of these steps, the agent executes Berry (resp. CloudBerry)
if the bit it is processing is 0 (resp. 1). These patterns of moves (refer to Algorithms 4.3
and 4.4 in Section 4.4) are made in such a way that rendezvous occurs by the time any agent
finishes the process of its λ-th bit in Assumption(α) if the following synchronization property is
verified. Each time any of the agents starts executing a step j during the process of its i-th bit
in Assumption(α), the other agent has finished the execution of either step j − 1 in the i-th bit
process of Assumption(α) if j > 0, or the last step of the (i−1)-th bit process of Assumption(α)
if j = 0 and i > 0. To obtain such a synchronization, an agent executes what is called the first
synchronization mechanism in the previous section (refer to line 15 in Algorithm 4.6) after each
step of a bit process. Actually, this mechanism relies on procedure RepeatSeed, the code of
which is given in Algorithm 4.1. Note that the total number of steps, and thus of executions of
RepeatSeed, in Assumption(α) is 2α2(α + 1) + α. For every 0 ≤ k ≤ 2α2(α + 1) + α, the k-th
execution of RepeatSeed in Assumption(α) by an agent permits to force the other agent to finish
the execution of its k-th step in Assumption(α) by repeating a pattern Seed (its main purpose
is described just above its code given by Algorithm 4.2): with the appropriate parameters, this
pattern Seed covers any pattern (Berry or CloudBerry) made in the k-th step of Assumption(α)
and the number of times it is repeated is at least the maximum number of edge traversals made
in the k-th step of Assumption(α).

Algorithm 4.7 gives the code of procedure Harvest. Procedure Harvest is made of two parts:
the executions of procedure PushPattern (lines 1 − 3 of Algorithm 4.7), and the calls to the
patterns CloudBerry and RepeatSeed (lines 4−5 of Algorithm 4.7). When Harvest is executed
with parameter α (which is a good assumption), the first part ensures that the later agent has
at least completed every execution of Assumption with a parameter that is smaller than α,
while the second part ensures that the later agent has completed almost the entire execution
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of Harvest(α) (more precisely, when the earlier agent finishes the second part, it is guaranteed
that it remains for the later agent to execute at most the last line before completing its own
execution of Harvest(α)).

Algorithm 4.6 Procedure Assumption(d)
1: execute Harvest(d)
2: radius← 2d4 + 3d
3: i← 1
4: while i ≤ d do
5: j ← 0
6: while j ≤ 2d(d+ 1) do
7: // Begin of step j
8: if the length of the transformed label is strictly greater than i, or its i-th bit is 0

then
9: execute Berry(radius, d)

10: else
11: execute CloudBerry(radius, d, d, j)
12: end if
13: // End of step j
14: radius← radius+ 3d
15: execute RepeatSeed(radius, C(CloudBerry(radius− 3d, d, d, j)))
16: j ← j + 1
17: end while
18: i← i+ 1
19: end while

To give further details on Harvest, let us first describe procedure PushPattern (its code is
given in Algorithm 4.8). When the earlier agent completes the execution of PushPattern(2i, d)
with i some power of two, assuming that the later agent had already completed Assumption(i),
the later agent is guaranteed to have completed its execution of Assumption(2i). To ensure this,
the execution of Assumption(2i) is regarded as a sequence of calls to basic patterns (namely
RepeatSeed, Berry and CloudBerry), which is formally defined in Definition 4.7. This sequence
is what lies behind “the pattern drawn on the grid” mentioned in Subsection 4.3.2. The sequence
of calls to basic patterns of the earlier agent in Assumption(2i) is quite similar to the one of the
later agent: they have the same length and the s-th pattern of one sequence is RepeatSeed if
and only if the s-th pattern of the other sequence is RepeatSeed. In fact, the only difference,
due to distinct transformed labels, is that if the s-th pattern of one sequence is Berry (resp.
CloudBerry), the s-th pattern of the other sequence may be either Berry or CloudBerry.

For each basic pattern ps in its sequence, the earlier agent executes another pattern p′s at
the end of which the later agent is ensured to have completed the execution of the s-th basic
pattern of its own sequence. Whether ps is Berry or CloudBerry, p′s is the same so that the
earlier agent does not need to know the type of the s-th basic pattern in the sequence of the
later agent in order to push it (and by extension, does not require the knowledge of the label of
the later agent). More precisely, p′s is chosen as follows.

If ps is either pattern Berry or pattern CloudBerry, then p′s is pattern RepeatSeed: the same
idea as for the first synchronization mechanism it used once more. If ps is pattern RepeatSeed,
then p′s is pattern Berry, relying on a property of the route XX (with X any non-empty route)
introduced in the last paragraph of Subsection 4.3.2: if both agents follow this route concurrently
from the same node, then they meet. Pattern Seed can be seen as such a route, and procedure
Berry (whose code is shown in Algorithm 4.3) consists in executing pattern Seed from each
node at distance at most α. Hence, unless they meet, the later agent completes its execution
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of pattern RepeatSeed before the earlier one starts executing Seed from the same node. Note
that PushPattern uses as many patterns as the number of basic patterns in the sequence it is
supposed to push: this and the fact of doubling the value of the input parameter of procedure
Assumption in Algorithm 4.5 contribute in particular to keep the polynomiality of procedure
AsyncGridRV.

Thus, once the earlier agent completes the first part of Harvest(α), the later one has at
least started the execution of Assumption(α) (and thus of the first part of Harvest(α)). At
this point, at first glance, it might seem that the problem has just been shifted. Indeed, the
number of edge traversals that has to be made to complete all the executions of Assumption
prior to Assumption(α) is quite the same, if not higher, than the number of edge traversals
that has to be made when executing the first part of Harvest(α). Hence the difference between
both agents in terms of edge traversals has not been improved here. However, a crucial and
decisive progress has nonetheless been done: contrary a priori to the series of Assumption
executed before Assumption(α), the first part of Harvest(α) can be pushed at low cost via the
execution of pattern CloudBerry (line 4 of Algorithm 4.7) by the earlier agent. Actually this
pattern corresponds to the kind of route, described at the end of Subsection 4.3.2 for the second
synchronization mechanism, which is of small length compared to the sequence of patterns it
can push. Indeed, the first part of Harvest(α) can be viewed as a “large” sequence of patterns
Seed and Berry: however Seed and Berry can be seen (by analogy with Subsection 4.3.2) as
routes of the form AA and BB respectively, while pattern CloudBerry executes Seed and Berry
(i.e., AABB) once from at least each node at distance at most α.

Note that when the earlier agent has completed the execution of CloudBerry in Harvest(α),
the later agent has at least started the execution of pattern CloudBerry in Harvest(α). Hence,
there is still a difference between both agents, but it has been considerably reduced: it is now
relatively small so that it can be handled pretty easily afterwards.

Algorithm 4.7 Procedure Harvest(d)
1: for i← 1; i < d; i← 2i do
2: execute PushPattern(i, d)
3: end for
4: execute CloudBerry(2d4, d, d, 0)
5: execute RepeatSeed(2d4 + 3d,C(CloudBerry(2d4, d, d, 0)))

Definition 4.7 (Basic and Perfect Decomposition). Given a call P to an algorithm, the
basic decomposition of P , denoted by BD(P ), is P itself if P corresponds to a basic pattern,
the type of which belongs to {RepeatSeed, Berry, CloudBerry}. Otherwise, if P contains no
call or contains a moving instruction outside of every call then BD(P ) =⊥, else BD(P ) =
BD(x1),BD(x2), . . . ,BD(xn) where x1, x2, . . . , xn is the sequence (in the order of execution) of
all the calls in P that are children of P . Moreover, BD(P ) is a perfect decomposition if it does
not contain any ⊥.

Remark 4.1. The basic decomposition of every call to procedure Assumption is perfect.
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Algorithm 4.8 Procedure PushPattern(i, d)
1: for each p in BD(Assumption(i)) do
2: if p is a call to pattern RepeatSeed with value x as first parameter then
3: Execute Berry(x, d)
4: else
5: /* pattern p is either a call to pattern Berry or a call to pattern CloudBerry (in view

of the above remark) and has at least two parameters */
6: Let x (resp. y) be the first (resp. the second) parameter of p
7: execute RepeatSeed(d+ x+ 2y, C(CloudBerry(x, y, y, 0)))
8: end if
9: end for

4.6 Proof of Correctness and Cost Analysis

The purpose of this section is to prove that procedure AsyncGridRV ensures asynchronous
rendezvous in the infinite grid at cost ∈ O((D + l)33) with D the initial distance between the
agents and l, the length of the shortest label. To this end, the section is made of four subsections.
The first two subsections are dedicated to technical results about the basic patterns presented
in Section 4.4 and synchronization properties of procedure AsyncGridRV, which are used in turn
to carry out the proof of correctness and the cost analysis of AsyncGridRV that are presented in
the last two subsections.

4.6.1 Properties of the Basic Patterns

This subsection is dedicated to the presentation of some technical results about the basic
patterns described in Section 4.4. They are used in the following subsections to prove the
correctness of Algorithm 4.5.

4.6.1.1 Vocabulary

Before going any further, some extra vocabulary is introduced in order to facilitate the
presentation of the next properties and lemmas.

Definition 4.8. A pattern execution A precedes another pattern execution B iff the beginning
of A occurs by the beginning of B.

Definition 4.9. Two pattern executions A and B are concurrent iff:

• pattern execution A does not finish before pattern execution B starts

• pattern execution B does not finish before pattern execution A starts

By misuse of language, in the rest of this chapter, “a pattern execution” is sometimes referred
to as “a pattern”.

Hereafter a pattern A is said to concurrently precede a pattern B, iff A and B are concurrent,
and A precedes B.

Definition 4.10. A pattern A pushes a pattern B if for every execution in which B precedes
A, agents meet before the end of the execution of A or B finishes before A.

In the sequel, given two sequences of moving instructions X and Y , X is said to be a prefix
of Y if Y can be viewed as the execution of the sequence X followed by another (possibly empty)
sequence.
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4.6.1.2 Pattern Seed

This section shows some properties related to pattern Seed. Proposition 4.1 follows by
induction on the input parameter of pattern Seed and Proposition 4.2 follows from Algorithm 4.1.

Proposition 4.1. Let x be any positive integer. Starting from a node v, pattern Seed(x)
guarantees the following properties:

1. it allows to visit all nodes of the grid at distance at most x from v

2. it allows to traverse all edges of the grid linking two nodes at distance at most x from v

Proposition 4.2. Given two integers x1 ≤ x2, the first period of pattern Seed(x1) is a prefix
of the first period of pattern Seed(x2).

Lemma 4.1. Let x1 and x2 be two positive integers such that x1 ≤ x2. Let a1 and a2 be two
agents executing respectively patterns Seed(x1) and Seed(x2) both from the same node such that
the execution of pattern Seed(x1) concurrently precedes the execution of pattern Seed(x2). Let
t1 (resp. t2) be the time when agent a1 (resp. a2) completes the execution of pattern Seed(x1)
(resp. Seed(x2)). Agents a1 and a2 meet by time min(t1, t2).

Proof. In view of Proposition 4.2, the first period of Seed(x1) is a prefix of the first period
of pattern Seed(x2). If the path followed by agent a1 during its execution of Seed(x1) is
e1, e2, . . . , en,
e1, e2, . . . , en (the over-lined part of the path corresponds to the backtrack), then the path
followed by agent a2 during the execution of pattern Seed(x2) is e1, e2, . . . , en, s, e1, e2, . . . , en, s
where s corresponds to the edges traversed at a distance ∈ {x1 + 1; . . . ;x2}.

There are two cases to consider. If agent a2 completes e1, e2, . . . , en by the time a1 completes
e1, e2, . . . , en, then agents a1 and a2 meet while they are following e1, e2, . . . , en as agent a1 is the
first agent that starts following e1, e2, . . . , en. Otherwise, agent a1 starts following e1, e2, . . . , en
while a2 is still following e1, e2, . . . , en: this implies that the agents meet by the time a1 (resp. a2)
finishes e1, e2, . . . , en (resp. e1, e2, . . . , en). So, in both cases the agents meet by time min(t1, t2),
which concludes the proof of this lemma.

4.6.1.3 Pattern RepeatSeed

This section is dedicated to some properties of pattern RepeatSeed. Informally speaking,
Lemmas 4.2 and 4.3 describe the fact that pattern RepeatSeed pushes respectively pattern
Berry and CloudBerry when it is given appropriate parameters.

Lemma 4.2. Consider two nodes v1 and v2 separated by a distance δ. Let Berry(x1, y) and
RepeatSeed(x2, n) be two patterns respectively executed from v1 and v2 with x1, x2, y and n
positive integers. If x2 ≥ x1 + y + δ and n ≥ C(Berry(x1, y)) then pattern RepeatSeed(x2, n)
pushes pattern Berry(x1, y).

Proof. Denote by a1 and a2 the agents executing respectively Berry(x1, y) and RepeatSeed(x2, n).
Suppose by contradiction that RepeatSeed(x2, n) does not push Berry(x1, y), which means, by
Definition 4.10 that there exists an execution in which pattern Berry(x1, y) precedes pattern
RepeatSeed(x2, n) such that a1 neither meets a2 nor completes Berry(x1, y) before a2 completes
RepeatSeed(x2, n). Remark that this implies in particular that these patterns are concurrent.

When executing its Berry(x1, y) agent a1 cannot be at a distance greater than x1 + y from
its initial position v1 and thus cannot be at a distance greater than δ + x1 + y from node v2.
Also, in view of Proposition 4.1, each pattern Seed(x2) executed from node v2 which composes
pattern RepeatSeed(x2, n) allows to visit all nodes and to traverse all edges at distance at most
x2 from node v2. Thus, each pattern Seed(x2) executed from node v2 allows to visit all nodes
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and to traverse all edges (although not necessarily in the same order) that are traversed during
the execution of pattern Berry(x1, y) from node v1.

Consider the number of edge traversals completed by agent a1 between the moment when a2
starts executing any of the Seed(x2) which compose RepeatSeed(x2, n) and the moment when
a2 completes this Seed(x2). If a1 has not completed a single edge traversal, then whether it was
in a node or traversing an edge, it has met a2 which traverses every edge a1 traverses during its
execution of Berry(x1, y). This is a contradiction, which implies that each time a2 completes one
of its executions of pattern Seed(x2), a1 has completed at least one edge traversal. Since agent
a2 executes n ≥ C(Berry(x1, y)) times pattern Seed(x2), a1 traverses at least C(Berry(x1, y))
edges before a2 finishes executing its RepeatSeed(x2, n). As C(Berry(x1, y)) is the number of
edge traversals in Berry(x1, y), when a2 finishes executing pattern RepeatSeed(x2, n), a1 has
finished executing its pattern Berry(x1, y), which is a contradiction and proves the lemma.

The following lemma can be proved using similar arguments to those used in the proof of
Lemma 4.2.

Lemma 4.3. Consider two nodes v1 and v2 separated by a distance δ. Let CloudBerry(x1, y, z, h)
and RepeatSeed(x2, n) be two patterns respectively executed from v1 and v2 with x1, x2, y, z, h
and n positive integers. If x2 ≥ x1 + y + z + δ and n ≥ C(CloudBerry(x1, y, z, h)) then pattern
RepeatSeed(x2, n) pushes pattern CloudBerry(x1, y, z, h).

4.6.1.4 Pattern Berry

This section is dedicated to the properties of pattern Berry. Informally speaking, Lemma 4.4
describes the fact that pattern Berry permits to push pattern RepeatSeed when it is given
appropriate parameters. Proposition 4.3 and Lemma 4.5 are respectively analogous to Propo-
sition 4.2 and Lemma 4.1.

The following proposition follows from Algorithm 4.3.

Proposition 4.3. Given four positive integers x1 +y1 ≤ x2 +y2, the first period of Berry(x1, y1)
is a prefix of the first period of Berry(x2, y2).

Lemma 4.4. Consider two nodes v1 and v2 separated by a distance δ. Let RepeatSeed(x1, n)
and Berry(x2, y) be two patterns respectively executed from v1 and v2 with x1, x2, y and n positive
integers. If y ≥ δ and x1 ≤ x2 then pattern Berry(x2, y) pushes pattern RepeatSeed(x1, n).

Proof. Denote by a1 and a2 the agents executing respectively RepeatSeed(x1, n) and Berry(x2, y).
Suppose by contradiction that Berry(x2, y) does not push RepeatSeed(x1, n) which means by
Definition 4.10 that there exists an execution in which pattern RepeatSeed(x1, n) precedes
pattern Berry(x2, y) such that a1 neither meets a2 nor completes RepeatSeed(x1, n) before a2
completes Berry(x2, y). When executing Berry(x2, y), agent a2 performs Seed(x2) from each
node at distance at most y from v2 with y ≥ δ. Thus, at some point, a2 executes Seed(x2) from
node v1. In view of Lemma 4.1, since x2 ≥ x1 and since by assumption, a1 has not finished
executing its RepeatSeed(x1, n) when a2 starts executing pattern Seed(x2) from v1, agents meet
by the end of the latter and thus before the end of Berry(x2, y) which is a contradiction and
proves the lemma.

Lemma 4.5. Consider two agents a1 and a2 executing respectively patterns Berry(x1, y1) and
Berry(x2, y2) both from node v with x1, x2, y1 and y2 positive integers such that x2 + y2 ≥
x1 +y1. Suppose that the execution of Berry(x1, y1) by a1 concurrently precedes the execution of
Berry(x2, y2) by a2. Let t1 (resp. t2) be the time when agent a1 (resp. a2) completes its execution
of pattern Berry(x1, y1) (resp. Berry(x2, y2)). Agents a1 and a2 meet by time min(t1, t2).
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Proof. This proof is similar to the proof of Lemma 4.1. In view of Proposition 4.3, if the path
followed by agent a1 during its execution of Berry(x1, y1) is e1, e2, . . . , en, e1, e2, . . . , en (the over-
lined part of the path corresponds to the backtrack), then the path followed by agent a2 during
the execution of pattern Berry(x2, y2) is e1, e2, . . . , en, s, e1, e2, . . . , en, s where s corresponds to
the edges traversed from the (x1 + y1 + 1)-th iteration of the main loop of pattern Berry to its
(x2 + y2)-th iteration.

There are two cases to consider. If agent a2 completes e1, e2, . . . , en by the time a1 completes
e1, e2, . . . , en, then agents a1 and a2 meet while they are following e1, e2, . . . , en as agent a1 is the
first agent that starts following e1, e2, . . . , en. Otherwise, agent a1 starts following e1, e2, . . . , en
while a2 is still following e1, e2, . . . , en: this implies that the agents meet by the time a1 (resp. a2)
finishes e1, e2, . . . , en (resp. e1, e2, . . . , en). So, in both cases the agents meet by time min(t1, t2),
which concludes the proof of this lemma.

4.6.1.5 Pattern CloudBerry

Informally speaking, the following lemma highlights the fact that pattern CloudBerry can
push “a lot of basic patterns” under some conditions. In other words, an agent can be obliged
to make a lot of edge traversals “at relative low cost”.

Lemma 4.6. Consider two nodes v1 and v2 separated by a distance δ. Assume that pattern
CloudBerry(x1, y1, z, h) is executed from v2 with x1, y1, z and h four positive integers. Also
assume that S is a sequence of patterns RepeatSeed and Berry executed from v1. If z ≥ δ and
for each pattern RepeatSeed R and pattern Berry B belonging to S, x1 + y1 is greater than or
equal to the sum of the parameters of B, and x1 is greater than or equal to the first parameter
of R, then pattern CloudBerry(x1, y1, z, h) pushes S.

Proof. Denote by a1 and a2 the agents executing respectively S and CloudBerry(x1, y1, z, h). In
order to prove that the execution of pattern CloudBerry(x1, y1, z, h) by a2 pushes the sequence
of patterns S, suppose by contradiction that there exists an execution in which S precedes
pattern CloudBerry(x1, y1, z, h) such that a1 neither meets a2 nor completes its whole sequence
of patterns before a2 completes CloudBerry(x1, y1, z, h).

In view of Algorithm 4.4, when executing CloudBerry(x1, y1, z, h), a2 executes pattern
Seed(x1) followed by pattern Berry(x1, y1) on each node at distance at most z from v2. Since
z ≥ δ, during its execution of CloudBerry(x1, y1, z, h), a2 follows P (v2, v1), executes pattern
Seed(x1) (denoted by p1) and then pattern Berry(x1, y1) (denoted by p2) both from node v1.
The proof that the execution of CloudBerry(x1, y1, z, h) by a2 pushes the execution of S by a1
consists in showing that the agents meet by the time a2 completes its executions of p1 and p2.

By assumption, a1 has not finished executing S when a2 arrives on v1 to execute p1 and
p2. Consider what it can be executing at this moment. If it is executing pattern Seed(x2)
with x2 ≤ x1 a positive integer, then in view of Lemma 4.1, the agents meet by the end of
the execution of p1, which contradicts the assumption that the agents do not meet before the
end of CloudBerry(x1, y1, z, h). This means that when a2 starts executing p1, a1 is executing
pattern Berry(x2, y2) for some positive integers x2 and y2 such that x2 + y2 ≤ x1 + y1. After p1,
a2 executes p2. By Lemma 4.5, if a1 is still executing pattern Berry(x2, y2) for some positive
integers x2 and y2 such that x2 + y2 ≤ x1 + y1 (the same as above, or another) then the agents
meet by the end of the execution of p2 which is once again a contradiction. As a consequence,
when a2 starts executing p2, a1 is executing pattern Seed(x3) for some positive integer x3 ≤ x1.
Denote by p3 this pattern, and remember that a1 starts it after a2 starts p1. Moreover, when a2
starts executing p2, a1 can not be in v1 as it is the node where a2 starts p2, thus it has at least
started the first edge traversal of p3. Hence, p1 concurrently precedes p3, and a2 completes the
execution of p1 before a1 completes the execution of p3.

In view of Algorithm 4.1, like in the proof of Lemma 4.1, the route followed by a1 when
executing p3 can be denoted by e1, . . . , en, e1, . . . , en and the route followed by a2 when executing

46



4.6. Proof of Correctness and Cost Analysis

p1 can be denoted by e1, . . . , en, s, e1, . . . , en, s where s corresponds to edges traversed at a
distance belonging to {x3 + 1; . . . ;x1}. Remark that in view of the definition of a backtrack,
e1, . . . , en, s = s, e1, . . . , en. Consider the moment t1 when a1 completes the first period of p3 and
begins the second one. It has just traversed e1, . . . , en, and is about to follow e1, . . . , en. At this
moment, a2 can not have started the edge traversals e1, . . . , en, or else agents have met by t1,
which would be a contradiction. However, as p1 is completed before p3, a2 must finish executing
some non-empty part of ss followed by e1, . . . , en before a1 finishes executing e1, . . . , en which
implies that the agents meet by the end of the execution of p1 and contradicts once again the
hypothesis that they do not meet by the end of p2.

So, in every case, the assumption that a1 neither meets a2 nor finishes executing S before the
end of the execution of CloudBerry(x1, y1, z, h), is contradicted. Hence, the execution of pattern
CloudBerry(x1, y1, z, h) by a2 pushes the execution of S by a1, and the lemma holds.

4.6.2 Agents Synchronizations

This subsection aims at introducing and proving several synchronization properties offered
by procedure AsyncGridRV (refer to Lemmas 4.10 and 4.11). The following statements and
proofs make use of the notation D which denotes the initial distance separating the two agents
in the infinite grid. The expression “synchronization" means that if one agent has completed
some part of its rendezvous algorithm, then either it must have met the other agent or this other
agent has also completed some part (not necessarily the same one) of its algorithm i.e., it must
have made progress.

To prove Lemmas 4.10 and 4.11, some more technical results are necessary—Lemmas 4.7, 4.8,
and 4.9.

Lemma 4.7. Let v1 and v2 be the two nodes separated by a distance D that are initially
occupied by the agents a1 and a2 respectively. Let c1 and d1 be two non-negative integers
such that d1 ≥ D. Assume the prefix of the execution of agent a1 is the sequence S1 =
Assumption(1), . . . , Assumption(2c1). Assume that a part of the execution of agent a2 is the
sequence S2 = PushPattern(1, d1), . . . , PushPattern(2c1 , d1). Either the agents meet before the
end of the execution of S2 or S1 finishes before S2.

Proof. Assume by contradiction that there exists some scenario E1 in which neither the agents
meet before the end of the execution of S2 by agent a2 nor the execution of S1 by a1 finishes
before the execution of S2 by a2.

In view of Algorithm 4.8, and since there are as many occurrences of procedure Assumption
in S1 as of procedure PushPattern in S2, there are as many basic patterns (among RepeatSeed,
Berry, and CloudBerry) in BD(S1) as in BD(S2). Each basic pattern inside BD(S1) and BD(S2)
is given an index between 1 and n according to its order of appearance. In view of Remark 4.1,
for any integer d2, BD(Assumption(d2)) is perfect, which implies that BD(S1) is perfect too.
This has the following consequences. When agent a1 starts the execution of S1, this agent starts
the execution of the first basic pattern in BD(S1). Moreover, when agent a1 completes the
execution of S1, it completes the execution of the n-th basic pattern in BD(S1). Lastly, for any
integer i between 1 and n− 1, agent a1 does not make any edge traversal between the i-th and
the (i + 1)-th basic pattern in BD(S1). In other words, every edge traversal agent a1 makes
during the execution of S1 is performed during one of the basic patterns inside BD(S1). Remark
that BD(S2) is perfect too.

The next step of this proof consists in showing by induction on i that for every integer i
between 1 and n, a1 either meets a2 or completes the execution of the i-th pattern inside BD(S1)
before a2 completes the execution of the i-th pattern inside BD(S2). If i = 1, two cases are
distinguished. In the first case, the first pattern of BD(S2) starts before the first pattern of
BD(S1), while in the second case it does not i.e.,, in view of Definition 4.8, the first pattern of
BD(S1) precedes the first pattern of BD(S2).
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In the first case, since it does not make any edge traversal before the moment t1 when it
starts executing the first pattern of BD(S1), a1 is assumed to be in v1 from the moment t2 when
a2 starts executing the first pattern in BD(S2) to t1. Another scenario E2 can be built in which
a1 (resp. a2) executes S1 (resp. S2) from v1 (resp. v2) as in E1, at every moment of E2 both a1
and a2 are at the exact same place as in E1, but in which the first pattern of BD(S1) precedes
the first pattern of BD(S2). This is achieved by designing the behavior of the adversary in E2
as follows. The adversary handles a2 in the same way in E2 as in E1. From the moment t3 at
which a1 starts executing S1 in E2 to the moment t2 at which a2 starts executing S2 (both in E1
and E2), as well as from t2 to the moment t1 at which a1 starts executing S1 in E1, in E2, the
adversary prevents a1 from moving from v1. Moreover, from t1 on, in E2, the adversary handles
a1 as in E1. Since at every moment both a1 and a2 are at the same place in E1 and E2, it is
enough to prove, in E2, that a1 either meets a2 or completes the execution of the first pattern
inside BD(S1) before a2 completes the execution of the first pattern inside BD(S2), to show
that this also holds in E1. Also, in E2, the first pattern of BD(S1) precedes the first pattern
of BD(S2), this is the second of the two cases. Hence, when i = 1 it is enough to consider the
second case only.

If the first pattern of BD(S1) precedes the first pattern of BD(S2), then in view of Lemmas 4.2,
4.3 and 4.4, Algorithm 4.8 and the fact that d1 ≥ D, whatever the type of the first pattern inside
BD(S1) (Berry, CloudBerry or RepeatSeed), a1 either meets a2 or completes the first pattern
inside BD(S1) before a2 completes the first pattern inside BD(S2).

Assume that there exists an integer j in {1, . . . , (n − 1)} such that a1 either meets a2 or
completes the j-th pattern inside BD(S1) before a2 completes the j-th pattern inside BD(S2).
This paragraph aims at showing that a1 either meets a2 or completes the (j + 1)-th pattern
inside BD(S1) before a2 completes the (j + 1)-th pattern inside BD(S2). In order to achieve
this, suppose that the agents do not meet before the end of the execution of the (j+1)-th pattern
inside BD(S2) and show that the execution of the (j+1)-th pattern inside BD(S1) finishes before
the execution of the (j + 1)-th pattern inside BD(S2). In view of the induction hypothesis, and
the assumption that the agents do not meet before the end of the execution of the (j + 1)-th
pattern inside BD(S2), the j-th pattern inside BD(S1) finishes before the j-th pattern inside
BD(S2) which means that the (j + 1)-th pattern inside BD(S1) precedes the (j + 1)-th pattern
inside BD(S2). Again, in view of Lemmas 4.2, 4.3 and 4.4, Algorithm 4.8 and the fact that
d1 ≥ D, whatever the type of the (j+ 1)-th pattern inside BD(S1), it finishes before the (j+ 1)-
th pattern inside BD(S2). In particular, if the (j + 1)-th pattern inside BD(S1) is a Berry or a
CloudBerry called after the test at line 8, at line 9 or 11, (refer to Algorithm 4.6), regardless of
which of the two patterns it is, a1 completes its execution before the end of the (j+1)-th pattern
inside BD(S2). Indeed, for any positive integers x, y, z and h, CloudBerry(x, y, z, h) can be
viewed as composed of several Berry(x, y) so that C(CloudBerry(x, y, z, h)) ≥ C(Berry(x, y)).

This means in particular that before the end of the n-th pattern inside BD(S2) and thus
before the end of S2, a1 either meets a2 or completes the n-th pattern inside BD(S1) and thus
S1 itself, which completes the proof.

Lemma 4.8. Let d1 and x1 be some integers such that the first parameter of each basic pattern
inside BD(Assumption(d1)) is assigned a value which is at most x1. For every integer d2 ≥ d1,
the first parameter of each basic pattern inside BD(PushPattern(d1, d2)) is less than or equal
to x1 + 3d2.

Proof. In view of Algorithm 4.8, each basic pattern inside the basic decompositions
BD(Assumption(d1)) and BD(PushPattern(d1, d2)) (with d2 ≥ d1 some integer) is given an
index from 1 to n according to its order of appearance, with n the number of basic patterns in
either of these decompositions. Thus, for any integer i from 1 to n, there is a pair of patterns
(p1, p2) such that p1 is the i-th basic pattern inside BD(Assumption(d1)), and p2 is the i-th
pattern inside BD(PushPattern(d1, d2)). Thus, this proof consists in showing that there is no
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such pair (p1, p2) such that the first parameter of p2 is given a value greater than x1 + 3d2. To
this end, three cases depending on the type of pattern p1 are analyzed.

First consider the case in which p1 is pattern RepeatSeed(x2, n1) with x2 ≤ x1 and n1
two positive integers. In view of Algorithm 4.8, since p1 is pattern RepeatSeed(x2, n1), p2 is
Berry(x2, d2), which means that its first parameter is at most x1 and thus at most x1 + 3d2.

Consider the cases in which p1 is either pattern Berry or pattern CloudBerry. First
remark the following. In BD(Assumption(d1)), whether it is called directly by procedure
Assumption(d1), or inside its call to Harvest(d1), or inside the call of the latter to
PushPattern(d3, d1) with some integer d3 < d1, the second parameter of pattern Berry is
always d1, and the second and third parameters of pattern CloudBerry are always d1 as well.

In view of Algorithm 4.8, whether p1 is pattern Berry(x2, d1) or pattern
CloudBerry(x2, d1, d1, h) with two positive integers h and x2 ≤ x1, p2 is RepeatSeed(d2 + x2 +
2d1, C(CloudBerry(x2, d1, d1, h))). Its first parameter is d2 +x2 + 2d1 which is at most x1 + 3d2.

Hence, within BD(PushPattern(d1, d2)), there cannot be any call to a basic pattern in which
the first parameter is assigned a value greater than x1 + 3d2, which proves the lemma.

Lemma 4.9. The first parameter of each basic pattern inside BD(Assumption(d1)) (with d1
any power of two) is at most 32d4

1 − 6d1.

Proof. This lemma is proved by induction on d1.
First consider that d1 = 1. The basic patterns inside BD(Assumption(1)) are enumerated

and for each of them the first parameter is proved to be given a value which is less than or
equal to 32d4

1− 6d1 = 26. Procedure Assumption(1) begins with Harvest(1) which is composed
of calls to CloudBerry(2, 1, 1, 0) and RepeatSeed(5, C(CloudBerry(2, 1, 1, 0))), with both first
parameters lower than 26. After Harvest(1) too, the first parameter that is given to the patterns
called in procedure Assumption(1) is always at most 26. Indeed, the first parameter is assigned
its maximum value when j = 2d1(d1 + 1) = 4 and i = d1 = 1 i.e., when 3d1 = 3 has been added
i(j + 1) = 5 times to the initial value of radius i.e., 5, which gives a maxiuml value equal to
5 + 15 = 20 < 26. This concludes the analysis of the case when d1 = 1.

Assume that there exists a power of two d2 such that for each power of two d3 ≤ d2,
the first parameter of each basic pattern inside BD(Assumption(d3)) is at most 32d4

2 − 6d2.
The same method is used. The basic patterns inside BD(Assumption(2d2)) are enumerated
and each of them is proved to be given a value for the first parameter which is at
most 512d4

2 − 12d2. Procedure Assumption(2d2) begins with Harvest(2d2) which in turn,
begins with PushPattern(1, 2d2), . . . , PushPattern(d2, 2d2). By induction hypothesis, inside
BD(Assumption(1)), . . . , BD(Assumption(d2)), the first parameter of each basic pattern
is at most 32d4

2 − 6d2. In view of Lemma 4.8, inside BD(PushPattern(1, 2d2)), . . . ,
BD(PushPattern(d2, 2d2)), the first parameter of each basic pattern is at most 32d4

2−6d2+6d2 =
32d4

2 < 512d4
2−12d2. Moreover, after PushPattern(1, 2d2), . . . , PushPattern(d2, 2d2), procedure

Harvest(2d2) calls pattern CloudBerry(32d4
2, 2d2, 2d2, 0) followed by pattern RepeatSeed(32d4

2+
6d2, C(CloudBerry(32d4

2, 2d2, 2d2, 0))). Inside these calls, the first parameter is respectively
given the values 32d4

2 and 32d4
2 + 6d2 which are both lower than 512d4

2 − 12d2. Moreover,
after Harvest(2d2), in the same way as when d1 = 1, the first parameter can be proved to
keep increasing and reach a maximum value equal to 32d4

2 + 6d2 + 12d2
2(4d2(2d2 + 1) + 1) =

128d4
2 + 48d3

2 + 12d2
2 + 6d2 < 512d4

2 − 12d2 which completes the proof of the lemma.

Before presenting the next lemma, it is necessary to introduce the following notions. The
first four lines of procedure Harvest are referred to as its first part and the last line is referred
to as the second one. Procedure Assumption begins with a call to procedure Harvest: the
first part of procedure Assumption is considered to be the first part of this call, and that
the second part of procedure Assumption is the second part of this call. After these two
parts, there is a third part in procedure Assumption which consists of calls to basic patterns.
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Moreover, note that the execution of procedure AsyncGridRV can be viewed as a sequence of
consecutive calls to procedure Assumption with an increasing parameter. The (i + 1)-th call
to procedure Assumption (i.e., the call to procedure Assumption(2i)) by an agent executing
procedure AsyncGridRV is referred to as Phase i.

Lemma 4.10. Consider two agents a1 and a2 executing procedure AsyncGridRV. Let i1 and d1
be two integers such that 2i1 = d1 ≥ D. Agent a1 either meets a2 or completes the execution of
the first part of Phase i1 before agent a2 completes the execution of the second part of Phase i.

Proof. Assume by contradiction that the lemma is false. This implies in particular that when
a2 finishes executing the second part of Phase i1, a1 is either executing Phase i2 for an integer
i2 < i1, or the first part of Phase i1.

First of all, in view of Lemma 4.7 and since d1 ≥ D, a1 either meets a2 or finishes
executing the sequence Assumption(1), . . . , Assumption(2i1−1) before a2 completes the sequence
PushPattern(1, d1), . . . , PushPattern(2i1−1, d1) (i.e., the loop at the beginning of procedure
Harvest(d1)). Given that by assumption, agents do not meet before a2 completes its execution
of the second part of Phase i1, a1 starts executing the first part of Phase i1 before a2
finishes executing the loop at the beginning of procedure Harvest(d1), which means that the
execution of the loop at the beginning of procedure Harvest(d1) by a1 precedes the execution
of CloudBerry(2d4

1, d1, d1, 0) by a2.
This is at the root of the proof that when a2 finishes executing CloudBerry(2d4

1, d1, d1, 0),
a1 has finished executing the loop at the beginning of procedure Harvest(d1). In view of
Lemmas 4.8 and 4.9, while executing this loop, a1 executes a sequence of patterns RepeatSeed
and Berry called by procedure PushPattern whose the first parameter is at most 2d4

1. Since
d1 ≥ D, in view of Lemma 4.6 and the assumption that the agents do not meet before
the end of the execution of the second part of Phase i1 by a2, when a2 finishes executing
CloudBerry(2d4

1, d1, d1, 0), a1 has finished executing the loop.
After executing pattern CloudBerry(2d4

1, d1, d1, 0) but before completing procedure
Harvest(d1), a2 performs RepeatSeed(2d4

1 + 3d1, C(CloudBerry(2d4
1, d1, d1, 0))). In view

of the previous paragraph, the execution of this pattern by a2 is preceded by the
execution of CloudBerry(2d4

1, d1, d1, 0) by a1. When a2 finishes executing RepeatSeed(2d4
1 +

3d1, C(CloudBerry(2d4
1, d1, d1, 0))), in view of Lemma 4.3 and since by assumption the agents

have not met, a1 has finished executing pattern CloudBerry(2d4
1, d1, d1, 0). This means that

when a2 finishes executing Harvest(d1) and thus the second part of Phase i1, a1 has completed
the execution of the first part of Phase i1, which proves the lemma.

The following lemma addresses the calls to pattern RepeatSeed in the second and in the
third part of procedure Assumption(d1) for any power of two d1. In the statement and proof of
this lemma, they are called “synchronization RepeatSeed”, and indexed from 1 to (d1(2d1(d1 +
1) + 1) + 1) in their ascending execution order in these two parts of the procedure. During any
execution of procedure Assumption(d1) for any power of two d1, the call to RepeatSeed in the
second part of procedure Assumption is the first (indexed by 1) synchronization RepeatSeed of
this procedure.

Lemma 4.11. Let a1 and a2 be two agents executing procedure AsyncGridRV. Let v1 and v2
be their respective initial nodes separated by a distance D. For any power of two d1 ≥ D and
any positive integer i ≤ d1(2d1(d1 + 1) + 1) + 1, if the agents have not met yet, then when any
of them completes the execution of the i-th synchronization RepeatSeed of Assumption(d1), the
other agent has at least started it.

Proof. Suppose that agent a2 has just finished executing the i-th synchronization RepeatSeed
inside procedure Assumption(d1) for any power of two d1 ≥ D and any positive integer i ≤
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d1(2d1(d1 + 1) + 1) + 1. This proof consists in showing by induction on i that if rendezvous has
not occurred yet then a1 has at least started executing this i-th synchronization RepeatSeed.

First consider the case in which i = 1. The synchronization RepeatSeed a2 has just finished
executing is called at the end of the execution of procedure Harvest(d1) called at line 1 of
procedure Assumption(d1). Since d1 ≥ D, in view of Lemma 4.10, when a2 completes the
execution of the first synchronization RepeatSeed and thus the execution of Harvest(d1),
either the agents have met or a1 has completed the execution of the first part of procedure
Assumption(d1) i.e., begun the execution of the first synchronization RepeatSeed.

Make the assumption that for any power of two d1 ≥ D, during any execution of procedure
Assumption(d1), there exists an integer j from 1 to d1(2d1(d1+1)+1)+1 such that when agent a2
completes the execution of the j-th synchronization RepeatSeed, either the agents have met or a1
has at least started the execution of the j-th synchronization RepeatSeed, and prove that when
a2 completes the execution of the (j+ 1)-th synchronization RepeatSeed, either the agents have
met or a1 has at least started the execution of the same synchronization RepeatSeed. Assume
by contradiction that when a2 finishes executing the (j + 1)-th synchronization RepeatSeed, a1
has neither met a2 nor started executing the (j + 1)-th synchronization RepeatSeed.

After executing the j-th synchronization RepeatSeed, a2 executes line 9 or line 11 of Algorithm
Assumption(d1) and thus either pattern Berry or pattern CloudBerry, depending on the bits
of its transformed label. The induction hypothesis implies that the execution of the j-th
synchronization RepeatSeed by a1 precedes the execution by a2 of either Berry or CloudBerry
between the j-th and the (j+1)-th synchronization RepeatSeed. In view of Lemmas 4.4 and 4.6,
as d1 ≥ D, whichever pattern a2 executes, it pushes the execution of the j-th synchronization
RepeatSeed by a1. By assumption, when a2 finishes executing line 9 or line 11 of Algorithm
Assumption(d1) after the j-th synchronization RepeatSeed, the agents have not met which
implies that a1 has finished executing the j-th synchronization RepeatSeed.

The next pattern that a2 executes is the (j + 1)-th synchronization RepeatSeed. Given the
above assumptions and statements, when a2 starts executing this synchronization RepeatSeed,
a1 has finished executing the j-th synchronization RepeatSeed and has started executing line 9
or line 11 of Algorithm Assumption(d1). In view of Lemmas 4.2 and 4.3, since d1 ≥ D, whichever
pattern a1 executes, it is pushed by the execution of the (j + 1)-th synchronization RepeatSeed
by a2. Given that, still by assumption, the agents do not meet before a2 completes the execution
of the (j+ 1)-th synchronization RepeatSeed, when this occurs, a1 has completed the execution
of line 9 or 11 of Algorithm Assumption(d1), just after the j-th, and just before the (j + 1)-
th synchronization RepeatSeed. Hence, when a2 completes the execution of the (j + 1)-th
synchronization RepeatSeed, a1 has at least started executing the (j + 1)-th synchronization
RepeatSeed, which contradicts the hypothesis that when a2 completes the execution of the
(j+ 1)-th synchronization RepeatSeed, a1 has neither met a2 nor started executing the (j+ 1)-
th synchronization RepeatSeed, and proves the lemma.

4.6.3 Correctness of Procedure AsyncGridRV

Theorem 4.2. Procedure AsyncGridRV solves the problem of asynchronous rendezvous in the
infinite grid.

Proof. To prove this theorem, it is enough to prove the following claim.

Claim 4.1. Let d1 be the smallest power of two such that d1 ≥ max(D, l) with l the index of the
first bit which differs in the transformed labels of the agents. Algorithm AsyncGridRV ensures
rendezvous by the time any agent completes an execution of procedure Assumption(d1).

Proof of the claim: First, in view of Proposition 3.1, l exists. Respectively denote by v1 and
v2, the initial nodes of two agents denoted by a1 and a2. This proof is made by contradiction.
Suppose that the agents a1 and a2 execute procedure AsyncGridRV but do not meet by the time
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any agent completes an execution of procedure Assumption(d1) where d1 is the smallest power
of two such that d1 ≥ max(D, l).

This in particular means that one of the agents eventually starts executing Assumption(d1).
Since d1 ≥ D, in view of Lemma 4.10, as soon as this agent completes the execution of procedure
Harvest(d1), both agents have started executing Assumption(d1). Otherwise, agents have met
which is a contradiction. Without loss of generality, suppose that the bits in the transformed
labels of agents a1 and a2 with the index l are respectively 1 and 0.

In order to prove this claim, the first step consists in showing that there exists an iteration
of the loop at line 6 of Algorithm 4.6 during which the two following properties are satisfied:

1. the value of variable i is equal to l

2. the value of variable j is such that when executing pattern CloudBerry at line 11, the first
pair of patterns Seed and Berry executed inside this CloudBerry by a1 starts from v2

The first property follows from the fact that d1 ≥ l.
This paragraph aims at showing that the second property is verified too. Let U be a list

of all the nodes at distance at most d1 from v1 and ordered in the order of the first visit
when executing Seed(d1) from node v1. The same list is considered in the algorithm of pattern
CloudBerry(x, d1, d1, h) for any positive integers x and h. First of all, there are 2d1(d1 + 1) + 1
nodes at distance at most d1 from v1, and thus in U . Since the distance between v1 and v2 is
D ≤ d1, v2 belongs to U . Denote by j1 its index (between 0 and 2d1(d1 + 1)) in U . According
to procedure Assumption, the value of variable j is incremented at each iteration of the loop at
line 6 and takes one after another each integer value between 0 and 2d1(d1 + 1). Consider the
iteration when it is equal to j1. According to Algorithm 4.4, the first node from which a1 executes
Seed and Berry is the node which has index j1 + 0 (mod 2d1(d1 + 1) + 1) = j1. This node is v2,
which proves that there exists an iteration of the loop at line 6 during which the second property
is verified too. Denote it by I. It is the iteration after the (1 + (l− 1)(2d1(d1 + 1) + 1) + j1)-th
synchronization RepeatSeed inside Phase d1.

In view of Lemma 4.11, when an agent completes its execution of the i-th synchronization
RepeatSeed inside the second and the third part of any execution of procedure Assumption(d1)
(for any positive integer i less than or equal to (d1(2d1(d1 + 1) + 1) + 1), the other agent has at
least begun the execution of this synchronization RepeatSeed. Thus, when an agent is the first
one which starts executing I, it has just finished executing the (1+(l−1)(2d1(d1 +1)+1)+j1)-th
synchronization RepeatSeed and the other agent is executing (or finishing executing) the same
RepeatSeed. What follows proves that rendezvous occurs before any of the agents starts the
next synchronization RepeatSeed.

Consider the patterns the agents execute between the beginning of the (1+(l−1)(2d1(d1+1)+
1) + j1)-th synchronization RepeatSeed, and the beginning of the next one. Agent a1 executes
pattern RepeatSeed(x, n) with x and n two positive integers (call this pattern p1) and pattern
CloudBerry(x, d1, d1, j1) from node v1 while a2 executes RepeatSeed(x, n) (call it p2) and
Berry(x, d1) (this is p3) from node v2. During its execution of pattern CloudBerry(x, d1, d1, j1)
from node v1, a1 first follows P (v1, v2), and then executes pattern Seed(x) followed by pattern
Berry(x, d1) both from node v2 (call them respectively p4 and p5). Recall that during any
execution of pattern Berry(x, d1) from node v2, there are two periods, the second one consisting
in backtracking every edge traversal made during the first one. During the first period, in
particular, an agent executes a pattern Seed(x) from every node at distance at most d1, among
which there are node v1 and node v2. Since backtracking Seed(x) allows to perform exactly the
same edge traversals as Seed(x), during the second period of pattern Berry(x, d1), there is also
an execution of pattern Seed(x) from node v1 and another from v2.

Consider two different cases. In the first one, when a1 starts executing p4 from v2, inside p3,
a2 has not yet started following P (v2, v1) to go executing Seed(x) from v1. In the second one,
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when a1 starts executing p4 from v2, a2 has at least started following P (v2, v1) to go executing
Seed(x) from v1. In the following, these two cases are analyzed.

In the first case, consider what a2 can be executing when a1 starts executing p4 from node
v2 after following P (v1, v2). First, it can still be executing the synchronization RepeatSeed p2
from node v2. Then, in view of Lemma 4.1, rendezvous occurs. The only other pattern that a2
can be executing at this moment is p3. However, in this case, a2 will have finished its execution
of p3 before a1 starts p5, just after p4. Otherwise, in view of Lemma 4.5, rendezvous occurs.

The reader has just been reminded that during any execution of pattern Berry(x, d1) from
v2, agent a2 performs, among the patterns Seed(x) from every node at distance at most d1 from
v2, pattern Seed(x) from v2. If it executes one of these patterns Seed(x) while a1 is executing
its p4 from node v2 after following P (v1, v2), in view of Lemma 4.1, rendezvous occurs. This
implies that before a1 finishes following P (v1, v2), a2 has completed each execution of pattern
Seed(x) from v2 inside its execution of Berry(x, d1).

This means that, each execution of pattern Seed(x) from node v2 during the second period
of p3 has already been completed by a2 when a1 starts executing its own Seed(x) from v2.
Since inside the second period of p3, a2 executes pattern Seed(x) from node v2, a2 has already
executed the whole first period of p3 when a1 starts executing p4 from v2 including pattern
Seed(x) performed from node v1, since v1 is at distance at most d1 from v2. This contradicts
the definition of this first case: according to this definition, when a1 starts executing p4 from
v2, inside p3, a2 has not followed P (v2, v1) yet, and thus has not executed Seed(x) from v1.

In the second case, rendezvous is also proved to occur, which is a contradiction. Recall that
in this case, when a1 starts executing p4 from v2, a2 has at least started following P (v2, v1) to
go executing Seed(x) from v1. If a2 has not finished following P (v2, v1) when a1 starts following
P (v1, v2), then agents meet by time min(t1, t2) since P (v1, v2) = P (v2, v1), where t1 (resp. t2)
denotes the time when a1 (resp. a2) finishes following P (v1, v2) (resp. P (v2, v1)). If a2 has
finished following P (v2, v1) before a1 starts executing P (v1, v2), then it has started executing
Seed(x) from v1 before a1 finishes executing p1 (before it executes CloudBerry(x, d1, d1, j1)),
which means in view of Lemma 4.1 that the agents achieve rendezvous.

So, whatever the execution chosen by the adversary, rendezvous occurs in the worst case by
the time any agent completes Assumption(d1), which proves the claim, and by extension the
theorem. ?

4.6.4 Cost Analysis

Theorem 4.3. The cost of procedure AsyncGridRV belongs to O((D + |`min|)33).

Proof. In order to prove this theorem, the following two claims are required.

Claim 4.2. The cost of each basic pattern inside BD(Assumption(d1)) (with d1 any power of
two) is in O(d30

1 ).

Proof of the claim: To prove this claim, the most costly basic pattern which could belong to
BD(Assumption(d1)) is exhibited and its cost is shown to belong to O(d30

1 ).
Examining their algorithms permits to state the following upper bounds on the costs

of the basic patterns: C(Seed(x)) ∈ O(x2), C(RepeatSeed(x, n)) ∈ O(n × C(Seed(x))),
C(Berry(x, y)) ∈ O((x + y)5), and C(CloudBerry(x, y, z, h)) ∈ O(z2 × (z + C(Seed(x)) +
C(Berry(x, y)))). Remark that the higher the values of their parameters are, the higher the
costs of the patterns are (except for the fourth parameter of CloudBerry which does not impact
its cost).

Also notice that pattern Seed does not belong to BD(Assumption(d1)). It is called when
executing the other basic patterns. Moreover, if they are given the same values for their two first
parameters, pattern CloudBerry is more costly than Berry, which makes it a good candidate
for being the most costly pattern. But, when called with a second parameter which is the cost of
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CloudBerry, pattern RepeatSeed is much more costly than the latter which makes it the most
costly pattern inside BD(Assumption(d1)). Remark that in procedure AsyncGridRV, the second
parameter of pattern RepeatSeed is the cost of either Berry or CloudBerry. In particular, it
cannot be the cost of another RepeatSeed.

In view of Lemma 4.9, for any power of two d1, inside BD(Assumption(d1)), the value of the
first parameter given to the patterns is at most 32d4

1 − 6d1. In addition, for each basic pattern
Berry or CloudBerry inside BD(Assumption(d1)), the value given to its second parameter is
always d1. This gives upper bounds on the values of the parameters the most costly pattern
can be given. Hence, the cost of each pattern called inside BD(Assumption(d1)) is at most
C(RepeatSeed(32d4

1 − 6d1, C(CloudBerry(32d4
1 − 6d1, d1, d1, h)))) with h any positive integer.

This cost belongs to O(C(RepeatSeed(d4
1, d

2
1(d1 + (d4

1)2 + (d4
1)5)))) and thus to O((d4

1)2d22
1 ) i.e.,

to O(d30
1 ). ?

Claim 4.3. The cost of procedure Assumption(d1) (with d1 any power of two) belongs to O(d33
1 ).

Proof of the claim: In view of Definition 4.7 and Remark 4.1, for any power of two d1, the cost
of procedure Assumption(d1) is the same as the sum of the costs of all the basic patterns inside
BD(Assumption(d1)). In view of Claim 4.2, for any power of two d1, inside BD(Assumption(d1)),
the cost of each basic pattern is in O(d30

1 ). Thus, to prove this claim it is enough to show that
BD(Assumption(d1)) contains a number of basic patterns which is in O(d3

1).
For any power of two d1, procedure Assumption(d1) is composed of a call to Harvest(d1)

and the nested loops. These loops consist in 2d1(2d1(d1 + 1) + 1) calls to basic patterns.
Half of them are made to RepeatSeed and the others either to Berry or to CloudBerry.
In its turn, Harvest(d1) is composed of two parts: a loop calling procedure PushPattern
and two basic patterns. For any power of two d2, in view of Algorithm 4.8, and since
they are both perfect, the number of basic patterns inside BD(PushPattern(d2, d1)) or
BD(Assumption(d2)) is the same. As a consequence, if d1 ≥ 2, BD(PushPattern(1, d1)),
. . . , BD(PushPattern(d1

2 , d1)) is composed of as many basic patterns as there are in
BD(Assumption(1)), . . . , BD(Assumption(d1

2 )).
For any power of two i, denote by L1(i) (resp. L2(i)) the number of calls to basic patterns

inside BD(Assumption(i)) (resp. BD(Harvest(i))). These numbers verify the following equations:

L1(i) = L2(i) + 2i(2i(i+ 1) + 1)

L2(i) =
log2(i)−1∑
j=0

(L1(2j)) + 2

They imply the following:

L2(1) = 2 and

if i ≥ 2 then L2(i) = L2( i2) + L1( i2) = 2L2( i2) + i(i( i2 + 1) + 1)

which can also be written

L2(i) = 2i+
log2(i)∑
j=1

(2log2(i)−j · 2j(2j(2j−1 + 1) + 1))

L2(i) = 2i+ i

log2(i)∑
j=1

(2j(2j−1 + 1) + 1)

L2(i) = 2i+ i

log2(i)∑
j=1

(22j−1 + 2j + 1)

L2(i) = 2i+ i(log2(i) + 2(i2 − 1)
3 + 2(i− 1))

54



4.7. Conclusion

Hence, both L2(i) and L1(i) belong to O(i3). This means that for any power of two d1,
BD(Assumption(d1)) is composed of a number of basic patterns which is in O(d3

1). Hence,
in view of Claim 4.2, the cost of Assumption(d1) indeed belongs to O(d33

1 ), which proves the
claim. ?

Now, it remains to conclude the proof of the theorem. In view of Claim 4.1, rendezvous
is achieved by the end of the execution of Assumption(δ) by any of the agents, where δ is the
smallest power of two such that δ ≥ max(D, l) and l is the index of the first bit which differs
in the transformed labels of the agents. Moreover, in view of Claim 4.3, the cost of each call
to Assumption(d1) for some power of two d1 ≤ δ belongs to O(d33

1 ). Since ∑log δ
i=0 (2i33) ≤ 2δ33,

the sum of the costs of these calls to procedure Assumption and thus the cost of procedure
AsyncGridRV until rendezvous is achieved belongs to O(δ33). Moreover, by construction, l ≤
2|`min|+ 2. This means that the cost of AsyncGridRV belongs to O((D + |`min|)33).

4.7 Conclusion
From Theorems 4.1, 4.2 and 4.3, we obtain the following result concerning the task of

approach in the plane.

Theorem 4.4. The task of approach can be solved at cost polynomial in the unknown initial
distance ∆ separating the agents and in the length of (the binary representation) of the shortest
of their labels.

Throughout the paper, we made no attempt at optimizing the cost. Actually, as the attentive
reader will have noticed, our main concern was only to prove the polynomiality. Hence, a natural
open problem is to find out the optimal cost to solve the task of approach. This would be all
the more important as in turn we could compare this optimal cost with the cost of solving the
same task with agents that can position themselves in a global system of coordinates (the almost
optimal cost for this case is given in [40]) in order to determine whether the use of such a system
(e.g., GPS) is finally relevant to minimize the traveled distance.
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5.1 Introduction

5.1.1 Introduction and Related Work

The scale-up when considering numerous agents is inevitably tied to the occurrence of faults
among them, the most emblematic of which is the Byzantine one. Byzantine faults are very
interesting under multiple aspects, especially because the Byzantine case is the most general
one, as it subsumes all the other kinds of faults. In the field of fault tolerance they are considered
as the worst faults that can occur. This chapter investigates the problem of gathering in the
presence of agents subject to Byzantine faults called Byzantine agents.

As explained in Section 1.1.3.6, the behavior of the Byzantine agents is arbitrary and unpre-
dictable. They can be viewed as malicious, controlled by some adversary trying to make the
task fail, or at least to decrease the efficiency of its achievement. In particular, the gathering
of all mobile agents as stated by Definition 2.26 cannot be ensured since the Byzantine agents
may refuse to stay with the other (good) agents, or declare that the gathering is achieved at
any time. This motivates the introduction of the task called Byzantine gathering or Byzantine
gathering. It is very similar to gathering. It consists in gathering all good agents and having
them all declare that the gathering is achieved. Nothing is expected from the Byzantine agents.

Gathering in finite graphs in presence of many Byzantine agents is considered in a similar
model in earlier articles [23, 51] detailed in Section 1.1.3.6. They address the question of the
number of good agents which is necessary and sufficient to achieve Byzantine gathering. To
answer it, their authors propose deterministic algorithms having two requirements. First of all,
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each of these algorithms requires that all good agents know the values of the some parameters
of the problem namely the number of nodes of the graph n, and the number of Byzantine agents
f . Then, these algorithms suffer from a time complexity which is super-exponential in n and
the labels of the agents. Despite the requirements of their algorithms, the authors provide
the number of good agents which is necessary and sufficient to achieve Byzantine gathering, in
several cases.

This chapter is a continuation of the existing articles related to Byzantine gathering in finite
graphs. Attention is in particular paid to the two aforementioned requirements, by aiming at
presenting an algorithm for Byzantine gathering which is polynomial in n and |`min|, with |`min|
the length of the shortest label among those of the good agents.

The assumption that the mobile agents a priori know some information about the environment
or their initial positions does not only appear in these articles about Byzantine gathering [11].
The following question naturally arises: Does assuming that they know this information makes
the task easier than if they had that other information? Under the paradigm of algorithms
with advice [1, 38, 61, 62, 72, 90, 101], all entities are given a same binary string as input. A
particular attention is paid to the length of this string. It allows to compare the amount of
information required by two algorithms. An algorithm requires more information than another
one if the input string it requires is longer. This idea can also be used to compare the amount
of information required by the task, and thus somehow their difficulty. However, it is worth
noticing than not every pair of lengths can be compared: they may depend on different and
independent parameters of the task. This is the second aim of this chapter, using this paradigm
of algorithms with advice, and present an algorithm which requires an advice (called global
knowledge in this chapter) of asymptotically optimal length.

5.1.2 Model

The introduction of Byzantine agents, and information initially provided to the good agents
requires to derive the model presented in Chapter 2. The definitions presented below are only
used in this chapter.

This section starts by introducing the Byzantine agents, and introducing a new kind of
environment to take them into account.

Definition 5.1 (Byzantine and good agents). There are two kinds of mobile agents (cf. Defini-
tion 2.1): the Byzantine ones and the good ones.

Definition 5.2 (Byzantine environment). Each Byzantine environment is an environment
(s, T, L, i, w, g) (cf. Definition 2.11) extended by the addition of two elements:

• a subset F of L.

• an application b from F to the set of the mobile agent algorithms (cf. Definition 2.2).

The next definitions introduce the global knowledge initially provided to the good agents.
The idea behind them is to represent the information by a binary string computed from a part
of the Byzantine environment by some oracle which, along with the mobile agent algorithm, is
part of an algorithm with advice.

Definition 5.3 (Algorithm with advice). Every algorithm with advice is a mobile agent
algorithm (cf. Definition 2.2) extended by the addition of an oracle. The latter is an
application whose domain is the set of 6-tuples (s, T, L, i, w, g, F ) such that there exists b such
that (s, T, L, i, w, g, F, b) is a Byzantine environment. Its codomain is the set of the binary
strings.

Definition 5.4 (Global knowledge initially learnt from the oracle). Let (e,A) be any execution
(cf. Definition 2.13) with e = (s, T, L, i, w, g, F, b) a Byzantine environment and A an algorithm
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with advice. Denote by o the oracle of A. Upon waking up, every mobile agent learns
o((s, T, L, i, w, g, F )). This information is called global knowledge.

In order to complete the derivation of the model from Chapter 2, it is necessary to describe
what instructions the Byzantine agents execute. This is explained by Definition 5.5 which is a
rewriting of Definition 2.14 for Byzantine environments.

Definition 5.5 (Algorithms executed by the mobile agents, labels and initial positions). Let
(e,A) be any execution (cf. Definition 2.13) with e = (s, T, L, i, w, g, F, b) a Byzantine envi-
ronment. There are |L| mobile agents spread in s. Each of them is assigned a distinct label `
of L. If ` ∈ F , the corresponding mobile agent is Byzantine. It executes b(`) with ` as input.
Otherwise, it executes A, also with ` as input. For each mobile agent with label `, the first
position (cf. Definition 2.6) it occupies is i(`) and is called its initial position.

Definition 5.1 distinguishes two kinds of mobile agents: the good ones and the Byzantine
ones. The former all execute the same mobile agent algorithm while the others are assumed
to be controlled by the adversary, each with a specific algorithm. Remark that the Byzantine
agents have the same abilities as the good ones, and that the good agents have no mean to
distinguish Byzantine agents from good ones a priori. The cardinality of F i.e., the number of
Byzantine agents is often denoted by f .

To fully understand the interactions between good and Byzantines agents, it is particularly
relevant to take a look at Definitions 2.23, 2.24, and 2.25 (kept unchanged in this chapter). At
any time t, any mobile agent (and thus Byzantine agent) can update the information it sends
at most once. Moreover, it cannot choose to transmit its message to just a subset of the mobile
agents within the range of its current position. Hence, at any time t, all good agents at a same
position receive the same set of transmissions.

Remark that the global knowledge is the same for all good agents. It is a binary string which
encodes some information about the whole environment but the behavior of the Byzantine
agents. The latter is not included in the input of the oracle, which leaves it arbitrary and
unpredictable by the good agents. In this chapter, an algorithm refers to a couple of an actual
algorithm (sequence of instructions) and the oracle which computes the global knowledge. When
describing the algorithm, it is necessary to explain what is the global knowledge.

This chapter addresses the task called Byzantine gathering more formally stated by Defini-
tion 5.6. The formal definition of the model variant studied is delayed to the next section.

Definition 5.6 (Byzantine gathering). Let M be any model variant (cf. Definition 2.12), A be
any algorithm with advice. Algorithm A achieves Byzantine gathering in model variant M , if
for every Byzantine environment e of M , in the execution (e,A), there exists a time at which,
all good agents are gathered at a same position and declare that the gathering is achieved.

5.1.3 Contribution

As mentioned above, the existing deterministic algorithms dedicated to Byzantine gathering
in finite graphs all have the major disadvantage of having a time complexity that is super-
exponential in the number of nodes and the labels. Actually, these solutions are all based
on a common strategy that consists in enumerating the possible initial configurations, and
successively testing them one by one. Once the testing reaches the correct initial configuration,
the gathering can be achieved. However, in order to get a significantly more efficient algorithm,
such a costly strategy must be abandoned in favor of a completely new one.

This chapter addresses the design a deterministic solution for Byzantine gathering that makes
a concession on the proportion of Byzantine agents within the team, but that offers a significantly
lower duration. Another concern is using a global knowledge of short length. In this respect,
assuming that the agents are in a strong team i.e., a team in which the number of good agents is
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at least the quadratic value 5f2 +6f+2, positive and negative results are given. On the positive
side, an algorithm that solves Byzantine gathering with all strong teams in all graphs of size at
most n, for any integers n and f , in a time polynomial in n and |`min| is shown. The algorithm
works using a global knowledge of size O(log log logn), which is of optimal order of magnitude
in this context to reach a time complexity that is polynomial in n and |`min|. Indeed, on the
negative side, a proof that there is no deterministic algorithm solving Byzantine gathering with
all strong teams in all graphs of size at most n, for any integers n and f , in a time polynomial
in n and |`min| and using a global knowledge of size o(log log logn) is provided.

The next definition states the model variant studied, in finite graphs, with synchronous
settings, and in which the good agents are numerous enough to be a strong team.

Definition 5.7 (Model variant BF). This model variant (cf. Definition 2.12) is the set of all
Byzantine environments (s, T, L, i, w, g, F, b) such that s = (P,Z,Q, d, c, r) is a finite graph (cf.
Definition 2.8), T is the discrete timeline (cf. Definition 2.4), |L| − |F | ≥ 5|F |2 + 6|F |+ 2, and
g verifies the following property. Let t, q, and ` be any elements of T , Q, and L, respectively.
The image by g of (t, q, `) is 1.

5.1.4 Roadmap

The next section is dedicated to the presentation of some basic definitions and routines
needed in the rest of this chapter. Section 5.3 describes two building blocks that are used in
turn in Section 5.4 to establish the positive result. In Section 5.5, the negative result is proved.
Finally, some concluding remarks are made in Section 5.6.

5.2 Preliminaries
This chapter relies on several tools similar to those used in Chapter 3 and introduced in

Section 3.2.
First of all, procedure Explo(i) is used in this chapter as well. Its time complexity is denoted

Xi.
Besides this exploration procedure, a label transformation similar to that of Chapter 3

is used. Let `A be the label of an agent A and (b1 . . . b|`A|) its binary representation
with c its length. The binary representation of the corresponding doubled label D(`A) is
(1 0 b1 b1 . . . b|`A| b|`A| 0 1 1 0 b1 b1 . . . b|`A| b|`A| 0 1). This transformation is made to ensure
the following property that is used in the proof of correctness the algorithm in Section 5.4.

Proposition 5.1. Let `A and `B be two labels such that `A < `B. There exist two positive
integers i ≤ |D(`A)|

2 and |D(`A)|
2 < j ≤ |D(`A)| such that D(`A)[i] 6= D(`B)[i] and D(`A)[j] 6=

D(`B)[j].

Proof. There are two cases to consider: either |`A| = |`B| or |`A| < |`B|. In the first case, since
`A 6= `B, there exists a positive integer i ≤ |`A| such that `A[i] 6= `B[j]. This implies in particular
that D(`A)[2i + 1] 6= D(`B)[2i + 1] and D(`A)[2|`A| + 2i + 5] 6= D(`B)[2|`A| + 2i + 5]. In the
second case, either D(`A)[2|`A| + 3] 6= D(`B)[2|`A| + 3] or D(`A)[2|`A| + 4] 6= D(`B)[2|`A| + 4],
and if D(`A)[2|`A|+ 5] = D(`B)[2|`A|+ 5] then D(`A)[2|`A|+ 6] 6= D(`B)[2|`A|+ 6]. Hence, in
each case the proposition holds.

Throughout the chapter, some routines are designed in the form of a description of several
states, where an agent has to apply specific rules, along with how to transit among them. In each
round spent executing such a routine, each good agent tells its current state to the other agents
sharing the same node. Sometimes, an agent is also required to tell extra information other
than only its state: when such a situation arises, this point is obviously precised. Moreover, in
the description of the states, the following expressions are used. The expression “agent A enters
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state W” precisely means that at the previous round, agent A was in some state U 6= W and at
the current round, it is in state W. The expression “agent A exits state X” means that agent A
remains in state X until the end of the current round and is in some state V 6= X at the following
round. Lastly, the expression “agent A transits from state Y to state Z” means that agent A
exits state Y at the current round and enters state Z at the following one. Thus, in each round,
agent A is always exactly in at most one state.

5.3 Building Blocks

To design the solution that is given in Section 5.4, the description of two prior subroutines
which will be used as building blocks is required.

In the rest of this section, for each of the two building blocks, its high level idea, its detailed
description, as well as its proof of correctness and cost analysis are given.

5.3.1 Procedure Group

The first building block called Group takes as input three integers T , n and bin such
that bin ∈ {0; 1}. Let x be an integer that is at least f + 2. Roughly speaking,
subroutine Group(T , n, bin) ensures that (x − f) good agents finish the execution of the
subroutine at the same round and in the same node in a graph of size at most n provided
the following two conditions are verified: the number of agents is at least (x − 1)(f + 1) + 1,
and all good agents start executing the subroutine in some interval lasting at most T rounds,
with the same parameters except for the last one that has to be 0 (resp. 1) for at least one good
agent. The time complexity of the procedure is polynomial in the first two parameters T and n.

5.3.1.1 High level idea

As mentioned previously, subroutine Group aims at ensuring that x − f good agents finish
the execution of the subroutine at the same round and in the same node. To achieve this, several
difficulties have to be faced, especially the fact that the agents know neither x nor f , and also
the fact that agents have a priori no mean to detect whether an agent is good or not. Indeed,
instructions like “If there are at least x− f good agents in my current node, then . . . ” cannot
be used. Neither can “If there are at least x or f agents in my current node, then . . . ” no
matter whether there are some Byzantine agents or not in the current node. So, to circumvent
these problems, procedure Group is made of two phases. The first phase aims at ensuring that
at least x agents executing the first phase meet in the same node (even though the involved
agents do not detect this event). This phase lasts exactly the same time for each good agent and
when it finishes it, a good agent is at the node from which it started executing it. The second
phase consists, for a good agent, in replaying in the same order the same edge traversals and
waiting periods made during the first i rounds of its first phase started at round t, such that
t + i is the round when the agent was with the maximum number of agents executing the first
phase (if there are several such rounds, the latest one is chosen). Once this is done, the agent
stops executing Group. By doing so, it is guaranteed that x − f good agents (those involved
in the last maximal meeting of the first phase) will stop executing the second phase (and thus
procedure Group) in the same node and at the same round, as all the meetings involving the
maximal number of agents in the first phase, necessarily involve at least x agents. Hence, the
key of the procedure is to make x agents meet in the first phase.

During the execution of the first phase, the agents are partitioned into two distinct groups,
namely followers and searchers. The first group corresponds to agents executing the subroutine
with bin = 0 and the second group corresponds to those executing it with bin = 1.

The first phase works in steps 1, 2, . . . ,S where S is some polynomial in T and n. At a
very high level, in each step, the main role of followers is to remain idle in their initial starting
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nodes in order to “mark" possible positions on which x agents could meet, while the main role of
searchers is to look for these positions. To this end, each searcher will make use of a kind of map
that it initially computes during the first step by making an entire traversal of the graph, using
procedure Explo(n). Actually, this map corresponds to a sequence P of objects symbolizing
every visited node v along with the list of labels of the agents that are (or pretend to be)
followers present in node v at the time of the visit by the searcher. More precisely, the length
of P is equal to the number of visited nodes in Explo(n), and the i-th object of P contains,
among other information, the set of all followers’ labels present in the i-th visited node of the
traversal. Note that such a map will be called imperfect map as some nodes can be represented
several times in the sequence P . Indeed Explo(n) guarantees that each node is visited at least
once but some nodes may be visited more than once. The use of the qualifying term “imperfect”
also stems from the fact that the list of followers’ labels that are stored in P may be plagued by
artificial ones created by Byzantine agents. In all the other steps, the searchers never recompute
a new imperfect map, but always use the one computed in the first step, along with some possible
updates on the lists of labels. How and when these updates are applied is explained below: they
are obviously related to “bad behaviors” coming from Byzantine agents.

For the convenience of the explanation, let us first consider an ideal situation in which there
is a unique follower among the good agents. If there is no Byzantine agent, during the first
step, by moving to the node that hosts the unique follower, all searchers meet in the same node:
using their maps, they are all able to determine a path to this follower. Thus, if the number
of good agents is at least x, there is necessarily a round in which x agents meet in the same
node. However, when Byzantine agents come into the picture, the problem becomes a tricky
one, as these malicious agents can also pretend to have the status of followers (with the same
label or not). Hence, all the searchers may not necessarily choose to move towards the same
follower, which may prevent in fine the meeting of x agents. To deal with this issue and limit the
confusion caused by Byzantine agents, in each step every good searcher A proceeds as follows.
Let ` be the smallest label in sequence P (corresponding to the imperfect map of A) and let i be
the first object of P in which ` appears. Agent A moves to the node u of the graph corresponding
to the i-th object of P in order to meet again the follower with label ` and waits some prescribed
amount of rounds with it at node u. If A does not see a follower with label ` when reaching
u, or at some point during its waiting period at u it does not see anymore any follower with
label `, then agent A updates its imperfect map by removing ` from the list of the i-th object.
Then, in all cases, the agent will end up starting the following step (if any) with its possibly
updated map. The total number S of steps has been carefully chosen so that it is larger than
the total number of map updates that can be made by all good agents in the network. Hence,
the existence of a step in which there is no map update can be ensured: in such a step it can
be proved that the number of different locations that are reached by searchers is at most f + 1.
Thus, if the number of good agents is at least (x− 1)(f + 1) + 1, using arguments relying on the
pigeonhole principle, the meeting of x agents can be proved. Keep in mind that all the above
explanations are made under the assumption there is a single good follower in the team. When
there are more than one good follower, things get more complicated. For instance, observe in
this case that even though the number of good agents is at least (x−1)(f+1)+1, our approach,
without additional precautions, may fail to make at least x agents meet on the same node as the
number of good searchers may not be enough to ensure the meeting. Indeed, for a given number
of agents, the more followers, the less searchers to distribute. However, through extra technical
actions requiring sometimes some followers to end up behaving as a searcher, it is possible to
overcome this issue and still ensure the meeting of x agents provided the cardinality of the set
of good agents is at least (x− 1)(f + 1) + 1.
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5.3.1.2 Detailed description

To describe subroutine Group, a function called IM is used. It takes as input two integers n
and q ∈ {0, 1}, and returns an ordered sequence P of lists of labels: P =< L1, . . . , LXn >. The
returned sequence P is called an imperfect map. When a given agent A performs IM(q, n), it
actually executes Explo(n) with some additional actions. At each step of Explo(n), depending
on the value of q, A checks the presence of a given agent or a group of agents to compute P .
During the first step, the agent is at the node from which it starts IM(q, n). Let us consider
the jth step of Explo(n) (j ∈ {1, . . . , Xn}) and let u be the node on which A is at this step. If
q = 0, Lj is a list of pairwise distinct labels such that `B ∈ Lj if and only if there is on u an
agent B with label `B being or pretending to be a follower. If q = 1, Lj is a list of pairwise
distinct labels such that `B ∈ Lj if and only if there is on u an agent B with label `B being
or pretending to be a follower in state Wait-for-attendees. State Wait-for-attendees is
defined in the description of the algorithm. When `B is added to a list of P by A, A is said to
record B. At the end of Explo(n), the agent traverses all the edges traversed in Explo(n) in the
reverse order, and then it exits IM(q, n).

To facilitate the presentation of the formal description of procedure Group, the following two
definitions are needed.

Definition 5.8 (Useful map). An imperfect map P is said to be useful if and only if P contains
a non-empty list.

Definition 5.9 (Index of a map). Let P =< L1, . . . , LXn > be a useful map. Let S be the set
of every label that appears in at least one list of P . Let j be the smallest integer such that Lj
contains the smallest label of S: j is the index of P .

All requirements to give the formal description of the subroutine are met. This is the goal of
the next paragraphs. Subroutine Group(T , n, bin) comprises two phases: Process and Build-
up. Let us consider a given agent A executing Group(T , n, bin) from an initial node v. When
bin = 0, the agent is said to be a follower. Otherwise, it is said to be a searcher. The description
is in the form of several states along with rules to transit among them. At the beginning of each
state, the agent is in its initial node v.

• Phase Process. Agent A proceeds in steps 1, 2, . . . ,S where S = n2.T .Xn + 1. Assume
without loss of generality that A is at step s ∈ {1, . . . ,S}. Unless stated explicitly, all the
transitions between states which are presented below are performed within the same step.
In all what follows H = (n+1)[T +4Xn+(Xn.n)(T n+n)(2Xn+T )]+3. in the following,
A’s behavior is described depending on the value of bin.

– bin = 0 (A is a follower). In this case, A can be in one of the following states: Invite,
Wait-for-attendees, Search-for-a-group and Follow-Up. At the beginning of
each step s, agent A is in state Invite. The actions to be performed in each state
are presented in what follows.

State Invite Agent A waits 2T + 3Xn rounds. At the end of this waiting time, if A
is on the same node as at least one searcher, A transits to state Wait-for-attendees.
Otherwise, it transits to state Search-for-a-group.

State Wait-for-attendees Agent A waits 2T + Xn +H rounds. If at each round
of this waiting period, there is at least one searcher at node v, then at the end of the
waiting period agent A transits to state Follow-Up. Otherwise, as soon as there is a
round of the waiting period when there is no searcher at node v, agent A transits to
state Search-for-a-group (hence the waiting period may be prematurely stopped).
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State Search-for-a-group Let k be the number of rounds spent by agent A in state
Wait-for-attendees of step s.
Note that k = 0 if A transited directly to state Search-for-a-group from state
Invite in step s. Let w be a counter, the initial value of which is 0. The way this
counter is incremented and decremented is explained below.
While agent A does not reach round t + 2T + Xn + H − k where t is the round
when it entered this state in step s, it proceeds as follows (thus, what follows is then
interrupted when reaching round t+ 2T +Xn+H−k). Agent A first waits T rounds
and then executes IM(1, n). Once this is done, the agent has a map P . Each time P
is useful (refer to Definition 5.8) and w = 0, the agent performs the first i − 1 edge
traversals of Explo(n) from its initial node v where i is the index of P : just before
each edge traversal, counter w is incremented by one. Let us refer to the node reached
at the end of these i−1 edge traversals by u. As long as there is a follower B in state
Wait-for-attendees on u such that `B is the smallest label in the i-th list Li of P ,
A remains idle. By contrast, if there is no such follower on u in some round, agent A
updates P by removing from Li its smallest element and then goes back to its initial
node v by performing the (i− 1) edge traversals executed above in the reverse order:
just before each edge traversal of this backtrack, counter w is decremented by one.
As soon as agent reaches round t+ 2T +Xn +H− k, the agents proceeds as follows:
if w = 0, it transits to state Follow-Up. Otherwise, if w > 0, A goes back to its
initial node v by traversing in the reverse order the sequence of w edges e1, e2, . . . , ek
corresponding to the w first edge traversals of Explo(n) from node v: once this is
done, it transits to state Follow-Up.

State Follow-Up Let x be the number of rounds elapsed from the beginning of the
current step. Agent A waits 5T + 5Xn +H − x rounds. At the end of the waiting
time, if s < S, A transits to state Invite of step s+1. Otherwise, A transits to state
Restart of phase Build-up.

– bin = 1 (A is a searcher). Agent A can be in one of the following states: Search-
for-an-invitation, Accept-an-invitation and Follow-Up.
At the beginning of each step s, agent A is in state Search-for-an-invitation.
What follows presents the set of actions to be performed for each state.

State Search-for-an-invitation Agent A first waits T rounds. Next, if s = 1 (first
step of phase Process), A executes IM(0, n) and then transits to state Accept-an-
invitation. The output of the execution of IM(0, n) is stored in variable Z. This
variable may be updated in the current step as well as the following ones: each time
this variable is mentioned, consider its up-to-date value. If s > 1, A waits 2Xn rounds
and then transits to state Accept-an-invitation.

State Accept-an-invitation In the case where Z is not a useful map, A transits
to state Follow-Up. Otherwise, let j and ` be the index of Z and the smallest label
in the j-th list of Z respectively. Agent A performs the first j − 1 edge traversals of
Explo(n). Let t be the round when agent A finishes these first j − 1 edge traversals,
and let u be the node reached by A in round t. As soon as there is a round in
{t + 1, t + 2, . . . , t + 2T + Xn +H} for which there is no follower B at node u such
that label `B = `, agent A updates P by removing ` from Lj and goes back to its
initial node v by performing the (j− 1) edge traversals executed above in the reverse
order. Once this backtrack is done, agent A transits to state Follow-Up.

64



5.3. Building Blocks

If agent A is still in state Accept-an-invitation in round t+ 2T +Xn +H, it goes
back to its initial node v by performing the (j − 1) edge traversals executed above
in the reverse order, and then it transits to state Follow-Up (note that in this latter
case, Z remains unchanged).

State Follow-Up Let x be the number of rounds elapsed from the beginning of the
current step. Agent A waits 5T + 5Xn +H − x rounds. At the end of the waiting
time, if s < S, then A transits to state Search-for-an-invitation of step s + 1.
Otherwise, it transits to state Restart of phase Build-up.

• Phase Build-up. Agent A can only be in state Restart. //At the beginning of this
phase, the agent is at the node from which it started procedure Group i.e., node v
State Restart Let r be the round in which A initiated Group and let r+ i be the round in
phase Process in which A is on a node containing the largest number of agents (including
A itself) that are not in state Restart. If there are several such rounds, it chooses the
one with the largest value i. Denote by r′ the round in which the agent enters this state.
From round r′ to r′ + i − 1, agent A replays exactly the same waiting periods and edges
traversals from round r to r + i− 1. More precisely, for each integer y in {0, 1, . . . , i− 1},
if agent A remains idle (resp. leaves the current node via a port o) from round r + y to
round r+ y+ 1, then agent A remains idle (resp. leaves the current node via port o) from
round r′ + y to r′ + y + 1. In round r′ + i, the agent stops the execution of Group.

5.3.1.3 Correctness and complexity analysis

Let E and ∆ be respectively the set of all good agents in the network and the first round in
which an agent of E starts executing Group(T , n, bin). Let x be an integer that is at least f + 2.
To conduct the proof of correctness as well as the complexity analysis, several assumptions are
made in the rest of this subsection: |E| ≥ (x − 1)(f + 1) + 1, every agent of E starts executing
Group(T , n, bin) at round ∆ + T − 1 at the latest, and at least one agent of A starts executing
the procedure with bin = 0 (resp. bin = 1).

The following lemma is related to the duration of each step and the duration of phase Process.
Recall that S and H are polynomials in n and T given in the detailed description of procedure
Group.

Lemma 5.1. Let A be an agent of E. The following two properties are verified.

1. Each step of phase Process executed by A lasts exactly 5T + 5Xn +H rounds.

2. The execution of phase Process by agent A lasts exactly S(5T + 5Xn +H) rounds.

Proof. According to the algorithm, S corresponds to the number of steps in phase Process. So,
if the first property holds, the second one also holds. Hence, to prove the lemma, it is enough
to prove that the first property is true: this will be the purpose of the rest of this proof.

Let s be a step of phase Process executed by agent A. Let us first prove that A transits to
state Follow-Up of step s after having spent at most 4T +5Xn+H rounds in this step. Depending
on the value of bin, A can be either a searcher or a follower. Two cases are considered.

• A is a follower. The state of A in the first round of every step s of phase Process during
the execution of Group is Invite. Agent A spends 2T +3Xn rounds in state Invite before
transiting to either state Wait-for-attendees or state Search-for-a-group depending
on whether there is a searcher on the same node as A at the end of this waiting time.
Agent A remains in either state Wait-for-attendees or Search-for-a-group at most
2T + 2Xn + H rounds before transiting to state Follow-Up. Hence, agent A spends at
most 4T + 5Xn +H in step s before transiting to state Follow-Up.

65



Part , Chapter 5 – Byzantine Gathering in Finite Graphs

• A is a searcher. The state of A in the first round of Group is Search-for-an-invitation.
First, agent A waits T rounds. Next, if s = 1, A executes IM(0, n) that lasts 2Xn

rounds before transiting to state Accept-an-invitation. Otherwise s > 1 and A waits
2Xn rounds before transiting to state Accept-an-invitation. That is, in both cases,
A spends T + 2Xn in total before transiting to state Accept-an-invitation. Once A
transits to state Accept-an-invitation, if Z, the output of IM(0, n) performed while in
state Search-for-an-invitation in the first step of phase Process, is not a useful map,
A transits to state Follow-Up and the lemma holds. If by contrast, Z is useful then A
performs the first (j − 1) edge traversals of Explo(n) where j is the index of Z. Agent A
waits at most 2T +Xn +H rounds (with a follower) and then performs less than Xn edge
traversals to retrieve its initial position before transiting to state Follow-Up. So, agent A
spends at most 3T + 5Xn +H in step s before transiting to state Follow-Up.

Hence, whether A is a follower or not, it spends at most x ≤ 4T + 5Xn +H rounds in step
s before transiting to state Follow-Up of step s. However, according to state Follow-Up, the
agent waits exactly 5T +5Xn+H−x rounds before leaving step s. Hence, the lemma holds.

The following statement is a corollary of the previous lemma.

Corollary 5.1. Let A and B be any two good agents of E such that tA− tB ≥ 0, where tA (resp.
tB) is the round when A (resp. B) starts executing Group. For every step s of phase Process,
agent A finishes executing s, exactly tA − tB rounds after B finishes executing it.

In the following, "initial node" refers to the node from which the agent starts executing
procedure Group. Note that the statement of Lemma 5.2 calls for the notion of “recording” that
is introduced in the description of function IM .

Lemma 5.2. Let A be a good searcher of E. For every follower B in E, agent A records B
during its execution of IM(0, n) when B is on its initial node.

Proof. According to the algorithm, agent A executes IM(0, n) while in state Search-for-an-
invitation of step 1. More precisely, when starting step 1, agent A first waits T rounds and
then executes IM(0, n) that lasts 2Xn rounds. On the other hand, agent B waits 2T + 3Xn

rounds in its initial node at the beginning of step 1. Hence, in view of the initial delay T , the
lemma follows.

To continue, the definition of target node is introduced. A node u is said to be a target node
of a good searcher A in a step s > 1, if u is the node that is reached after performing the first
(j− 1) edge traversals of Explo(n) from the initial node of A and j is the index of the imperfect
map of A at the beginning of its execution of step s.

Lemma 5.3. Let A be a searcher of set E starting a step s with a useful map P , the index of
which is j. Let ` be the smallest label in the j-th list of P . If the target node of A in step s is
the initial node of a good follower B such that `B = `, then A does not update P in any step
s′ ≥ s.

Proof. The proof of this lemma consists in proving by induction on i ≥ 0 that A does not update
P in step s + i. First consider the initial step in which i = 0. Assume by contradiction that
the target node of A in step s is the initial node u of a good follower B such that `B = `, but
A updates P in step s. According to procedure Group, agent A reaches node u while in state
Accept-an-invitation. Then, agent A updates P in step s only if agent A does not meet
agent B when reaching target node u or A notices the absence of B on u within 2T +Xn +H
rounds after its meeting with B. However, when agent B starts step s, it first waits 2T + 3Xn

in state Invite. Hence in view of Corollary 5.1 and the definition of T , agent A meets B when
reaching target node u while B is in state Invite: indeed agent A spends T + 2Xn rounds
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in state Search-for-an-invitation and at most Xn rounds in state Accept-an-invitation
before reaching its target node u at some round t. Moreover, since agent A and B are good,
according to states Wait-for-attendees and Accept-an-invitation agent A remains with B
at node u at least 2T + Xn + H rounds after round t. As a result, agent A does not update
P in step s, which is a contradiction and proves the first step of the induction. Now consider
there exits a positive integer i′ such that the property holds for all i ≤ i′. If the last step of
procedure Group is step s+ i′, the lemma directly follows. Otherwise, note that agent A begins
step s+ i′+ 1 with the exact same map as in step s+ i′. Hence using the same arguments as in
step s+ i′, agent A does not update P in step s+ i′ + 1. This closes the induction and proves
the lemma.

Note that in view of Lemmas 5.2 and 5.3, the imperfect map of every searcher of E remains
always useful. In other terms, each of them always have a target node in every step of procedure
Group. This is stated in the following proposition.

Proposition 5.2. The map of every searcher of E is always useful.

In order to prove the main result of this section, i.e., Theorem 5.1, the next three lemmas
are necessary.

Lemma 5.4. If f < n, then there exists an integer s in {1, . . . ,S} such that no searcher in set
E updates its imperfect map P during its execution of step s.

Proof. Assume for the sake of a contradiction that for each s in {1, . . . ,S} there is at least one
searcher of E that updates the output of its imperfect map P during its execution of step s.
According to procedure Group, every searcher A in E executes IM(0, n) to compute P . When
A performs IM(0, n), A records all the followers it meets during the execution of Explo(n) in
IM(0, n). In particular, for each visited node A can record at most f Byzantine agents. This
leads to at most f “wrong” labels in each list of P . Since f < n, in view of Lemma 5.3, each
searcher of E performs at most n.Xn updates of P . Note that, two distinct searchers of E which
start executing procedure Group from the same node and at the same round act exactly in the
same manner: in particular, they traverse the same edges synchronously, compute the same
imperfect map and make the same updates at the same time. Hence, taking into account the
maximum delay T , the number of rounds in which there is a searcher of E making an update
of its imperfect map is upper-bounded by U = T n2Xn. However, according to the algorithm
S = U + 1. This is a contradiction, which proves the lemma.

In view of Lemma 5.4, smin is defined as being the first step for which there is no updates
made by a searcher of E .

Lemma 5.5. If f < n, then there exist a round α and a node v such that x agents meet on
node v at round α, and a searcher of E is in state Accept-an-invitation at round α.

Proof. In order to prove the lemma, a series of 4 claims are proved first. The following notations
will facilitate the conduct of this proof.

Let Q be the set of nodes verifying the following condition: a node u is in Q if u is a target
node of a searcher of E in step smin. In view of Proposition 5.2, Q 6= ∅. Let FQ be the set
of followers of E being on a node of Q at the beginning of their execution of step smin. Let
ρ be the last round in which a follower of E is in state Invite before entering either state
Search-for-a-group or state Wait-for-attendees (at round ρ + 1) during its execution of
step smin.

Claim 5.1. At round ρ, every searcher A of E is on its target node. Moreover, A remains on
its target node for at least H rounds after round ρ.

67



Part , Chapter 5 – Byzantine Gathering in Finite Graphs

Proof of the claim: According to procedure Group and the maximal delay T , at round ρ
every searcher has spent in step smin at least T + 3Xn rounds and at most 3T + 3Xn rounds.
Moreover, in view of the definition of step smin and Proposition 5.2, every searcher remains in
its target node at least 2T +Xn+H rounds while in state Accept-an-invitation of step smin.
However, before entering state Accept-an-invitation of step smin, each searcher spends at
least T + 2Xn rounds and at most T + 3Xn in step smin. Hence the claim follows. ?

Claim 5.2. Let B be a follower of FQ. Agent B remains idle in state Wait-for-attendees on
its initial node from round ρ+ 1 to round ρ+H.

Proof of the claim: Let u be the initial node of B and ρ′ the last round in which it is in
state Invite of step smin. Since u is a target node of a searcher A of E , agent A reaches u after
having spent at least T + 2Xn rounds and at most T + 3Xn rounds in step smin. Since B waits
2T + 3Xn in state Invite at the beginning of step smin, in view of the maximum delay between
any pair of agents of E , A reaches node u while B is still in state Invite. Moreover, by definition
of step smin, A remains on u during 2T + Xn + H rounds (in state Accept-an-invitation).
Hence according to procedure Group, at round ρ′ agent B has shared its initial node with agent
A for at most 2T + Xn rounds and it enters state Wait-for-attendees at round ρ′ + 1. So,
after ρ′, agent A stays idle with B for at least H rounds. This means in particular that B is in
state Wait-for-attendees from round ρ′ + 1 to ρ′ +H.

Let diff = ρ − ρ′. Note that 0 ≤ diff ≤ T . According to the description of state Wait-
for-attendees, from round ρ′+H to ρ′+H+diff , agent B leaves state Wait-for-attendees
only if A leaves u at some round in {ρ′ + H, . . . , ρ′ + H + diff}. However, this is impossible
according to Claim 1 and the fact that ρ′ ∈ {ρ−T + 1; ρ−T + 2, . . . , ρ}: indeed ρ′+H > ρ+ 1
and ρ′ +H+ diff = ρ+H. Hence agent B remains in Wait-for-attendees from round ρ′ + 1
to round ρ′ +H+ diff , which proves the claim. ?

Claim 5.3. Among the nodes of Q, at least |Q| − 1 of them host a Byzantine agent in every
round from round ρ+ 1 to round ρ+H.

Proof of the claim: Let I be the time interval between round ρ + 1 and round ρ +H. This
proof consists in showing that during I, at least |Q| − 1 nodes of Q host a Byzantine agent.
Let B be the first follower of E that starts the execution of Group: if there are several agents
satisfying the condition, the one with the smallest label is chosen. Let us denote by ∆B the
round in which B starts the execution of Group. From Claim 1, during time interval I, every
searcher is on its target node. That is, there are |Q| distinct target nodes for the searchers of E .
Hence, from procedure Group and Lemmas 5.2 and 5.3, it follows that on each node of Q there
is at least one agent B′ being (or pretending to be) a follower such that its label is at most `B.
According to the definition of B, and in particular its unicity, at least |Q| − 1 target nodes host
a Byzantine agent from round ρ+ 1 to ρ+H. Hence the claim holds. ?

Let X = T + 4Xn + (nXn)(T n+ n)(2Xn + T ). Note that H = (n+ 1)X+3.

Claim 5.4. Let ρ+ 1 ≤ ν ≤ ρ + H − X be a round, if any, such that no good follower of E
enters state Search-for-a-group from round ν to round ν + X − 1. At least x agents meet at
some round in {ν + 1, . . . , ν + X}.

Proof of the claim: Let FQ′ be the set of followers of E that do not belong to FQ and do not
enter state Search-for-a-group of step smin by round v− 1. Let FQ′′ be the set of followers of
E that do not belong to FQ and enter state Search-for-a-group of step smin by round v − 1.
Let Q′ be the set of initial nodes of agents in FQ′ . Note that every good follower belongs to
FQ ∪ FQ′ ∪ FQ′′ .

Let B be a follower of FQ′′ . The first step of this proof consists in showing that the map
of B, when it is computed, is always useful in step smin till round ρ +H included. Note that
in view of Claim 1, it is enough to prove that agent B starts and finishes the execution of
IM(1, n) in {ρ+ 1, . . . , ρ+H}. In view of the definition of ρ and Corollary 5.1, B enters state
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Search-for-a-group at some round in {ρ−T + 1, . . . , ν−1}. Moreover, when a follower enters
this state, it first waits T before executing IM(1, n) that lasts 2Xn rounds. Hence B starts and
finishes IM(1, n) in {ρ + 1, . . . , ν + T + 2Xn}. However, ν + T + 2Xn ≤ ρ +H, which proves
that the map of B, when it is computed, remains always useful in {ρ+ 1, . . . , ρ+H}.

As mentioned above, at round ν+T +2Xn, every follower of FQ′′ has completed its execution
of IM(1, n). Observe that when a good follower B transits to state Search-for-a-group from
state Wait-for-attendees on a node u at some given round w between round ρ+ 1 and round
ρ+H, every good follower on u also transits to state Search-for-a-group from state Wait-for-
attendees at round w: moreover, these good followers behave in a same synchronous manner
i.e., they execute the same actions in each round between w to round ρ+H. That is, the total
number of distinct maps of the agents of FQ′′ at round ν + T + 2Xn is at most (T .n + n):
there are at most T n distinct maps of the good followers that transit to state Search-for-a-
group from either state Invite or state Wait-for-attendees before round ρ+ 1 and at most n
additional distinct maps of the good followers that transit from state Wait-for-attendees to
state Search-for-a-group after round ρ.

Next, assume that there exists a round α′ such that ν+T +2Xn ≤ α′ ≤ ν + X − 2Xn and no
good follower of FQ′′ updates its imperfect map from round α′ to round α′ + 2Xn. In this case,
the aim is to show that x agents meet in the same node at some round in {α′, . . . , α′ + 2Xn}.
Let B, P and j be respectively a follower of FQ′′ , the imperfect map of B and its index from
round α′ to round α′ + 2Xn. The target node of B is the node that is reached after performing
the first (j − 1) edge traversals of Explo(n) from the initial node of B. Agent B updates its
imperfect map P only if on its target node, there is no follower B′ such that `B′ is the smallest
label in Lj of P . Since there are no updates from round α′ to round α′+2Xn, at round α′+2Xn,
every follower B of FQ′′ is on its target node u.

In the case where u is neither in Q nor Q′, the aim is to show that u hosts at least one
Byzantine agent. From procedure Group, at round α′+2Xn, node u hosts a follower B′ such that
`B′ is the smallest label in Lj of P . If B′ is a good follower, B′ is in state Wait-for-attendees
with a searcher A (recall that no good follower transits to state Search-for-a-group from round
ν to round ν+X − 1). However, A cannot be a good searcher of E since u is not in Q. Hence, u
hosts indeed a Byzantine agent at round α′ + 2Xn. Note that in view of the definition of ν and
the algorithm, each agent of FQ′ is on its initial node with a Byzantine agent pretending to be
a searcher from round ρ+ 1 to ν +X − 1 (as all the good searchers are in nodes /∈ Q′ according
to Claim 1). Let Q′′ be the target nodes which do not belong to Q ∪ Q′, of the good followers
of FQ′′ at round α′ + 2Xn. Then, by Claim 3, |Q| + |Q′| + |Q′′| ≤ f + 1. Moreover, at round
α′ + 2Xn, every good agent is in a node of Q ∪Q′ ∪ Q′′. Hence by the Pigeonhole principle, it
follows that x agents share the same node at round α′+ 2Xn. If round α′ exists, then the claim
holds. So to conclude the proof of this claim, it remains to show the existence of round α′. Recall
that each follower of FQ′′ performs at most Xn.n updates of its imperfect map P (since it can
record at most f Byzantine agents that pretend to be followers in state Wait-for-attendees
on each node during the execution of IM(1, n)). Besides, as argued earlier, the total number
of distinct maps of the agents of FQ′′ at round ν + T + 2Xn is at most (T .n+ n). So, after at
most (T .n + n).(Xn.n)(T + 2Xn = X − T − 4Xn rounds from ν + T + 2Xn, no good follower
of FQ′′ updates its imperfect map. Moreover, every good follower of FQ′′ spends at most 2Xn

rounds before reaching its target node. This proves the existence of round α′ and by extension
the claim. ?

What follows builds on the claims to prove the lemma. Assume by contradiction that the
lemma does not hold. This means either there is no round when x agents meet, or in every round
z when x agent meet, no searcher of E is in state Accept-an-invitation at round z. Let us first
consider the former case. Let F ′ be the set of good followers that enter state Search-for-a-
group from state Wait-for-attendees at some round in {ρ+1, . . . , ρ+H}. From Claim 4, there
is no consecutive X rounds in {ρ+ 1, . . . , ρ+H−X} in which no good follower of E transits to
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state Search-for-a-group (otherwise, round α, which is defined in the statement of this lemma,
exits). From round ρ+2 to ρ+H, only the followers of F ′ may enter state Search-for-a-group.
From round ρ+ 2 all the agents of F ′ have already entered state Wait-for-attendees in view
of the definition of ρ. Note that |QF ′ | ≤ n where |QF ′ | is the set of initial nodes of at least one
follower of F ′. Moreover, let C be an agent of F ′ that enters state Search-for-a-group from
state Wait-for-attendees at a round t ∈ {ρ+ 2, . . . , ρ+H}: before round t, agent C does not
move in step smin, and all the agents of F ′ that are in state Wait-for-attendees and share the
same node as C in round t− 1 also enter state Search-for-a-group at round t. Hence, after at
most nX rounds from round ρ+ 2, there is no agent that can enter state Search-for-a-group
till round ρ+H included. However round ρ+ 3 + nX ≤ ρ+H−X . Hence there exists a round
v satisfying the statement of Claim 4 and there is a meeting of at least x agents at some round
in {ν + 1, . . . , ν + X}: this is a contradiction with the fact that α does not exist. Concerning
the latter case, note that there is a round α in {ν + 1, . . . , ν + X} in which x agents meet. In
view of Claim 1 and procedure Group, every searcher of E is in state Accept-an-invitation in
every round belonging to {ν + 1, . . . , ν + X} : this contradicts the fact that no searcher of E is
in state Accept-an-invitation at round α.

Lemma 5.6. If there exists a round r at which at least x ≥ f + 2 agents meet on the same node
and among them all the good ones are executing phase Process at round r, then at least (x− f)
good agents exit their execution of Group at the same round and on the same node.

Proof. Assume there exists such a round. Let us show that (x − f) good agents exit their
execution of Group at the same round and on the same node. Let x′ be the largest number of
agents executing Group but not in state Restart which met in the same node u in some round
∆ +w. If there are several such rounds, consider the one with the largest value of w. The good
agents executing Group but in another state than Restart are precisely those executing phase
Process, which implies that x′ ≥ x. Let Y be the set of good agents executing phase Process on
u at round ∆ + w. Remark that at round ∆ + w on u there are at most f Byzantine agents.
Hence, |Y| ≥ x′ − f .

When in state Restart, every agent A of Y repeats exactly the same waiting periods and
edge traversals as in its execution phase Process in order to reconstruct the group of agents
that was at node u in round ∆ +w. More precisely, let r and r′ be the round when A initiated
Group and the round when A enters state Restart respectively. Let i be an integer such that
r + i = ∆ + w. From round r′ to r′ + i − 1, agent A replays exactly the same waiting periods
and edges traversals from round r to r + i− 1: for each integer y in {0, 1, . . . , i− 1}, if agent A
remains idle (resp. leaves the current node via a port o) from round r+y to round r+y+1, then
agent A remains idle (resp. leaves the current node via port o) from round r′ + y to r′ + y + 1.
In round r′ + i, agent A is in node u and stops the execution of Group. Besides, in view of
Lemma 5.1, every good agent spends the same number of rounds executing phase Process: let
us denote this number by W. So, r′ + i = r +W + i = ∆ + w +W. Hence, every agent of Y is
in node u and stops the execution of Group at round ∆ + w +W.

The next statement is the main theorem related to procedure Group which ends this subsection.
In order to use the theorem outside of this subsection, the assumptions made in the beginning
of this subsection are recalled in the statement.

Theorem 5.1. Consider a team made of at least (x − 1)(f + 1) + 1 good agents in a graph of
size at most n, where x ≥ f + 2. Let ∆ be the first round when a good agent starts executing
Group(T , n, bin). If all good agents start executing Group(T , n, bin) by round ∆ + T − 1, and
parameter bin is 0 (resp. 1) for at least one good agent, then the following property is verified.
After at most a time polynomial in n and T from ∆, at least (x − f) good agents finish the
execution of Group at the same round and in the same node.

70



5.3. Building Blocks

Proof. When in state Restart, an agent only replays all or part of the waiting periods and edge
traversals made in phase Process. Hence, according to Lemma 5.1 and the initial delay that is
at most T , every good agent finishes the execution of Group after at most a time polynomial in
n and T from ∆.

So to prove the theorem it remains just to show that there is a group of at least (x − f)
good agents that exit Group on the same node and at the same time. This follows directly from
Lemma 5.6 and the claim that is proven below.
Claim 1. At least x agents meet on the same node at some round t, and among them all the
good ones are executing phase Process of procedure Group at round t.
Proof of Claim 1. If f ≥ n, there are always x agents sharing the same node as the number of
good agent is at least (f + 1)x. Moreover, at round ∆ + T every good agent is executing phase
process of procedure Group. Hence, the claim holds if f ≥ n.

So let us focus on the case where f < n. From Lemma 5.5, there is a round α when x agents
meet in some node v and there is a good searcher A in state Accept-an-invitation of some
step s in round α. At round α, it remains for agent A at least T rounds to spend in step s.
Indeed, in state Follow-Up of step s, an agent has to wait 5T + 5Xn +H − x rounds and x is
upper-bounded by 4T + 5Xn +H (this is shown in the proof of Lemma 5.1). Hence, in view of
Corollary 5.1, no good agent has finished step s of phase Process at round α. Moreover, agent
A has necessarily spent more than T rounds in step s when in round α. So, every good agent
is executing phase Process of procedure Group at round α, which proves the claim.

5.3.2 Procedure Merge

The second building block called Merge takes as input two integers n and T .
Subroutine Merge(T , n) allows all the good agents to finish their executions of the subroutine
in the same node and at the same round, provided the following two conditions are satisfied.
The first condition is that all good agents are in a graph of size at most n and start executing
Merge(T , n) in an interval lasting at most T rounds. The second condition is that at least 4f+2
good agents start executing Merge(T , n) at the same round and in the same node. The time
complexity of the procedure is polynomial in T and n.

5.3.2.1 High level idea

For the sake of convenience, consider in this section that a group of agents is a set of all agents,
at least one of which is good, that start executing procedure Merge in the same node and at the
same round. In the sequel, assume there is a group of at least 4f + 2 good agents. The reasons
why such an assumption is necessary will appear at the end of the explanations. Let Gmax and
vmax be respectively the group with the largest initial number of agents and its starting node. In
case there are several possible groups Gmax, the one having the largest lexicographically ordered
list of pairwise distinct labels denoted by Lmax is chosen: this guarantees the unicity of Gmax
as it contains at least 4f + 2 good agents. The cardinality of a list L will be denoted by |L|.

The idea underlying procedure Merge is to make all good agents elect the same node, and
then gather in it (if this is ensured, then it can be guaranteed that all good agents finish the
execution of Merge at a same round using some technicalities). Each node is a candidate,
and each good agent supports the node in which it started executing the procedure. Besides
supporting its candidate, each good agent is also a voter. When acting as a supporter, a good
agent stays idle to promote its candidate and when acting as a voter, it makes a traversal of
the graph in order to visit all nodes of the graph (using procedure Explo(n)), and then elects
one of the nodes using the information provided by the supporters. In order to establish such a
strategy, note that all good agents must not act as voters at the same time. Otherwise, there
would be no supporter left in its candidate node to promote it. Hence, the election process is
divided into two parts, and each group is divided into two subgroups of nearly equal size using
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the labels of the agents. During the first (resp. second) part of the election, the first (resp.
second) subgroup of each group acts as voters while the second (resp. first) subgroup of each
group acts as supporters.

When visiting a node during its traversal of the graph, a voter gets from each supporter of
this node a promotional information: for a good supporter, it is simply the lexicographically
ordered list of all pairwise distinct labels of the agents that were initially in its group. Once
its traversal is done, the voter considers each node v satisfying the property that at least d |L|4 e
distinct agents in v have transmitted a lexicographically ordered list L. Among these nodes, the
voter elects the one for which the property is true with the list L having the largest cardinality:
in case of a tie, the lexicographical order on the labels is used as done to ensure the unicity of
Gmax. By doing so, all good agents elect node vmax and then gather in it: the purpose of the
last paragraph is to explain why vmax is unanimously elected.

By definition, the number of good agents that is initially in Gmax, and thus |Lmax| is at least
4f + 2. Moreover, the number of Byzantine agents is initially at most f in Gmax. Hence, it
can be shown than this strategy permits to always have at least d |Lmax|4 e distinct agents in vmax
that transmit list Lmax to all voters. Note that each good supporter transmits a list L such
that |L| < |Lmax|, or |L| = |Lmax| and L is not lexicographically larger than Lmax. So, the only
way the Byzantine agents could prevent the good agents to elect vmax would be that at least
d |L
′|

4 e Byzantine agents transmit a list L′ such that |L′| > |Lmax|, or |L′| = |Lmax| and L′ is
lexicographically larger than Lmax. However this situation is impossible because the Byzantine
agents are not numerous enough: indeed d |L

′|
4 e ≥ f + 1.

5.3.2.2 Formal description of the algorithm

When an agent A executes Merge(T , n), it can transit to different states that are Census,
Election and Synchronization. When agent A starts the execution of Merge, it is in state
Census. In the algorithm, the cardinality of a list L will be denoted by |L|.

State Census Agent A spends a single round in this state. Besides its state, it transmits its
label to the agents sharing the same node. Agent A assigns to variable H, the lexicographically
ordered list of all pairwise distinct labels of agents that are currently in its node and in state
Census. Then A transits to state Election.

State Election When it enters this state, agent A initializes two variables: it assigns an
empty list to variable I, and 0 to variable pi. This state is made of five different periods: the first,
third and fifth (resp. the second and fourth) ones are waiting periods (resp. moving periods).
In each round of the two first waiting periods, agent A transmits the list H built when in state
Census. If ellA belongs to the first b |H|2 c labels of H, then the durations of the two first waiting
periods are respectively T − 1 and T + 2Xn − 1. Otherwise, they respectively last T + 2Xn − 1
and T − 1 rounds. The duration of the third waiting period is given after describing the second
moving period.

During the first moving period, agent A executes Explo(n) followed by a backtrack in which
the agent traverses all edges traversed in Explo(n) in the reverse order. Once this backtrack is
done, the agent assigns to variable I the largest list I1, if any, having the following property:
there is a round during the execution of Explo(n) at which agent A is in a node where at least
d |I1|

4 e distinct agents in state Election transmit I1. (A list I2 is larger than another list I3 if
and only if I2 contains more elements, or I2 and I3 contain the same number of elements and
I2 is lexicographically larger than I3). If such a list I1 exists, the agent also assigns to variable
pi, the smallest number of edge traversals made by A during the execution of Explo(n) to reach
a node satisfying the above property with I1. Otherwise, the agent leaves variables I and pi
unchanged.

During the second moving period, agent A performs the first pi edge traversals of Explo(n).
Once this is done, agent A checks whether H = I or not. If H = I, then the third waiting period
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lasts T +Xn−1 rounds, and at its expiration, A transits to state Synchronization. Otherwise,
the third waiting period lasts 2T +Xn− 1 but can be interrupted when agent A notices at least
d3|I|

4 e agents in state Synchronization in its node: as soon as such an event occurs, agent A
exits the execution of Merge(T , n). In case such an interruption does not occur, the agent exits
the execution of Merge(T , n) at the end of the waiting period.

State Synchronization Agent A spends one round in this state and then exits the execution
of Merge(T , n).

5.3.2.3 Correctness and complexity analysis

The proof of correctness and cost analysis of procedure Merge only consist of the following
theorem.

Theorem 5.2. Consider a team of agents in a graph of size at most n. Let r0 be the first round
when a good agent starts executing Merge(T , n). If every good agent starts executing Merge(T , n)
by round r0 + T − 1 and among them at least 4f + 2 start the execution in the same node and
at the same round, then all good agents finish their executions of procedure Merge in the same
node and at the same round r < r0 + 4T + 6Xn − 1.

Proof. Note that according to procedure Merge, every good agent spends at most 4T + 6Xn− 1
rounds in any execution of procedure Merge(T , n). Hence, to prove the theorem it is enough to
prove that all good agents finish their executions of procedure Merge in the same node and at
the same round.

Let us denote by H1 the largest list H built by any good agent in state Census, and by
A one of the good agents that builds it. By assumption, they are at least 4f + 2 good agents
that start the execution in the same node and at the same round. As a result, in view of the
description of state Census, H1 contains at least 4f + 2 elements, and agent A belongs to the
group of at least 3f + 2 good agents in state Census that compute the same list H1 at a round
r1 in a node v1. Let us call T1 the group of all the good agents in state Census in node v1 at
round r1. This proof relies on the following two claims.

Claim 5.5. The agents of T1 are the only good agents that build list H1 while in state Census.

Proof of the claim: Let us assume by contradiction that the claim is false. Hence, there is a
good agent B in state Census which also builds H1 in a node v2 at a round r2 such that v2 6= v1
or r2 6= r1. In view of the description of state Census, there are all the labels of the agents of T1
in H1. Thus, for each good agent of T1, there is an agent in state Census with the same label
in node v2 at round r2. However, there are at least 3f + 2 agents in T1, and since they only
spend round r1 in state Census in node v1, none of them is in this state in node v2 at round r2.
Besides, all the good agents have different labels and the Byzantine agents are not numerous
enough to be these 3f + 2 agents in state Census in node v2 at round r2. This contradicts the
existence of these 3f + 2 agents and the assumption that B builds H1 in node v2 at round r2.
Hence, the claim is proven. ?

Claim 5.6. Each good agent starts its third waiting period in node v1.

Proof of the claim: This proof starts with showing the following two facts. The first fact
is that in each of the rounds belonging to {r1 + 1, . . . , r1 + 2T + 4Xn − 2}, there are at least
d |H1|

4 e good agents in state Election that transmit the list H1 in node v1. The second fact is
that each good agent performs entirely its first moving period between round r1 + 1 and round
r1 + 2T + 4Xn − 2.

Let us focus on the first fact. In view of the description of state Census, the list H1 contains
at least 3f+2 elements corresponding to the labels of the agents of T1, all of which are good, and
at most |T1| + f elements, with |T1| the number of agents in T1. This means that f < d |H1|

4 e,
|T1| > d3|H1|

4 e, b
|H1|

2 c − f ≥ d |H1|
4 e and d |H1|

2 e − f ≥ d |H1|
4 e i.e., in each half of H1 there
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are at least d |H1|
4 e labels of agents of T1. This implies that in each of the rounds belonging

to {r1 + T , . . . , r1 + T + 4Xn − 1}, there are at least d |H1|
4 e good agents in state Election

transmitting the list H1 in node v1. Moreover, in view of the description of state Election, all
the agents of T1 wait in v1 and transmit H1 in each round from round r1 +1 to round r1 +T −1,
and from round r1 + T + 4Xn to round r1 + 2T + 4Xn − 2. Hence, the first fact is true.

Let us go further by considering the second fact. Each good agent starts the execution of
procedure Merge between rounds r0 and r0 + T − 1. Then, it spends a single round in state
Census, and enters state Election between round r0 + 1 and round r0 + T . Actually, the good
agents of T1 are in state Census at round r1. This means that r1 belongs to {r0; . . . ; r0 +T −1}.
Since every good agent spends at least T − 1 rounds and at most T + 2Xn − 1 rounds in the
first waiting period, every good agent starts its first moving period between round r0 + T and
round r0 + 2T + 2Xn − 1 i.e., between round r1 + 1 and round r1 + 2T + 2Xn − 1. Since the
first moving period lasts 2Xn rounds, the second fact is true.

Hence, from the two facts, during its first moving period each good agent visits v1 and notices
at least d |H1|

4 e agents in state Election transmitting the same list H1. As a result, in view of
the description of state Election each good agent finishes the second moving period at round
v1 except if the following event occurs: there is a list H2 strictly larger than or identical to H1
such that at a round r3, in a node v3 6= v1, at least d |H2|

4 e agents in state Election transmit H2
to a good agent while it is performing the Explo(n) of its first moving period. However, such an
event cannot occur. Let us assume by contradiction it can. Since |H2| ≥ |H1| ≥ 4f + 2, among
d |H2|

4 e > f agents in state Election transmitting H2, there must be at least one good agent
which builds H2 in state Census. Note that either H2 is identical to H1 or it is larger than H1.
If H2 is identical to H1 Claim 1 is contradicted. If H2 is larger than H1, it is the maximality of
H1 which is contradicted. This concludes the proof of the claim. ?

In view of Claim 2 and the description of states Census and Election, every good agent
finishes its execution in the same node. Hence, to conclude the proof of the theorem, it is enough
to prove now that all good agents finish the execution at the same time. To do this, in view of
the fact that |T1| ≥ d3|H1|

4 e and the fact that each good agent assigns to variable I the same list
H1 at the end of its first moving period, it is enough to show that there is a round in which the
good agents of T1 are in state Synchronization and all the others good agents are performing
their third waiting period. It is the purpose of the following lines.

First assume that no good agent prematurely interrupts its third waiting period before round
r1 + 3T + 5Xn − 2. Since each good agent assigns to variable I the same list H1, each agent of
T1 performs no edge traversal in the second moving period and enters state Synchronization
at round r1 + 3T + 5Xn − 2. Each good agent starts its first waiting period between round
r1−T + 2 and round r1 + T . Moreover, it can spend from 0 to Xn rounds in its second moving
period. This implies that each good agent completes it between round r1 + T + 4Xn − 1 and
round r1 + 3T + 5Xn − 3 and starts the third waiting period between round r1 + T + 4Xn and
round r1 + 3T + 5Xn − 2. Furthermore, each good agent that does not belong to T1 assigns to
variable I a list that is different from the list it has built when in state Census, and thus its
third waiting period lasts 2T + Xn − 1 rounds. This means that each good agent which does
not belong to T1 completes its third waiting period between round r1 + 3T + 5Xn−2 and round
r1 + 5T + 6Xn − 4. Hence, each good agent that does not belong to T1 is performing its third
waiting period at round r1 + 3T + 5Xn− 2 when the agents of T1 enter state Synchronization.
As a result, the theorem is true if no good agent prematurely interrupts its third waiting period
before round r1 +3T +5Xn−2. However, no good agent can interrupt its third waiting period at
a round r < r1 +3T +5Xn−2. Indeed, if it was the case, that would imply that there are at least
d3|H1|

4 e agents in state Synchronization at round r and among them there is necessarily one
good agent of T1: this contradicts the fact that the agents of T1 enter state Synchronization
at round r1 + 3T + 5Xn − 2. This ends the proof of the theorem.
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5.4 The Positive Result
This section shows a procedure, called Gather, that solves Byzantine gathering with strong

teams in all graphs of size at most n, assuming that the global knowledge is the binary represen-
tation of dlog logne. Note that the length of such a global knowledge belongs to O(log log logn)
bits. In this section, the value of dlog logne is denoted by GK. The procedure works in a time
polynomial in n and |`min|, and it makes use of the building blocks introduced in the previous
section.

In the sequel, Gn denotes the maximal time complexity of procedure Group(Xn, n, ρ) with
ρ ∈ {0; 1} in all graphs of size at most n. Moreover, Mn denotes the maximal time complexity of
procedure Merge(Xn+Gn, n) in all graphs of size at most n. Note that according to Theorems 5.1
and 5.2, Gn and Mn exist and are polynomials in n.

5.4.1 Intuition

In order to better describe the high level idea of Gather, first consider a situation that would
be ideal to solve Byzantine gathering with a strong team and that would be as follows. Instead
of assigning distinct labels to all agents, the adversary assigns to each of them just one bit
ρ ∈ {0; 1}, so that there are at least one good agent for which ρ = 0 and at least one good agent
for which ρ = 1. Such a situation would clearly constitute an infringement of the model, but
would allow the simple protocol described in Algorithm 5.1 to achieve the task in a time that is
polynomial in n when GK = dlog logne.

Algorithm 5.1 Algorithm executed by every good agent in the ideal situation.
1: let ρ be the bit assigned to me by the adversary
2: execute G(ρ)
3: declare that gathering is achieved

Algorithm 5.2 G(ρ) executed by a good agent.
1: N ← 2(2GK)

2: execute Explo(N)
3: execute Group(XN , N, ρ)
4: execute Merge(XN +GN , N)

Algorithm 5.1 consists mainly of a call to G(ρ) that is given by Algorithm 5.2. Since GK =
dlog logne, at line 1 of Algorithm 5.2, N is a polynomial upper-bound on n, and the execution
of Explo(N) in a call to G(ρ) by the first woken-up good agent permits to visit every node of
the graph and to wake up all dormant agents. As a result, the delay between the starting times
of Group(XN , N, ρ) by any two good agents of the strong team is at most XN . According to
the properties of procedure Group (refer to Theorem 5.1) and the fact that the number of good
agents is at least 5f2 + 6f + 2 = ((5f + 2)− 1)(f + 1) + 1, this guarantees in turn that the delay
between the starting times of Merge(XN +GN , N) by any two good agents is at most XN +GN ,
and at least 4f + 2 good agents start this procedure at the same time in the same node. Hence,
in view of the properties of procedure Merge (refer to Theorem 5.2), all good agents declare
gathering is achieved at the same time in the same node after a polynomial number of rounds
(in n) since the wake-up time of the earliest good agent.

Unfortunately, such an ideal situation is not assumed. At first glance, one might argue
that it is not really a problem because all agents are assigned distinct labels that are, after
all, distinct binary strings. Thus, by ensuring that each good agent applies on its label the
transformation given in Section 3.2 (or some extension like the transformation described in
Section 5.2, and then processes one by one each bit bi of its doubled label by executing G(bi), it
can be guaranteed (with some minor technical adjustments) that the gathering of all good agents
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is done in time polynomial in n and |`min|. Indeed, in view of Proposition 3.1 the conditions of
the ideal situation are recreated when the agents process their j-th bits for some j at most linear
in |`min|. Unfortunately, this is not enough. In fact, in the ideal situation, there is just one bit
to process: thus, de facto every good agent knows that every good agent knows that gathering
will be done at the end of this single process. However, it is no longer the case when the agents
have to deal with sequences of bit processes: the good agents have a priori no mean to detect
collectively and simultaneously when they are gathered. It should be noted that if the agents
knew f , an existing algorithmic component (refer to [51]) allowing to solve Byzantine gathering
if at some point some good agents detect the presence of a group of at least 2f + 1 agents in
the network could be used. Such a group is necessarily constructed during the sequence of bit
processes given above, but again, it cannot be a priori detected as the agents do not know f or
an upper-bound on it. Hence, to optimize the amount of global knowledge, a new strategy is
required to allow the good agents to declare gathering achieved jointly and simultaneously. It
is the purpose of the rest of this subsection.

To get all good agents declare simultaneously the gathering achieved, it is necessary to reach
a round in which every good agent knows that every good agent knows that gathering is done.
The introduction by Section 5.2 of a transformation different from that of Section 3.2 is not
fortuitous: the doubled label offers a stronger property (refer to Proposition 5.1). When a good
agent has finished to read the first half of its doubled label – call such an agent experienced –
it has the guarantee that the gathering of all good agents has been done at least once. Hence,
when an experienced agent starts to process the second half of its doubled label, it actually
knows an approximation of the number of good agents with a margin of error of f at the most.
For the sake of convenience, consider that an experienced agent knows the exact number |A| of
good agents: the general case adds a slight level of complexity that is unnecessary to understand
the intuition. So, each time an experienced agent completes the process of a bit in the second
half of its doubled label, it is in a node containing less than |A| agents or at least |A| agents.
In the first case, the experienced agent is sure that the gathering is not achieved. In the second
case, the experienced agent is in doubt. Procedure Gather builds on this doubt. How can it be
done? So far, each bit process was just made of one call to procedure G: now at the end of each
bit process, a waiting period of some prescribed length is added, followed by an extra step that
consists in applying G again, but this time according to the following rule. If during the waiting
period it has just done, an agent A was in a node containing, for a sufficiently long period, an
agent pretending to be experienced and in doubt (this agent may be A itself), then agent A is
said to be optimistic and the second step corresponds to the execution of G(0). Otherwise, agent
A is said to be pessimistic and the second step corresponds to the execution of G(1).

If at least one good agent is optimistic within a given second step, then the gathering of
all good agents is done at the end of this step. Indeed, through similar arguments of partition
to those used for the ideal situation, it can be shown that it is the case when at least another
agent is pessimistic. However, it is also, more curiously, the case when there is no pessimistic
agents at all. This is due in part to the fact that two good experienced agents cannot have been
in doubt in two distinct nodes during the previous waiting period (otherwise, the definition of
|A| would be contradicted). Thus, all good agents start G(0) from at most f + 1 distinct nodes
(as the Byzantine agents can mislead the good agents in at most f distinct nodes during the
waiting period), which implies by the pigeonhole principle that at least 4f + 2 good agents start
it from the same node. Combined with some other technical arguments, one can show that
the conditions of Theorem 5.2 are fulfilled when the agents execute Merge at the end of G(0),
thereby guaranteeing again gathering of all good agents.

As a result, the addition of an extra step to each bit process gives the following interesting
property: when a good agent is optimistic at the beginning of a second step, at its end the
gathering is done and, more importantly, the optimistic agent knows it because its existence
ensures it. Note that, it is a great progress, but unfortunately it is not yet sufficient, particularly
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because the pessimistic agents do not have the same kind of guarantee. The way of remedying
this is to repeat once more the same kind of algorithmic ingredient as above. More precisely, at
the end of each second step, a waiting period of some prescribed length is added again, followed
by a third step that consists in applying G in the following manner. If during the waiting period
it has just done, an agent X was in a node containing, for a sufficiently long period, an agent
pretending to be optimistic, then the third step of agent X corresponds to the execution of G(0)
and it becomes optimistic if it was not. Otherwise, the third step of agent X corresponds to the
execution of G(1) and the agent stays pessimistic.

By doing so, a significant move forward is made. To understand why, the reader is invited
to reconsider the case when there is at least one good agent that is optimistic at the beginning
of a second step. As seen earlier, at the end of this second step, all good agents are necessarily
gathered and every optimistic agent knows it. In view of the last changes made to the solution,
when starting the third step, every good agent is then optimistic. As explained above the absence
of pessimistic good agent is very helpful, and using here the same arguments, it is certain that
when finishing the third step, all good agents are gathered and every good agent knows it because
all of them are optimistic. Actually, it is even a little more subtle: the optimistic agents of the
first generation (i.e., those that were already optimistic when starting the second step) know
that the gathering is done and know that every good agent knows it. Concerning the optimistic
agents of the second generation (i.e., those that became optimistic only when starting the third
step), they just know that the gathering is done, but do not know whether the other agents
know it or not. Recall that to get all good agents declare simultaneously the gathering achieved,
the requirement consists in reaching a round in which every good agent knows that every good
agent knows that gathering is done. Such a consensus is close. To reach it, at the end of a third
step, the optimistic agents of the first generation make themselves known to all agents. Note
that if there were at least f + 1 agents declaring to be optimistic agents of the first generation
and if f was part of GK, the consensus would be reached. Indeed, among the agents declaring to
be optimistic of the first generation, at least one is necessarily good and every agent can notice
it: at this point it can be shown that every good agent knows that every good agent knows that
gathering is done.

However, the agents do not know f . That being said, at the end of a third step, note
that an optimistic agent knowing that the gathering is done can compute an approximation
f̃ of the number of Byzantine agents. More precisely, if the number of agents gathered in
its node is p, the optimistic agent knows that the number of Byzantine agents cannot exceed
f̃ = max{y|(5y + 1)(y + 1) + 1 ≤ p} according to the definition of a strong team. Based on this
fact, the solution is complete. Indeed, the algorithm is designed in such a way that all good
agents correctly declare the gathering is achieved in the same round after having computed
the same approximation f̃ and noticed at least f̃ + 1 agents that claim being optimistic of
the first generation during a third step. Such an event necessarily occurs before any agent
finishes the (4|`min|+8)-th bit process of its doubled label, which permits to obtain the promised
polynomial complexity. This is where the feat of strength of procedure Gather is: obtaining such
a complexity with a small amount of global knowledge, while ensuring that the Byzantine agents
cannot confuse the good agents in any way. Actually, the algorithm is judiciously orchestrated
so that the only thing Byzantine agents can really do is just to accelerate the resolution of the
problem.

5.4.2 Formal Description

Algorithm 5.3 gives the formal description of procedure Gather. As mentioned at the
beginning of this section, GK = dlog logne. Procedure Gather uses the two building blocks
Group and Merge described in the previous section. It also uses two small subroutines, Learn
and CheckGathering, which are described after Algorithm 5.3. Both these subroutines do not
have any input parameters, but when executing them, the agent can access to the current value
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of every variable defined in Algorithm 5.3. Hence the variables defined in Algorithm 5.3 can be
viewed as variables of global scope.

Algorithm 5.3 Procedure Gather executed by an agent A with label `A.
1: N ← 2(2GK)

2: // recall that D(`A) is the doubled label of agent A (refer to Section 5.2)
3: γ ← 1
4: i← 1
5: execute Explo(N)
6: while i ≤ 3|D(`A)| do
7: if i mod 3 = 1 then
8: ω ← 0
9: ρ← D(`A)[(i div 3) + 1]
10: end if
11: execute Group(XN , N, ρ)
12: execute Merge(XN +GN , N)
13: execute Learn
14: let (ρ, γ) be the value returned by Learn
15: if ρ = 0 then
16: ω = ω + 1
17: end if
18: if i mod 3 = 0 then
19: execute CheckGathering
20: let flag be the boolean value returned by CheckGathering
21: if flag =true then
22: declare that gathering is achieved
23: end if
24: end if
25: let r be the time elapsed since the beginning of the execution of this procedure
26: wait XN + i(3XN + 4(GN +MN ) + 2)− r rounds
27: i← i+ 1
28: end while

In the presentation of the high level idea of procedure Gather in the previous subsection, some
qualifiers like “experienced and in doubt”, “optimistic of the second generation” or “optimistic
of the first generation” are used only to ease the understanding but do not appear explicitly in
the formal description. However note that these qualifiers are reflected in the values 1, 2 or 3 of
variable ω. For example, an optimistic agent of the first generation corresponds to an agent for
which ω = 3.

The following paragraphs formally describe the subroutines Learn and CheckGathering,
starting with Learn.

Subroutine Learn
When executing this subroutine, an agent A can transit to different states that are Learning,
Optimist and Pessimist. The initial state is Learning. During an execution of this procedure,
A never moves. Denote by v the node occupied by the agent while executing this subroutine
and by TN the value XN +GN +MN .

State Learning Agent A spends one round in this state. Let x be the maximum number
of agents in state Learning (including itself) that A notices at this round in node v. Let z be
max(γ, x). The agent A transits either to state Optimist or to state Pessimist. It transits
to state Optimist if ω 6= 0, or 2i > 3|D(`A)| and x ≥ z − max{y|(5y + 1)(y + 1) + 1 ≤ z}.
Otherwise, it transits to state Pessimist.

State Optimist Agent A waits 3TN rounds in this state. At the end of this waiting period,
the agent exits the execution of Learn: the returned value of the subroutine is then the couple
(0, z).

State Pessimist Agent A waits 3TN rounds in this state. At the end of the waiting period,
the agent exits the execution of Learn and returns a couple, the value of which is as follows.
If during the waiting period, agent A notices 2TN consecutive rounds such that in each of
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them there is at least one agent in state Optimist in node v, then the returned value is (0, z).
Otherwise the returned value is (1, z).

The next paragraph describes the second subroutine CheckGathering.
Subroutine CheckGathering

Agent A waits a single round and then exists the execution of CheckGathering. During this
round, agent A transmits the value of its variable ω, and the word “Check-gathering” in order
to indicate that it is executing the same named subroutine. Denote by p the number of agents
in its current node during the single round of the execution. If the value of the variable ω of
A belongs to {2; 3}, and there are more than max{y|(5y + 1)(y + 1) + 1 ≤ p} distinct agents
transmitting 3 and “Check-gathering”, the subroutine returns true. Otherwise, the subroutine
returns false.

5.4.3 Proof and Analysis

This subsection proves the correctness and the polynomiality of procedure Gather to solve
Byzantine gathering with strong teams in all graphs of size at most n, assuming that GK =
dlog logne.

Proposition 5.3. Let p be a positive integer. If within a team of p agents, there are g ≥ (5f +
1)(f + 1) + 1 good agents and at most f Byzantine agents, then f ≤ max{y|(5y+ 1)(y+ 1) + 1 ≤
p} < g.

Proof. First of all, f ≤ max{y|(5y + 1)(y + 1) + 1 ≤ p} follows from the fact that p ≥ (5f +
1)(f + 1) + 1. Then, assume by contradiction that max{y|(5y + 1)(y + 1) + 1 ≤ p} ≥ g. This
implies that (5g+ 1)(g+ 1) + 1 ≤ p. However, 2g < (5g+ 1)(g+ 1) + 1 and p ≤ g+ f < 2g. By
transitivity, 2g < 2g. This is a contradiction, which completes the proof.

The executions of all the subroutines and building blocks that are mentioned in the following
statements and their proofs always occur during an execution of procedure Gather with GK =
dlog logne by an agent in a graph of size at most n. Hence, for ease of reading, this is omitted.
The following notations are used in the statement of the next lemma and its proof. For any good
agent A, denote by rA,i the round (if any) at which A starts its i-th execution of procedure Group.
Also denote by ti the first round (if any) at which there is at least one good agent that starts its
i-th execution of procedure Group. Finally, according to line 1 of Algorithm 5.3, N is the value
2(2GK).

Lemma 5.7. Let A be a good agent. For any positive integer i, rA,i+1 = rA,i + 3XN + 4GN +
4MN +2, and every good agent that starts its i-th execution of Group does it at round ti+XN−1
at the latest.

Proof. Since Explo(N) allows to visit every node of the graph, once the first awoken good agent
has completed its first execution of Explo(N) at the beginning of procedure Gather, each good
agent is awoken and has at least started its first execution of Explo(N). Every good agent
spends exactly XN rounds executing it, and then starts its first execution of procedure Group.
Hence, every good agent starts its first execution of procedure Group in some interval of XN

rounds, between rounds t1 and t1 +XN − 1.
Now consider the routines a good agent executes between the beginnings of any two consecu-

tive executions of Group. To conclude this proof, it is enough to show that their execution lasts
at most 3XN + 4GN + 4MN + 2 rounds. Any good agent spends at most GN rounds executing
Group(XN , N, bin) for any bin ∈ {0; 1}, at most MN rounds executing Merge(XN + GN , N),
exactly 3TN + 1 rounds executing Learn, and exactly 1 round executing CheckGathering. The
sum of these amounts of rounds is 2 + 3TN +MN +GN .

In view of line 26 of Algorithm 5.3 and since each agent spends exactly XN rounds executing
the initial Explo(N), for any positive integer i and any good agentA, the above sum is exactly the
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amount of rounds between rA,i and rA,i+1. Hence, any good agent spends exactly 4MN +4GN +
3XN + 2 rounds between the beginnings of any two consecutive executions of procedure Group,
which completes the proof.

Proposition 5.4. Consider a round r at which two good agents A and B execute the same
routine R from the set {Group, Learn, Merge, CheckGathering}. If A is executing its i-th execu-
tion of R at round r, then B is also executing its i-th execution of R at round r.

Proof. Assume by contradiction that there exists some round r1 at which two good agents A
and B are respectively executing their i-th and j-th execution of a same routine R from the
set {Group, Learn, Merge, CheckGathering} with i < j. In view of Lemma 5.7, (rB,j − rB,i) ≥
3XN + 4GN + 4MN + 2. Thus (r1 − rB,i) ≥ 3XN + 4GN + 4MN + 2. However, if R is Group or
Merge, then (r1 − rA,i) ≤ GN +MN . Hence, (rA,i − rB,i) > XN , which contradicts Lemma 5.7.

Hence, R must be Learn or CheckGathering. In either case, in view of Algorithm 5.3,
between rB,j and r1, B must have executed Group and Merge. Executing these routines requires
a minimal number a rounds which is strictly larger than XN . This means that, (r1 − rB,i) ≥
4XN +4GN +4MN +3. On the other hand, (r1−rA,i) ≤ 3XN +4GN +4MN +2 rounds. Hence,
(rA,i − rB,i) > XN , which contradicts again Lemma 5.7.

By Lemma 5.7 and lines 11-12 of Algorithm 5.3, all good agents that start their i-th execution
of Merge(XN + GN , N) for a given positive integer i, do it in an interval lasting at most
the number of rounds given as first parameter of Merge. Hence, the following corollary is a
consequence of Theorem 5.1, Theorem 5.2, and Lemma 5.7.

Corollary 5.2. Assume that for a given positive integer i, there is a group of at least (5f +
1)(f + 1) + 1 good agents that start (at possibly different nodes or rounds) their i-th executions
of Group(XN , N, ρ) with ρ = 0 for at least one good agent and ρ = 1 for at least one other
good agent. There exist a node v1 and a round r1 such that each good agent in the graph that
completes its i-th execution of Merge does it at round r1 in node v1.

Before proving Theorem 5.3 that is the main result of this section, it is necessary to prove
the following series of four lemmas.

Lemma 5.8. Assume that for a given positive integer i, there are at least 5f+2 good agents that
start (at possibly different rounds) their i-th executions of Group(XN , N, ρ) in the same node v1
with ρ = 0. There exist a round r2 and a node v2 such that each good agent in the graph that
completes its i-th execution of procedure Merge does it at round r2 in node v2.

Proof. Assume that there exist an integer i and a node v1 such that a group T1 of at least 5f+2
good agents all start their i-th executions of Group(XN , N, ρ) in the same node v1 with ρ = 0.
In view of Lemma 5.7, every good agent that starts its i-th execution of Group, does it between
rounds ti and ti +XN − 1. In view of the description of Group, at the beginning of its execution
of Group(XN , N, 0), every good agent, which is called a follower, first enters state Invite and
spends strictly more than XN rounds waiting in this state. Hence, there is at least one round
at which each good agent of T1 is waiting in state Invite in node v1 during the first phase of
its i-th execution of Group. Thus, by Lemma 5.6, at least 4f + 2 good agents exit their i-th
execution of Group at the same round and in the same node. This means that at least 4f + 2
good agents start their i-th execution of Merge(XN +GN , N) at the same round and in the same
node. Besides, each good agent spends at most GN rounds in any execution of Group which
means that each good agent that completes its i-th execution of Group does it between round ti
and round ti +GN +XN − 1. Hence, in view of Theorem 5.2, there exist a round r2 and a node
v2 such that each good agent that completes its i-th execution of Merge(XN + GN , N) does it
at r2 in v2.
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Lemma 5.9. Assume that g ≥ (5f + 1)(f + 1) + 1 good agents start (at possibly different nodes
or rounds) their (3j + 1)-th execution of subroutine Group, for a given integer j. Let k ≤ 3 be
the smallest positive integer, if any, such that the (3j+ k)-th execution of procedure Learn by at
least one good agent returns a couple whose the first element is 0. There exists a node v1 such
that each good agent that enters state Optimist during its (3j + k)-th execution of Learn, does
it in v1.

Proof. Assume by contradiction that two good agents A and B both enter state Optimist during
their (3j+k)-th executions of Learn but from different nodes, respectively vA and vB. To conduct
this proof, it is necessary to explain what the entrance of these good agents in state Optimist
implies. Note that during their (3j + k)-th executions of Learn, both agents have the same
value for variable i i.e., (3j+ k). In view of lines 7-8 of Algorithm 5.3, when a good agent starts
its (3j + 1)-th execution of Group, the value of its variable ω is 0. Since ω is only incremented
on line 16, when the first element of the pair returned by Learn is 0, by definition of k, at the
beginning of their (3j+k)-th executions of Learn, the value of ω for both A and B is still 0. Thus,
in view of the description of procedure Learn, 2(3j+k) > 3|D(`A)| (resp. 2(3j+k) > 3|D(`B)|)
and while in state Learning, A (resp. B) notices at least zA−max{yA|(5yA+1)(yA+1)+1 ≤ zA}
(resp. zB −max{yB|(5yB + 1)(yB + 1) + 1 ≤ zB}) agents in state Learning in its node, where
|D(`A)| (resp. |D(`B)|) denotes the length of the doubled label of A (resp. B) as defined in
Algorithm 5.3 and zA (resp. zB) denotes the value of z that is used in state Learning by agent
A (resp. B).

The following step of the proof consists in explaining what 2(3j + k) > 3|D(`A)| and 2(3j +
k) > 3|D(`B)| imply. By Proposition 5.1, it means that there exists a positive integer s ≤ j such
that the s-th bits in the doubled labels of A and B are different. In view of Algorithm 5.3, this
means that for their (3s−2)-th executions of Group, one of them executes Group(XN , N, 0) while
the other one executes Group(XN , N, 1). Hence, in view of Corollary 5.2, there exist a node v3
and a round r3 such that each good agent that completes its (3s−2)-th execution of Merge, does
it in v3 at round r3. This means that each good agent that starts its (3s − 2)-th execution of
Learn, and thus enters state Learning, does it in v3 at round r3 +1. By assumption, these good
agents are at least g ≥ (5f + 1)(f + 1) + 1 and among them, there are A and B. This means
that the number of agents in state Learning that A (resp. B) notices during its (3s − 2)-th
execution of Learn, and thus zA (resp. zB) is at least g.

The next part of this proof is built on the consequences of the fact that A (resp. B) notices
at least zA−max{yA|(5yA+1)(yA+1)+1 ≤ zA} (resp. zB−max{yB|(5yB+1)(yB+1)+1 ≤ zB})
agents in state Learning while in the same state during its (3j+k)-th execution of Learn. In view
of Proposition 5.3, both max{yA|(5yA+1)(yA+1)+1 ≤ zA} and max{yB|(5yB+1)(yB+1)+1 ≤
zB} are at least f . Assume without loss of generality that zB−max{yB|(5yB+1)(yB+1)+1 ≤ zB}
is at least zA − max{yA|(5yA + 1)(yA + 1) + 1 ≤ zA}. Hence, the sum of the numbers of
agents in state Learning noticed by A or B while in the same state during their (3j + k)-
th execution of Learn is at least 2(zA − max{yA|(5yA + 1)(yA + 1) + 1 ≤ zA}) i.e., at least
g+zA−2 max{yA|(5yA+1)(yA+1)+1 ≤ zA}. Besides, zA−2 max{yA|(5yA+1)(yA+1)+1 ≤ zA}
is greater than 2 max{yA|(5yA + 1)(yA + 1) + 1 ≤ zA} ≥ 2f . This means that the total number
q of agents in state Learning noticed by A or B while in the same state during their (3j+k)-th
executions of Learn is greater than g+ 2f . However, this is impossible as explained in the next
paragraph.

In view of Proposition 5.4, when A or B starts its (3j+ k)-th execution of Learn, each good
agent in state Learning is also starting its (3j + k)-th execution of Learn. No good agent can
be in state Learning during its (3j + k)-th execution of Learn both in vA and in vB, which
means that among the q > g + 2f agents noticed by A or B, at most g are good. However, in
every round, there are at most f Byzantine agents in vA or vB. Hence, q cannot be greater than
g + 2f : this leads to a contradiction that proves the theorem.
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Lemma 5.10. Let i and j two integers such that j ∈ {1; 2}. Assume that at least (5f + 1)(f +
1) + 1 good agents start (at possibly different nodes or rounds) their (3i + 1)-th executions of
subroutine Group. If the (3i + j)-th execution of subroutine Learn by at least one good agent
returns a couple whose the first element is 0, then for every integer j < k ≤ 3, there exist a
round r and a node v such that every (3i+ k)-th execution of Learn by any good agent finishes
at round r in node v and returns a pair whose first element is 0.

Proof. To prove this lemma, it is enough to show that for all integers i and j such that j ∈ {1; 2},
if at least (5f + 1)(f + 1) + 1 good agents start (at possibly different nodes or rounds) their
(3i + 1)-th executions of Group, and the (3i + j)-th execution of subroutine Learn by at least
one good agent A returns a couple whose the first element is 0, then the following property is
verified: there exist a round r and a node v such every (3i+ j+ 1)-th execution of Learn by any
good agent finishes in node v at round r, and returns a couple whose the first element is 0.

Three cases are considered. In the first case, j = 1. In the second case, j = 2 and there is
no good agent whose (3i+ 1)-th execution of Learn returns a couple in which the first element
is 0. In the third case, j = 2 and there is at least one good agent B (not necessarily different
from A) whose (3i+ 1)-th execution of Learn returns a couple in which the first element is 0.

Consider the first case. This paragraph aims at proving that all the good agents which
complete their (3i + 2)-th execution of Merge do it at the same round, and in the same node.
In view Algorithm 5.3, during the (3i+ 2)-th execution of Group(XN , N, ρ) by agent A, ρ = 0.
So, if there exists a good agent that uses 1 for parameter ρ during its (3i + 2)-th execution of
Group(XN , N, ρ), then in view of Corollary 5.2, all the good agents that complete their (3i+ 2)-
th executions of Merge do it at the same round and in the same node. The situation, in which
each good agent that starts its (3i + 2)-th execution of Group(XN , N, ρ) uses ρ = 0, is a little
trickier to analyze. In this situation, in view of Algorithm 5.3, this means that every (3i+ 1)-th
execution of Learn by any good agent C returns a couple whose first element is 0. Thus, during
this execution agent C either enters state Optimist, or while in state Pessimist it notices at
least one agent in state Optimist for at least 2TN consecutive rounds. Moreover, in view of
Lemma 5.7 and the definitions of values GN andMN , every good agent that starts its (3i+1)-th
execution of Learn, does it between rounds t3i+j and t3i+j +GN +MN +XN −1 = t3i+j +TN −1
(TN is defined in the description of Learn). According to the description of state Learning (resp.
state Pessimist), every good agent that enters (resp. exits) state Pessimist, does it between
rounds t3i+j +1 and t3i+j +TN (resp. t3i+j +3TN and t3i+j +4TN −1). Hence, there are at most
4TN − 1 rounds at which at least one good agent is in state Pessimist during its (3i + 1)-th
execution of Learn. This implies there is at least one round r1 that overlaps all the intervals
of 2TN rounds noticed by the good agents in state Pessimist, and such that in round r1 each
good agent in state Pessimist is in the same node as at least one agent in state Optimist. By
Lemma 5.9, there is at most one node where good agents can enter state Optimist during their
(3i + 1)-th executions of Learn. This implies that there are at most f + 1 nodes in the graph
from which any good agent can exit state Learning during its (3i + 1)-th execution of Learn.
Since by assumption at least (5f + 1)(f + 1) + 1 good agents execute their (3i+ 1)-th executions
of Learn, there exists at least one node v1 such that at least 5f + 2 good agents are in v1 during
their (3i+ 1)-th executions of Learn as well as at the beginning of their (3i+ 2)-th executions of
Group(XN , N, ρ). Recall that these good agents all use 0 as value for parameter ρ during their
(3i + 2)-th executions of Group(XN , N, ρ). Hence, by Lemma 5.8 it follows that all the good
agents that complete their (3i + 2)-th executions of Merge do it at the same round and in the
same node.

So, in the first case, all the good agents that complete their (3i+2)-th executions of Merge do
it at the same round and in the same node. This paragraph aims at showing that these agents
all complete at the same round and in the same node their (3i + 2)-th executions of Learn
that returns a couple whose the first element is 0. In view of the description of Learn, these
good agents do not move and spend exactly 3TN + 1 rounds during their (3i+ 2)-th executions
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of Learn. Hence, they enter and exit state Learning at the same round, and complete their
(3i + 2)-th executions of Learn at the same round and in the same node. Moreover, since the
(3i + 1)-th execution of subroutine Learn by agent A returns a couple whose the first element
is 0, during its (3i + 2)-th of subroutine Learn, the value of its variable ω is different from 0
and it enters state Optimist. Hence, each good agent that enters state Pessimist during its
(3i+ 2)-th execution of Learn notices agent A in state Optimist during 3TN ≥ 2TN consecutive
rounds. As a result, there exist a round r and a node v such that every (3i + 2)-th execution
of Learn by any good agent finishes in node v at round r, and returns a couple whose the first
element is 0.

Using similar arguments to those used in the first case, it is possible to show in the second
case that there exist a round and a node in which every (3i + 3)-th execution of Learn by any
good agent finishes and returns a couple whose the first element is 0.

Consider the third case i.e., j = 2 and there is at least one good agent B whose (3i+ 1)-th
execution of Learn returns a couple in which the first element is 0. Using similar arguments to
those used in the first case, it is possible to show that, there exist a round and a node in which
every (3i+ 2)-th execution of Learn by any good agent finishes and returns a couple whose first
element is 0. All these good agents start their (3i + 3)-th executions of Group(XN , N, ρ) from
the same node with ρ = 0. In view of Lemma 5.8, this implies that there exist a round r2 and
a node v2 such that every (3i+ 3)-th executions of Merge by any good agent finishes in node v2
at round r2. Moreover, since every (3i+ 2)-th execution of Learn of any good agent C returns
a couple whose the first element is 0, during its (3i + 3)-th execution of Learn, agent C enters
state Optimist: this execution of Learn by agent C lasts exactly 3TN + 1 rounds during which
it does not move from v2. Hence, the (3i+ 3)-th execution of Learn of agent C returns a couple
whose the first element is 0 at round r2 + 3TN + 1, which completes the proof.

Lemma 5.11. Assume there is a group G of at least (5f + 1)(f + 1) + 1 good agents executing
procedure Gather at a round r1. If at least one agent of G declares that gathering is achieved at
round r1 in a node v1, then all agents of G declare that gathering is achieved at r1 in v1.

Proof. By assumption, there is at least one good agent A that declares that gathering is achieved
at r1. Let i1 be the value of the variable i of agent A at round r1. In view of Algorithm 5.3, it
declares that gathering is achieved after executing subroutine CheckGathering, and there exists
an integer i2 such that i1 = (3i2 + 3).

In view of subroutine CheckGathering, since A declares gathering achieved at round r1, the
value of its variable ω is either 2 or 3. In view of Algorithm 5.3, this means that there are
either two or three executions of Learn, out of the three since the beginning of the (3i2 + 1)-th
execution of Group by agent A, which have returned a couple whose the first element is 0. In
view of Lemma 5.10, this means that there exist a round r2 and a node v1 such that each agent
of G completes at r2 in v1 its (3i2 + 3)-th execution of Learn, the returned value of which is a
couple whose the first element is 0.

Consider the set of the values of variable ω of every good agent of G at the end of its (3i2+3)-
th execution of Learn, and denote by ω1 the maximum one. Since at the end of the (3i2 + 3)-th
execution of Learn by agent A, the variable ω of A is either 2 or 3, ω1 is also either 2 or 3.
Lemma 5.10 implies that at the end of the (3i2 + 3)-th execution of Learn by every good agent
B of G (including A), the variable ω of B is either ω1 or ω1 − 1.

Each agent of G starts its (i2 + 1)-th execution of subroutine CheckGathering at r2 + 1 in
v1. According to the description of this subroutine and Algorithm 5.3, agent A declares that
gathering is achieved at round r1 because at the previous round, while executing CheckGathering,
it notices strictly more than max{y|(5y + 1)(y + 1) + 1 ≤ p} distinct agents executing the
same procedure and transmitting 3. Thus, the round at which all the agents of G execute
CheckGathering in v1 is r1 − 1. Since at least (5f + 1)(f + 1) + 1 good agents are in the same
node, by Proposition 5.3, at least one good agent transmits 3 at round r1 − 1. In view of the
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fact that the integer transmitted by any good agent executing CheckGathering is the value of
its variable ω, ω1 is 3 and the value of variable ω of each agent of G is either 2 or 3. This means
the execution of CheckGathering of every good agent of G returns true at round r1 − 1 in v1,
and every good agent of G declares that gathering is achieved at round r1 with agent A, which
completes this proof.

The next result is the last of this section. Recall that a strong team is a team in which the
number of good agents is at least 5f2 + 6f + 2. As the reader would have noticed, a good agent
can execute several iterations of the while loop of Algorithm 5.3 (refer to lines 6 to 28): given a
good agent A, the i-th iteration of this while loop by agent A is said to be of order i.

Theorem 5.3. Assuming that GK = dlog logne, procedure Gather solves Byzantine gathering
with every strong team in all graph of size at most n, and has a time complexity that is polynomial
in n and |`min|.

Proof. Let r be the first round in which a good agent finishes the execution of procedure Gather.
Since, the adversary wakes up at least one good agent, round r exists. Since GK = dlog logne,
N = 2(2GK) is at least n, and thus according to line 5 of Algorithm 5.3, all the good agents are
executing procedure Gather at round r. As a result, in view of Lemma 5.11, it is enough to
prove the following two properties to state that the theorem holds. The first property is that
there exists at least one good agent that declares gathering is achieved at round r (note that
although it is proved impossible in the sequel, the possibility that an agent might finish the
execution of procedure Gather without declaring gathering is achieved cannot be ruled out for
now). The second property is that at round r, the first woken-up agent (or one of the first, if
there are several such agents) has spent a time that is at most polynomial in n and |`min| to
execute procedure Gather.

First focus on the first property and consider the good agent A with the smallest label `min.
Let α = 3|D(`min)|. In view of Algorithm 5.3, each good agent executes at least α iterations of
the while loop of Algorithm 5.3, unless it declares that gathering is achieved before. Two cases
are considered: either there is at least one good agent B that never starts executing its α-th
iteration of the while loop, or every good agent start executing at some point its α-th iteration
of the while loop.

Concerning the first case, assume without loss of generality that B is the first agent that
stops executing procedure Gather before starting its α-th iteration of the while loop. According
to Lemma 5.7, the time spent executing an iteration is the same regardless of the executing good
agent and the order of the iteration, and this time is greater than the difference between the
rounds at which any two good agents start iterations of the same order. Hence, when agent B
stops executing procedure Gather, no good agent has completed its α-th iteration of the while
loop. This implies that agent B finishes its execution of procedure Gather at round r. Moreover,
the fact that B stops executing procedure Gather before starting its α-th iteration of the while
loop, implies that B declares the gathering is achieved at round r: this proves that the first
property holds in the first case.

Now consider the second case. In view of Proposition 5.1, for any given good agent C
different from A, there exist two positive integers i and j such that 2i ≤ |D(`min)|, |D(`min)| <
2j ≤ 2|D(`min)| and the i-th (resp. j-th) bits in the doubled labels of A and C are different.
Hence, at round r, each good agent has at least started executing its α-th iteration of the while
loop, and thus has completed its (3i−2)-th iteration and at least started its (3j−2)-th iteration.

Moreover, in view of Algorithm 5.3, for its (3i − 2)-th (resp. (3j − 2)-th) execution of
Group(XN , N, ρ), agent A uses for parameter ρ a value belonging to {0; 1} that is different of
that used by agent C (which also belongs to {0; 1}) during its (3i − 2)-th (resp. (3j − 2)-th)
execution of Group(XN , N, ρ). By Corollary 5.2, there exist a round ri and a node vi (resp. rj
and vj) such that each good agent completes its (3i − 2)-th (resp. (3j − 2)-th) execution of
Merge at ri in vi (resp. at rj in vj). At round ri + 1, each good agent enters state Learning in
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node vi. Thus, at this point the value of variable γ of each good agent is at least the number of
good agents and at most the total number of agents. Since there are at least (5f + 1)(f + 1) + 1
good agents, in view of Proposition 5.3, max{y|(5y + 1)(y + 1) + 1 ≤ γ} is at least f , and
γ −max{y|(5y + 1)(y + 1) + 1 ≤ γ} is at most the number of good agents.

Furthermore, the length of the doubled label of A is |D(`min)|. This means that during
its (3j − 2)-th execution of Learn, at round rj + 2, while all good agents are in vj , agent A
enters state Optimist. At the same round, every other good agent is also in vj entering either
state Optimist or state Pessimist. Whichever the state, they spend 3TN rounds in it so that
all the good agents in state Pessimist notice agent A in state Optimist during at least 2TN
rounds. As a result, every good agent finishes its (3j − 2)-th execution of Learn that returns
a pair whose first element is 0. From Lemma 5.10, it follows that there exist a round r1 and
a node v1 such that each good agent completes its 3j-th execution of subroutine Learn at r1
in v1, and the value of variable ω of each good agent at round r1 is 3. From round r1 + 1 on,
each good agent starts its j-th execution of CheckGathering. When executing this procedure,
each of them transmits the word “Check-gathering” and the value 3 of its variable ω. In view of
Proposition 5.3, there are strictly more than max{y|(5y+1)(y+1)+1 ≤ p} good agents. Hence,
agent A as well as all good agents return true, and thus declare that gathering is achieved at
round r = r1 +2 in node v1 which proves that the first property holds in the second case as well.

This paragraph proves the second property. According to the two cases analyzed above,
the good agents declare that the gathering is achieved at round r before any of them starts its
iteration of the while loop of order α+1: the value α is polynomial in |`min| since α = 3|D(`min)|
and |D(`min)| = 4|`min|+ 8. Besides, the number of rounds required to execute any iteration of
the while loop is bounded by 4(XN +GN +MN + 1) in view of Lemma 5.7. Note that in view
of the definitions of XN , GN and MN , 4(XN +GN +MN + 1) is polynomial in N , and thus in n
as N = 2(2dlog logne) (refer to line 1 of Algorithm 5.3). Hence, the total number of rounds spent
by any good agent before round r is bounded by 12(4|`min|+ 8)(XN +GN +MN + 1), which is
polynomial in n and |`min|. This concludes the proof of the second property, and by extension,
of the theorem.

5.5 The Negative Result

Algorithm Gather introduced in the previous section uses the value dlog logne as global
knowledge, which can be coded with a binary string of size O(log log logn). This section shows
that, to solve Byzantine gathering with all strong teams, in all graphs of size at most n, in a time
polynomial in n and |`min|, the order of magnitude of the size of knowledge used by algorithm
Gather is optimal. More precisely, the following theorem is proved.

Theorem 5.4. There is no algorithm solving Byzantine gathering with all strong teams in all
graphs of size at most n, which is polynomial in n and |`min| and which uses a global knowledge
of size o(log log logn).

Proof. Suppose by contradiction that the theorem is false. Hence, there exists an algorithm Alg
that solves Byzantine gathering with all strong teams for all f in all graphs of size at most n,
which is polynomial in n and |`min| and which uses a global knowledge of size o(log log logn).
The proof relies on the construction of a family Fn (for any n ≥ 4) of initial instances with
strong teams such that for each of them the graph size is at most n. The goal is to prove that
there is an instance from Fn for which algorithm Alg needs a global knowledge whose size does
not belong to o(log log logn), which would be a contradiction with the definition of Alg.

An infinite sequence of instances I = I0, I1, I2, . . . , Ii, . . . is constructed by induction on i as
follows. Instance I0 consists of an oriented ring of 4 nodes (i.e., a ring in which at each node the
edge going clockwise has port number 0 and the edge going anti-clockwise has port 1). In this
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ring, there is no Byzantine agent but there are two good agents labeled 0 and 1 that are placed
in diametrically opposed nodes. All the agents in I0 wake up at the same time.

The construction of instance Ii with i ≥ 1 uses some features of instance Ii−1. Let c be the
smallest constant integer such that the time complexity of algorithm Alg is at most nc from
every instance made of a graph of size at most n with a strong team in which |`min| = 1. Let
µi−1 and ni−1 be respectively the total number of agents in Ii−1 and the number of nodes in
the graph of Ii−1. Instance Ii consists of an oriented ring of (ni−1)4c nodes. In this ring an
agent labeled 0 is placed on a node denoted by v0. In each of the nodes that are adjacent to
v0, (ni−1)c · µi−1 Byzantine agents are placed (which gives a total of 2(ni−1)c · µi−1 Byzantine
agents). On the node that is diametrically opposed to v0, enough good agents are placed in
order to have a strong team. The way of assigning labels to all agents that are not at v0 is
arbitrary but respects the condition that initially no two agents share the same label. Finally,
all the agents in Ii wake up at the same time. This closes the description of the construction of
I, about which the following claim is now proved.

Claim 5.7. For any two instances Ij and Ij′ of I, algorithm Alg requires a distinct global
knowledge.

Proof of the claim: Assume by contradiction that the claim does not hold for two instances Ij
and Ij′ such that j < j′. Consider any execution EXj of algorithm Alg from Ij . According to the
construction of I, every agent is woken up at the first round of EXj . Denote by r1, r2, . . . , rk the
sequence of consecutive rounds from the first round of EXj to the round when all good agents
declare that gathering is done. Also denote by Gi the group of agents (possibly empty) that
are with the good agent labeled 0 at round ri of EXj . Now, using execution EXj , a possible
execution EXj′ of algorithm Alg from Ij′ is designed in such a way that it will fool the good
agent labeled 0 and will induce it into premature termination. According to the construction
of I, all the agents of Ij′ are woken up in the first round of Ij′ and all the good ones are
executing algorithm Alg. In the first round of EXj′ the agent labeled 0 is alone (as in the first
round of EXj). Then, for each i ∈ 2, . . . , k, the good agent labeled 0 in EXj′ meets a group of
|Gi| Byzantine agents whose the multiset of labels is exactly the same as the multiset of labels
belonging to the agents of Gi in the i-th round of EXj . This is always possible in view of the
fact that for each i ∈ 1, . . . , k, |Gi| ≤ µj and the Byzantine agents of Ij′ can choose to move by
ensuring that in the i-th round of EXj′ it remains at least (k − i) · µj Byzantine agents in the
node adjacent to the one occupied by the agent labeled 0 in the clockwise direction (resp. anti-
clockwise direction): indeed according to the construction of Ij′ , in each of both nodes adjacent
to the starting node of the good agent labeled 0, there are initially (nj′−1)c · µj′−1 ≥ k · µj′−1
Byzantine agents, as k ≤ (nj)c ≤ (nj′−1)c. Finally, if algorithm Alg prescribes some message
exchange between agents during their meetings, then the Byzantine agents in execution EXj′

give exactly the same information to 0, as the agents with respective labels in execution EXj .
Hence, from the point of view of agent 0, the first k rounds of EXj look exactly identical to the
first k rounds of EXj′ . This is due to the actions of Byzantine agents, the fact that all nodes
in Ij and Ij′ look identical, and also because k ≤ (nj)c which implies that, regardless of the
algorithm Alg, the agent labeled 0 cannot meet any good agent in the first k rounds of EXj′

as the distance between agent 0 and any other good agent is initially at least (nj′−1)4c

2 ≥ (nj)4c

2 .
Therefore, in the k-th round of execution EXj′ , the good agent labeled 0 declares having met all
good agents and stops, which is incorrect, since it has not met any good agent. This contradicts
the definition of algorithm Alg and closes the proof of this claim. ?

Now, consider the largest x such that in each of the x + 1 first instances I0, I1, . . . , Ix of
I, the graph size is at most n: these x + 1 instances constitute family Fn. In view of the
construction of sequence I and the definition of x, 4((4c)x) ≤ n < 4((4c)x+1). Hence, x belongs to
Ω(log logn). However, according to Claim 5.7, the global knowledge given to distinct instances
in this family must be different. Hence, there is at least one instance of Fn for which algorithm
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Alg uses a global knowledge of size Ω(log x): since x ∈ Ω(log logn), Ω(log x) ∈ Ω(log log logn).
This contradicts the fact that Alg uses a global knowledge of size o(log log logn) and proves the
theorem.

5.6 Conclusion
This chapter presents the first algorithm polynomial in n and |`min| allowing to gather all

good agents in presence of Byzantine ones that can act in an unpredictable way and lie about
their labels. This algorithm works under the assumption that the team evolving in the network is
strong i.e., the number of good agents is roughly at least quadratic in the number f of Byzantine
agents. The required global knowledge GK is of size O(log log logn), which is of optimal order of
magnitude to get a time complexity that is polynomial in n and |`min| even with strong teams.

A natural open question that immediately comes to mind is to ask if doing the same is possible
when the ratio between the good agents and the Byzantine agents is reduced. For instance,
could it be still possible to solve the problem in polynomial time with a global knowledge of
size O(log log logn) if the number of good agents is at most o(f2)? Note that the answer to this
question may be negative but then may become positive with a little bit more global knowledge.
Actually, it can even easily be shown that the answer is true if the agents are initially given a
complete map of the graph with all port numbers, and in which each node v is associated to the
list of all labels of the good agents initially occupying node v. However, the size of GK is then
huge as it belongs to Ω(n2). In fact, in this case what is really interesting is to find the optimal
size for GK. This observation allows to conclude with the following open problem that is more
general and appealing.

What are the trade-offs among the ratio good/Byzantine agents, the time complexity and the
amount of global knowledge to solve Byzantine gathering?

Bringing an exhaustive and complete answer to this question appears to be really challenging
but would turn out to be a major step in our understanding of the problem.
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6.1 Introduction
A tourist visiting an unknown town wants to find her way to the train station or a skier

lost on a slope wants to get back to the hotel. Luckily, there are many people that can help.
However, often they are not sure of the exact direction: when asked about it, they make a vague
gesture with the arm swinging around the direction to the target, accompanying the hint with
the words “somewhere there”. In fact, they show an angle containing the target. Can such vague
hints help the lost traveler to find the way to the target?

In other words, there is only one agent in the Euclidean plane, which aims at finding an
inert treasure, modeled as a point, knowing neither the distance between them nor any bound
on it. Finding the treasure means reaching a position in which the treasure and the agent
are at distance at most 1 from each other. This problem is referred to as treasure hunt. In
applications, from such a distance the treasure can be seen. The agent makes a series of moves
with the following addition. In the beginning and after each move the agent gets a hint consisting
of a positive angle smaller than 2π whose vertex is at the current position of the agent and within
which the treasure is contained. This chapter investigates the question of how these hints permit
the agent to lower the cost of finding the treasure, using a deterministic algorithm.

6.1.1 Model and Task Formulation

In this chapter, some additions to the model described in Chapter 2 have to be made.
First of all, the mobile agent considered moves in the Euclidean plane, searching for an inert

treasure. When moving, just like in Chapter 4, the mobile agent passes by other points than its
origin and destination. This is particularly important in this chapter, as visiting these points
permits the agent to check from each of them whether it has found the target.
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Part , Chapter 6 – Treasure Hunt in the Plane with Angular Hints

Besides the specificities of moving in the plane, in the present chapter, upon waking up and
after each move, the mobile agent obtains hints consisting of an angle containing the treasure.

Deriving the model from Chapter 2 to introduce these features consists of three steps:
extending Definition 2.11 to add the treasure and the angular hints to the environment, intro-
ducing a new rule to replace Definition 2.21 in the newly defined environment, and explaining
that the mobile agent learns hint containing the treasure upon waking up and at the completion
of each move.

Definition 6.1 (Treasure hunt environment). Each treasure hunt environment is a plane envi-
ronment (P,Z,Q, d, c, r), T, L, i, w, g, f) (cf. Definition 4.1) extended by the addition of a position
x ∈ P called treasure, and an application h from P × T × L to (−π, π]2 verifying the following.
For any position p, time t, and label `, the image (ρ, φ) by h of (p, t, `) is such that the angular
coordinate of x in the polar coordinate system centered at p belongs to [ρ− φ

2 , ρ+ phi
2 ].

Definition 6.2 (Moving in a treasure hunt environment). Let (e,A) be any execution with e
the treasure hunt environment (s, T, L, i, w, g, f, x, h). Definition 4.2 applies as if the execution
were ((s, T, L, i, w, g, f),A).

In other words, since a treasure hunt environment is an extension of a plane environment,
the latter is used to determine the progress of the moves following Definition 4.2. This means
that when moving from a position to another in the plane, each mobile agent visits each position
on the line segment between the origin and the destination. Besides deciding how much time
every mobile agent spends in each of its move, the adversary can be viewed as able to move each
mobile agent back and forth along the latter segment during the move.

Definition 6.3 (Learning angular hints). Let (e,A) be any execution with e the treasure hunt
environment (s, T, L, i, w, g, f, x, h). For every time t, and any label `, if, at t, the mobile agent
with label ` either wakes up (cf. Definition 2.16) or completes any move, in some position p,
then still at t, it learns h(p, t, `).

Definitions 6.4 and 6.5 complete this section by stating respectively the model variant H
considered in this chapter, and the task of treasure hunt.

Definition 6.4 (Model variant H). This model variant (cf. Definition 2.12) is the set of all
treasure hunt environments.

Definition 6.5 (Treasure hunt). Let M be any model variant (cf. Definition 2.12), and A be
any mobile agent algorithm. Algorithm A achieves treasure hunt in M if and only if for every
treasure hunt environment e = (s, T, L, i, w, g, f, x, h) of M with |L| = 1, the execution (e,A)
(cf. Definition 2.13) meets the following condition. There exists a time at which the position p
of the mobile agent and the treasure are within each other’s range (cf. Definitions 2.6 and 2.10).

Hence, treasure hunt is achieved whenever the treasure is found which occurs when the latter
is within the range of the current position of the mobile agent. This means that the treasure is
found when at distance at most 1 from the mobile agent.

6.1.2 Contribution

It is shown that if all angles given as hints are at most π, then the cost of treasure hunt can
be lowered to O(∆) (where ∆ denotes the initial distance to the treasure), which is optimal.
The real challenge here is in the fact that hints can be angles of size exactly π, in which case
the design of a trajectory always leading to the treasure, while being cost-efficient in terms of
traveled distance, is far from obvious.

If all angles are at most β, where β < 2π is a constant unknown to the agent, then the cost
is at most O(∆2−ε), for some ε > 0. Finally, arbitrary angles smaller than 2π given as hints
cannot be of significant help: using such hints the cost Θ(∆2) cannot be beaten.
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For both positive results, deterministic algorithms achieving the above costs are presented.
Both algorithms work in phases “assuming” that the treasure is contained in increasing squares
centered at the initial position of the agent. The common principle behind these algorithms is
to move the agent to strategically chosen points in the current square, depending on previously
obtained hints, and sometimes perform exhaustive search of small rectangles from these points,
in order to guarantee that the treasure is not there. This is done in such a way that, in a given
phase, obtained hints together with small rectangles exhaustively searched, eliminate a sufficient
area of the square assumed in the phase to eventually permit finding the treasure.

In both algorithms, the points to which the agent travels and where it gets hints are chosen
in a natural way, although very differently in each of the algorithms. The main difficulty is to
prove that the distance traveled by the agent is within the promised cost. In the case of the first
algorithm, it is possible to cheaply exclude large areas not containing the treasure, and thus find
the treasure asymptotically optimally. For the second algorithm, the agent eliminates smaller
areas at each time, due to less precise hints, and thus finding the treasure costs more.

6.2 Preliminaries
Since for ∆ ≤ 1 treasure hunt is solved immediately, in the sequel we assume ∆ > 1. Since

the agent has a compass, it can establish an orthogonal coordinate system with point O with
coordinates (0, 0) at its starting position, the x-axis going East-West and the y-axis going North-
South. Lines parallel to the x-axis will be called horizontal, and lines parallel to the y-axis will
be called vertical. When the agent at a current point a decides to go to a previously computed
point b (using a straight line), we describe this move simply as “Go to b”. A hint given to the
agent currently located at point a is formally described as an ordered pair (P1, P2) of half-lines
originating at a such that the angle clockwise from P1 to P2 (including P1 and P2) contains the
treasure.

The line containing points A and B is denoted by (AB). A segment with extremities A and
B is denoted by [AB] and its length is denoted |AB|. Throughout the paper, a polygon is defined
as a closed polygon (i.e., together with the boundary). For a polygon S, we will denote by B(S)
(resp. I(S)) the boundary of S (resp. the interior of S, i.e., the set S \ B(S)). A rectangle is
defined as a non-degenerate rectangle, i.e., with all sides of strictly positive length. A rectangle
with vertices A,B,C,D (in clockwise order) is denoted simply by ABCD. A rectangle is straight
if one of its sides is vertical.

In our algorithms we use the following procedure RectangleScan(R) whose aim is to traverse
a closed rectangle R (composed of the boundary and interior) with known coordinates, so that
the agent initially situated at some point of R gets at distance at most 1 from every point of
it and returns to the starting point. We describe the procedure for a straight rectangle whose
vertical side is not shorter than the horizontal side. The modification of the procedure for
arbitrarily positioned rectangles is straightforward. Let the vertices of the rectangle R be A, B,
C and D, where A is the North-West vertex and the others are listed clockwise. Let a be the
point at which the agent starts the procedure.

The idea of the procedure is to go to vertex A, then make a snake-like movement in which
consecutive vertical segments are separated by a distance 1, and then go back to point a. The
agent ignores all hints gotten during the execution of the procedure. Suppose that the horizontal
side of R has length m and the vertical side has length n, with n ≥ m. Let k = bmc. Let
a0, a1, . . . , ak be points on the North horizontal side of the rectangle, such that a0 = A and the
distance between consecutive points is 1. Let b0, b1, . . . , bk be points on the South horizontal
side of the rectangle, such that b0 = D and the distance between consecutive points is 1.

The pseudocode of procedure RectangleScan(R) is given in Algorithm 6.1.

Proposition 6.1. For every point p of the rectangle R, the agent is at distance at most 1 from
p at some time of the execution of procedure RectangleScan(R). The cost of the procedure is
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Algorithm 6.1 Procedure RectangleScan(R)
1: if k is odd then
2: for i = 0 to k − 1 step 2 do
3: Go to ai; Go to bi;
4: Go to bi+1; Go to ai+1
5: end for
6: Go to a
7: else
8: for i = 0 to k − 2 step 2 do
9: Go to ai; Go to bi;
10: Go to bi+1; Go to ai+1
11: end for
12: Go to ak; Go to bk
13: Go to a
14: end if

at most 5n ·max(m, 2), where n ≥ m are the lengths of the sides of the rectangle.

Proof. During the execution of procedure RectangleScan(R) the agent traverses all segments
[ai, bi], for i = 0, 1, . . . , k. Every point of R is at distance at most 1 from some point of this
union. This proves the first assertion. The cost of vertical moves is upper bounded by (m+ 1)n,
the cost of horizontal moves is upper bounded by m, and the cost of getting from a to A and
of returning back to a after the scan is upper bounded by 2(m + n). Hence the total cost of
procedure RectangleScan(R) is at most (m+1)n+m+2(m+n) ≤ mn+6n ≤ 5n·max(m, 2).

6.3 Angles at most π

In this section we consider the case when all angles given as hints are at most π. Without
loss of generality we can assume that they are all equal to π, completing any smaller angle to
π in an arbitrary way: this makes the situation even harder for the agent, as hints become less
precise. For such hints we show Algorithm TreasureHunt1 that finds the treasure at cost O(∆).
This is of course optimal, as the treasure can be at any point at distance at most ∆ from the
starting point of the agent.

For angles of size π, every hint is in fact a half-plane whose boundary line L contains the
current location of the agent. For simplicity, we will code such a hint as (L, right) or (L, left),
whenever the line L is not horizontal, depending on whether the indicated half-plane is to
the right (i.e., East) or to the left (i.e., West) of L. For any non-horizontal line L this is
non-ambiguous. Likewise, when L is horizontal, we will code a hint as (L, up) or (L, down),
depending on whether the indicated half-plane is up (i.e., North) from L or down (i.e., South)
from L.

In view of the work on φ-self-approaching curves (refer to [3]) we first note that there is a big
difference of difficulty between obtaining our result in the case when angles given as hints are
bounded by some angle φ0 strictly smaller than π and when they are at most π, as we assume.
A φ-self-approaching curve is a planar oriented curve such that, for each point B on the curve,
the rest of the curve lies inside a wedge of angle φ with apex in B. In [3], the authors prove
the following property of these curves: for every φ < π there exists a constant c(φ) such that
the length of any φ-self-approaching curve is at most c(φ) times the distance ∆ between its
endpoints. Hence, for hints bounded by some angle φ0 strictly smaller than π, our result could
possibly be derived from the existing literature: roughly speaking, the agent should follow a
trajectory corresponding to any φ0-self-approaching curve to find the treasure at a cost linear in
∆. Even then, transforming the continuous scenario of self-approaching curves to our discrete
scenario presents some difficulties. However, the crucial problem is this: the constant c(φ) from
[3] diverges to infinity as φ approaches π, hence the result from [3] cannot be used when hints are
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arbitrary angles smaller than π. Moreover, the result of [3] holds only when φ < π (the authors
also emphasize that for each φ ≥ π, the property is false), and thus the above derivation is no
longer possible for our purpose when φ = π. Actually, this is the real difficulty of our problem:
handling angles equal to π, i.e., half-planes.

We further observe that a rather straightforward treasure hunt algorithm of cost O(∆ log ∆),
for hints being angles of size π, can be obtained using an immediate corollary of a theorem
proven in [66] by Grünbaum: each line passing through the centroid of a convex polygon cuts
the polygon into two convex polygons with areas differing by a factor of at most 5

4 . Suppose
for simplicity that ∆ is known. Starting from the square of side length 2∆, centered at the
initial position of the agent, this permits to reduce the search area from P to at most 5P

9 in a
single move. Hence, after O(log ∆) moves, the search area is small enough to be exhaustively
searched by procedure RectangleScan at cost O(∆). However, the cost of each move during
the reduction is not under control and can be only bounded by a constant multiple of ∆, thus
giving the total cost bound O(∆ log ∆). By contrast, our algorithm controls both the remaining
search area and the cost incurred in each move, yielding the optimal cost O(∆).

6.3.1 High Level Idea of the Algorithm

In Algorithm TreasureHunt1 the agent acts in phases j = 1, 2, 3, . . . where in each phase j
the agent “supposes” that the treasure is in a straight square Rj centered at the initial position
of the agent, and of side length 2j . When executing a phase j, the agent successively moves to
distinct points with the aim of using the hints at these points to narrow the search area that
initially corresponds to Rj . In our algorithm, this narrowing is made in such a way that the
remaining search area is always a straight rectangle. Often this straight rectangle is a strict
superset of the intersection of all hints that the agent was given previously. This would seem
to be a waste, as we are searching some areas that have been previously excluded. However,
this loss is compensated by the ease of searching description and subsequent analysis of the
algorithm, due to the fact that, at each stage, the search area is very regular.

During a phase, the agent proceeds to successive reductions of the search area by moving to
distinct locations, until it obtains a rectangular search area that is small enough to be searched
directly at low cost using procedure RectangleScan. In our algorithm, such a final execution of
RectangleScan in a phase is triggered as soon as the rectangle has a side smaller than 4. If the
treasure is not found by the end of this execution of procedure RectangleScan, the agent learns
that the treasure cannot be in the supposed straight square Rj and starts the next phase from
scratch by forgetting all previously received hints. This forgetting again simplifies subsequent
analysis. The algorithm terminates at the latest by the end of phase j0 = dlog2 ∆e+ 1, in which
the supposed straight square Rj0 is large enough to contain the treasure. Hence, if the cost of
a phase j is linear in 2j , then the cost of the overall solution is linear in the distance ∆.

In order to give the reader deeper insights in the reasons why our solution is valid and has
linear cost, we need to give more precise explanations on how the search area is reduced during a
given phase j ≥ 2 (when j = 1, the agent makes no reduction and directly scans the small search
area using procedure RectangleScan). Suppose that in phase j ≥ 2 the agent is at the center p
of a search area corresponding to a straight rectangle R, every side of which has length between
4 and 2j (note that this is the case at the beginning of the phase), and denote by A,B,C and
D the vertices of R starting from the top left corner and going clockwise. In order to reduce
rectangle R, the agent uses the hint at point p. The obtained hint denoted by (L1, x1) can be
of two types: either a good hint or a bad hint. A good hint is a hint whose line L1 divides one of
the sides of R into two segments such that the length y of the smaller one is at least 1. A bad
hint is a hint that is not good.

If the received hint (L1, x1) is good, then the agent narrows the search area to a rectangle
R′ ⊂ R having the following three properties:
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Part , Chapter 6 – Treasure Hunt in the Plane with Angular Hints

1. R \R′ does not contain the treasure.

2. The difference between the perimeters of R and R′ is 2y ≥ 2.

3. The distance from p to the center of R′ is exactly y
2 .

and then moves to the center of R′.
An illustration of such a reduction is depicted in Figure 6.1(a). The reduced search area R′

is the rectangle ABde.
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Figure 6.1: In Figure (a) the agent received a good hint (L1, right) at the point p of a rectangular
search area ABCD. In Figure (b) it received a bad hint (L1, right) at the point p and hence it
moved to point p′ and got a hint (L2, left). In both figures the excluded half-planes are shaded.

If the agent receives a bad hint, say (L1, right), at the center of a rectangular search area
R, we cannot apply the same method as the one used for a good hint: this is the reason for
the distinction between good and bad hints. If we applied the same method as before, we could
obtain a rectangular search area R′ such that the difference between the perimeters of R and
R′ is at least 2y. However, in the context of a bad hint, the difference 2y may be very small
(even null), and hence there is no significant reduction of the search area. In order to tackle
this problem, when getting a bad hint at the center p of R, the agent moves to another point p′
which is situated in the half-plane (L1, right) at distance 2 from p, perpendicularly to L1. This
point p′ is chosen in such a way that, regardless of what is the second hint, we can ensure that
two important properties described below are satisfied.

The first property is that by combining the two hints, the agent can decrease the search area
to a rectangle R′ ⊂ R whose perimeter is smaller by 2 compared to the perimeter of R, as it
is the case for a good hint, and such that R \ R′ does not contain the treasure. This decrease
follows either directly from the pair of hints, or indirectly after having scanned some relatively
small rectangles using procedure RectangleScan. In the example depicted in Fig. 6.1 (b),
after getting the second hint (L2, left), the agent executes procedure RectangleScan(ss′d′d)
followed by RectangleScan(gg′h′h) and moves to the center of the new search area R′ that is
the rectangle Agpm. Note that the part of R′ not excluded by the two hints and by the procedure
RectangleScan executed in rectangles ss′d′d and gg′h′h is only the small quadrilateral bounded
by line L2 and the segments [AB], [s′d′] and [gh]. However, in order to preserve the homogeneity
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of the process, we consider the entire new search area R′ which is a straight rectangle whose
perimeter is smaller by at least 2, compared to that from R. This follows from the fact that no
side of R has length smaller than 4. The agent finally moves to the center of R′.

The second property is that all of this (i.e., the move from p to p′, the possible scans of small
rectangles and finally the move to the center of R′) is done at a cost linear in the difference of
perimeters of R and R′, as shown in Lemma 6.1. The two properties together ensure that, even
with bad hints, the agent manages to reduce the search area in a significant way and at a small
cost. So, regardless of whether hints are good or not, we can show that the cost of phase j is
in O(2j) and the treasure is found during this phase if the initial square is large enough. The
difficulty of the solution is in showing that the moves prescribed by our algorithm in the case of
bad hints guarantee the two above properties, and thus ensure the correctness of the algorithm
and the cost linear in ∆.

6.3.2 Algorithm and Analysis

In this subsection we describe our algorithm in detail, prove its correctness and analyze its
complexity. Due to many possible positions of the line L from the hint (L, x) obtained by the
agent (the line L cutting horizontal or vertical sides of the current search area, the slope of L
being positive or negative, and x being right, left, up or down), there are many cases that
the algorithm should consider. However, many of these cases can be treated similarly to one
another, due to symmetry considerations. Hence, in order to reduce the number of cases, we
introduce some geometric transformations that enable us to consider only one representative
case in each class. This case will be called a basic configuration.

We define a configuration as a couple (R, (L, x)), where R is a straight rectangle, and (L, x)
is a hint, i.e., a half-plane such that the line L contains the center of R.

A configuration (R, (L, x)) is called lying iff the line L passes through a point that is in
the interior of a vertical side of R. A configuration that is not lying is called standing. A
configuration (R, (L, x)) is called perfect iff L is horizontal or vertical. A configuration that is
not perfect is called imperfect.

A perfect lying (resp. standing) configuration (R, (L, x)) can be of two types:

• Type 1. x = up (resp. x = left)

• Type 2. x = down ( resp. x = right)

An imperfect configuration (R, (L, x)) can be of four types:

• Type 1. The slope of L is negative and x = right

• Type 2. The slope of L is negative and x = left

• Type 3. The slope of L is positive and x = right

• Type 4. The slope of L is positive and x = left

The following proposition follows immediately from the above definitions.

Proposition 6.2. For every configuration, there exists a unique positive integer i ≤ 4 such that
this configuration is a perfect or imperfect configuration of type i.

A configuration (R, (L, x)) is called critical iff the line L divides a side of R into two parts
such that the length of the smaller part is less than 1 (possibly 0).

We will denote by Rotv,α the rotation by the angle α with center v, and by SymP the axial
symmetry with axis P .

The set of all configurations is denoted by C. Given a configuration (R, (L, x)), we denote
by r and H, respectively, the center of R and the vertical line passing through r. For every i ∈

95



Part , Chapter 6 – Treasure Hunt in the Plane with Angular Hints

{0, 1, 2, 3}, we define the following functions that are intuitively rotations and axial symmetries
of configurations.

σi : C → C is defined by the formula σi((R, (L, x))) = (Rotr, iπ2 (R), Rotr, iπ2 ((L, x)))
ρ : C → C is defined by the formula ρ((R, (L, x))) = (SymH(R), SymH((L, x)))
Using the above functions, we now define the following eight elementary transformations

φi : C → C, for i ∈ {0, . . . , 7}.
For i ∈ {0, 1, 2, 3}, we have φi((R, (L, x))) = σi((R, (L, x))).

For i ∈ {4, 5, 6, 7}, we have φi((R, (L, x))) = ρ(σi−4((R, (L, x)))).
We say that a configuration is basic iff it is either a lying perfect configuration of type 1 or

a lying imperfect configuration of type 1.
The following proposition asserts that from every configuration we can obtain a basic configu-

ration by at least one of the elementary transformations. This follows directly from the definitions.

Proposition 6.3. For every configuration (R, (L, x)), there exists i ∈ {0, . . . , 7} and a basic
configuration (R′, (L′, x′)) such that (R′, (L′, x′)) = φi((R, (L, x)))

For every configuration, the elementary transformation with the smallest index i for which
the above proposition is true will be called the basic transformation of this configuration.

Note that, by applying to a configuration (R, (L, x)) its basic transformation φk in order to
obtain (R′, (L′, x′)) = φk((R, (L, x))) , each point s of (L, x) is rotated and possibly symmetrically
reflected to obtain a new point s′ in (L′, x′). By a slight abuse of notation we will write s′ = φk(s)
and s = φ−1

k (s′), and, more generally, for any set of points S, we will write S′ = φk(S) and
S = φ−1

k (S′).
Algorithm 6.2 gives a pseudo-code of our main algorithm. It uses function ReduceRectangle

described in Algorithm 6.3 that is the key technical tool permitting the agent to reduce its search
area. The agent interrupts the execution of Algorithm 6.2 as soon as it gets at distance 1 from
the treasure, at which point it can “see” it and thus treasure hunt stops.
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Figure 6.2: Illustration of the geometric objects used in Algorithm 6.3 and in the proof of Lemma
6.1. We show an example of a basic configuration (R′, (L′1, x′1)) that is critical, in which R′ is
the rectangle ABCD and x′1 = right. We also show projections and intersections points defined
in Algorithm 6.3. The excluded area is shaded.
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Algorithm 6.2 Procedure TreasureHunt1
1: O ← the initial position of the agent
2: i← 1
3: loop
4: Ri ← the straight square centered at O with sides of length 2i
5: while Ri has no side with length smaller than 4 do
6: Ri ← ReduceRectangle(Ri)
7: end while
8: execute RectangleScan(Ri)
9: go to O
10: i← i+ 1
11: end loop

We now proceed to the proof of correctness and the complexity analysis of our algorithm. In
the following lemma, for every rectangle R, the function Perimeter(R) returns the perimeter of
the rectangle R.

Lemma 6.1. Let R be a straight rectangle with no side of length less than 4. If the agent executes
ReduceRectangle(R) from the center of R, then at the end of this execution the following
properties are satisfied.

1. The function ReduceRectangle(R) returns a straight rectangle Rec, such that Rec ⊂ R,
and either R \Rec does not contain the treasure or the agent has seen the treasure.

2. Perimeter(R)− Perimeter(Rec) ≥ 2.

3. The agent is at the center of rectangle Rec.

4. The agent traveled a distance of at most 21(Perimeter(R)− Perimeter(Rec)) during the
execution of ReduceRectangle(R).

Proof. Most of the geometric objects used in the proof are explicitly defined in Algorithm 6.3:
in particular, this is the case of intersections or orthogonal projections (e.g., those in lines 10
to 21). All other necessary objects will be defined within the proof. For the notation, refer to
Fig. 6.2.

Consider the execution of function ReduceRectangle(R) starting at the center p of R, where
R is a straight rectangle with no sides of length less than 4. Denote by z the position of the
treasure in (L1, x1). We have (R′, (L′1, x′1)) = φk((R, (L1, x1))). In view of Proposition 6.3, it is
enough to prove that the following three properties hold when the agent executes the last line
of Algorithm 6.3.

• P1. The variable NewRectangle is set to a straight rectangle R′′ such that R′′ ⊂ R′, and
either R′ \R′′ does not contain φk(z) or the agent has seen the treasure.

• P2. The inequality Perimeter(R′)− Perimeter(R′′) ≥ 2 holds.

• P3. The agent traveled a distance of at most 21(Perimeter(R)−Perimeter(R′′)) during
the execution of function ReduceRectangle(R).

We first prove the above properties when (R′, (L′1, x′1)) is a non-critical configuration. In this
case, the variable NewRectangle is set to the straight rectangle ABde. Note that the points
defined in lines 4 to 6 (in particular the points A,B, d and e) exist and ABde is a straight
rectangle such that ABde ⊂ R′ in view of the fact that (R′, (L′1, x′1)) is a basic configuration.
Moreover, since z ∈ (L1, x1), we have φk(z) ∈ (L′1, x′1). However, edCD ∩ (L′1, x′1) ⊂ [de]
and R′ \ ABde = edCD \ [de]. So we have (R′ \ ABde) ∩ (L′1, x′1) = ∅ and Property P1 is
satisfied. Property P2 also holds because (R′, (L′1, x′1)) is a basic configuration that is not
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Algorithm 6.3 Function ReduceRectangle(R)
1: p← the center of rectangle R
2: let (L1, x1) and φk be respectively the hint obtained at p and the basic transformation of (R, (L1, x1))
3: let (R′, (L′1, x′1)) be the configuration such that (R′, (L′1, x′1)) = φk((R, (L1, x1)))
4: let A,B,C and D be the vertices of R′ in clockwise order, starting from the top-left corner
5: let a (resp. d) be the intersection between L′1 and (AD) (resp. (BC))
6: let e be the orthogonal projection of d onto segment [AD]
7: if (R′, (L′1, x′1)) is not critical then
8: NewRectangle← rectangle ABde
9: else
10: let L′1 be the line that is perpendicular to L′1
11: let p′ be the point at distance 2 from p in L′1 ∩ (L′1, x′)
12: let L′′1 be the parallel line to L′1 passing through p′
13: let f (resp. j) be the intersection of L′′1 and segment [AB] (resp. segment [BC])
14: let j′ be the orthogonal projection of j onto segment [AD]
15: let t be the orthogonal projection of f onto segment [DC]
16: let m′ (resp. k′) be the orthogonal projection of p′ onto segment [AD] (resp. [BC])
17: let m (resp. k) be the orthogonal projection of p onto segment [AD] (resp. [BC])
18: let g′ (resp. h′) be the orthogonal projection of p′ onto segment [AB] (resp. [DC])
19: let g (resp. h) be the orthogonal projection of p onto segment [AB] (resp. [DC])
20: let s (resp. s′) be the orthogonal projection of A onto line L′1 (resp. L′′1 )
21: let d′ be the orthogonal projection of d onto line L′′1
22: go to φ−1

k (p′)
23: let (L2, x2) be the hint obtained at φ−1

k (p′) and let (L′2, x′2) = φ−1
k ((L2, x2))

24: if x′2 = right and L′2 is clockwise between L′′1 (included) and (pp′) (excluded) then
25: NewRectangle← rectangle fBCt
26: end if
27: if x′2 = right and L′2 is clockwise between (pp′) (included) and (m′k′) (excluded) then
28: execute RectangleScan(φ−1

k (m′k′km))
29: NewRectangle← rectangle gBCh
30: end if
31: if x′2 ∈ {down, left} and L′2 is clockwise between (m′k′) (included) and L′′1 (excluded) then
32: execute RectangleScan(φ−1

k (ss′d′d))
33: execute RectangleScan(φ−1

k (m′k′km))
34: NewRectangle← rectangle pkCh
35: end if
36: if x′2 = left and L′2 is clockwise between L′′1 (included) and (g′h′) (excluded) then
37: execute RectangleScan(φ−1

k (ss′d′d))
38: execute RectangleScan(φ−1

k (gg′h′h))
39: NewRectangle← rectangle Agpm
40: end if
41: if (x′2 = left and L′2 is clockwise between (g′h′) (included) and (pp′) (excluded)) or (x′2 = left and L′2 is

clockwise between (pp′) (included) and (m′k′) (excluded)) or (x′2 ∈ {up, right} and L′2 is clockwise between
(m′k′) (included) and (p′k) (excluded)) then

42: execute RectangleScan(φ−1
k (gg′h′h))

43: NewRectangle← rectangle ABkm
44: end if
45: if x′2 = right and L′2 is clockwise between (p′k) (included) and L′′1 (excluded) then
46: NewRectangle← rectangle ABjj′
47: end if
48: end if
49: let o′ be the center of NewRectangle
50: go to φ−1

k (o′)
51: return φ−1

k (NewRectangle)
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critical. Indeed, in that case we know that the length |Bd| ≤ |BC| − 1, as |dC| ≥ 1. Hence,
|Ae| + |Bd| ≤ |AD| + |BC| − 2, and thus Perimeter(R′) − Perimeter(ABde) ≥ 2. It remains
to prove Property P3. If we denote by δ the difference |BC|− |Bd|, the distance from φk(p) = p
to the center o′ of rectangle ABde is exactly δ

2 . Moreover, the distance from p to φ−1
k (o′) is

also δ
2 , as φ

−1
k is a distance-preserving transformation. As a result, since the only movement of

the agent is from p to φ−1
k (o′) and δ = Perimeter(R′)−Perimeter(ABde)

2 , when the agent executes
the last line of Algorithm 6.3, it has traveled a distance of Perimeter(R′)−Perimeter(ABde)

4 during
the execution of function ReduceRectangle(R). Thus the lemma holds if (R′, (L′1, x′1)) is a
non-critical configuration.

Let us now consider the more difficult situation when (R′, (L′1, x′1)) is a critical configuration.
In Algorithm 6.3, this situation is handled by moving the agent to the point φ−1

k (p′) (refer to
line 22) where p′ is the point defined at line 11, in order to get a second hint (L2, x2) at φ−1

k (p′).
We have six cases to consider depending on the nature of (L2, x2). Similarly as for non-critical
configurations, we do not study the six cases directly on (L2, x2), but on (L′2, x′2) instead, where
(L′2, x′2) is such that (L′2, x′2) = φk((L2, x2)). Note that if the list of cases for (L′2, x′2) covers all
possible situations, and in each of those cases Properties P1 to P3 are satisfied, then the lemma
will be proven.

The six cases correspond to the six conditional statements that are in lines 24 to 45 of
Algorithm 6.3. The fact that these cases cover all possible situations follows from the fact that
(R′, (L′1, x′1)) is a basic configuration, by Proposition 6.3, and from the fact that the objects
defined in lines 10 to 21 of Algorithm 6.3 exist. In turn, the existence of these objects follows
from the definition of R′ and of (L′1, x′1) as well as from the following three claims (note that R′
has no side with length less than 4, as φk is a distance-preserving transformation and R has no
side with length less than 4).

Claim 6.1. (R′, (L′1, x′1)) is an imperfect lying configuration of type 1.

Proof of the claim: Since (R′, (L′1, x′1)) is basic, we just have to show that it is not a perfect
lying configuration of type 1. Suppose by contradiction that it is. So, x′1 = up and line L′1
divides the west vertical side [AD] (resp. the east vertical side [BC]) of rectangle R′ into two
parts of equal length. Since, (R′, (L′1, x′1)) is critical, each of these parts has length less than 1.
As a result, |AD| (resp. |BC|) is smaller than 2. This implies that R′ has a side with a length
smaller than 4, which is a contradiction and concludes the proof of the claim. ?

Claim 6.2. The point p′ belongs to I(R′).

Proof of the claim: Since p is the center of rectangle R′ that has no side of length less than
4, every point that is at distance at most 2 from p, and which is not one of the four orthogonal
projections of p on the sides of R′, necessarily belongs to I(R′). However, by Algorithm 6.3, point
p′ is at distance 2 from p on a line perpendicular to L′1 and that passes through p. Moreover,
by Claim 6.1, (R′, (L′1, x′1)) is an imperfect vertical configuration of type 1, and thus the slope
of L′1 is negative. Hence the claim holds. ?

Claim 6.3. The line L′′1 divides the northern side [AB] (resp. the east side [BC]) of R′ into
two parts of positive length.

Proof of the claim: In view of Claim 6.1 and the fact that L′′1 is a line parallel to L′1 passing
through p′ that is a point belonging to I(R′) (refer to Claim 6.2), it follows that L′′1 divides
the east side [BC] of R′ into two parts of positive length. It also follows that L′′1 intersects the
northern side [AB] or the west side [AD] of R′. So to prove the claim, it is enough to show that
L′′1 cannot intersect [AD] (i.e., cannot pass through any points of [AD] including the corners A
and D). Assume by contradiction that it does. Since L′′1 ⊂ (L′1, x′1) and the distance from any
point of L′1 to any point of L′′1 is at least |pp′|, then according to the definition of L′1 and L′′1,
we know that the segment [AD] ∩ (L′1, x′1) has a length that is at least |pp′| = 2. However, by

99



Part , Chapter 6 – Treasure Hunt in the Plane with Angular Hints

Claim 6.1 and the fact that (R′, (L′1, x′1)) is a critical configuration, the segment [AD]∩ (L′1, x′1)
has a length that is smaller than 1, which is a contradiction and proves the claim. ?

Hence, since we have a list of six cases covering all possible situations, it is enough to show
that Properties P1 to P3 are satisfied in each case, in order to conclude the proof of the lemma.
Before analyzing them, let us give another claim that will be useful in the sequel.

Claim 6.4. The length of segment [Af ] (resp. [jC]) is at least 1.

Proof of the claim: As mentioned previously, the distance from any point of L′1 to any point
of L′′1 is at least |pp′| = 2. Hence, |af | ≥ 2 and |jd| ≥ 2. Since d ∈ [jC] and |aA| < 1 (because
the configuration is critical) and [af ] is the hypotenuse of the right triangle Afa, the claim
follows. ?

The fact that each object that is assigned to variable NewRectangle or given as input
parameter to procedure RectangleScan is a rectangle, can be shown using the above claims.
Moreover, from the definitions of intersections and projections given in Algorithm 6.3, it follows
that each time procedure RectangleScan is called with an input parameter corresponding to
a rectangle X, the agent is in the rectangle X (this is necessary in order to obtain a correct
execution of the procedure). In the rest of the proof we will not mention this fact. Similarly, it
follows that a rectangle that is assigned to variable NewRectangle is always straight.

Now, we consider the six cases and we start with the first one in which x′2 = right and L′2 is
clockwise between L′′1 (included) and (pp′) (excluded). In this case, variable NewRectangle is
set to the straight rectangle fBCt ⊂ R′. Since z ∈ (L1, x1)∩(L2, x2), we have φk(z) ∈ (L′1, x′1)∩
(L′2, x′2). However, R′ \ fBCt = AftD \ [ft], and in view of the value of x′2 and the position of
L′2, we have AftD ∩ (L′1, x′1)∩ (L′2, x′2) ⊆ {f} (more precisely, AftD ∩ (L′1, x′1)∩ (L′2, x′2) = {f}
if L′2 = L′′1, and AftD ∩ (L′1, x′1) ∩ (L′2, x′2) = ∅ for all the other positions of L′2 within the
considered case). Hence, (R′ \ fBCt) ∩ (L′1, x′1) ∩ (L′2, x′2) = ∅ and Property P1 is satisfied.
Concerning Property P2, we know that |fB| = |AB| − |Af |, which implies |fB| ≤ |AB| − 1
because |Af | ≥ 1 according to Claim 6.4. So, Perimeter(R′) − Perimeter(fBCt) ≥ 2, and
thus Property P2 holds. Concerning Property P3, we need to evaluate the distance traveled by
the agent when it moves from p to φ−1

k (p′), and then from φ−1
k (p′) to φ−1

k (o′) (where o′ is the
center of rectangle fBCt). Note that the distance from p to φ−1

k (o′) is δ
2 where δ is the difference

|AB|−|fB|. Moreover, |pp′| = |pφ−1
k (p′)| = 2. Hence |pφ−1

k (p′)| ≤ 2δ because |AB|−|fB| = |Af |
and |Af | ≥ 1 according to Claim 6.4. Thus, moving from p to φ−1

k (p′) makes the agent travel a
distance of at most 2δ. Moving from φ−1

k (p′) to φ−1
k (o′) makes the agent travel a distance that

is upper-bounded by |φ−1
k (p′)p| + |pφ−1

k (o′)| ≤ 5δ
2 . As a result, the total distance traveled by

the agent is at most 9δ
2 = 9(Perimeter(R′)−Perimeter(fBCt))

4 , as δ = Perimeter(R′)−Perimeter(fBCt)
2 .

Hence Properties P1, P2 and P3 hold in this case.
Let us now consider the situation when x′2 = right and L′2 is clockwise between (pp′)

(included) and (m′k′) (excluded). The variable NewRectangle is then set to the straight
rectangle gBCh ⊂ R′. Note that R′ \ gBCh ⊂ AghD. In view of the value of x′2
and the position of L′2, AghD ∩ (L′1, x′1) ∩ (L′2, x′2) is included in the rectangle m′k′km.
Since φk(z) ∈ (L′1, x′1) ∩ (L′2, x′2), if the agent has not seen the treasure after having
executed RectangleScan(φ−1

k (m′k′km)), then in view of Proposition 6.1 and the definition of
transformation φk we know that φk(z) cannot be in the rectangle AghD. Thus, Property P1
is satisfied. Property P2 follows from the facts that |gB| = |AB|

2 (since g is the orthogonal
projection of the center p of R′ on the top side [AB] of R′) and that |AB| ≥ 4 (as R′ has
no side of length less than 4). So, it remains to check the validity of Property P3 in the
current case. The move of the agent is composed of three parts: the first part is when it moves
from p to φ−1

k (p′), the second part corresponds to the move made when executing procedure
RectangleScan(φ−1

k (m′k′km)), and the third part is when the agent moves to φ−1
k (o′) (where o′

is the center of the rectangle gBCh). Note that the execution of RectangleScan(φ−1
k (m′k′km))

starts and finishes at point φ−1
k (p′). This implies that the third part corresponds precisely to a
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move from point φ−1
k (p′) to point φ−1

k (o′). So, by similar arguments to those used in the previous
case, we can show that the distance traveled in the first part plus the distance traveled in the third
part gives a total of at most 9δ

2 where, in the current situation, δ is the difference |AB| − |gB|.
For the second part, corresponding to the execution of procedure RectangleScan(φ−1

k (m′k′km)),
note that since |pφ−1

k (p′)| = 2, we have |kk′| ≤ 2 because k (resp. k′) is the orthogonal projection
of p (resp. p′) onto [BC]. Moreover, |m′k′| = |AB|, and in view of the definition of R′, we have
|AB| ≥ 4. Hence, according to Proposition 6.1, we know that the agent travels a distance of
at most 10|AB| during the second part. So the total distance traveled by the agent is at most
9δ
2 + 10|AB|. As explained for Property P2, we know that |gB| = |AB|

2 . Hence, δ = |AB|
2 ,

Perimeter(R′)− Perimeter(gBCh) = |AB|, and thus the total distance traveled by the agent
is at most 49(Perimeter(R′)−Perimeter(gBCh))

4 . As a result, Properties P1, P2 and P3 hold in this
case.

We continue by analyzing the situation when x′2 ∈ {down, left} and L′2 is clockwise between
(m′k′) included and L′′1 (excluded). In this situation, variable NewRectangle is set to the
straight rectangle pkCh ⊂ R′. In view of the value of x′2 and the position of L′2, we have
(L′1, x′1) ∩ (L′2, x′2) ∩ (R′ \ pkCh) ⊂ (ss′d′d ∪ m′k′km). Since φk(z) ∈ (L′1, x′1) ∩ (L′2, x′2),
if the agent has not seen the treasure after having executed RectangleScan(φ−1

k (ss′d′d))
followed by RectangleScan(φ−1

k (m′k′km)), then in view of Proposition 6.1 and the definition of
transformation φk we know that φk(z) cannot be in R′ \ pkCh. Thus, Property P1 is satisfied.
We can show that Property P2 also holds by similar arguments to those used to show Property
P2 in the previous case. Concerning Property P3, note that the move of the agent can be divided
into four parts: the first part is when it moves from p to φ−1

k (p′), the second (resp. third) part
corresponds to the move made when executing procedure RectangleScan(φ−1

k (ss′d′d)) (resp.
RectangleScan(φ−1

k (m′k′km))), and the fourth part is when the agent moves to φ−1
k (o′) (where

o′ is here the center of rectangle pkCh). Note that the execution of RectangleScan(φ−1
k (ss′d′d))

(resp. RectangleScan(φ−1
k (m′k′km))) starts and finishes at point φ−1

k (p′). So, the fourth part
is actually a move from point φ−1

k (p′) to point φ−1
k (o′). It is worth mentioning that moving from

φ−1
k (p′) to point φ−1

k (o′) costs the same or less than first moving from φ−1
k (p′) to p, and then

moving from p to φ−1
k (o′). Moreover, moving from p to φ−1

k (o′) costs at most δ1+δ2
2 where δ1

(resp. δ2) is the difference |gh| − |pg| (resp. |mk| − |pm|). Hence during the fourth part, the
agent travels a distance of at most 2 + δ1+δ2

2 . During the first part, the agent travels a distance
2. What about the second and third parts? To evaluate these costs we need to evaluate the
lengths and widths of rectangles ss′d′d and m′k′km. In the analysis of the previous case, we
have shown that the length and width of rectangle m′k′km are respectively |AB| and at most
2. Concerning rectangle ss′d′d, we have the following claim.

Claim 6.5. |ss′| = 2 and 2 < |sd| < 1 + |AC|.

Proof of the claim: Note that |ss′| is exactly 2 because s (resp. s′) is the orthogonal projection
of the corner A onto line L′1 (resp. L′′1). Also note that |sd| = |sa| + |ad| where [sa] is a side
of the right triangle asA whose hypotenuse is [Aa]. However, by Claim 6.1 and the fact that
(R′, (L′1, x′1)) is critical, we know that |Aa| < 1. Moreover, [ad] ⊂ R′ and |ad| ≥ |AB| ≥ 4.
Hence, 2 < |sd| < 1 + |AC|, which concludes the proof of the claim. ?

As a result, according to Proposition 6.1, we know that the agent travels a distance of at
most 10(1 + |AC|) during the second part and a distance of at most 10|AB| during the third
part. Hence, the total distance traveled by the agent is at most 2 + δ1+δ2

2 + 10(|AB|+ |AC|+ 1).
Note that |gh|− |pg| = |AD|

2 , |mk|− |pm| = |AB|
2 and |AC| < |AB|+ |AD|. Furthermore, in view

of the fact that R′ has no side of length less than 4, we have |AD|2 ≥ 2 and |AB|2 ≥ 2. So, the total
distance traveled by the agent is at most |AD|2 + |AD|+|AB|

4 + 10(2|AB|+ |AD|+ 1). This in turn
gives us a traveled distance that is upper-bounded by 21(Perimeter(R′)−Perimeter(pkCh)) as
Perimeter(R′)− Perimeter(pkCh) = 2( |AD|2 + |AB|

2 ) = |AD|+ |AB|. Consequently, Properties
P1, P2 and P3 are valid in this case.
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So far, we have analyzed the first three cases among the six cases that permit us to cover
entirely the situation when (R′, (L′1, x′1)) is a critical configuration. However, the arguments
we need to use in order to analyze the last three cases are similar to those already used to
analyze the first three cases. In particular, this is true for the fourth case when x′2 = left
and L′2 is clockwise between L′′1 (included) and (g′h′) (excluded): using a similar reasoning
to that for the third case we have analyzed just above, we can show that Properties P1, P2
and P3 are also valid here. For the fifth case, which corresponds to the boolean expression of
line 41, Properties P2 and P3 can be proven using a similar reasoning to that used above to
prove Properties P2 and P3 when x′2 = right and L′2 is clockwise between (pp′) (included) and
(m′k′) (excluded). Concerning Property P1, note that variable NewRectangle is set here to the
straight rectangle ABkm ⊂ R′. In view of the possible values of x′2 and the possible positions
of L′2, we have (L′1, x′1) ∩ (L′2, x′2) ∩ (R′ \ ABkm) ⊂ gg′h′h if x′2 = left and L′2 is clockwise
between (g′h′) (included) and (pp′) (excluded). Otherwise, we have (L′1, x′1) ∩ (L′2, x′2) ∩ (R′ \
ABkm) = ∅. Since φk(z) ∈ (L′1, x′1)∩(L′2, x′2), if the agent has not seen the treasure after having
executed RectangleScan(φ−1

k (gg′h′h)), then in view of Proposition 6.1 and the definition of
transformation φk we know that φk(z) cannot be in R′ \ABkm. Thus Property P1 is also true
in this case. Finally, the fact that Properties P1, P2 and P3 are true in the last of the six
cases i.e., when x′2 = right and L′2 is clockwise between (p′k) (included) and L′′1 (excluded) can
be proven using similar arguments to those used for the first case, i.e., when x′2 = right and
L′2 is clockwise between L′′1 (included) and (pp′) (excluded). This completes the proof of the
lemma.

Theorem 6.1. Consider an agent A and a treasure located at distance at most ∆ from the
initial position of A. By executing Algorithm TreasureHunt1, agent A finds the treasure after
having traveled a distance O(∆).

Proof. The execution of Algorithm 6.2 can be divided into phases 1, 2, 3, . . . where phase j ≥ 1
is the part of the execution in which variable i of Algorithm 6.2 is equal to j.

In view of the second and third properties of Lemma 6.1 and lines 4 to 7 of Algorithm 6.2,
the number of calls to function ReduceRectangle is bounded by the perimeter of a square with
side length 2j . Hence we have the following claim.

Claim 6.6. For every j ≥ 1, the number of calls to function ReduceRectangle, within phase
j, is bounded by 2j+2.

In order to conclude the proof of the theorem, it is enough to prove the following two
statements:

1. for all j ≥ 1, the following property Hj holds:
at the beginning of phase j the agent has traveled a distance of at most 2j+7.

2. the agent finds the treasure before starting phase dlog2 ∆e+ 2.

We start by proving the first statement by induction on j. Note that property H1 is true because
at the beginning of phase 1 the agent has traveled a distance 0. So, assume that, for a positive
integer λ, property Hλ is true. We prove that property Hλ+1 is also true. Within phase λ,
the move of the agent can be divided into two parts: the first part corresponds to the moves
made when executing lines 4 to 7 of Algorithm 6.2, while the second part corresponds to the
moves made when executing lines 8 and 9 of Algorithm 6.2. By Claim 6.6, we know that the
number τ of calls to function ReduceRectangle during phase λ is upper-bounded by 2λ+2. For
all 1 ≤ s ≤ τ , we denote by Qs (resp. Q′s) the rectangle that is the input parameter (resp. the
returned value) of the sth call to function ReduceRectangle during phase λ. Note that, for all
2 ≤ s ≤ τ , Qs = Q′s−1. So, by the fourth property of Lemma 6.1, the distance traveled by the
agent during the first part of phase λ is upper-bounded by
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21
s=τ∑
s=1

(Perimeter(Qs)− Perimeter(Q′s)) (6.1)

≤ 21(Perimeter(Q1)− Perimeter(Q′τ ) +
s=τ∑
s=2

(Perimeter(Qs)− Perimeter(Q′s−1))) (6.2)

≤ 21(Perimeter(Q1)− Perimeter(Q′τ )) (because for all 2 ≤ s ≤ τ , Qs = Q′s−1) (6.3)
≤ 21Perimeter(Q1) = 21 · 2λ+2 (6.4)

Concerning the second part of phase λ, it is worth mentioning that when the agent starts
executing line 8 of Algorithm 6.2, variable Ri is set to a straight rectangle whose at least one
side has length smaller than 4 (according to line 5), and no sides have length larger than 2λ:
indeed, using the first property of Lemma 6.1, it follows by induction on s that the straight
rectangle Q′s is included in the straight rectangle Q1, for all 1 ≤ s ≤ τ . Moreover, the distance
between any two points of Q1 (and thus the cost of line 9 of Algorithm 6.2) is at most 2λ+1.
Hence, in view of Proposition 6.1, we know that the distance traveled by the agent during the
second part of phase λ is upper-bounded by 22 · 2λ. From this and (6.4), we know that the total
distance traveled during phase λ is at most 2λ+7. Moreover, by the inductive hypothesis, Hλ is
true i.e., at the beginning of phase λ the agent has traveled a distance of at most 2λ+7. As a
result, when starting phase λ+ 1, the agent has traveled a total distance of at most 2λ+8. Thus,
property Hλ+1 is true, which concludes the inductive proof and thus proves the validity of the
first statement.

Now let us focus on the second statement: the agent finds the treasure before starting phase
dlog2 ∆e+ 2. Suppose by contradiction that this is not the case. By Claim 6.6 and Lemma 6.1,
at some point the agent starts executing phase dlog2 ∆e+ 1. In view of Algorithm 6.2, when the
agent finishes the execution of line 4 in phase dlog2 ∆e+ 1, the value of variable Ri is a square S
containing the treasure: indeed this square is centered at the initial position O of the agent and
it contains all points at distance at most ∆ from O because its side length is 2dlog2 ∆e+1 ≥ 2∆,
since ∆ > 1.

Denote by Qfinal the rectangle returned by the last call to function ReduceRectangle in
phase dlog2 ∆e + 1: since the side length of S is at least 2dlog2 ∆e+1 ≥ 22, this rectangle exists
because the agent executes at least once line 6 of Algorithm 6.2. By Claim 6.6 and Lemma 6.1,
at some point the agent executes line 8 of Algorithm 6.2 and when the agent starts executing this
line we know that it is at the center of Qfinal. Moreover, from Lemma 6.1, it follows by induction
on the number of calls to function ReduceRectangle within phase dlog2 ∆e+1, that the treasure
does not belong to S\Qfinal, as otherwise the agent would have found the treasure before starting
phase dlog2 ∆e + 2 which would be a contradiction. However, the treasure belongs to square
S. Hence, the treasure belongs to Qfinal, and by applying procedure RectangleScan(Qfinal)
(refer to line 8) from the center of Qfinal, the agent necessarily finds the treasure by the end
of the execution of this procedure, and thus by the end of phase dlog2 ∆e + 1. This gives a
contradiction that proves the second statement.

Hence the agent finds the treasure before starting the execution of phase dlog2 ∆e + 2. By
the first statement, the total distance traveled by the agent during the first dlog2 ∆e+ 1 phases
is at most 2(dlog2 ∆e+2)+7 ≤ 210∆. Hence, the theorem holds.

6.4 Angles Bounded by β < 2π
In this section we consider the case when all hints are angles upper-bounded by some constant

β < 2π, unknown to the agent. The main result of this section is procedure TreasureHunt2
whose cost is at most O(∆2−ε), for some ε > 0. For a hint (P1, P2) we denote by (P1, P2) the
complement of (P1, P2).
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6.4.1 High Level Idea

In procedure TreasureHunt2, similarly as in the previous procedure, the agent acts in phases
j = 1, 2, 3, . . . , where in each phase j the agent “supposes” that the treasure is in the straight
square centered at its initial position and of side length 2j . The intended goal is to search each
supposed square at relatively low cost, and to ensure the discovery of the treasure by the time
the agent finishes the first phase for which the initial supposed square contains the treasure.
However, the similarity with the previous solution ends there: indeed, the hints that may now
be less precise do not allow us to use the same strategy within a given phase. Hence we adopt
a different approach that we outline below and that uses the following notion of tiling. Given a
square S with side of length x > 0, Tiling(i) of S, for any non-negative integer i, is the partition
of square S into 4i squares with side of length x

2i . Each of these squares, called tiles, is closed,
i.e., contains its border, and hence neighboring tiles overlap in the common border.

Let us consider a simpler situation in which the angle of every hint (P1, P2) is always equal
to the bound β: the general case, when the angles may vary while being at most β, adds a
level of technical complexity that is unnecessary to understand the intuition. In the considered
situation, the angle of each excluded zone (P1, P2) is always the same as well. The following
property holds in this case: there exists an integer iβ such that for every square S and every
hint (P1, P2) given at the center of S, at least one tile of Tiling(iβ) of S belongs to the excluded
zone (P1, P2).

In phase j, the agent performs k steps: we will indicate later how the value of k should be
chosen. At the beginning of the phase, the entire square S is white. In the first step, the agent
gets a hint (P1, P2) at the center of S. By the above property, we know that (P1, P2) contains
at least one tile of Tiling(iβ) of S, and we have the guarantee that such a tile cannot contain
the treasure. All points of all tiles included in (P1, P2) are painted black in the first step. This
operation does not require any move, as painting is performed in the memory of the agent. As
a result, at the end of the first step, each tile of Tiling(iβ) of S is either black or white, in the
following precise sense: a black tile is a tile all of whose points are black, and a white tile is a
tile all of whose interior points are white.

In the second step, the agent repeats the painting procedure at a finer level. More precisely,
the agent moves to the center of each white tile t of Tiling(iβ) of S. When it gets a hint at the
center of a white tile t, there is at least one tile of Tiling(iβ) of t that can be excluded. As in the
first step, all points of these excluded tiles are painted black. Note that a tile of Tiling(iβ) of t
is actually a tile of Tiling(2iβ) of S. Moreover, each tile of Tiling(iβ) of S is made of exactly
4iβ tiles of Tiling(2iβ) of S. Hence, as depicted in Figure 6.3, the property we obtain at the end
of the second step is as follows: each tile of Tiling(2iβ) of S is either black or white.

(a) At the end of a first step
for a hint (P1, P2)

(b) At the end of a second step

Figure 6.3: White and black tiles at the end of the first and the second step of a phase, for
square S = ABCD and iβ = 2.

In the next steps, the agent applies a similar process at increasingly finer levels of tiling. More
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precisely, in step 2 < s ≤ k, the agent moves to the center of each white tile of Tiling((s− 1)iβ)
of S and gets a hint that allows it to paint black at least one tile of Tiling(s · iβ) of S. At the
end of step s, each tile of Tiling(s · iβ) of S is either black or white. We can show that at each
step s the agent paints black at least 1

4iβ
th of the area of S that is white at the beginning of

step s.
After step k, each tile of Tiling(k · iβ) of S is either black or white. These steps permit the

agent to exclude some area without having to search it directly, while keeping some regularity
of the shape of the black area. The agent paints black a smaller area than excluded by the hints
but a more regular one. This regularity enables in turn the next process in the area remaining
white. Indeed, the agent subsequently executes a brute-force searching that consists in moving
to each white tile of Tiling(k · iβ) of S in order to scan it using the procedure RectangleScan.
If, after having scanned all the remaining white tiles, it has not found the treasure, the agent
repaints white all the square S and enters the next phase. Thus we have the guarantee that
the agent finds the treasure by the end of phase dlog2 ∆e + 1, i.e., a phase in which the initial
supposed square is large enough to contain the treasure. The question is: how much do we have
to pay for all of this? In fact, the cost depends on the value that is assigned to k in each phase
j. The value of k must be large enough so that the distance traveled by the agent during the
brute-force searching is relatively small. At the same time, this value must be small enough
so that the the distance traveled during the k steps is not too large. A good trade-off can be
reached when k = dlog4iβ

√
2je. Indeed, as highlighted in the proof of correctness, it is due to

this carefully chosen value of k that we can beat the cost Θ(∆2) necessary without hints, and
get a complexity of O(∆2−ε), where ε is a positive real depending on iβ, and hence depending
on the angle β.

6.4.2 Algorithm and Analysis

In this subsection we describe our algorithm in detail, prove its correctness and analyze its
complexity. We will use the notion of a slicing of a square. Given a straight square S, the
Slicing(i) of S, for any integer i ≥ 3, is the partition of the square S into 2i triangles with a
common vertex at the center q of the square, resulting from partitioning the angle 2π into angles
2π
2i using lines containing the point q, one of which is horizontal.

Consider any Slicing(i) of a square S. Let Σ be the set of all side lengths of triangles into
which Slicing(i) partitions S. We define ρi to be the maximum of all integers da/be, where
a, b ∈ Σ. Note that ρi depends only on i and not on the side length of S. Moreover, ρi+1 ≥ ρi.

For every integer i ≥ 3, we define φ(i) = iρi.
In order to define some objects used by our algorithm, we need the following technical

proposition.

Proposition 6.4. The following properties hold.

1. For every angle 0 < α < 2π with vertex at the center of a square S, the angle α contains
some triangle of Slicing(max(3, dlog2(2π

α )e+ 1)) of S.

2. For every integer i ≥ 3 and for every triangle T of Slicing(i) of a square S, at least one
tile of Tiling(4φ(i)) of S is included in the interior of T .

Proof. We start by proving the first property. Let S be a square and let 0 < α < 2π be an angle
with the vertex in the center of S. Let i = max(3; dlog2(2π

α )e+ 1) ≥ 3. The angle at the center
of square S in each of the triangles of Slicing(i) of S is at most α

2 . Hence one of the triangles
formed by Slicing(i) is included in the angle α. This proves the first property.

In the proof of the second property, all tilings and slicings are for square S: for ease of reading
we omit mentioning it. In order to prove the second property, we first prove by induction on i
the following statement denoted by Hi:
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For every integer i ≥ 3 and for every triangle T of Slicing(i), there is at least one tile t of
Tiling(4φ(i)− 2), such that t ⊂ T and one side of t is included in a side of S.

For the base case i = 3, note that each triangle of Slicing(3) contains at least one tile of
Tiling(2) with one side included in a side of S. Since φ(3) = 3ρ3 and ρ3 ≥ 1, we know that
4φ(3) − 2 ≥ 10. Moreover, each side of every tile t′ of Tiling(r) contains at least one side of a
tile of Tiling(r′), included in t′, for all integers r < r′. Hence H3 is true.

Assume that Hj is true for some integer j ≥ 3 and let us prove that Hj+1 is also true.
Suppose by contradiction that Hj+1 is false. This means that there exists a triangle T1 of
Slicing(j + 1) that contains no tile of Tiling(4φ(j + 1)− 2) with one side included in a side of
S. Denote by L the side of S that contains a side of T1. There exists a triangle T of Slicing(j)
and a triangle T2 of Slicing(j+1) such that T1∪T2 = T and T1∩T2 = l, where l is the common
segment of boundaries of T1 and T2. Note that triangle T2 also has a side included in L.

By the inductive hypothesis, there exists a tile t′ of Tiling(4φ(j) − 2) such that t′ ⊂ T
and one side of t′ is included in L. For any integers r < r′, every tile of Tiling(r) contains
exactly 4r′−r tiles of Tiling(r′) that are organized in 2r′−r rows of 2r′−r squares. So, tile t′
contains exactly 42φ(j+1)−2φ(j) rows that are parallel to L and such that each of them is made
of 42φ(j+1)−2φ(j) tiles of Tiling(4φ(j + 1) − 2). Among these rows consider the one that has a
common boundary with L and denote it by R. Note that R contains at least 42ρj+1 tiles of
Tiling(4φ(j+ 1)− 2) because 2φ(j+ 1)− 2φ(j) = 2(j+ 1)ρj+1− 2jρj and ρj+1 ≥ ρj . Denote by
R′ the row of Tiling(4φ(j+ 1)− 2) that contains R and by R′′ the part of R′ made of tiles t′′ of
Tiling(4φ(j + 1)− 2), such that t′′ ⊂ T . Note that R ⊆ R′′ and thus R′′ contains at least 42ρj+1

tiles of Tiling(4φ(j+ 1)−2). Moreover, note that the smaller of the two angles formed by l and
L cannot be smaller than π

4 or larger than π
2 . As a result, l can intersect at most 2 adjacent

tiles s1, s2 of R′′. We will show that l cannot intersect a tile that is at an end of row R′′. Let x
be the side length of a tile of Tiling(4φ(j+ 1)− 2). Suppose that l intersects a tile that is at an
end of row R′′. In view of the fact that R′′ contains all tiles of R that are included in T , a side
of T1 or of T2 included in L (say the side of T1 without loss of generality), has length at most
3x, while the side of T2 included in L has length at least (42ρj+1 − 2)x ≥ 14ρj+1x. However,
14ρj+1x

3x > ρj+1, which contradicts the definition of ρj+1. Hence l cannot intersect a tile that is
at an end of row R′′. This implies that one of the two tiles at the ends of R′′ belongs to T1: by
construction this tile belongs to Tiling(4φ(j + 1)− 2) with one side belonging to L. Hence we
get a contradiction. As a result, Hj+1 is true, which ends the proof by induction of Hi.

It remains to conclude the proof of the second property of our proposition. In view of
property Hi, we know that for every integer i ≥ 3 and for every triangle T of Slicing(i), at
least one tile of Tiling(4φ(i) − 2) is included in T . Moreover, each tile of Tiling(4φ(i) − 2)
contains 4 rows, each made of 4 tiles belonging to Tiling(4φ(i)). Hence, the interior of each
tile of Tiling(4φ(i) − 2) contains a tile of Tiling(4φ(i)). This proves the second property and
concludes the proof of the proposition.

For any angle 0 < α < 2π, the index of α, denoted index(α), is the integer
4φ(max(3, dlog2(2π

α )e+ 1)). Proposition 6.4 implies

Proposition 6.5. For every angle 0 < α < 2π, the following properties hold.

1. For every square S and for every hint (P1, P2) of size 2π − α obtained at the center of S,
there exists a tile of Tiling(index(α)) of S included in (P1, P2).

2. For every angle α′ < α, we have index(α) ≤ index(α′).

Algorithm 6.4 gives a pseudo-code of the main algorithm of this section. It uses the function
Mosaic described in Algorithm 6.5 that is the key technical tool permitting the agent to reduce
its search area. The agent interrupts the execution of Algorithm 6.4 as soon as it gets at distance
1 from the treasure, at which point it can “see” it and thus treasure hunt stops.
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Algorithm 6.4 Procedure TreasureHunt2
1: IndexNew ← 1
2: i← 1
3: loop
4: repeat
5: IndexOld← IndexNew
6: IndexNew ← Mosaic(i, IndexOld)
7: until IndexNew = IndexOld
8: i← i+ 1
9: end loop

In the following, a square is called black if all its points are black. A square is called white if
all points of its interior are white. (In a white square, some points of its border may be black).

Algorithm 6.5 Function Mosaic(i, k)
1: O ← the initial position of the agent
2: S ← the straight square centered at O with sides of length 2i
3: paint white all points of S
4: IndexMax← k
5: for j ← 1 to dlog4k

√
2ie do

6: for all tiles t of T iling((j − 1)k) of S do
7: if t is white then
8: go to the center of t
9: let (P1, P2) be the obtained hint
10: k′ ← index of (P1, P2)
11: k′ ← index of (P1, P2)
12: if k′ > IndexMax then
13: IndexMax← k′

14: end if
15: if IndexMax = k then
16: for all tiles t′ of T iling(k) of t such that t′ ⊂ (P1, P2) do
17: paint black all points of t′
18: end for
19: end if
20: end if
21: end for
22: end for
23: if IndexMax = k then
24: for all tiles t of T iling(k(dlog4k

√
2ie)) of S do

25: if t is white then
26: go to the center of t
27: execute RectangleScan(t)
28: end if
29: end for
30: end if
31: go to O
32: return IndexMax

Lemma 6.2. For any positive integers i and k, consider an agent executing function Mosaic(i, k)
from its initial position O. Let S be the straight square centered at O with side of length 2i. For
every positive integer j ≤ dlog4k

√
2ie, at the end of the j-th execution of the first loop (lines 5

to 21) in Mosaic(i, k), each tile of Tiling(jk) of S is either black or white.

Proof. Assume by contradiction that there exists a positive integer j ≤ dlog4k
√

2ie such that at
the end of the j-th execution of the first loop, there exists at least one tile σ of Tiling(jk) of S
that is neither black nor white. Without loss of generality, we assume that j is the first integer
for which this occurs.

In view of the minimality of j, we know that just before starting the j-th execution of the first
loop, each tile of Tiling((j − 1)k) is either black or white. Moreover, for every positive integers
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z′ ≤ z, every couple of points that belong to the same tile of Tiling(z) of S, also belong to the
same tile of the coarser tiling Tiling(z′) of S. Hence, just before starting the j-th execution of
the first loop, each tile of Tiling(jk) is either black or white.

During the execution of the first loop, the points that become black remain always black
thereafter. Since there exists a tile σ of Tiling(jk) of S that becomes neither black nor white
during the j-th execution of the first loop, at some point during this execution, the agent does
not paint black all points of σ when executing line 17 of Algorithm 6.5. However, each time
the agent executes line 17 of Algorithm 6.5 within the j-th execution of the first loop, when a
point of a tile t′ of Tiling(k) of any tile of Tiling((j− 1)k) of S is painted black, then all points
inside and on the boundary of tile t′ are painted black. By definition, t′ is a tile of Tiling(jk)
of S. Hence, at the end of the j-th execution of the first loop, each tile of Tiling(jk) of S is
either black or white. Hence, we get a contradiction with the existence of σ which proves the
lemma.

Lemma 6.3. For every positive integers i and k, a call to function Mosaic(i, k) has cost at

most 2i
3+log4k (4k−1)

2 +2k+8.
Proof. The walk made by the agent executing function Mosaic(i, k) can be divided into two
parts: the first part P1 is the walk made by executing lines 1 to 22 of Algorithm 6.5, while
the second part P2 is the walk made by executing lines 23 to 32 of Algorithm 6.5. The
distance traveled in P1 (resp. P2) will be denoted by |P1| (resp. |P2|). We first focus on
the distance traveled in part P1, in which the walk made by the agent is as follows: for each
j ∈ {1, . . . dlog4k

√
2ie}, starting from the center of S, the agent moves to the center of every

white tile of Tiling((j − 1)k) of S. By Algorithm 6.5, the side length of S is 2i, and thus
the distance between any two points of S is upper bounded by 2i+1. Moreover, if for every
non-negative integer s, we denote by Qs the number of tiles in Tiling(s) of S, then we have

|P1| ≤ 2i+1
dlog4k

√
2ie∑

j=1
Q(j−1)k (6.5)

In view of the definition of a tiling, for all j ∈ {1, . . . dlog4k
√

2ie} we have

Q(j−1)k =
Q(dlog4k

√
2ie−1)k

4(dlog4k
√

2ie−1)k−(j−1)k
(6.6)

=
Q(dlog4k

√
2ie−1)k

4(dlog4k
√

2ie−j)k
(6.7)

Hence, in view of (6.5) and (6.7), we have

|P1| ≤ 2i+1
dlog4k

√
2ie∑

j=1

Q(dlog4k
√

2ie−1)k

4(dlog4k
√

2ie−j)k
(6.8)

≤ 2i+2Q(dlog4k
√

2ie−1)k (6.9)

In view of the definition of a tiling, we have

Q(dlog4k
√

2ie−1)k = 4(dlog4k
√

2ie−1)k (6.10)

= (4k)dlog4k
√

2ie−1 (6.11)
≤
√

2i (6.12)
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Hence from (6.9) and (6.12), we obtain

|P1| ≤ 2
3i
2 +2 (6.13)

We now consider the distance traveled in part P2. Here, there are two cases: either
IndexMax 6= k when the agent starts executing line 23 of Algorithm 6.5, or IndexMax = k
when the agent starts executing line 23 of Algorithm 6.5. In the first case, P2 corresponds only
to the move made when executing line 31 of Algorithm 6.5. However, during the entire execution
of Algorithm 6.5, the agent never leaves the straight square S, centered at O, whose sides have
length 2i. Hence in the first case, |P2| ≤ 2i+1.

The second case is trickier to analyze. Indeed, we have to take into account the distance
traveled when executing line 31 of Algorithm 6.5 (that is upper bounded by 2i+1 in this case as
well) but also the distance traveled when executing lines 24 to 29: note that since those lines
are executed, we necessarily have the following claim in the second case.

Claim 6.7. Once variable IndexMax is assigned the value k (cf. line 4 of Algorithm 6.5),
variable IndexMax does not change anymore thereafter.

The above claim is used in the proof of the following one that is crucial to determine the
traveled distance |P2|. As for Claim 6.7, Claim 6.8 holds in the second case that we currently
analyze.

Claim 6.8. At the end of part P1, the area of the white surface is at most 2i
3+log4k (4k−1)

2 .

Proof of the claim: To prove the claim, we first show by induction on j the following property
Kj :
For every integer j ∈ {1, . . . , dlog4k

√
2ie}, at the end of the j-th execution of the first loop of

Algorithm 6.5 the area of the part of the square S that is still white is at most (4k−1
4k )j22i.

During the first execution of the first loop of Algorithm 6.5, the agent is located at the center
of S. By Claim 6.7, the agent executes line 17 during this first execution, and by Proposition 6.5,
there is at least one tile t′ of Tiling(k) of S such that all points of t′ are black. Since there are 4k
tiles in Tiling(k) of S, it follows that property Kj is true for j = 1. Now suppose that property
Ks holds for a positive integer s. We show that Ks+1 is also true. It is enough to show that
at the end of the (s + 1)-th execution of the first loop of Algorithm 6.5 the part of the square
S that is still white has area at most (4k−1

4k )s+122i. In view of Claim 6.7 and Algorithm 6.5,
during this (s + 1)-th execution the agent goes to the center of every white tile of Tiling(sk)
of S from which it executes line 17 of Algorithm 6.5. Moreover, by Claim 6.7, we know that
the value of variable k′ is never larger than k. Hence, by Proposition 6.5, it follows that the
agent paints black at least ( 1

4k )-th of each white tile of Tiling(sk) of S during this (s + 1)-th
execution. However, at the beginning of the (s+ 1)-th execution of the first loop, we know from
the inductive hypothesis and from Lemma 6.2, that the sum of the areas of the white tiles of
Tiling(sk) is at most (4k−1

4k )s22i. Moreover, by painting black at least ( 1
4k )-th of each white tile

of Tiling(sk) of S, the agent paints black at least ( 1
4k )-th of the remaining surface that is white

at the beginning of the (s+1)-th execution of the first loop. This implies Ks+1, which concludes
the proof by induction of Kj .

From property Kj with j ∈ {1, . . . , dlog4k
√

2ie}, we know that at the end of part P1, the
area of the white surface is at most

22i(4k − 1
4k )dlog4k

√
2ie ≤ 22i(4k − 1

4k )log4k
√

2i (6.14)

However, we have
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(4k − 1
4k )

log 4k−1
4k

√
2i

=
√

2i (6.15)

which implies

(4k − 1
4k )log4k

√
2i = 2

i
2 log4k ( 4k−1

4k
)
. (6.16)

It follows from (6.14) and (6.16) that the area of the white surface at the end of part P1 is
at most

22i+ i
2 log4k ( 4k−1

4k
) = 2i

3+log4k (4k−1)
2 , (6.17)

which concludes the proof of the claim. ?

Now, we are ready to compute |P2| in the case where the condition IndexMax = k holds
when the agent executes line 23 of Algorithm 6.5. The value of |P2| is the sum of the distance
traveled when executing line 31 (upper bounded by 2i+1) and of the distance traveled when
executing lines 24 to 29. When executing the latter block of lines, for each white tile t of
Tiling(k(dlog4k

√
2ie)) of S, the agent performs successively the two following actions:

1. The agent moves to the center of t, at a cost of at most 2i+1.

2. Once the center of t is reached, the agent executes procedure RectangleScan(t), at a cost
of at most 5l ·max(2, l) (cf. Proposition 6.1) with l equal to the side length of tile t.

Hence, if we denote by w the number of white tiles in Tiling(k(dlog4k
√

2ie)) of S, we have

|P2| ≤ 2i+1 + w(2i+1 + 5l ·max(2, l)) (6.18)
≤ 2i+1(w + 1) + 8w · l ·max(2, l) (6.19)
≤ 2i+1(w + 1) + 8w · l2 + 32w (6.20)

By the definition of tiling we have w ≤ 4k(dlog4k
√

2ie) ≤ 22k+ i
2 . Moreover, in view of Claim 6.8

and Lemma 6.2, we know that w · l2 ≤ 2i
3+log4k (4k−1)

2 . Thus, from (6.20) we have the following:

|P2| ≤ 22k+ 3i
2 +1 + 2i+1 + 2i

3+log4k (4k−1)
2 +3 + 22k+ i

2 +5 (6.21)

≤ 2i
3+log4k (4k−1)

2 +2k+7 (because k ≥ 1). (6.22)

So, whether IndexMax = k or not when the agent starts executing line 23 of Algorithm 6.5, we

have |P2| ≤ 2i
3+log4k (4k−1)

2 +2k+7. Hence, |P1|+|P2| ≤ 2 3i
2 +2+2i

3+log4k (4k−1)
2 +2k+7 ≤ 2i

3+log4k (4k−1)
2 +2k+8,

which concludes the proof of the lemma.

Let ψ be the index of 2π − β. The next proposition follows from Proposition 6.5.

Proposition 6.6. Let (P1, P2) be any hint. The index of (P1, P2) is at most ψ.

We are now ready to prove the final result of this section.
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Theorem 6.2. Consider an agent A and a treasure located at distance at most ∆ from the
initial position of A. By executing procedure TreasureHunt2, agent A finds the treasure after
having traveled a distance in O(∆2−ε), for some ε > 0.

Proof. We will use the following two claims.

Claim 6.9. Let i ≥ 1 be an integer. The number of executions of the repeat loop in the i-th
execution of the external loop in Algorithm 6.4 is bounded by ψ.

Proof of the claim: Suppose by contradiction that the claim does not hold for some i ≥ 1.
So, the number of executions of the repeat loop in the i-th execution of the external loop in
Algorithm 6.4 is at least ψ + 1. In each of these executions of the repeat loop, the agent calls
function Mosaic(i, ∗) exactly once. For all 1 ≤ j ≤ ψ + 1 (ψ ≥ 1, by definition of an index),
denote by vj the returned value of function Mosaic(i, ∗) in the j-th execution of the repeat loop
in the i-th execution of the external loop. Note that v1 6= 1: indeed, if v1 = 1 the repeat loop
would be executed exactly once, which would be a contradiction because it is executed at least
ψ + 1 ≥ 2 times.

In view of Algorithm 6.4 and Proposition 6.6, the returned value of Mosaic(i, ∗) is a positive
integer that is at most ψ. Since v1 6= 1, this implies that ψ ≥ 2. Moreover, for all 2 ≤ j ≤ ψ, we
have vj ≥ vj−1 (refer to lines 5-6 of Algorithm 6.4 and lines 4, 12-13 of Algorithm 6.5). Hence,
there exists an integer k ≤ ψ such that vk = vk−1. However, according to Algorithm 6.4, this
implies that the number of executions of the repeat loop in the i-th execution of the external
loop is at most k ≤ ψ. This is a contradiction which concludes the proof of the claim. ?

Claim 6.10. The distance traveled by the agent before variable i becomes equal to dlog2 ∆e+ 2
in the execution of Algorithm 6.4 belongs to O(∆2−ε), where ε = 1

2(1− log4ψ(4ψ − 1)) > 0.

Proof of the claim: In view of the fact that the returned value of every call to function
Mosaic in the execution of Algorithm 6.4 is at most ψ, it follows that in each call to function
Mosaic(∗, k) the parameter k is always at most ψ. Hence, in view of Claim 6.9 and Lemma 6.3,
as long as variable i does not reach the value dlog2 ∆e+ 2, the agent traveled a distance at most

ψ ·
dlog2 ∆e+1∑

i=1
2i

3+log4ψ (4ψ−1)
2 +2ψ+8 (6.23)

≤ψ2(dlog2 ∆e+1)
3+log4ψ (4ψ−1)

2 +2ψ+9 (6.24)

≤ψ22ψ+12+log4ψ (4ψ−1)2(log2 ∆)
3+log4ψ (4ψ−1)

2 (6.25)

=ψ22ψ+12+log4ψ (4ψ−1)∆2− 1
2 (1−log4ψ (4ψ−1)) (6.26)

By (6.26), the total distance traveled by the agent executing Algorithm 6.4 belongs to
O(D2−ε) where ε = 1

2(1−log4ψ(4ψ−1)). Since ψ is a positive integer, we have 0 < log4ψ(4ψ−1) <
1 and hence ε > 0. This ends the proof of the claim. ?

Assume that the theorem is false. As long as variable i does not reach dlog2 ∆e+2, the agent
cannot find the treasure, as this would contradict Claim 6.10. Thus, in view of Claim 6.9, before
the time τ when variable i reaches dlog2 ∆e+2 the treasure is not found. By Algorithm 6.4, this
implies that during the last call to function Mosaic before time τ , the function returns a value
that is equal to its second input parameter. This implies that during this call, the agent has
executed lines 24 to 29 of Algorithm 6.5: more precisely, there is some integer x such that from
each white tile t of Tiling(x) of the straight square S that is centered at the initial position of the
agent and that has sides of length 2dlog2 ∆e+1, the agent has executed function RectangleScan(t).
Hence, at the end of the execution of lines 24 to 29, the agent has seen all points of each white
tile of Tiling(x) of S. Moreover, in view of Lemma 6.2, we know that the tiles that are not
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white, in Tiling(x) of S, are necessarily black. Given a black tile σ of Tiling(x), each point of
σ is black, which, in view of lines 16 to 18 of Algorithm 6.5, implies that σ cannot contain the
treasure. Since square S necessarily contains the treasure, it follows that the agent must find the
treasure by the end of the last execution of function Mosaic before time τ . As a consequence,
the agent stops the execution of Algorithm 6.4 before assigning dlog2 ∆e + 2 to variable i and
thus, we get a contradiction with the definition of time τ , which proves the theorem.

6.5 Arbitrary Angles
In this section we observe that if hints can be arbitrary angles smaller than 2π then the

treasure hunt cost Θ(∆2) cannot be improved in the worst case. We prove the following
proposition.

Proposition 6.7. If hints can be arbitrary angles smaller than 2π then the optimal cost of
treasure hunt for a treasure at distance at most ∆ from the starting point of the agent is Ω(∆2).

Proof. Consider the disc D of radius ∆ centered at the initial position of the agent. Consider
any position of the agent and suppose that the angle given as hint has size γ > π. Call the
complement of the hint the forbidden angle. It has size α = 2π − γ < π. The forbidden angle
has the property that the treasure must be outside of it. The forbidden angle of size α can be
chosen in such a way that its intersection with D has area at most α

2ππ(2∆)2 = α2∆2. More
precisely, if the current position p of the agent is at the center c of D then the forbidden angle
can be chosen arbitrarily, otherwise it is chosen so that it does not contain c and its bisector is
line (cp).

Suppose that there exists a treasure hunt algorithm at cost at most ∆2/2. Let the sizes of
forbidden angles corresponding to consecutive hints be 1

2 ,
1
4 ,

1
8 , ... etc., each of size half of the

preceding, and such that the forbidden angle is chosen with respect to the above strategy. The
total area of the intersection of D with the forbidden angles is at most (∑∞i=1

1
2i )2∆2 = 2∆2.

This leaves out a part of the disc D whose area is at least (π − 2)∆2. During the walk of
length at most ∆2/2 of the agent, the set of points of D from which the agent is at distance
at most 1 at some point of the walk has area at most 2∆2

2 + π = ∆2 + π. For ∆ > 5 we have
(π−2)∆2 > ∆2 +π. Hence there exists a point of D not included in any of the forbidden angles,
from which the agent has never been at distance at most 1. Placing the treasure in this point
refutes the correctness of the treasure hunt algorithm. This implies that the trajectory of the
agent must have length larger than ∆2/2, for ∆ > 5, hence the optimal cost of treasure hunt
belongs to Ω(∆2).

6.6 Conclusion
For hints that are angles at most π we gave a treasure hunt algorithm with optimal cost

linear in ∆. For larger angles we showed a separation between the case where angles are bounded
away from 2π, when we designed an algorithm with cost strictly subquadratic in ∆, and the
case where angles have arbitrary values smaller than 2π, when we showed a quadratic lower
bound on the cost. The optimal cost of treasure hunt with large angles bounded away from 2π
remains open. In particular, the following questions seem intriguing. Is the optimal cost linear
in ∆ in this case, or is it possible to prove a super-linear lower bound on it? Does the order of
magnitude of this optimal cost depend on the bound π < β < 2π on the angles given as hints?
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Chapter 7

Conclusion of the Thesis

7.1 Sum up of the Main Parts

The gathering task is studied as a representant of coordination without prior agreement in
spite of locality. Two major difficulties are tackled in this thesis: asynchrony and occurrence of
Byzantine faults.

Chapters 3 and 4 both address asynchrony for a simpler version of the gathering problem:
rendezvous in finite graphs and in the infinite grid respectively.

In the former chapter, a new variant of the model with traversal durations per agent-
edge couple is studied as an intermediary between synchrony and asynchrony in which strong
rendezvous is possible. More precisely, it is the known intermediary closest to asynchrony
in which strong rendezvous is shown to be possible. The main contribution of this chapter
is precisely a deterministic strong rendezvous algorithm whose duration is polynomial in the
number of nodes n of the graph, the length `min of the shortest label, and τmax the maximum
over all traversal durations assigned by the adversary.

In Chapter 4, the model variant considered is not an intermediary, but the asynchronous one.
In this harshest case, the first deterministic rendezvous algorithm working in the infinite grid at
cost polynomial in the initial Manhattan distance D between the agents and `min is presented.
This algorithm in particular allows to construct (by reduction to rendezvous in the infinite grid)
the first deterministic asynchronous approach algorithm working at cost polynomial in the initial
Euclidean distance ∆ between the agents and `min.

Chapter 5 addresses Byzantine gathering in finite graphs and presents the first deterministic
algorithm for this problem whose duration is polynomial in n and `min. In this chapter, attention
is also paid to the length of the some piece of advice given to all agents and called global
knowledge. The length of the global knowledge needed by the algorithm presented belongs
to O(log log logn). It is proved to be of optimal order of magnitude, since no deterministic
algorithm for this problem, polynomial n and `min can use a global knowledge belonging to
o(log log logn).

Lastly, Chapter 6 studies a simpler version of the rendezvous: treasure hunt, in the plane.
It introduces the scenario in which after each move, the mobile agent obtains an hint consisting
of an angle centered at its current position and in which lies the treasure. It is shown that in
some cases, these hints allow the agent to find the treasure at a lower than O(∆2) cost (which
is known to be optimal without hints), while in others, the cost still belongs to Ω(∆2) where ∆
denotes the initial distance between the mobile agent and the treasure. More precisely, when
each angle is at most π, an deterministic algorithm with cost belonging to O(∆) is provided.
Moreover, when there exists β < 2π such that each angle is at most β, then the hints are helpful
too: a deterministic algorithm whose cost belongs to O(∆2−ε) is shown. Finally, when angles
can be arbitrary close to 2π, it is shown that Θ(∆2) cannot be beaten.

7.2 Perspectives of the Thesis

The conclusions of Chapters 3 to 6 present questions left open by the contributions of the
corresponding chapter. This section broadens the focus.
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Study of the Universal eXploration Sequences. The algorithms for finite graphs (intro-
duced in Chapters 3 and 5) rely on the exploration procedure based on Universal eXploration
Sequences (UXS) [76] and denoted by Explo in this thesis. This is not surprising since most
algorithms from the literature of gathering in arbitrary finite graphs rely on similar combinatorial
tools. For this reason, the cost and duration of these algorithms depend on the length of these
tools.

However, the latter is mostly unknown. There exists a polynomial Q such that UXS for all
graphs with at most n nodes and whose length is Q(n) have been proved to exist [5, 76]. An
algorithm for constructing such sequences whose time and space complexities are respectively
polynomial and logarithmic in n can be derived from a celebrated result [96]. However, the
length of the built UXS, although polynomial in n, is believed to be high. Besides the lack of an
algorithm building short UXS, there is currently no non-trivial lower bound over the length of
such tools.

With an algorithm constructing short UXS, it would become possible to provide fine grained
analysis of the gathering algorithms in finite graphs. Moreover, lower bounds on the complexity
of such algorithms could possibly be derived from a lower bound on the length of these sequences.

Towards simpler algorithms with more reliable proofs. Most gathering algorithms and
in particular those which tackle asynchrony or faults (just like those presented in this thesis)
are complicated. Their descriptions are long and involve several subroutines. This increases the
effort needed to understand them as well as the likelihood that their handwritten proofs contain
errors.

In synchronous settings, some clarity is gained by designing algorithms in a modular way.
For instance, gathering can be reduced to rendezvous thanks to the “stick together” strategy
[77], and rendezvous can be reduced to treasure hunt thanks to the “wait for mummy” strategy
[7, 98]. Thus, presenting a treasure hunt algorithm for some settings is enough to introduce
a gathering algorithm for the same settings, provided that the two reductions are valid in the
latter.

When facing asynchrony and Byzantine agents, this is where the problem lies: these redu-
ctions are not valid. Hence, some new reductions or improvements of the existing synchronous
reductions, for asynchrony and fault tolerance, would be an important step forward in facing
these issues.

Designing such reductions is really challenging since they should combine the two following
properties. On one hand, they must significantly ease the proposal of new contributions by
including powerful techniques. On the other hand, they must be widely reusable and thus apply
in several settings, without depriving of the freedom of innovating required to address these
issues.

Formal verification can be another, complimentary, approach to improve the reliability of
the algorithms involving mobile entities. Recently, some efforts have been dedicated to verify
their proofs in particular thanks to the proof assistant called Coq using the framework Pactole
[12] or the Maude LTL model checker [54].

Considering dynamic environments. In this thesis, like in most articles regarding distri-
buted systems, the considered environments are static i.e., the ability of the entities to commu-
nicate, or move does not evolve with time. However, this is not the case of real life communication
networks (e.g., peer to peer or involving mobile devices), or of the road network.

For this reason, some studies model the environment with dynamic graphs [32, 73, 83] which
differ from the static ones by the appearance and disappearance of edges (and nodes).

In such structures, some graph theory notions such as path or diameter are reconsidered,
and new notions, taking time account, are proposed. For instance, a journey is a temporal path.
Since it is generally assumed that conveying information through some communication channel
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or walking between two places requires time, the existence of a path between two vertices u and
v in the static graph obtained when taking a snapshot of a the dynamic graph i.e., looking at its
state at a given time, is not enough to ensure that some piece of information or mobile entity
manages to travel from u to v: Some of the edges which compose the path may disappear while
the message is transiting, and make v unreachable. On the contrary, a journey is a sequence of
neighboring edges in increasing order of presence. After crossing one of the edges of a journey,
it is possible (maybe after some waiting period) to cross the next one.

Families of graphs are also reconsidered, and classes of dynamic graphs are presented on the
basis of the properties verified in particular by the reappearance of the edges. For instance, one
may consider the class of all dynamic graphs whose edges reappear periodically often, the one
in which they reappear infinitely often, or the one in which, for every time t, the static graph
representing the state of the graph at t is connected.

In such settings, some authors have addressed in particular the task of gathering, but there
are still many open questions in the area [29, 84, 102].

Another approach to dynamic environments is appropriate when the topological changes
(appearance and disappearance of edges and nodes) occur rarely: when the time interval between
two topological changes is long enough for an algorithm to be executed integrally between them.
In such a context, the topological changes can be viewed as transient (i.e., rare with the above
sense and with finite duration) faults corrupting the memory of the computing entities involved
(e.g., lists of neighbors, spanning structures). Such faults are addressed by the paradigm of self-
stabilization [9, 55, 87]. Although just after the occurrence of such a fault, little can be ensured,
a self-stabilizing algorithm makes the system reach, in finite and bounded time, a configuration
in which it verifies the desired properties. By the way, some recent efforts are dedicated to
certify the validity of self-stabilizing algorithms thanks to the proof assistant Coq [8].
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