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Overview of this work

This document is the report of a Ph.D thesis geared towards the study of novel electrical in-
terfaces for electrostatic vibrations energy harvesters (e-VEHs). Vibration energy harvesting
(VEH) is a candidate technique to power autonomous systems of small scales, such as the nodes
of a wireless sensor network. Example of potential application areas of VEH include health care
or structure health monitoring.

Relying on electrostatic transducers is one of the main investigated possibility to implement
VEHs. One of the major motivations for this choice is the maturity of the technologies used
to fabricate the micro-electromechanical electrostatic transducers. Another advantage of elec-
trostatic systems is the high customizability of their dynamics, which can be used in order to
improve their performances in various application cases. However, this customizability comes
with high complexity in the design. This complexity is due to the conjunction of the nonlinear
nature of the electrostatic force, to that of the switched electrical circuits used for the condi-
tioning of the electrostatic transducer. The numerous optimization parameters and the wide
variety of specifications that can be imposed in practical applications critically call for a deep
understanding of electrostatic VEH systems, in order to enable the creation of systematic design
flows. This study attempts to contribute to this understanding, from the point of view of the
electrical interfaces.

This manuscript starts by an introduction chapter on the general principles of electrostatic
vibration energy harvesters. After a brief exposure of the context and motivations for electro-
static vibration energy harvesting, it exposes part of the knowledge base that has been built
in about twenty years of research carried out by several teams in the world. The notions are
exposed in a way to maximize the self-containment of the manuscript, and all material specific
to the field of electrostatic VEH that is needed to understand the manuscript is in principle
enclosed in this introduction. This chapter ends by a quick review of different approaches that
have been proposed so far to meet some of the current challenges in electrostatic vibration energy
harvesting.

The first thematic part of the manuscript is composed of chapters 2 to 5. These chapters
focus on a family of electrical interfaces for electrostatic vibration energy harvesters called charge-
pump conditioning circuits. In brief, these conditioning circuit have the advantage that they
allow energy conversion without the need for an active synchronization with the environmental
vibrations.

A more detailed presentation of these conditioning circuits is done in chapter 2. This chapter
lists different charge-pump conditioning circuits that have been proposed in the literature, and
that will be referenced in the three following chapters. Some of these conditioning circuits are
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quantitatively analyzed in the electrical domain when this analysis was not found in the litera-
ture. The presentation is made following a unifying framework: the listed circuits are presented
as belonging to a same family, which is defined following formal criteria in the beginning of the
chapter. In particular, the presented charge-pump conditioning circuits are split into two main
subclasses, namely stable and unstable charge-pumps. Our unified presentation is thought as to
be the root of a complete theory of charge-pump conditioning circuits, that is yet to build.

In chapter 3, a new generic topology of unstable charge-pump conditioning circuits is pro-
posed, that we call by the name of series-parallel charge-pump conditioning circuits. This
topology generalizes the Bennet’s doubler circuit that is presented in chapter 2. The essential
part of the chapter is a formal analysis of the topology, which results in a formal proof of its
operation. The non-trivial dependence of transducer conditioning scheme implemented by the
circuit on the values of its capacitors is unveiled by the analysis. As this circuit generalizes the
Bennet’s doubler, the analysis contains that of the latter, in particular of its transient dynamics
which were not described quantitatively until now.

The chapter 4 carries out a comparison of the different charge-pump conditioning circuits
presented in the two former chapters. Constraints that make such a comparison meaningful
are set, and the comparison is first carried out in the electrical domain. Then, we present
the results of experiments highlighting the prominent role of the electromechanical coupling on
the dynamics of vibration energy harvesters using unstable charge-pump conditioning circuits.
Subsequently, we present the basis of a semi-analytical method that we have developed in order
to study and ultimately compare different charge-pump conditioning circuits, accounting for
the electromechanical effects. We give results of its application in different contexts defined
by different parameters of harmonic input, different unstable charge-pumps, and a couple of
different mechanical parameters corresponding to realistic MEMS electrostatic transducers.

A method for the characterization of electrostatic vibration energy harvesters is presented in
chapter 5. This method relies on a topology of charge-pump conditioning circuit that is briefly
presented in chapter 2. The chapter starts with a more detailed analysis of the topology of this
circuit. The main part of the chapter reports on an easy experimental procedure to measure the
value of two important parameters for vibration energy harvesters. The first of those parameters
is the value of the lumped voltage source accounting for, e.g., electret charging of the transducer.
The second parameter is the capacitance variation under the transducer biasing set by a charge-
pump conditioning circuit. Procedures for minimizing the measurement errors are given for both
methods. A full experimental example for the application of the first method is reported, while
some partial results are given for the second method.

The second thematic part of the manuscript is composed of chapter 6 and 7. It presents
the concept of what we call “near-limits vibration energy harvesting”, as well as an architecture
suited for its implementation.

Chapter 6 lays down the foundations of the concept of near-limits kinetic energy harvesting,
that we investigated during this work. This concept refers to a methodology for the design
of electrostatic vibration energy harvesters that starts from an overall, top-down view of the
system, rather than optimizing the mechanical or electrical part independently and only then
studying the dynamics yielded by an electromechanical domain analysis. This approach allows,
in principle, to build VEHs compatible with arbitrary types of vibrations. We start the chapter
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by taking a step back from the work done in the first part of the manuscript, showing how this
approach is different. We then derive the energy maximizing dynamics of an idealized vibration
energy harvesting system, and discuss how the different sources of energy dissipation mitigate
the optimality of the derived dynamics.

The chapter 7 presents the full architecture of an electrostatic vibration energy harvester that
implements the concept of near-limits vibration energy harvesting settled in chapter 6. To this
end, a mechanical control law and suited electrical interface, computing, and sensing parts are
proposed. Then, the architecture is sized using realistic values for the mechanical parameters,
and realistic models of the electrical components. The results show the proof of concept of our
architecture, as well as the influence of some of the parameters on the system’s performance. We
then point out the optimization challenges that arise from our study, and give several examples
of possible variations of our architecture that may be worth investigating in future works.

We conclude the manuscript with a general conclusion, where we present a summary of
the main results obtained during this work, and of the future works that we think are worth
pursuing.
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Chapter 1

Introduction to electrostatic vibration
energy harvesting

This introduction chapter serves both as a general, rather qualitative introduction to the field
of electrostatic vibration energy harvesting (e-VEH), as well as an exposition of the knowledge
base that is going to be used throughout this manuscript.

We start by reviewing some of the motivations behind vibration energy harvesting. We then
focus on explaining the basic concepts of electrostatic vibration energy harvesting (e-VEH).
After a simple situation illustrating the concept of e-VEH is presented, we then move on to the
presentation of the lumped-parameter model of a complete e-VEH. Then, the role of the electrical
conditioning circuits in e-VEH is more thoroughly discussed through some examples. The role
of the electrical constraints on the comparison of different electrical conditioning schemes is
highlighted. This section on conditioning circuits ends with a discussion on the study of the
electromechanical coupling effects arising from the electrical conditioning of e-VEH’s transducer.
Next, we briefly discuss the fabrication of micro-electromechanical devices used as electrostatic
transducers in e-VEH. We also report three state-of-the-art examples of devices to illustrate the
different geometries of electrostatic transducers. In particular, the structure that is the basis
of the devices used in experiments throughout this manuscript is presented. We then move on
to the description of some experimental procedures to which we will make reference at multiple
points throughout this manuscript. The chapter ends with a discussion on some challenges in
e-VEH, as well as some examples of reported systems.

1.1 Motivations for electrostatic vibration energy harvesting

Sensing and data recording is appearing as the new paradigm of the 21th century: smart cars,
smart home, smart buildings and cities are the objects of very extensive and active research.
They all need a large number of communicating sensors, preferably wireless, for installation and
operation cost reduction or reliability improvement. The modern car has a few hundred sensors,
and it is expected that the automotive industry will require 22 billion sensors by 2020. Today,
most sensors are still powered using wires. Making them autonomous would ease the sensor
installation and would, generally, offer a lighter and more reliable system. These ideas about
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Base station
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center

Wireless

sensor

network

Satellite

Figure 1.1: Principle of an ideal wireless sensor network (WSN) ecosystem: an event captured by an abandoned
sensor node is transmitted to other nodes nearby.

smart environments take benefit from the Wireless Sensor Network (WSN) or the Internet of
Thing [AIM10] (IoT) concepts. In WSN, all the sensors are provided with an embedded energy
source and an antenna to wirelessly transmit data measurements. This communication system
usually takes place in a star network where each sensor communicates with a master node. A
better implementation of the network can be arranged if each sensor communicates with the
closest node in order to progressively propagate the measured information to reach the base
station (Fig. 1.1). For the IoT, the main idea is that any item of the daily life is able to
communicate data through such a network.

For both WSNs and the IoT, independent and miniature power sources are usually preferable
over wire powering. In the majority of cases, a battery is used, which may last from several days
to several years, depending on its size and the application. However there are applications where
a battery is not suitable for some reasons: a harsh environment degrades the battery too fast,
an inaccessible location makes the cost of the battery replacement too high, or the ecological
impact of battery use and disposal [RS03]. In these cases, a good solution is to convert energy
from the ambient environment of the sensor. This is the modern concept of “energy harvesting”.

There are many ways to harvest ambient energy. The most mature and efficient technique
to this day is undoubtedly the use of photo-voltaic cells converting ambient light into electricity.
Another technique is to use temperature gradients to generate electrical energy through the
Seebeck effect. However, in some cases where no light or temperature gradient are available
in the environment, less conventional energy sources have to be envisaged. In these cases, the
kinetic energy communicated to the sensor by its surroundings vibrations is a good candidate
for conversion into electricity, since these vibrations are present in the environment of many
applications.

A vibration energy harvester, or VEH, is a system designed to carry out this energy con-
version, and to make the converted energy available for use by an electronic system. The term
VEH refers to systems of relatively small size, on the order of 1 cm3 or less, and of small mass,
so that they do not impede with the operation of the device they supply. In general, the amount
of converted energy is an increasing function of the device’s size. VEHs generate electric power
on scales ranging from the µW to the mW, depending on both the device size and the environ-
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mental vibrations. Note that the idea of converting kinetic energy to electrical energy to supply
electrical devices has existed since about the discovery of electricity. An example is the dynamo,
invented in the late 19th century. Such device uses a purposeful mechanical action in order
to generate electrical energy, contrarily to VEH as we understand it, for which the vibrations,
sometimes unwanted, are experienced by the system because of its environment, rather than
being deliberately introduced. There also exist devices of very large scale that convert kinetic
energy from environmental vibrations, such as from ocean waves [SJ09]. The scales of generated
power are that of electrical power plants, that is, MW.

The fabrication of small-scale vibration energy harvesters has been enabled by recent de-
velopments in material science and microelectronics, which allow us to envisage miniaturized
systems combining the vibration energy harvester and the electrical system supplied by this
source, possibly without any battery. Three families are generally distinguished for this conver-
sion of mechanical energy into electricity, depending on the mode of transduction used: elec-
tromagnetic, piezoelectric and electrostatic. Each family has its advantages and drawbacks,
and a comparison requires a set of specifications given by a concrete application case. In this
manuscript, we focus on devices using the electrostatic transduction mechanism. The advan-
tages of electrostatic vibration energy harvesters that are often cited include compatibility with
batch-fabrication processes, which have mature fabrication processes driven by the technologies
of integrated circuits, as well as a better long term reliability.

There are numerous applications for vibration energy harvesting, even if there are few com-
mercial products so far. For instance, mechanical structure health monitoring includes the
monitoring of bridge oscillations, in which large WSN are buried, as Fig. 1.2 depicts. Structure
health monitoring is also concerned with cracks in plane wings or changes in train rail fixtures
with the aim to avoid deadly accidents. In all of these examples, it can be tedious and/or costly
to replace end-of-life batteries. Other common examples include mechanical vibrations of the
heart, for example, to power an implanted, leadless pacemaker, as depicted in Fig. 1.3. Com-
mercial products nevertheless are beginning to emerge, through companies such as Wisepower
srl, or Omron corporation.

The environmental vibrations from which electricity is to be converted can be of various
forms, depending on the application. They can be periodic or non-periodic, harmonic or non-
harmonic, regular or irregular, spread over a large frequency range or concentrated around
single frequency. As depicted in Fig. 1.4, each environment has a specific vibration frequency
spectrum and it is very difficult, if not impossible, to design a generic VEH: each application
needs a dedicated device in order to optimize the power yield. A great research effort in the
field of vibration energy harvesting is geared towards building systematic design flows for VEHs.
Such a design flow is intended to enable the conception of VEHs that can be made compatible
with targeted types of vibrations and under a given set of constraints (e.g., on the VEH’s size),
as dictated by the specification of each particular application.
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Figure 1.2: The wide variety and large number of sensors in a modern
bridge [DST13].

Figure 1.3: Schematic of the hu-
man heart with an implanted, lead-
less pacemaker [Det13].

Figure 1.4: Examples of different vibration spectra published in the scientific literature: (a) typical shape of the
acceleration spectrum in the right atrium of a human heart [Det13], (b) power spectral density of the acceleration
measured on the inner surface of a car tire driving at 60 km/h [RAG13], (c) acceleration spectrum of a car [DJJ05],
(d) acceleration of a train [VC14].
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1.2 Introduction to electrostatic vibration energy harvesting

1.2.1 Operation principle on a simple example

Electrostatic vibration energy harvesters (referred to as e-VEHs, for electrostatic vibration en-
ergy harvesters, throughout this text) are VEHs that use electrostatic transducers in order to
convert kinetic energy to electrical energy. Such transducers are in fact variable capacitors, and
are electrically modeled as such. The variation of the capacitance is subsequent to a change
in their geometry. This change in the geometry is itself subsequent to the work of an exter-
nal mechanical force. In e-VEH, this force is the result of the system being submitted to its
environmental vibrations.

surface

fixed electrode

moveable electrode

Figure 1.5: Schematic of an electrostatic transducer, that is, a variable capacitor. Here, the capacitance varies
by the motion of the right electrode.

(a) We start from Ct “ Cmax, the
transducer being charged with a
voltage V0.

gap increases

(b) The gap increases thanks to
an external mechanical action on
one or both of the transducer’s
plates, while the transducer is iso-
lated electrically: its voltage in-
creases while its charge remains
constant.

(c) When the gap reaches a value
d1 ą d0, the transducer is dis-
charged in a resistance R.

Figure 1.6: Example illustrating the principle of e-VEH.

Let us give a simple examples that illustrates the operation of an e-VEH. Consider a planar
capacitor Ct that has a movable electrode along an axis normal to the electrode plane, as depicted
in Fig. 1.5. The other electrode is supposed to be unmovable. This type of variable capacitor
is said to be of ‘gap-closing’ geometry, because its geometry varies by varying the length of the
gap between its electrodes. Recall the capacitance formula for a planar capacitance:

Ctpdq “ ε0εr
S

d
(1.1)

where ε0 is the vacuum permittivity constant, is the dielectric permittivity constant, S is the
capacitance’s electrode surface and d is the separating gap between the two electrodes. In the
following example, let us assume that the sole varying parameter is d, so that the capacitance is
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a function of d. In the rest of this manuscript, we suppose that the dielectric is either vacuum
or air, for which εr « 1, so that we drop the εr coefficient, hence lightening the notations.

Now, consider the sequence of events in Fig. 1.6. First, suppose that the gap between the
capacitor’s plates is of d “ d0. At this instant, the capacitor is charged by a voltage source to a
voltage V0. It hence stores the energy V0

2Ctpd0q{2. At a time t1 corresponding to the end of the
charging to V0, the electrodes are supposed to move apart, until the gap reaches d1 ą d0. During
this movement, the transducer is isolated electrically so that the current flowing through it is
effectively zero. Finally, when the gap has reached d1, the transducer is connected to a resistor
R in which it discharges, whilst the gap stays at d1. The energy dissipated in the resistor is
equal to the energy in the capacitor when the gap reached d1. The capacitor provided more
energy to the load R than it stored at d “ d0. In particular, the net energy ∆W , obtained by
removing the initial energy in the capacitor is

∆W “
1

2
Ctpd1qV0

2C
2
t pd0q

C2
t pd1q

´
1

2
Ctpd0qV0

2 “ ε0V0
2 S

d0
2 pd1 ´ d0q ą 0 (1.2)

The process described in this example needed a pre-bias of V0 across the electrostatic trans-
ducer. In fact, the need for a pre-charge is a characteristic property of electrostatic transducers.
This pre-charge can be provided by different means, such as an electrical energy tank in the
system (see Sec. 1.3) or by particular materials called electrets (see Sec. 1.4.2).

1.2.2 Lumped-parameter model of an electrostatic vibration energy
harvester

In the previous example, the displacement of the capacitor’s mobile electrode was given as an
input of the considered system. This example allowed for an intuitive understanding of the
process on which e-VEH is based on.

In a physical setting, the energy has to be converted from some other form into the trans-
ducer’s electrostatic field. In the context of e-VEH, it is converted from the mechanical domain.
The converted energy amounts to the work of the external mechanical force responsible for the
displacement of the mobile electrode. A full physical model of the e-VEH system is hence needed
in order to fully describe the system’s dynamics and hence the energy conversion process.

In this thesis, we deal with lineic inertial e-VEHs. Such e-VEH systems can be viewed as a
box, or a frame, in which lies a mass of strictly inferior dimensions than that of the box. The
transducer capacitance variation happens thanks to the displacement of an inertial mass along a
constrained axis. The transducer’s mobile electrode is supposed to be mechanically fixed to this
mass. In turn, the mass displacement is a consequence of the e-VEH frame being accelerated by
its surroundings vibrations. The displacement is a result of the dynamics of the whole system
rather than be directly imposed such as it was in the example of Sec. 1.2.1.

The acceleration of the box, denoted by Aextptq, translates to an equivalent force ξptq acting
on the e-VEH’s inertial mass, which reads

ξptq :“ ´mAextptq (1.3)
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In the rest of the manuscript, the term input force and the notation ξptq will refer to this force
in the various contexts where it appears.

Let us now make these general ideas more precise by exposing a lumped model of an e-VEH.
We start from a minimalistic lumped model, which we gradually enrich by adding details about
the electrical and mechanical subsystems of an e-VEH.

1.2.2.1 Simplest physical model
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Figure 1.7: Generic model of an inertial e-VEH, based on a transducer of gap-closing geometry.

The conversion from electrical to mechanical energy means that there exists at least a force
of electrical origin acting on the mass, adding up with the external mechanical force ξptq. With
electrostatic transduction, this is done by the mass being fixed to the movable plate of the
variable capacitor. We will consider that the other plate is fixed to the frame of the e-VEH. The
force responsible for the energy conversion is hence the force acting on the mass because of the
electrostatic field in between the two plates.

The simplest model that is widely encountered for lineic, inertial KEHs (we will omit the
lineic and inertial adjectives from now on as it is all we are interested in in the present study)
is given by the ODE (ordinary differential equation):

#

m:x “ ξptq ` uptq

|xptq| ď xM

(1.4)

where xptq denotes the displacement of the mass relatively to the e-VEH’s frame. The (repeated)
overdot stand for (repeated) derivation versus time. The force uptq is the transducer force
responsible for the energy conversion between mechanical and electrical domains. Note that this
model does not define the dynamics outside of the limits ˘xM. The energy converted from the
vibration into the energy of the transducer’s electric field reads

W “

ż t

t0

uptq 9xptq dt (1.5)
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In the setting of electrostatic KEH we have that [PFC97]

uptq “
1

2
V 2

t ptq
BC

Bx
pxptqq. (1.6)

where V denotes the voltage across the transducer. In the following of this manuscript, the time
dependence will often be dropped when it is clearly implied by the context.

Let us summarize this model on a schematic, depicted in Fig. 1.7. In this figure, the trans-
ducer’s geometry is said to be gap-closing, as in the example of Sec. 1.2.1. The mass’ left face
forms the transducer’s mobile electrode, while the electrode fixed to the frame is depicted on
the left of the figure. The mobile mass moves between positions ˘xM.

In this configuration, the capacitance-versus-position function reads:

Ct,GCpxq “ ε0
S

d0 ´ x
(1.7)

and, from (1.6), the transducer force u reads:

u “
1

2
V 2

t ε0
S

pd0 ´ xq2
. (1.8)

The gap-closing geometry is not the sole possible geometry of electrostatic transducers. Let
us present two other geometries of 1-dof (1 degree of freedom) transducers: the symmetrical
gap-closing geometry and the area-overlap geometry. For simplicity, we will keep the gap-closing
geometry in the following figures of enriched models of the KEH (Sec. 1.2.2.2 and Sec. 1.2.2.3).

Electrostatic transducers of symmetrical gap-closing geometry are configured such as de-
picted in Fig. 1.8. The transducer consists in two differential capacitors: two electrodes are
fixed and the corresponding mobile electrode moves in between them in a gap-closing fashion.
Each face of the mobile mass constitutes an electrode for each of the two variable capacitors. The
mobile mass, whose position relatively to the e-VEH frame is denoted by xptq, is free to move
along an axis pOxq, between positions ˘xM. The two differential capacitors are electrically con-
figured as parallel capacitors, because the two fixed electrodes are electrically connected. Hence,
the transducer capacitance Ct is the sum of these two differential capacitance values.

The capacitance-versus-displacement function for a symmetrical gap-closing transducer reads

Ct,SGCpxq “ ε0
S

d0 ´ x
` ε0

S

d0 ` x
“ ε0

2Sd0

d0
2 ´ x2

, (1.9)

and hence, from (1.6), the transducer force u reads:

u “
1

2
V 2

t ε0
4Sd0x

pd2
0 ´ x

2q2
(1.10)

Electrostatic transducers of area-overlap geometry are configured such as depicted in Fig. 1.9.
In this configuration, the gap between the mobile and fixed electrode is kept constant, but the
overlapping area changes as the transducer is free to move in the direction corresponding to
the l dimension of the mass (see the figure). Again, the mobile electrodes are fixed on the
e-VEH’s mass which is able to move along an axis pOxq between positions ˘xM. The change
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Figure 1.8: Generic model of an e-VEH based on a transducer of symmetrical gap-closing geometry.

of capacitance occurs because of the change in the capacitor overlapping area instead of the
separating gap.
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Figure 1.9: Generic model of an e-VEH based on a transducer of area-overlap geometry.

The capacitance-versus-displacement function for an area-overlap electrostatic transducer
reads

Ct,AOpxq “ 2ε0
wpl ` xq

d0
. (1.11)

From (1.6), the transducer force u reads:

u “ V 2
t ε0

w

d0
. (1.12)

Here, we have represented an area-overlap geometry with a two-ended fixed electrode, but it
can be one ended as well, the corresponding capacitance-versus-displacement function being
obtained by dropping the factor 2 in (1.11), and modifying (1.12) accordingly.

An observation that can be made from (1.8), (1.10) and (1.12) is that an even downscaling of
all transducer’s dimensions leaves the electrostatic force unchanged. This property, as mentioned
in Sec. 1.1, is one of the reasons why the electrostatic transduction mechanism interesting for
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e-VEH at smaller scales.

Finally, note that there also exists differential transducers that are composed of two separate
variable capacitors that vary in a complementary manner. We postpone the model of such a
differential transducer to Chap.7 where it is used. Finally, note that other types of electrostatic
transducers geometries are possible, such as transducers for which both the overlapping area
and the gap vary, or transducers which are based on a variation of their dielectric material. We
will not discuss such transducers in this manuscript.

1.2.2.2 Adding details about the electronics
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Figure 1.10: Generic model of an e-VEH based on a transducer of gap-closing geometry and biased by a condi-
tioning circuit.

Both the previous model and the simplified example of Sec. 1.2.1 highlight that the energy
conversion process depends on the evolution of the transducer’s bias throughout its capacitance
variation. This evolution of the transducer’s biasing during its capacitance variation is called the
electrical conditioning of the transducer. This conditioning is determined by an electronic circuit,
called the conditioning circuit. This circuit can be described by a set of differential-algebraic
relations Ψ that governs the evolution of Vt. We can thus further enrich the model:

$

’

’

&

’

’

%

m:x “ ξptq ` uptq

|xptq| ď xM

Ψp 9V, 9I,V, I, x, 9x, tq “ 0

(1.13)

where V and I are vectors of currents and voltages in the circuit. Hence, Vt is a coordinate of
V.

Let us illustrate an example of such a map for the introductory example of Se. 1.2.1. A
circuit implementing the steps of this simple example is given in Fig. 1.11. Note that practical
implementation implementations of conditioning circuits will differ from the illustrative circuit
of Fig. 1.11, for reasons that are exposed below in Sec. 1.3.2.1.

In this circuit, we chose as the sole electrical state variables the voltage across and the
current through the transducer. Hence we replace V with Vt and I with it. We denote by Ctpxq
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+

Figure 1.11: Circuit to implement the introductory example of transducer conditioning presented in Sec. 1.2.1.

the capacitance-versus-displacement function for the geometry of interest (e.g., (1.7), (1.9) or
(1.11)). Note that we added a resistance RS modeling the series resistance of the source V0.
Defining Ψ “ pΨ1,Ψ2q

T, we can describe the circuit above by, e.g.,

Ψ1p 9it, 9Vt, it, Vt, x, 9x, tq “ itptq ´
BC

Bx
pxq 9xptqVtptq ´ Ctpxq 9Vtptq

Ψ2p 9it, 9Vt, it, Vt, x, 9x, tq “

$

’

’

&

’

’

%

V0 ´ itRS, if xptq ď d0

itptq, if d0 ă xptq ă d1

Vtptq ´ itptqR, if xptq ě d1

(1.14)

Evolution maps describing switched circuits dynamics, such as Ψ given above, give rise to
dynamical systems where there may exist problems of well-posedness, depending on, e.g., the
specified initial conditions, and that even if the circuit is decoupled from the mechanics (i.e., xptq
or equivalently Ctptq is an input). In fact, the systematic, quantitative study of such piecewise-
linear circuits is covered by non-smooth analysis and the theory of differential inclusions [GBA12;
ABB10]. This latter approach is used by the latest circuit simulators, that must be able to
numerically solve a wide class of circuits. As the rest of this manuscript will show, almost all
conditioning circuits used in e-VEH have such a switching behavior, but we do not need the same
systematic approach as that used by circuit simulators. Specifically, we will never use the explicit
description of a conditioning circuit in terms of the map Ψ. Instead, the approach we will use
in the rest of this work to analyze e-VEHs will be based on additional knowledge, gained from
the electrical analysis and physical insight, on the particular topology of the conditioning circuit
they use. Also note that another modeling strategy could be to use a Ψ map that describes
smooth (yet, of course, nonlinear) models of these components (e.g., quadratic transistor model
for switches) instead of the abruptly switching models. In this present section, we chose the
abstract representation as a generic map Ψ in order to not induce any loss of generality on the
electrical interface that can be used at this point. This view of the electrical interface will appear
a few times throughout this manuscript, in Chap. 4 and in Chap. 6.

Finally, let us mention here that in the setting of the transducer connected to an electrical
circuit, the parasitic capacitance due to the transducer’s electrical environment (e.g., diodes
input capacitances, or parasitic capacitances due to the connections) will superpose to that of
the transducer. Hence, the effective capacitance of the transducer will be increased by a parasitic
Cp, whose value depends on the electrical context.
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Figure 1.12: Generic model of an e-VEH based on a transducer of gap-closing geometry and biased by a condi-
tioning circuit. The model accounts for forces of mechanical origin, here a linear spring, a linear damping and
end-stops modeled by a spring-damper system.

1.2.2.3 Adding details about the mechanics

Finally, the model of an electrostatic vibration energy harvester has also to account for mechan-
ical effects that originate from the mechanical structure of the transducer itself. Such effects
are often intentionally added in order to improve the operation of the KEHs for specific appli-
cation cases. Other times, they can be unwanted parasitic effects. We can encapsulate them
into two additional terms to the original ODE: a term ´kpxqx which represents a conservative
(i.e., solely position-dependent in the 1-dof context), and a term ´cpx, 9xq 9x which accounts for
parasitic damping effects.

#

m:x “ ξptq ` uptq ´ kpxqx´ cpx, 9xq 9x

Ψp 9V, 9I,V, I, x, 9x, tq “ 0
(1.15)

One of the most encountered mechanical features of VEHs is the presence of a spring, that
is at least present to suspend the inertial mass in the e-VEHs frame. Hence, the mechanical
structure of such VEHs is a resonator. For example, kpxq “ k for a linear spring, in which case
the e-VEH’s mechanical structure is a linear resonator of natural frequency ω0 “

a

k{m. This
term can also account for nonlinearities, either introduced or non-intentional. For example, the
function kpxq “ k ` k2x

2 gives rise to the celebrated Duffing equation [GH13] if one omits the
transducer force uptq. In fact, in the setting of electrostatic transduction for e-VEH, introducing
such nonlinearities can be beneficial. Some examples will be given below in Sec. 1.6.1. In the
same way, the parasitic damping term can be linear (that is, cpx, 9xq “ c), or nonlinear to account,
e.g., for squeeze-film damping effects [Sen07].

The terms kpxq and cpx, 9xq can also account for a mechanical model of the end-stops. An
end-stop can be modeled by a stiff spring and a linear damper, the latter being responsible for
energy conversion in the collisions (e.g., lost into heat). In this case we remove the constraint
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|xptq| ď xM from (1.2.2.2), and write

kpxq “

#

kxptq if |xptq| ď xM

kxptq ` ks|xptq ´ xM| otherwise

cpx, 9xq “

#

cs 9xptq if |xptq| ď xM

cs 9xptq ` cs 9xptq otherwise

(1.16)

A more abrupt model can be used, as it is done in the example of map Ψ above (i.e., reinitializing
the mass’ velocity as in [AB08]), but the model (1.16) is seemingly the most popular among
e-VEH works, and has gone through extensive experimental validation [TLH15] and parameter-
fitting [KHS15].

1.3 Conditioning circuits for electrostatic vibration energy
harvesting

The electrical conditioning of an electrostatic transducer was defined in Sec. 1.2.2.2 as the
evolution of the transducer’s bias throughout its capacitance variation. The term conditioning
scheme will refer to this same definition in the rest of this manuscript.

A conditioning scheme is implemented by a conditioning circuit. For example, the scheme
of the example of Sec. 1.2.1 can be implemented by the conditioning circuit in Fig. 1.6. The
above model suggests that the conditioning scheme and hence the conditioning circuit have an
important role on the system’s dynamics, and thus on energy generation.

This section is devoted to give more details on the electrical conditioning of e-VEHs. We
start by presenting a geometrical tool summarizing the operation of conditioning circuits, called
the charge-voltage diagram. Then, three fundamental examples of conditioning circuits are
presented (constant-charge, constant-voltage and primitive). The example of the constant-charge
conditioning will be used as an occasion to highlight the role of the conditioning circuit related to
load energy delivery. In the end of the section, the fundamental difference between the electrical
and electromechanical domain study of an e-VEH is discussed.

1.3.1 Charge-voltage diagram

Figure 1.13: An example of a charge-voltage diagram presenting a loop.
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The charge-voltage diagram is a convenient tool that will be used throughout this thesis to de-
scribe the operation of a conditioning circuit. This diagram is a parametric plot pQtpCtq, VtpCtqq

in the charge-voltage plane, where Qt “ VtCt denotes the charge on the transducer. It sum-
marizes the evolution of the charge and voltage biasing of the transducer as imposed by the
conditioning circuit it is connected to, across the variation of Ct. A generic example of such a
diagram is depicted in Fig. 1.13.

For a biasing of Ct throughout its variation that describes a loop in the charge-voltage
diagram, the energy converted by the corresponding variation is the area enclosed by the loop.
Indeed, the work done by the transducer force between two times t1 and t2 reads, according to
(1.6)

Wu “
1

2

ż t2

t1

Vt
2 BCt

Bx
pxptqq 9xptq dt “

1

2

ż Ctpt2q

Ctpt1q
Vt

2 dCt. (1.17)

The change of variable here can be made rigorous by breaking down the evolution of Ct between
times t1 and t2 into monotonic evolution segments, so that Vt is a function of Ct on each of
them. We also have that

CtpQt, Vtq “
Qt

Vt
ùñ dCtpQt, Vtq “

1

Vt
dQt ´

Qt

Vt
2 dVt, (1.18)

Integrating this differential form over the closed loop Γ parametrized by pQtpCtq, VtpCtqq yields,
using Green-Riemann’s theorem

Wu “
1

2

ż

Γ
Vt

2 dCpQt, Vtq “
1

2

ż

Γ
Vt dQt ´Qt dVt “ ´

ĳ

˝

Γ

dQt dVt (1.19)

The rightmost quantity is the opposite of the signed area of the domain
˝

Γ enclosed by Γ. The
work done by the transducer force is hence negative if the loop’s orientation is counter canonical
(a person walking on the line sees the interior of the domain on its right, as in Fig. 1.13), in

which case the area of
˝

Γ represents energy converted from the mechanicam to the electrical

domain. If Ct’s variation describes the loop in the canonical orientation, the area enclosed in
˝

Γ

amounts to the energy converted from the electrical to the mechanical domain.

1.3.2 Examples of conditioning schemes and circuits

Let us describe three electrical conditioning schemes and give examples of associated condition-
ing circuits, namely the constant-charge, constant-voltage and primitive conditioning schemes.
Chronologically, these conditioning schemes are the three first that were proposed in the field
of e-VEH. They still are used in a variety of applications, with the primitive conditioning being
extensively used for device test and characterization (see Sec. 1.5).

1.3.2.1 Constant-charge conditioning circuits

The constant-charge conditioning scheme consists in keeping the charge on the transducer con-
stant while its capacitance decreases. Let us describe this conditioning scheme, while at the
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+

(a) Charging of Ct at Ct “ Cmax.
(b) Ct decreases while its charge
is constant.

(c) Discharging of Ct at
Ct “ Cmin.

Figure 1.14: The three steps of the constant-charge conditioning scheme explained on its charge-voltage diagram.

(a) Charge-voltage diagram for the
constant-charge conditioning.

+

(b) Schematic of a circuit implementing the constant-charge condi-
tioning.

Figure 1.15: Constant-charge conditioning of an electrostatic transducer.

same taking this opportunity to build the corresponding charge-voltage diagram following the
Fig. 1.14.

Suppose the transducer’s capacitance Ct continuously and cyclically varies between two
extreme values Cmax and Cmin with Cmax ą Cmin. Here, we are not interested in the whole
system dynamics including the mechanics, but we consider this capacitance variation as an
input, as we did in Sec. 1.2.1. This is often the case when first studying new conditioning
schemes and circuits (see Sec. 1.3.4 below) and is called the electrical domain analysis.

When Ct “ Cmax, the transducer is charged to a voltage V0 fast enough so that Ct remains
equal to Cmax during the whole process. This is the red segment in Fig. 1.14a. Then, Ct

decreases while its charge is kept constant by being electrically isolated, until Ct “ Cmin, and
its voltage increases such that Vtptq “ V0Cmax{Ctptq. This is the blue segment in Fig. 1.14b. At
the instant when Ct “ Cmin, the transducer is discharged into a load resistor R, fast enough so
that it happens while Ct remains equal to Cmin. This is the green segment in Fig. 1.14c. Then,
the transducer is kept discharged until Ct “ Cmax and the cycle restarts. The obtained contour
in the charge-voltage plane is triangular. It encloses the area ∆W , which reads

∆W “
1

2
CmaxV0

ˆ

Cmax

Cmin
V0 ´ V0

˙

“
1

2
CmaxV0

2

ˆ

Cmax

Cmin
´ 1

˙

(1.20)

In fact, this scheme correspond to the introductory example of Sec. 1.2.1: Ct “ Cmax cor-
responds to the gap of d0 and Ct “ Cmin to the gap of d1. The circuit depicted in Fig. 1.6
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was presented as a circuit to implement this specific conditioning scheme, but it has several
drawbacks that makes it unusable in practice:

• when the capacitance reaches Cmin, it is discharged at once through R. If R represents
the load to be supplied, it is supplied in a pulsed pattern (every time Ct “ Cmin), with a
voltage ripple going from 0 to V0Cmax{Cmin. However, most electrical systems need to be
supplied in a specific form, e.g., a steady DC voltage of given value ;

• when the capacitance is charged at Cmax, it is connected to a voltage source V0. This
voltage source is likely to be realized with a large capacitor, or at least modeled as such.
It is a well known fact that such a direct connection results in the loss of a large part of
the energy supplied by the initially charged capacitor [UJM16]. As the purpose of a VEH
is to maximize its energy output, this is a rather bad solution.

This example of constant-charge conditioning is for us an opportunity to raise those two re-
quirements that are in fact universal to all e-VEHs conditioning circuits. In particular, the first
of these requirements shows that the load interfacing and the electrical conditioning are two
different but coupled tasks which the e-VEHs electrical interface encompasses. Finally, another
limitation of the circuit in Fig. 1.11, which this time is specific to the constant-charge condition-
ing scheme, is that the charge on the transducer V0Cmax is imposed by the value of the voltage
source V0, which can have low value and hence result in small converted energy (see (1.20)).

A more realistic example of a circuit implementing the constant-charge conditioning scheme
is depicted in Fig. 1.15b. Let us synthetically describe its operation. Suppose initially that
Ct “ Cmax and that Vt “ 0. The switches S1 and S2 are put in their ON state, thus magnetizing
the inductor L. Then, they are turned off so that the inductor, in series with V1, discharges
into Ct through the diode anti-parallel to S3. This process has to be quick enough so that Ct

remains equal to Cmax. The amount of charge V0Cmax can be modulated to any value greater
than V1Cmax by adequately timing the pulse width commanding switches S1 and S2. When Ct

decreases from Cmax to Cmin, all switches remain in their off-state so that Ct’s charge is constant.
Finally, when Ct reaches Cmin, S1 is set to ON so that Ct fully discharges into the source V1

through L.

This circuit addresses the two points raised above by:

• moving the converted energy back into the voltage source V0, which can be seen as the
energy tank of the system. We can suppose that this is realized by, e.g., a large capacitor.
In this case, an external regulation mechanism can hence either regulate the voltage across
this capacitor, either move it to another capacitor whose voltage will be regulated. A load
connected will see a steady DC voltage. Therefore, one can say that this circuit decouples
the problem of transducer conditioning from the problem of load interfacing.

• carrying out the charging of the transducer at Cmax and its discharge in the capacitive
energy tank at Cmin through an inductive energy buffer, reminiscing of a DC-DC converter
topology. This allows, in principle, lossless transfers from V1 to Ct and vice-versa.

Practical implementations of e-VEHs using a constant-charge conditioning circuit have been
reported, e.g., in [MMA01]. It is important to note that the constant-charge conditioning circuits
need to track the value of Ct in real-time in order to correctly implement the charging and
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discharging events. Finally, note that parasitic elements of the conditioning circuit’s components
make the conditioning scheme deviate from the idealized constant-charge conditioning scheme
depicted in Fig. 1.15a. For instance, in the example of Fig. 1.3.2.1 the leakage currents associated
to the switches elements will prevent exact constant-charge operation when Ct decreases from
Cmax to Cmin.

1.3.2.2 Constant-voltage conditioning circuit

(a) Charge-voltage diagram for the
constant-voltage transducer condition-
ing scheme.

+

(b) Example of a circuit implementing the constant-voltage condi-
tioning scheme.

Figure 1.16: Constant-voltage conditioning of an electrostatic transducer.

Instead of keeping the transducer charge constant through its decreasing, one may decide to
fix the voltage across the transducer. This is the so-called constant-voltage conditioning scheme.
It consists in keeping the voltage across the transducer fixed to a voltage V0 while Ct decreases
from Cmax to Cmin, and then keep it uncharged when it increases from Cmin back to Cmax. The
corresponding charge-voltage diagram is depicted in Fig. 1.16a. The converted energy computed
from the area of the cycle reads

∆W “
1

2
V0

2pCmax ´ Cminq (1.21)

An example of circuit architecture to implement the constant-voltage conditioning scheme
described in Fig. 1.16a is depicted in Fig. 1.16b. This circuit essentially works in the same way
as the constant-charge circuit in Fig. 1.15b, except that at Ct “ Cmax, it charges the capacitive
system composed of Ct and a fixed capacitor C0 " Cmax. When Ct decreases, the capacitance
{Ct in parallel with C0} is kept at constant charge. Therefore, the voltage across Ct remains
approximatively constant during its variation as C0’s value is much larger than Ct. Indeed, if the
voltage across C0 and Ct is equal to V0 when L finishes being discharged, the charge conservation
equation reads

V0pCmax`C0q “ V1pCt`C0q, Ct P rCmin ;Cmaxs ùñ V1 “ V0
Cmax ` C0

Ct ` C0
„

Cmax{C0Ñ0
V0. (1.22)

Practical circuit designs implementing the constant-voltage conditioning scheme have been
reported in the literature, e.g. by Torres et al. in [TR10]. As for the constant-charge case,
constant-voltage conditioning circuits need synchronization with Ct’s variation.
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1.3.2.3 Primitive conditioning

(a) Charge-voltage diagram for the primitive con-
ditioning circuit in steady-state mode.

+

(b) The primitive conditioning circuit.

Figure 1.17: Primitive conditioning of an electrostatic transducer.

The primitive conditioning refers to both a conditioning scheme and the conditioning circuit
that is tied to it. It consists in using the transducer in series with the loading resistance and a
voltage source, as depicted in Fig. 1.3.2.3.

Contrarily to the constant-charge and constant-voltage conditioning circuits of Sec. 1.3.2.1
and Sec. 1.3.2.2, with the primitive conditioning circuit, the converted power at each cycle of
variation of Ct does not only depend on local extremum Cmax and Cmin, but rather on the
capacitance variation function in between these two extrema. Plus, for a fixed variation of Ct,
the circuit has a transient dynamics before reaching a steady-state operation, which is not the
case for the two circuits described above. The voltage across R is alternating, and there is little
control on it as it depends on the exact Ctptq variation. If R represents the electrical load that
is to be supplied by the e-VEH, then this is incompatible with the need of a steady DC voltage
of most electrical systems. For these two reasons, the primitive conditioning circuit is almost
unusable as such in a practical e-VEH.

Yet, this circuit is useful in different settings. First, in some cases, the study of this circuit
can serve as a benchmark of the performances of e-VEHs using more sophisticated electrical
interfaces, that can be modeled by a resistive load under some hypotheses. These are essen-
tially based on the assumption of a linear two-port lumped model of e-VEH, which coincides
in structure with models of piezoelectric VEH (see [Til96; DSP10]). The primitive conditioning
circuit is also used for e-VEH characterization purposes in different experimental settings for
the characterization of e-VEHs. This is the subject of Sec. 1.5 below.

Let us mention that, regarding to the converted power, there exists a value of R that max-
imizes it, for a each capacitance variation function and voltage V0. This can be understood by
considering two extreme cases:

• when R is of relatively large value so that it tends to an open circuit, the charges on Ct

do not change. The voltage across Ct hence alternates between two values Qt,0{Cmax and
Qt,0{min, where Qt,0 denotes the initial charges on Ct (green contour in Fig. 1.17a) ;

• when R is of relatively small value so that it tends to a short circuit, the voltage across Ct

seldom changes. In this case, the charge-voltage diagram tends to a vertical line passing
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through points pV0, V0Cminq and pV0, V0Cmaxq (red contour in Fig. 1.17a).

A thorough analysis of this circuit can be found in [GBB13] and Chap. 8 of [BBG16].

1.3.3 Comparison of conditioning circuits

Given the previous examples of electrical interfaces, a legitimate interrogation is on the relative
performances of different conditioning circuits. As for most of topics in engineering, this question
is only meaningful if some constraints are set. We already have encountered such constraints in
the presentation above: the constraint on the need for a regulated voltage to supply the load
had de facto eliminated the primitive conditioning from being potentially usable in a practical
e-VEH context where the resistor R represents the load to be supplied.

Another legitimate constraint that can be added is on the maximum voltage that the trans-
ducer can support. Let us denote this latter quantity by Vmax. In this case, it is easily shown
that the maximal constant-charge conversion cycle, for given Cmax and Cmin, amounts to

∆W “ Vmax
2 Cmin

Cmax
pCmax ´ Cminq (1.23)

while the maximal constant-voltage conversion cycle is

∆W “ Vmax
2pCmax ´ Cminq (1.24)

As Cmin{Cmax ă 1, it is clear that the converted energy is superior with the constant-voltage
circuit than with the constant-charge circuit in this setting.

However, this conclusion can be mitigated by the implementation of the circuits used for
each of the conditioning schemes. For example, the circuit in Fig. 1.3.2.2 charges capacitors C0

and Ct to the voltage V0 through the inductive buffer L and the diode anti-parallel with the
switch S3. Let us consider the voltage drop VT of this diode as the sole electrical non-ideality
for simplicity. In this case, to implement the cycle achieving (1.23), the charge VmaxCmin must
end up on Ct when Ct “ Cmax, and hence go through the diode. This implies that an energy
of VTVmaxCmin is lost in the process in the anti-parallel diode of S3. In the same way, with the
constant-voltage conditioning circuit, a total charge of VmaxpCmax ` C0q has to be moved to Ct

and C0. Neglecting CmaxVmax for simplicity, the energy lost amounts to VmaxC0. By subtracting
the energy lost in the diode from the converted energies for both cases (1.23) and (1.24), it comes
that the net converted energy remains larger with the constant-voltage conditioning circuit over
its constant-charge counterpart if and only if, defining η :“ Cmax{Cmin

C0 ď Cmin

ˆ

1`
Vmax

VT

pη ´ 1q2

η

˙

. (1.25)

This may restrict C0 to values that are too small in order to guarantee the constant-voltage
operation (see (1.22). We could have taken into account the non-idealities linked to the inductor
parasitic resistance, the other diodes or the switches ON-state resistance. That would have
made the condition (1.25) even more restrictive. This is fundamentally due to the fact that the
energy that this constant-voltage conditioning circuit needs to transfer in order to implement
the energy conversion scheme is much larger than its constant-charge counterpart.
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This simple example shows that comparing e-VEHs using different conditioning schemes
depends on how each of them is implemented, i.e., on the conditioning circuit. Depending on
the application constraints, different conditioning circuits implementing the same conditioning
scheme will also have different performances. It is worth mentioning that Mitcheson et al. did
an extensive comparison of two constant-charge and constant voltage conditioning circuits in
[MG12]. Their study takes into account different parameters including the input characteristics,
several electrical non-idealities, as well as the role of the electromechanical coupling on the
complete e-VEH’s system dynamics, that we now move on to discuss.

1.3.4 Electrical and electromechanical domain study

In the study of the circuits above, we started by an hypothesis on the variation of Ct in between
extreme values Cmax and Cmin. This means that Ctptq was considered as an input, just like
in the introductory example of Sec. 1.2.1. Doing so allows one to isolate the analysis of the
electrical interface from the rest of the e-VEH system, and is called the electrical domain analysis.
Meaningful insights on the operation of a conditioning circuit can be drawn from such an analysis.

However, as the physical models in Sec. 1.2.2 show, in an e-VEH, the evolution of the
transducer’s capacitance value Ctpxptqq is a consequence of the inertial mass’ position, which
itself results from the overall dynamics of the system. The electrical and mechanical dynamics
are interleaved within this system. Hence, it is ultimately necessary to study the dynamics of
the complete e-VEH system, given a specific mechanical structure and conditioning circuit. This
is referred to as the electromechanical domain analysis. This analysis is of major importance for
purposes of design and optimization of e-VEHs, i.e., in order to explore the parameter space.
For e-VEHs, this parameter space includes the device’s dimensions (e.g., the transducer’s gap at
rest d0, or the displacement limits xM), its mechanical attributes (e.g., the spring stiffness k), the
attributes of its electrical conditioning (e.g., V0 for the constant-voltage conditioning circuit), or
the type of input we wish to study (e.g., harmonic inputs with a given range of frequencies).

The nonlinear nature of the electrostatic force (1.6), and of the conditioning circuits such as
the constant-charge or constant-voltage conditioning circuits that exhibit non-smooth, piecewise-
defined dynamics, make the electromechanical domain analysis complex. Nonlinearity in the
mechanical domain (such as the Duffing-type discussed in Sec. 1.2.2.3, or the collisions with the
end-stops) make the analysis even trickier. The subsequent system can give birth to a wide
variety of behaviors that are fundamentally due to its nonlinear dynamics.

To illustrate the nonlinearity on a simple, concrete example, consider the case of a resonant
e-VEH, with gap-closing geometry, using the primitive conditioning circuit, and harmonic input
force of frequency ω and amplitude ξ0. Let us not bother about displacement limitations. The
corresponding model reads:

$

’

’

&

’

’

%

m:x` kx` c 9x ´
1

2
Q2

t

x

ε0d0S
“ ξ0 cospωtq

9Qt `Qt
d0

2 ´ x2

2ε0Rd0S
“
V0

R

(1.26)

which have to be solved for x and Qt for a given initial condition on x, 9x and Qt. This
example clearly shows the nonlinearity of the differential system modeling the e-VEH. Using a
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conditioning circuit of higher order (higher dimensional state) and piecewise-defined dynamics
further adds non-smooth nonlinearities. In general, such so-called nonlinear oscillators can have
a rich variety of qualitatively different dynamics [GH13], and the structure of system yielded
by e-VEH models is no exception. Yet, note that for some particular couples of (transducer
geometry ; electrical interface) (the latter is essentially the primitive conditioning circuit), a
linear model can capture the dynamics of the system. The subsequent model is called the linear
two-ports model. It has been extensively studied for the analysis and optimization of such
configurations of e-VEHs [TLH16].
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Figure 1.18: Amplitude of oscillating displacement xptq as a function of the frequency of the harmonic input
force, for an e-VEH following the model (1.15) with linear stiffness, and using the primitive conditioning circuit
with three different values of the voltage V0. The plots are made for the three aforementioned geometries

In the electromechanical study of e-VEHs, an interesting metric is the response of the e-
VEH, in terms of mass displacement, and/or converted power, to harmonic input forces of
varying frequency. This figure carries interesting information about the performance of the
harvester, and at the same time conveys informations about eventual nonlinear effects. For
example, Fig. 1.18 depicts some obtained frequency responses for the primitive conditioning
circuit with the model given above for all three presented geometries of electrostatic transducers,
and of typical dimensions for small-scale devices. Each point corresponds to the steady-state
amplitude of the oscillatory response in xptq obtained for harmonic inputs of fixed amplitude and
varied frequency. The effect of the transducer force is clearly visible: whereas the steady-state
amplitude for V0 “ 5 V resembles that of the e-VEH’s linear resonator (the electromechanical
coupling is low because of the low voltage), when the voltage is varied, the response is shifted
towards lower frequencies (spring-softening effect) or higher frequencies (spring-hardening effect)
depending on the used transducer geometry. In particular, the red curve for the symmetrical gap
closing, corresponding to the primitive conditioning circuit with V0 “ 40 V, shows a hallmark of
nonlinear oscillators. It is an asymmetry in the amplitude vs. frequency curve, which is linked
to a hysteresis in the frequency response. This phenomenon is often tied with multi-modality,
which refers the fact that multiple oscillatory steady-state solutions xptq of different amplitudes
coexist. Which will be observed in practice depends of the system’s initial state, as well as the
stability properties of the periodic orbit in the phase space that corresponds to each solution
(see, e.g., Chap. 7 of [Kha02]). This type of behavior in the frequency domain is similar to that
is witnessed with the Duffing equation (see, e.g., Chap. 4 of [GH13]).

For analysis, design and optimization purposes, it is desirable to be able to access and com-
pute characteristics such as this frequency response, from other means than that of simulations.
In order to do so, one can employ the so-called averaging or perturbation methods [BO13]. Such
methods yield analytical approximations of the actual system’s dynamics. Compared to simula-
tions, not only this accelerates the computation time, but also yields insights on the relative role
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of some of the system’s parameters on the e-VEH’s dynamics and hence on its performances in
terms of converted energy.

These methods were used by our group in collaboration with Blokhina’s group in multiple
works, in order to carry out the electromechanical study of resonant e-VEHs using several elec-
trical conditioning circuits, geometries of transducers, and mechanical features. For example,
the work in [BGB13] studies the case of an e-VEH using the constant-charge conditioning cir-
cuit, while [OGB16] carries such a study for the primitive conditioning circuit. These works have
shown evidence of multiple nonlinear phenomena that occur in e-VEHs studied as nonlinear oscil-
lators. These phenomena include multi-modality, period-doubling and chaos. Notably, Blokhina
et al., in [BGH12], have applied perturbation methods to analytically derive the absolute limit of
harvested energy for harmonically driven e-VEHs using the constant-charge conditioning circuit.
This physical limit cannot be surpassed in the hypothesis set by the model used by Blokhina et
al.. The study of the constant-charge conditioning circuit in the electrical domain cannot lead
to such physical limits.

Within the present work, the Sec. 4.3 in Chap. 4 will use a harmonic balance method in
order to enable the comparison of several conditioning circuits studied in the electromechanical
domain. This analysis is carried out using the knowledge of the electrical domain dynamics of
these conditioning circuits.

1.4 Micro-electromechanical structures for electrostatic
transducers

One of the main features that makes electrostatic transduction interesting for small-scale VEH
is its compatibility with batch fabrication processes used for MEMS (micro-electromechanical
system) device engineering. This enables mass production at low cost per device. In particular,
the fabrication of silicon-based electrostatic transducers for KEH benefits from the maturity of
the associated micro-machining technologies, based on the experience gained from using these
technologies for integrated circuits fabrication.

In this section, we quickly describe the fabrication of such small-scale electrostatic transduc-
ers. We then present electret charging, a technique often used in e-VEHs in order to provide
the preexisting biasing needed by the electrostatic transducer. This section ends with some
examples of reported mechanical structures for e-VEHs. In particular, we present the structure
of the devices that are used in experiments throughout this manuscript.

1.4.1 Structure fabrication

Let us briefly describe the silicon bulk process, used to fabricate the majority of reported micro-
scale e-VEHs. Silicon bulk process fabrication technology consists of fabricating the movable
parts by etching a crystalline silicon wafer over several tens or even hundreds of micrometers.
MEMS technologies, similarly to ICs, are based on photolithography. This step is depicted in
Fig. 1.19. For each material layer, the patterns to be etched are first designed using a Computer
Assisted Design (CAD) software. These patterns are then reproduced on a metal layer (usually
chrome) deposited on a quartz plate thanks to e-beam lithography. This quartz plate is called
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Figure 1.19: Simplified steps of photolithography.
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Figure 1.20: Bulk processes for the fabrication of MEMS electrostatic transducers used in e-VEH.

a photo-mask and is now partially transparent. It will serve as a template to insolate by UV
light a photoresist layer which is deposited on top of the wafer to be etched. Hence, the UV
light insolates the resist only where the chrome has been removed from the mask. This creates
a chemical reaction in the resist, making it easy to remove following the mask patterns.

The simplest way to obtain a bulk-silicon e-VEH is to use a Silicon On Insulator (SOI) wafer.
SOI wafers are actually made of 2 silicon wafers separated by a thin insulating layer, generally
made of silicon dioxide (SiO2). The bottom wafer, also called handle wafer, usually has no
specific role except for supporting the top silicon wafer, the actual SOI layer.

In the simplest case, only three steps and one photomask are required to fabricate a device,
as depicted in Fig. 1.20a. The first step consists of depositing a mask on top of the SOI layer,
which is patterned by photolithography, and used as a protection layer for the silicon etching.
Once the SOI layer has been vertically etched by Deep Reactive Ion Etching (DRIE), the buried
oxide layer is isotropically etched by hydrofluoric acid.

With SOI wafers, the electrostatic transducer can only be made with vertical electrodes
etched in the SOI layer. An alternative is to process two separate wafers and to bind them
together. In this way, the transducer’s electrodes can be made in the same layer, or can be
located on both substrates. Usually, a silicon wafer contains the mobile electrode(s), and the
second wafer, which is not necessarily made of silicon, is part of the e-VEH’s frame and supports
the fixed electrode(s). A bulk process using a two-wafer technology (one silicon and one glass
wafers) is depicted in Fig. 1.20b. It requires two photomasks in order to obtain vertical electrodes
in the silicon wafer.
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Finally, let us mention that other technologies are also used for the fabrication of e-VEH’s
mechanical structure. One example is the usage of thin-films of polysilicon, which is also based
on silicon micro-machining techniques. Another example has been reported by De Queiroz et
al. in [QO16], with 3D-printed e-VEH structures made of acrylonitrile butadiene styrene, a
thermoplastic polymer.

1.4.2 Built-in voltage

The property of e-VEHs that an initial bias is needed in order to bootstrap the energy conversion
process makes necessary a pre charge. There are essentially two different ways to obtain this pre
charge. The first way is to have an energy tank in the system, as in the foregoing conditioning
circuits in which the voltage source V1 plays this role. The other possibility is to make use of a
type of active material called an electret.

1.4.2.1 Charging of a micro-electromechanical electrostatic transducer

Figure 1.21: Simplified schematic of the Corona charging method of an electret layer. [LOC16]

The built-in voltage (i.e., electret) for electrostatic transducers is obtained by adding a layer
of a dielectric material to the structure (e.g., parylene, silicon dioxide, Teflon or cytop), in
which electrical charges are (quasi-)permanently trapped. There are several techniques allowing
to obtain this charging. In particular, the Corona discharge method is used to obtain the
electret-charged devices used in this manuscript. This method roughly consists in ionizing the
air surrounding the device on which the dielectric layer is deposited. This is done by putting a
conductive grid at high voltage on the top of the structure, while the movable part is grounded.
The setup for the charging is depicted in Fig. 1.21, and more information about the charging
process can be found in [LOC16]. Apart from Corona discharge, other methods to charge
dielectric layers to obtain electrets include X-ray or vacuum UV charging [Suz11].

1.4.2.2 Electrical model of an electret charged electrostatic transducer

We now proceed to derive an electrical lumped model for electrostatic transducers having a
charged dielectric layer (or electret) as described above.

Let us suppose that the additional thin dielectric layer has a thickness dE and a relative
dielectric constant εE. In this layer, a total charge of QE is trapped. This physical situation is
depicted in Fig. 1.22a.
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(a) Physical representation of an electrostatic trans-
ducer with a charged electret layer.

(b) Equivalent representation where the electret
charges are distributed on a plane in the middle of
the layer.

Figure 1.22: Electrostatic transducer with a charged electret layer.

(a) Electrical model of a transducer with an electret
layer.

+-

(b) Electrical model of a transducer with an electret
layer, separating the variable capacitor and biasing
elements.

Figure 1.23: Electrical modeling of an electrostatic transducer featuring a charged electret layer.
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In order for the obtained transducer to be electrically neutral, as required by the theory of
circuits for dipoles, the sum of the charges on both electrodes of the transducer plus the electret
layer has to be null. If Q1 and Q2 denote the charges on each of the electrostatic transducer’s
electrodes, this translates to

Q1 `Q2 `QE “ 0. (1.27)

Let us further suppose that the charge distribution across the electret layer is uniform. From
the laws of electrostatics, we may equivalently consider that the charges QE in the dielectric
layer are located on an infinite uniformly charged plane located in the middle of the dielectric
layer, without changing the electrical field outside of the material [PFC97]. This equivalent
transformation is depicted in Fig. 1.22b. As the planes are conductive, in this situation, we have
two capacitors C̃t and CE connected in series, of values

C̃t “
2ε0εES

2εEd1 ` dE
,

CE “
2ε0εES

dE
.

(1.28)

where d1 is the gap in between the dielectric material and the electrode at the other end. As
before, we suppose that the part of this gap outside the deposited layer is made of air, such that
its relative dielectric constant can be assumed to be 1. The obtained equivalent capacitance is
denoted by Ct. Denoting by Ṽt the voltage across C̃t and by E the voltage across CE, we can
now write

Vt “ Ṽt ´ E “
Q1

C̃t

´
Q2

CE
(1.29)

which, by (1.27), becomes

Vt “ Q1

ˆ

1

C̃t

`
1

CE

˙

`QE
1

CE
“
Q1

Ct
` E (1.30)

Thus, the lumped electrical model of an electret e-VEH is a dipole constituted of a variable
capacitor Ct and a DC voltage source of value E. It is depicted in Fig. 1.23b. This is the model
of the electret we are going to use in the rest of this manuscript.

For this derivation, we made the hypothesis of a dielectric layer that is infinite in the di-
rections of the electrodes plane, as well as an hypothesis of uniform charge distribution. Note
that Le et al. have derived an lumped electrical model of transducers supposing finite patches
of charged dieletric by accounting for the boundary effects [LH17]. Also, Chap. 5 presents a
method allowing for the measurement of an equivalent voltages source E for the electret, for
non-necessarily uniform charge distributions across the electret layer.

1.4.3 Examples of reported structures

Let us briefly present some fabricated electrostatic transducers for e-VEH that were reported
until now.
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(a) Schematic of the device.
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(b) Annotated top-view picture of the device.

Figure 1.24: Mechanical structure of a symmetrical gap-closing electrostatic transducer fabricated by our group
[Gui12], and used throughout this manuscrit.

Figure 1.25: A close-up schematic on the fingers
of an interdigitated, symmetrical gap-closing elec-
trostatic transducer such as the one depicted in
Fig. 1.24. [Gui12]

Figure 1.26: A wafer with several devices of the
structure depicted in Fig. 1.24. [Gui12]
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1.4.3.1 The symmetrical gap-closing structure used in this work

The mechanical structure depicted in Fig. 1.24 is fabricated at ESIEE Paris. It is the structure
on which all of the transducers used in experimental work in this thesis are based on. Its mobile
part is entirely fabricated in silicon, and is fixed on a glass wafer, following the process presented
above and illustrated in Fig. 1.20b.

The device has the structure of a mechanical resonator. The springs are engineered in order
to only allow movement on one axis. The electrostatic transducer is of symmetrical gap-closing
geometry, obtained thanks to interdigitated fingers. The total capacitance is the sum of all
symmetrical gap closing capacitances formed by the fingers, as Fig. 1.25 clarifies. The figure 1.24
also shows the mechanical end-stops or stoppers, that take the form of a small outgrowth at
both ends of the inertial mass, colliding with the structure’s frame in order to prevent electrode
contact.

If the device has a total of N fingers (so N{2 at each side of the mass, see Fig. 1.24 where
they are called “combs”), with the dimensions notations of Fig. 1.25, the device’s capacitance
versus displacement reads

Ctpxq “ ε0
2d0Lfhf

d0
2 ´ x2

(1.31)

This is simply obtained by substituting the right geometrical parameters in (1.9): the total
surface is the surface of each finger (Lf ˆ hf) times the total number of fingers (N). If we
further denote by dst the gap between the device and the frame at the end-stop outgrowth (the
distance between the “stopper” and the “anchor” in Fig. 1.24b), then the transducer’s maximal
capacitance that can be attained by the

Cmax “ Ctpdstq “ ε0
2d0Lfhf

d0
2 ´ dst

2 , (1.32)

while the capacitance at rest (x “ 0) which is also the minimal capacitance for the symmetrical
gap-closing geometry, reads

Cmin “ Ctp0q “ ε0
2Lfhf

d0
. (1.33)

In the following of the manuscript, we will refer to the values of the geometrical parameters
of a device “as read on the layout”. This means that the corresponding values are computed
from the values of the geometrical parameters, as read on the layout file used for the fabrication
(produced at step 1 in Fig 1.19). This will be also the case for the overall inertial mass dimension,
from which we can get the mass value, by multiplying it by the silicon density. The same also
goes for the value of the linear spring constant lumped parameter, which we deduct from the
geometry of the silicon beams that constitute the physical springs. Given the geometry of
the beams forming the springs, we use the so-called “clamped-free” formula, which gives the
equivalent, lumped stiffness of each spring of the structure, and reads k0 “ Ehbwb

3{lb
3{Nk. In

this formula, E is the silicon’s Young modulus that we will take equal to 192 GPa, wb is the
width of each beam forming the spring, lb is the length of each beam forming the spring (one
sees on Fig. 1.24b that all the beams have the same width and length), and Nk is the number of
parallel beams of length lb that form each spring. The linear spring constant is then obtained
by adding the linear spring constants of the four springs of the structure, that is, k “ 4k0, as
each spring is identical in this structure.

36



Chapter 1. Introduction to electrostatic vibration energy harvesting

Finally, note that a device that we will encounter in this manuscript and that is based on
the structure structure described above, is charged by an electret (Chap. 5). This charging is
obtained by a parylene layer which is deposited on the device, and then charged by the Corona
technique, as discussed in the previous subsection.

1.4.3.2 Example of a gap-closing structure

(a) Schematic of the device. (b) Top-view picture of the device.

Figure 1.27: Mechanical structure of a gap-closing electrostatic transducer by the group of Miao et al. [MMH06].

The device depicted in Fig. 1.27 was fabricated by Miao et al. [MMH06]. It is an example
of a gap-closing geometry, made of two rectangular plates. The inertial mass is the transducer’s
mobile electrode: the structure of the device is similar to what is depicted in the schematic of
Fig. 1.12.

The device is obtained by separately fabricating the three parts of the structure, visible on
the exploded view in Fig. 1.27a, on different wafers. The inertial mass is engineered in silicon
following a bulk process. It is separated from the e-VEH’s frame by DRIE. The mass that is
the transducer’s mobile electrode is suspended to the frame using polyimide suspensions, thus
forming a resonator of low spring stiffness k. The mechanical end-stops are used as charging
and discharging end-stops in this device.

1.4.3.3 Example of an area-overlap structure

Finally, let us show an example of an area overlap transducer, depicted in Fig. 1.28. As for the
symmetrical gap closing device of Sec. 1.24, it has an interdigitated geometry. This structure
was reported by Koga et al. [KMH17], fabricated using an SOI-based bulk-process. The device
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(a) Schematic of the device. (b) Top-view picture of the device.

Figure 1.28: Mechanical structure of an area-overlap electrostatic transducer by the group of Koga et al. [KMH17].

as reported in this work features an electret layer, obtained by a different technique from the
Corona charging described above, namely electro-thermal polarization in silicon oxide using
potassium ions.

1.5 Experimental considerations

Throughout this document, results of experiments will be presented at various points. An
annotated picture giving an overview of the experimental setup can be found in Fig. 1.29. The
mechanical shaker and its controller allow one to submit an inertial e-VEH fixed to its plate to
a given, bounded acceleration function.

Below, we describe two experiments that will be referenced at multiple occasions throughout
this thesis.

1.5.1 Synchronous detection

The synchronous detection technique allows for the measurement of the the transducer’s variable
capacitance value evolution over time, that is, Ctptq. The experimental setup used for this
measurement is depicted in Fig. 1.30. The transducer is put in the same electrical configuration
as for the primitive conditioning circuit presented in Sec. 1.3.2.3. The electrostatic device that
is to be characterized is attached to the movable plate of the shaker. A sinusoidal signal of
frequency ωc and low amplitude is fed to the circuit, as depicted in the experimental setup
figure.

While the shaker vibrates at the amplitude and frequency for which Ctptq is desired to
be measured, both the carrier signal and the voltage across the resistor are read through two
amplifiers. Hence, the RCt cell acts as a variable cutoff frequency high-pass filter. In particular,
at each time t, the instantaneous phase shift θptq between the carrier signal and the voltage
across the resistor is a function of Ctptq. Inverting the relation, Ctptq can be expressed as

Ctptq “
1

tanpθptqqRsωc
(1.34)
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Figure 1.29: Overview of the experimental setup for the experiments done in this thesis.
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Figure 1.30: Experimental setup for dynamic Ctptq measurement by synchronous detection.
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Figure 1.31: Experimental example of a synchronous detection measurement on a device similar to that of
Fig. 1.24. On top, the measured waveforms, and under it, the processed waveforms in order to obtain Ctptq.
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The value of Ctptq can be recovered by computing the phase shift between the two measured
waveforms over a period of time that corresponds to as much periods of variation of Ct as desired.
The results for an example of such a measurement, on a device of the same structure than that
of Fig. 1.24, is depicted in Fig. 1.31. The results were obtained by submitting the device to
input vibrations of 1 g amplitude and 160 Hz frequency, corresponding to the natural resonant
frequency of the mechanical resonator.

1.5.2 Frequency sweep

Figure 1.32: Experimental setup for the frequency response characterization of an e-VEH’s resonator.

The primitive conditioning circuit configuration is also used in order to measure the frequency
profile of an e-VEH’s mechanical resonator. To do so, a sinusoidal input acceleration is generated
by the shaker. This input acceleration has fixed amplitude and a frequency that slowly varies
in time, sweeping from a frequency f1 to a frequency f2. The slow variation ensures quasi-static
behavior, that is, for each value of the frequency, we may consider that the system does not
exhibit a transient behavior due to the change in the input’s characteristics. Usually, the first
sweep is followed by a downsweep from f2 to f1, to exhibit possible nonlinear characteristics of
the mechanical resonator, such as hysteresis in the frequency response. For each instantaneous
value of the frequency input, fed from the shaker to a data acquisition card, the amplitude of
the measured voltage across R is measured. This gives an idea of the response of the resonator
at each frequency relatively to the others, as larger displacement and hence larger capacitance
variation results in a larger voltage swing across the resistor. This is true given that the value of
R is chosen close to the optimal load value discussed in Sec. 1.3.2.3, for the expected variation
of Ct near resonance and the used value of the voltage source. The corresponding experimental
set-up is depicted in Fig. 1.32. Note that the depicted voltage source can model an eventual
electret charging of the transducer.

An example of results of frequency profile characterization, obtained with a device similar
to the device presented in Sec. 1.4.3.1, is depicted in Fig. 1.33. The input acceleration used was
of 0.3 g. One clearly sees that the linear resonator behavior of the mechanical structure, with a
natural frequency of f0 “ 160 Hz.
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Figure 1.33: Example of a frequency response measured on an electrostatic transducer similar to that of Fig. 1.24.

1.6 Challenges and answers in electrostatic vibration energy
harvesting

Over the past twenty years, the research community has investigated the creation of system-
atic e-VEHs design flows adaptable to different application contexts. Often, such a context is
characterized by the form and characteristics of the vibrations that the e-VEH is going to be
submitted to. Other context can for example put more emphasis on low fabrication costs, or
on the compatibility with human tissue (e.g., as reported by Deterre in [Det13] for a pacemaker
application). In e-VEH, the input force characteristics are often summarized in terms of their
frequency spectra, as depicted in Fig. 1.4. In fact, a large research effort in e-VEH was put
into enabling the design of harvesters that could maximize the amount of converted energy from
vibrations of various spectra.

We propose to sort the ideas reported in the literature to maximize the energy output of
e-VEHs in three different categories. First, some works are concerned with the enhancement of
the e-VEH performance through the design of its mechanical part. Such works often start the
design by an idea gained from the mechanical dynamics of the system, aiming for a maximal
amplitude of the displacement of the e-VEH’s inertial mass. They are the subject of Sec. 1.6.1.
The second category encompasses attempts to improve e-VEHs performances starting by an
electrical domain study of the electrostatic transducer’s conditioning circuits. This is the subject
of Sec. 1.6.2. The third category designates the works in which the approach starts from a
system-level view of the e-VEH, equally considering the electrical and mechanical parts in a
single model. The subsequent decisions on the design of both the electrical and mechanical part
are then made on the basis of the system’s dynamics captured by this model.

This classification may seem rather porous, because some mechanical designs of the first
category then go through analysis when conjuncted to different electrical interfaces. In the
same way, electrical interfaces of the second category are often studied in conjunction with the
electromechanical coupling effect, as discussed in Sec. 1.3.4. However, the important distinction
is in the view (mechanical, electrical or whole system) from which the design ideas originated.

Let us now briefly review some reported works falling into each of these categories. As we
are interested in how these ideas can be helpful from a systematic design methodology point-of-
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view, we report the basic ideas behind each reported technique, rather than a mere comparison
of each realization in terms of harvested energy. A meaningful comparison would require setting
very precise specification anyway, as we already pointed out at multiple occasions throughout
this chapter. We end this introduction chapter by situating the work done in this thesis within
the proposed classification.

1.6.1 Answers from the mechanics

Figure 1.34: Top view annotated picture of an area-
overlap electrostatic transducer with springs engi-
neered in order for the resonator to exhibit a bistable
potential function [NHP13].

Figure 1.35: Schematic and top view annotated pic-
ture of a gap-closing electrostatic transducer with a
cavity in which lies a tungsten micro-ball for frequency
up conversion [CBM14].

The vast majority of reported inertial e-VEHs are based on a resonant structure, at least
because of the necessary suspension of the inertial mass inside the frame of the system. In many
reported e-VEHs, the spring-mass system is purposefully designed in a way that the resonant
frequency of the subsequent resonator matches that of the targeted application. The motivation
for deliberately building the e-VEH upon a resonant mechanical part is to increase the amplitude
of the inertial mass’ movement from harmonic input vibrations of small amplitudes.

However, resonant systems have a limited bandwidth and hence poorly respond to out-
of-tune vibrations in terms of the inertial mass’ movement. From this observations, many
works proceeded to designing the e-VEHs mechanical part so as to introduce different kinds of
nonlinearities, which result in improved bandwidth. Also, because mass decreases with decreased
device dimensions, and the natural frequency of a linear resonator is inversely proportional to
the square root of the mass, smaller scale devices are seldom compatible with low frequency
vibrations.

Hence, many techniques were investigated in order to improve the response of e-VEHs to
either low-frequency inputs, either large-bandwidth inputs, in terms of the amplitude of the
resulting inertial mass movement. A first example is the use of bi-stability. This refers to
the quartic potential function (resulting in kpxq “ k ` k3x

3 in (1.15)) of the so-called bi-stable
nonlinear resonators, which exhibit two stable equilibra instead of only one with quadratic
potentials (kpxq “ ´k in (1.15)) of linear resonators. Some experimental investigations, e.g., in
[CVG09], show that such structures can be beneficial in order to convert energy from wide-band
vibration inputs. The structure of Nguyen et al., reported in [NHP13] and depicted here in
Fig. 1.34, is an example of a bi-stable e-VEH mechanical structure.
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Another investigated possibility is to use frequency-up conversion. This terms refers to the
implementation of a mechanism to convert vibrations of low frequencies to inputs to which a
underlying linear resonator is responsive. An e-VEH with a frequency-up conversion feature has
been proposed by Cottone et al. in [CBM14], and it is depicted in Fig. 1.35. The frequency
up-conversion happens thanks to the free movement of a micro-ball inside a cavity trenched in
the inertial mass. Under vibrations of low frequencies, this ball regularly excites the underlying
resonator by impulses happening at each collisions. As a result, the resonator’s mass oscillates
with increased amplitude at its natural frequency.

Other examples of methods to improve the bandwidth of the e-VEHs input vibration-to-
displacement response include using the nonlinearity induced by the e-VEH’s end-stops, and/or
softening or hardening springs [BGC14].

Furthermore, parasitic mechanical damping due to air friction is responsible for a shortfall
in the converted energy. To this end, the vacuum-packaging of e-VEHs was investigated, for
example by Elfrink et al. in [ERK10]. Although this latter work is applied to the piezoelec-
tric transduction case, vacuum packaging is also compatible with electrostatic VEHs. Some
other works done in our group have investigated new geometries for interdigitated electrostatic
transducers in order to reduce mechanical friction effects. See, e.g., [LMG17] by Lu et al..

1.6.2 Answers from the electronics

The study of conditioning circuits for electrostatic transducers has drawn a lot of attention from
teams of researcher in electrical and electronics engineering worldwide. The dependence of the
harvested energy on the electrical conditioning scheme of the electrostatic transducer has been
identified very quickly, as well as the points raised in Sec. 1.3.2.1, particularly on the coupled
but distincts tasks of transducer conditioning and load supply regulation. The seminal and
celebrated work of Meninger et al. in [MMA01] had already pointed out this distinction. The
same work carried out a comparison of the constant-charge and constant-voltage conditioning
schemes, although on the sole basis of the electrical conditioning scheme. Subsequent works,
such as the previously cited work by Mitcheson et al. in [MG12], carried out a more advanced
comparison of these two conditioning schemes.

In parallel, research has been done on the circuit design side in order to come up with low
power realizations of each of these conditioning circuits, as for the practical realization of the
constant-voltage conditioning circuit that we have already cited previously, by Torres et al.
in [TR10]. It is implemented in Bi-CMOS technology, and a picture of the chip is shown in
Fig. 1.36.

The two constant-charge and constant-voltage circuits need a command synchronized with
the mass’ external vibrations. This can be difficult or costly to achieve in terms of energy
consumption, especially if the input vibrations are of high frequencies. Subsequently, Roundy et
al., in [RWR03], have reported a conditioning circuit that allows the e-VEH to convert energy
without needing synchronization. This circuit implements a different conditioning scheme than
that of the constant-charge or constant-voltage conditioning circuits. Since then, many other
circuits based on Roundy’s circuit have been reported. All of these circuits show some common
characteristics. These circuits, that will be referred to as ‘’charge-pump conditioning circuits”
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Figure 1.36: Annotated picture of a Bi-CMOS chip implementing the constant-voltage conditioning circuit, by
Torres et al. [TR10].

throughout this thesis, are the subject of the four next chapters of this manuscript.

Also, note that in many cases, the practical implementation of e-VEHs’ electrical interfaces
can be challenging due to high-voltage and low-power requirements. We will witness such rel-
atively high voltage values in Chap. 4 and, more dramatically, this requirement will be a very
stringent constraint in Chap. 7. Many works were hence directed towards the implementation
of all types of conditioning circuits under these constraints [KBH13; Dud14; SLN15].

Finally, it is worth noting that research on improvement of electret charging techniques
and materials is conducted with the goal of increasing the obtained potentials, as well as their
durability. See, e.g., Tao’s work in [TWT17].

1.6.3 Answers from an overall system view of electrostatic vibration energy
harvesters

The celebrated work of Mitcheson et al. in [MGY04] proposes a classification of several generic
architectures of VEHs that are defined by the mathematical form of the transduction force. It
sets some limits to the energy conversion accounting for some specific mathematical forms of the
transducer force uptq. In particular, it shows that a mere, uncontrolled maximization of the mass
displacement, as the works categorized in Sec. 1.6.1 target, does not necessarily yield maximized
converted energy. The optimal dynamics are shown to depend on the harmonic input’s charac-
teristics, the mechanical parameters such as the linear damping coefficient, and on the form of
the transducer force, which in turn depends on which electrical interface that is used. Similar
conclusions in a more general setting were drawn by Halvorsen et al. in [HLM13]. Halvorsen
has also shown in [Hal13], that bistable resonators discussed in Sec. 1.6.1 have, in principle, the
same performance compared to their linear counterparts. The experimental results obtained, in,
e.g., [CVG09] showing the contrary are in fact due to a suboptimal electrical configuration of
the VEH. Again, this shows that the mere isolated optimization of the mechanical behavior of
the e-VEH does not necessarily yield optimal e-VEH systems.

In the same way, the optimum performances derived by an electrical domain analysis of an
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e-VEH using a given conditioning circuit can be mitigated by the study in the electromechanical
domain. This was discussed above in Sec. 1.3.4, and will be shown again in Sec. 4.2 of Chap. 4.

Hence, some theoretical works tackled the design of e-VEHs by starting the analysis from
an overall view at the system level. This means that the design decisions originate from the
analysis of e-VEH models encompassing both the electrical and mechanical dynamics, such as the
models in Sec. 1.12. Because of their complexity, some simplifying hypothesis have to be made,
thus restricting the corresponding e-VEH design, but in a controlled manner. For example,
the work of Truong et al. in [TLH16] starts from the so-called linear two-port model of e-
VEHs. This supposes that the corresponding design is constrained to e-VEHs configurations that
can be accurately described by this model. These include at least the differential area-overlap
electrostatic traducers using particular electrical interfaces which can be viewed as a resistive
load. In the context of an e-VEH described by this model, Truong et al.’s work guarantees
to optimize the converted energy for such e-VEHs by a proper choice of the model’s stiffness
and electrical load. As a result, it also yields an explicit relation with the bounds on harvested
energy that are set by the used model.

The work of Truong et al. deals with harmonic vibration inputs, but a similar approach
had already been proposed by Halvorsen in [Hal08], in the case of inputs given in terms of their
probabilistic distribution (Gaussian) and frequency content (white noise). Such an approach to
the design of VEHs has also been investigated extensively with the piezoelectric transduction
mechanism, for which the two-port model seems to be descriptive of a wider variety of situations
than for e-VEHs. Such works include that of Badel in [Bad05].

On the other hand, in parallel with this thesis, Hosseinloo et al., in [HT15b], proposed the
sketch of a system whose architecture is derived from the study of the most generic model of
harvester (see (1.4)). Its dynamics are subsequently customizable, and can be chosen in order to
maximize the amount of harvested energy from vibrations of, in principle, arbitrary forms. We
followed such an approach during this work. We present its principles and clarify the underlying
hypotheses in Chap. 6. The architecture of an e-VEH suited to implement these principles is
presented in Chap. 7.

1.6.4 Where does this study fit ?

With regard to the foregoing classification, the two main parts of the studies done during this
thesis can be categorized as follows.

The first part of this work is concerned with analyzing and extending an existing class of
conditioning circuits, the charge-pump conditioning circuits. Roundy’s circuit mentioned above
is the fundamental example of such circuits. In this thesis, these circuits are first studied in
the electrical domain, that is, without considering the whole system dynamics. The motivation
behind the use of these circuits originates from their features inferred from an electrical domain
analysis. These features are the auto-synchronized property, the absence of inductors, as well
as the self-increasing bias (or unstable) property that will be thoroughly discussed in the next
chapters. The electromechanical coupling effect is then introduced in the study in order to
compare the different conditioning circuits of this class, in Chap. 4. Since the approach taken
in this first part of the thesis starts from electronics, it belongs to the approaches categorized in
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Chapter 1. Introduction to electrostatic vibration energy harvesting

Sec. 1.6.2.

The second part of the thesis starts from a different methodological approach, first consider-
ing a simplified version of the overall e-VEH’s lumped model. General principles are derived from
this model. This results in an architecture of e-VEH that, in principle, can harvests energy from
vibrations of arbitrary forms. This architecture is based on an active mechanical control that is
itself synthesized by the e-VEH’s electrical interface. This approach follows that of Hosseinloo
et al. [HT15b], and can be placed in the same category, that is Sec. 1.6.3 above.
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Chapter 2

Charge-pump conditioning circuits

The former chapter introduced the prominent role of the conditioning circuit in e-VEHs. The
present chapter is devoted to the presentation of a specific family of conditioning circuits, called
“charge-pump” conditioning circuits, and which will be the main subject of our study for the
three forthcoming chapters. Such conditioning circuits have gained increasing interest because
of advantages such that their auto-synchronization with the transducer’s capacitance variation,
or the fact that they do not comprise inductors.

This chapter attempts to give an unified presentation of the family of charge-pump condi-
tioning circuits. A list of conditioning circuits reported in the literature is presented within
this framework. Plus, some of these conditioning circuits (in Sec. 2.3.1.1 and Sec. 2.3.1.2) were
already reported in previous works, but are formally analyzed in this chapter, as such analysis
was not found in the literature. The role of this chapter is hence twofold: firstly, it presents our
unified vision of charge-pump conditioning circuits. Secondly, we use it as an opportunity to list
different conditioning circuits that will be referenced through the rest of this manuscript.

The analysis done in this chapter is limited to the electrical domain: here, the transducer is
considered a time-varying capacitor, whose value is considered as an input (see Sec. 1.3.4).

The unified presentation and the identification of several of the following circuits as belonging
to this same family of charge-pumps was partly published in [GDK15].

2.1 Introduction to charge-pump conditioning circuits

2.1.1 Notations and preliminaries

The notation and terminology given here will be used throughout the present chapter, as well
as in the two following, namely Chap. 3 and Chap. 4.

As stated above, this chapter is concerned with the description of a class of conditioning
circuits in the electrical domain. This means that the value of the transducer’s variable capac-
itance is considered as an input. We suppose in the following that Ct is time-varying between
maximum and minimum values Cmax and Cmin (not necessarily periodically).
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Chapter 2. Charge-pump conditioning circuits

In this chapter and the next, we define a cycle of variation of the capacitance Ct as its
variation from its minimal value Cmin, to Cmax back to Cmin, as depicted in Fig. 2.1. Depending
on the context, we may sometimes start the analysis of a conditioning circuit from the instant
when Ct “ Cmax, to Ct “ Cmin and back to Ct “ Cmax. The cycles of variation of Ct are indexed
by positive integers in the following. We also remind that Vt and Qt respectively denote the
voltage across Ct and the charge it stores.

The quantities indexed by n represent the value of the quantity at the instant corresponding
the the cycle n, when Ct “ Cmax. The quantities index by n represent the value of the quantity
at the instant corresponding to the cycle n when Ct “ Cmin. Fig. 2.1 illustrates these notations.
If tn is the time in cycle n when Ct “ Cmax and tn is the time in cycle n when Ct “ Cmin, then
we choose the convention that

. . . ă tn´1 ă tn´1 ă tn ă tn ă tn`1 ă tn`1 ă . . . (2.1)

cycle cycle cycle

Figure 2.1: Explanation of the cycles of variation of Ct and of the notations.

Also, let us define

η :“
Cmax

Cmin
. (2.2)

Finally, note that all the circuit analysis done in this chapter suppose idealized electrical
components. In particular, the diodes are supposed to follow the ideal current-voltage law, with
zero diode threshold voltage.

2.1.2 The ideal charge-pump

Consider the circuit depicted in Fig. 2.2a, with 0 ă VL ă VR. This circuit will be referred to
as the ideal charge-pump circuit in the rest of the manuscript. Its charge-voltage diagram in
Fig. 2.2b is the ideal rectangular charge-voltage diagram. Note that the (natural) convention of
voltage measurement for Ct depicted here will be used throughout all of the manuscript. It will
also be the case for all of the fixed capacitors in all the encountered circuits. More precisely, the
voltage orientation for any capacitor is supposed to be oriented in a bottom-top fashion in each
of the circuit topologies depicted within this manuscript.

The transducer’s electrical model comprises a fixed voltage source E ą 0, that accounts for an
eventual built-in voltage (e.g., obtained from electret charging, see Sec. 1.4.2) of the transducer.
If the transducer is devoid of built-in voltage, it suffices to set E “ 0.

The operation of this circuit can be summarized as such: the variation of Ct allows it to
pump charges from a low potential VL ` E to a higher potential VR ` E, thus increasing their
energy.
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+ +

+
-

(a) Idealized charge-pump.

1

2

3

4

(b) Charge-voltage diagram for the idealized
charge-pump

Figure 2.2: Schematic and charge-voltage diagram of the idealized charge-pump.

Let us analyze the behavior of this circuit when Ct is varying such as described above, in
order to derive the corresponding charge-voltage diagram, depicted in Fig. 2.2b. In the following,
at the scale of one cycle of Ct’s variation we will implicitly re-parametrize time in terms of Ct.
This is possible because the evolution of Ct is monotonic from Cmin to Cmax and monotonic
from Cmax to Cmin, thereby defining two one-to-one mappings between time and Ct. Which one
of the two is used throughout the variation of Ct in the following descriptions is clear from the
context, as we always state “Ct is decreasing” or “Ct is increasing”.

We consider a variation cycle of Ct with initially Ct “ Cmax. We further suppose that
initially, Vt “ VL ` E: we will check at the end of the analysis that we can always suppose so.
When Ct decreases from Cmax, the voltage across it increases while its charge remains equal to
pVL`EqCmax, as the diode D1 blocks conduction. This is the segment 1© on the charge-voltage
diagram in Fig. 2.2b, corresponding to a constant-charge operation. We hence have

Ct P rC1 ;Cmaxs,

$

’

&

’

%

Qt “ pVL ` EqCmax,

Vt “
pVL ` EqCmax

Ct
,

(2.3)

where
C1 :“

VL ` E

VR ` E
Cmax (2.4)

This value is effectively attained by Ct (that is, C1 ą Cmin) if we suppose that

η ě
VR ` E

VL ` E
(2.5)

Let us continue the analysis with this last hypothesis taken for granted. In this case, when
Ct “ C1, it becomes connected to VR through the diode D2 and push charges to the potential
VR until it reaches Cmin. This corresponds to the segment 2© on the charge-voltage diagram in
Fig. 2.2a. We have:

Ct P rCmin ;C1s,

#

Qt “ pVR ` EqCt,

Vt “ VR ` E.
(2.6)

Then, a symmetrical process happens: at Ct “ Cmax, Vt “ VL ` E, and Ct starts decreasing
while the voltage across it decreases and its charge remains equal to VRCmin. This is the

50



Chapter 2. Charge-pump conditioning circuits

segment 3© on the charge-voltage diagram in Fig. 2.2a. We have:

Ct P rCmin ;C2s,

$

’

&

’

%

Qt “ pVR ` EqCmin,

Vt “
pVR ` EqCmin

Ct
,

(2.7)

where
C2 :“

VR ` E

VL ` E
Cmin. (2.8)

which is necessarily attained (that is, C2 ă Cmax) under the hypothesis (2.5). Then, when
Ct “ C2, it becomes connected to VL through D1 and pumps charges from the potential VL until
it reaches Cmax. Thus, for this segment, which is labeled 4© on the charge-voltage diagram in
Fig. 2.2a, we have:

Ct P rC2 ;Cmaxs,

#

Qt “ pVL ` EqCt,

Vt “ VL ` E.
(2.9)

The process cyclically continues as we are back at to the initial state where Vt “ VL and
Ct “ Cmax.

This almost completes the description of the circuit for a complete cycle of variation of Ct.
We now only need to make sure that our initial hypothesis that Vt “ VL when Ct “ Cmax does
not induce a loss of generality. Let us suppose that Ct “ Cmin, and denote by Vt,0 ą 0 the value
of Vt at that instant, without other additional hypothesis other than that set by the circuit
topology, namely that

VL ` E ď Vt,0 ď VR ` E (2.10)

Hence, when Ct increases,

Ct P rCmin ;C0s, Vt “
Vt,0Cmin

Ct
(2.11)

where
C0 :“

Vt,0

VL ` E
Cmin. (2.12)

If (2.5) is satisfied, then as we also have (2.10), Ct necessarily attains C0 (that is, C0 ă Cmax).
When it does, D1 connects Ct and CL, so that at Ct “ Cmax, we have Vt “ VL ` E. From
this point on, the preceding analysis can be followed. In summary, the conversion scheme
corresponding to the charge-voltage diagram in Fig. 2.2b is reached by the circuit from any
initial value of Vt P rVL ` E ;VR ` Es and in at most one cycle of variation of Ct, if and only if
η ą pVR ` Eq{pVL ` Eq.

If this latter condition is not fulfilled, then Ct has not enough variation amplitude to pump
the charges from potential VL ` E to VR ` E, and no current ever flows within the circuit. In
this case Vt merely alternates between two voltage values while Qt remains constant throughout
Ct’s variation. Thus, no energy conversion occurs in this setting. This can be seen geometrically,
as no rectangle with sides parallel to the Q-axis located at VR ` E and VL ` E can fit between
the lines of slope Cmax and Cmin in this case.

The energy converted per cycle ∆W is then readily found by computing the area of the

51



Chapter 2. Charge-pump conditioning circuits

charge-voltage diagram:

$

&

%

∆W “ pVR ´ VLqpVLCmax ´ VRCmin ` EpCmax ´ Cminqq if
Cmax

Cmin
ą
VR ` E

VL ` E
,

0 otherwise.
(2.13)

that we shall rewrite
$

&

%

∆W pVL, VRq “ CminpVR ´ VLqpηVL ´ VR ` Epη ´ 1qq if η ą
VR ` E

VL ` E
,

0 otherwise.
(2.14)

The twofold definition comes from the fact that for cases where (2.5) is not fulfilled, then the
degenerated cycle has an area of zero. In the following of the manuscript, for simplicity, we only
keep the first line of (2.14) in various contexts where we express the converted energy per cycle
of Ct. This notation simplification eludes the fact that the converted energy is null (and not
negative) when η ă pVR ` Eq{pVL ` Eq.

We can make three important observations at this point:

• For any E and η ą 1, ∆W pVL, VRq is not upper-bounded in the half-plane VL ă VR.

• The diodes D1 and D2 ensure the auto-synchronization of the circuit’s topology reconfigu-
ration with the capacitance variation. Hence, energy is being converted without the need
of a switch synchronized with Ct’s variations.

• We did not discuss the implementation of the VR and VL voltage sources. One natural im-
plementation would be to use capacitors of large values, charged to the VL and VR voltages.
Proceed to this substitution yields the Roundy’s charge-pump, presented hereafter.

2.1.3 The fundamental example of charge-pump: the Roundy’s circuit

+
-

(a) Schematic of the charge-pump conditioning circuit
proposed by Roundy et al.

slope
slope

(b) Charge-voltage diagram for one cycle of opera-
tion of the Roundy’s charge-pump. The slopes have
been greatly exaggerated so to highlight the differ-
ences with the ideal rectangular charge-voltage dia-
gram.

Figure 2.3: Schematic and charge-voltage diagram for the Roundy’s charge-pump.

Roundy et al. were the first to report a charge-pump conditioning circuit for electrostatic
vibration energy harvesting in [RWR03]. It is depicted in Fig. 2.3a. Compared to the idealized
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charge-pump of Fig. 2.2a, Roundy’s charge-pump is obtained by a mere substitution of the ideal
voltage sources VR and VL with two fixed capacitors.

Let us give the full analysis of Roundy’s charge-pump, without simplification assumptions,
and for E ě 0. The following analysis is not found in the literature to the best of the author’s
knowledge. Note that the polarity of the transducer could be inverted, which yields in different
dynamics in the case of E ą 0, but we will only deal with the polarity as depicted in Fig. 2.3a
in this manuscript. The goal of this analysis is to derive the autonomous evolution laws of the
circuit’s state. This last sentence implies the major difference of the Roundy’s charge-pump
with the idealized charge-pump: contrarily to the latter, the former has non-trivial dynamics
over multiples cycles of the capacitance variation. In other words, its electrical state defined as
the voltages across CL, CR and Ct at a given instant of Ct’s variation cycle (e.g., Ct “ Cmax)
evolves throughout the consecutive cycles of Ct’s variation. We will discuss these differences at
the end of the analysis.

Consider a cycle n, at the initial instant when Ct “ Cmax, so that the analysis starts when
Ct starts decreasing. We also suppose that Vt,n “ VCL,n ` E. We label the current cycle n,
so that the voltage across Ct, CL and CR are respectively initially denoted by Vt,n, VCL,n and
VCR,n. When Ct starts decreasing towards Cmin, the transducer is kept at constant charge, while
its voltage increases, as in (2.3). Defining

C1 :“
VCL,n ` E

VCR,n ` E
Cmax (2.15)

it comes that if
η ą

VCR,n ` E

Vt,n ` E

ˆ

“
VCR,n ` E

VCL,n ` E

˙

, (2.16)

then Ct reaches C1 as C1 ą Cmin. When that happens, the diode D2 connects Ct and CR, while
Ct continues to decrease towards Cmin. During this time, Ct pushes charges to CR. The charge
conservation equation reads

Ct P rCmin ;C1s, Vt,nCmax ` VCR,nCR “ VtCt ` VCRCR (2.17)

and we have that
Ct P rCmin ;C1s, Vt “ VCR ` E, (2.18)

so
Ct P rCmin ;C1s, Qt “ Vt,nCmax ` pVCR,n ` E ´ VtqCR. (2.19)

In particular, at Ct “ Cmin

Vt,n`1 “
Vt,nCmax ` pVCR,n ´ VCR,n`1qCR

Cmin
, (2.20)

Vt,n`1 “ VCR,n`1 ` E, (2.21)

and, as D1 blocked any charge exchange with CL;

VCL,n`1 “ VCL,n. (2.22)
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Let us now combine (2.20) and (2.21); it comes that

Vt,n`1 “
Vt,nCmax ` VCR,nCR ` ECR

Cmin ` CR
. (2.23)

When Ct starts to increase from Cmin, D2 prevents any charge exchange between Ct and CR, so
Ct is kept at constant charge while its voltage decreases. Defining

C2 :“
VCR,n`1 ` E

VCL,n`1 ` E
Cmin (2.24)

then when Ct “ C2, D1 connects Ct and CL: Ct absorbs charges from CL until it reaches Cmax.
Note that C2 is always reached by Ct as (2.16) is supposed to be satisfied. Indeed, the condition
for C2 to be reached is that C2 ă Cmax, or

η ą
VCR,n`1 ` E

VCL,n`1 ` E
(2.25)

but (2.23) indicates that

VCR,n`1 ` E

VCL,n`1 ` E
“
VCL,nCmax ` CRpVCR,n ` Eq

VCL,nCmin ` CRpVCL,n ` Eq
(2.26)

and our hypothesis (2.16) immediately implies (2.25). The charge conservation equation reads

Ct P rC2 ;Cmaxs, Vt,n`1Cmin ` VCL,n`1CL “ VtCt ` VCLCL, (2.27)

and we have that
Ct P rC2 ;Cmaxs, Vt “ VCL ` E (2.28)

so
Ct P rC2 ;Cmaxs, Qt “ Vt,n`1Cmin ` pVCL,n`1 ` E ´ VtqCL. (2.29)

In particular, at Ct “ Cmax

Vt,n`1 “
Vt,n`1Cmin ` pVCL,n`1 ´ VCL,n`1qCL

Cmax
, (2.30)

Vt,n`1 “ VCL,n`1 ` E, (2.31)

and, as D2 blocked any charge exchange with CR;

VCR,n`1 “ VCR,n`1. (2.32)

By combining (2.30), (2.31) and (2.23)

Vt,n`1 “Vt,n
CmaxCmin

pCmin ` CRqpCmax ` CLq
`

` VCR,n
CminCR

pCmin ` CRqpCmax ` CLq
` VCL,n

CL

Cmax ` CL
` E

(2.33)
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but as we supposed that Vt,n “ VCL,n ` E, this becomes

Vt,n`1 “ h11Vt,n ` h12VCR,n ` h13E (2.34)

where we have defined
h11 :“

CminCL ` CLCR ` CmaxCmin

pCmin ` CRqpCmax ` CLq
,

h12 :“
CminCR

pCmin ` CRqpCmax ` CLq
,

h13 :“
CminCR

pCmin ` CRqpCmax ` CLq
.

(2.35)

Using (2.21), (2.23) and (2.32)

VCR,n`1 “ h21Vt,n ` h22VCR,n ` h23E (2.36)

where
h21 :“

Cmax

Cmin ` CR
,

h22 :“
CR

Cmin ` CR
,

h23 :“ ´
Cmin

Cmin ` CR
.

(2.37)

From these expressions and (2.16) at cycle n, it can be easily derived that the circuit’s state at
the cycle n` 1 also satisfies the hypothesis that

η ą
VCR,n`1 ` E

Vt,n`1 ` E
(2.38)

Therefore, we may now describe the circuit’s dynamics at every cycle when Ct “ Cmax by re-
currence. Defining

A :“

¨

˚

˚

˝

h11 h12 h13

h21 h22 h23

0 0 1

˛

‹

‹

‚

, (2.39)

so that the explicit evolution law is given by

@n ě n0,

¨

˚

˚

˝

Vt,n

VCR,n

E

˛

‹

‹

‚

“ An

¨

˚

˚

˝

Vt,n0

VCR,n0

E

˛

‹

‹

‚

(2.40)

where VCR,n0 ,VCL,n0 and Vt,n0 satisfy the initial hypothesis (2.16). We spare the easy diagonal-
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ization details to compute the n-th power of A, and the final results yields:

@n ě n0,

Vt,n “

CminpCRpVCR,n0 ` Eq ` VCR,n0pCmax ` CLqq`

`λ0
n´n0CRpCmaxVt,n0 ´ CminpVCR,n0 ` Eqq

CminCL ` CmaxCR ` CmaxCmin

VCR,n “

CmaxpVt,n0pCmax ` CLq ` CRVCR,n0 ´ CminEq ´ CminCLE´

´λ0
n´n0pCmax ` CLqpCmaxVt,n0 ´ CminpVCR,n0 ` Eqq

CminCL ` CmaxCR ` CmaxCmin

(2.41)

where VCR,n0 ,VCL,n0 and Vt,n0 satisfy the initial hypothesis (2.16), and where the eigenvalue λ0

of A reads
λ0 “

CLCR

pCmax ` CLqpCmin ` CRq
(2.42)

The expression for Vt,n for all n ě n0 can be obtained by applying (2.23) to Vt,n´1. We also
have that VCR,n “ VCR,n, (see (2.32)) for all n ě n0. To complete the description of the circuit’s
explicit state for n ě n0, VCL,n “ Vt,n ´ E (see (2.31)), so that VCL,n “ Vt,n´1 ´ E (see (2.22)).

To make the analysis complete, it can be shown that from any initial state of the charge-
pump, the steady-state operation mode described by (2.41) is reached after at most one cy-
cle of variation of Ct if and only if (2.16) is fulfilled. This means that the initial hypothesis
that we have made above Vt,n “ VCL,n ` E can be shown to be fulfilled in at most one cycle
of variation of Ct from any initial state pVt, VCL, VCRq fulfilling VCL ` E ď Vt ď VCR ` E and
η ą pVCR ` Eq{pVCL ` Eq. Showing this is done similarly to above in Sec. 2.1.2, for the idealized
charge-pump.

The foregoing analysis clearly shows a major difference with the ideal charge-pump of
Sec. 2.1.2: changing the VL and VR constant voltage sources of Sec. 2.1.2 to finite-valued capaci-
tors turns our ideal charge-pump into a discrete-time dynamical system. The state of this system
can be chosen as the voltages across each capacitor at Ct “ Cmax. Note that here in (2.40) we
diminished the state dimension by 1 by not including VCL,n in the state, as it is straightforwardly
linked to Vt,n and VCR,n. On the other hand, we augmented the state dimension by 1 in order
to account for the effect of E (but we could has well have considered an affine mapping).

The differences with the ideal charge-pump can be summarized by the cross-comparison of
the charge-voltage diagram for the Roundy’s circuit (Fig. 2.3b) and for the ideal charge-pump
(Fig. 2.2b). The first difference (exaggerated on the figure) with the rectangular charge-voltage
diagram of the idealized charge-pump is that the segments described by (2.6) and (2.9) have
become respectively (2.19) and (2.29). These two latter equations define two segments in the
charge-voltage plane that have a slope of respectively ´CR and ´CL. Increasing CL and CR

relatively to Cmax makes the charge-voltage diagram of the circuit approach that of the idealized
charge-pump, which has vertical segments. Hence, locally at the scale of one cycle, large CL and
CR make Roundy’s charge-pump approach the ideal charge-pump.

The other difference visible on the charge-voltage diagram is that the cycles are not closed,
because the charge-pump state evolves throughout the cycles of Ct. Increasing CL and CR makes
λ0 in (2.42) approach 1, so that the greater CL and CR are, the more consecutive cycles are alike.
This means that increasing CL and CR makes the long-term behavior of the Roundy’s charge-
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pump, seen as an evolving dynamical system, approach that of the ideal charge-pump, whose
state remains unchanged from cycle-to-cycle. The two observations made in this paragraph
and the former are somewhat intuitive here, because the voltage sources VL and VR are exactly
substituted with large-valued capacitors. In fact, we will see next that any circuit fulfilling some
specific requirements can be seen, at the scale of one cycle of Ct’s variation, as implementing the
dynamics of the ideal charge-pump. This holds as long as the fixed capacitors of these circuits
are chosen large enough. Such circuits define the family of “charge-pump conditioning circuits”.
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(a) Simulation of the Roundy’s charge-pump: time-
domain.
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(b) Simulation of the Roundy’s charge-pump: charge-
voltage diagrams of some cycles.

Figure 2.4: Simulations of Roundy’s charge-pump.

The plots in Fig. 2.4a give the results of a time-domain SPICE simulation of the Roundy’s
charge-pump. It operates with Ct varying between 250 pF and 100 pF, which are typical
capacitance variation values encountered for micro-scale electrostatic transducers. We chose
CL “ 10 nF and CR “ 1 nF, deliberately not much larger than Ct to exacerbate the differences
with the rectangular charge-voltage diagram approximation. The initial energy in the circuit
was of 125 nW, and the built-in voltage E “ 10 V. Note that the theoretical results derived
above and the simulation results differ slightly. This is due to the diode non-idealities that are
incorporated into the simulated model but not taken into account in the derivation above. Some
charge-voltage diagrams at the scale of one cycle of Ct that correspond to different cycles of Ct

throughout the evolution of the charge-pump in the simulation are depicted in Fig. 2.4b.

Finally, as |λ0| ă 1 (see (2.42)), it is immediate that VCL,n, VCR,n and Vt,n are bounded as n
goes to infinity. We hence say that the Roundy charge-pump is a stable charge-pump.

2.2 Generalities about charge-pump conditioning circuits

2.2.1 Definition and operation at the scale of one cycle of Ct’s variation

Let us now give the definition of charge-pump conditioning circuits used in this work. From the
general definition, some propositions concerning these circuits are given without proof. Because
of lack of time, we could not integrate the formal proofs of these facts to this manuscript. The
complete, formal context in which those proofs can be given requires a substantially longer

57



Chapter 2. Charge-pump conditioning circuits

presentation, because it needs to lay down an abstract mathematical framework of charge-pump
conditioning circuits based on a graph-theoretic language. We have worked on this subject
within the course of this thesis. The description given below encompasses the main results that
we have obtained, in a loosened level of formal language adapted to the rest of our study.

network of

Figure 2.5: Generic network of diodes and fixed capacitors driven by a variable capacitor with eventual built-in
voltage E.

Consider the family of all circuits that consist in a variable capacitor Ct in series with a
voltage source E. The capacitor Ct varies as specified above in Sec. 2.1.1. It is connected at
nodes ν1 and ν2 to a two-terminal network solely composed of fixed capacitors and diodes, and
to the voltage source E. This configuration is depicted in Fig. 2.5. The two-terminal network
is supposed to contain NC ě 1 fixed capacitors and ND ě 2 diodes. Further, we suppose that
there are no dipoles in this network that are uniquely constituted of diodes other than single
diodes. Let us call such a circuit a candidate charge-pump.

The voltage of all capacitors of the circuit, that is, the fixed capacitors Ci and the variable
capacitor Ct, are labeled Vi and Vt respectively. We define the electrical state of such circuit as
a vector V “ pE, V1, . . . , VNC

, Vtq. Notice that we have added E to the state, as we did in the
analysis of Roundy’s charge-pump.

In what follows, the notation VtnpCq refers to the value of Vt when Ct “ C during the
(monotonic) increasing phase of Ct that occurs during the cycle n of Ct’s variation. Similarly
for VtnpCq during the decreasing phase of Ct that occurs during cycle n of Ct’s variation. The
same notation goes for the charge Qt across Ct.

We define a charge-pump conditioning circuit as a candidate charge-pumps that further fulfills
the following condition: there exists a state Vn of the charge-pump at Ct “ Cmax of a cycle of
variation of Ct (that we choose to index by n) such that:

• Vn is admissible given the circuit topology. That is, the circuit’s voltages, as constrained
by Kirchhoff’s laws, enforce the condition that VDi ď 0, for 1 ď i ď ND. Here, VDi denotes
the voltage across the diode Di of the network, oriented from the cathode to the anode.
In addition, Vtn ą 0 where Vt is oriented such that Vt “ Vν1 ´ Vν2 .

• there exists C1,n P sCmin ;Cmaxs such that when Ct starts to decrease from Cmax, the circuit
operates at constant charge up Ct “ C1,n. That is: @Ct P rC1,n ;Cmaxs, BCtQtnpCtq “ 0.
Then, for all Ct P rC1,n ;Cmaxs, a current flows through Ct. The resulting charge-pump’s
state at Ct “ Cmin of cycle n` 1 is denoted by Vn`1 following the conventions of Sec. 2.1.1.

• Similarly, there exists C2,n`1 P sCmin ;Cmaxr such that, when Ct starts to increase from
Cmin, the circuit operates at constant charge up to Ct “ C2,n`1 (i.e., for Ct P sCmin ;C2,n`1r).
For Ct P rCmin ;C2,n`1s, a current flows through Ct. The charge-pump’s state at Ct “ Cmax

of cycle n` 1 is denoted by Vn`1.
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Such a state and the corresponding cycle of variation of Ct that provided by the definition will
be called a non-degenerated cycle in the rest of this section. We will say that Vn provides a
non-degenerated cycle if it satisfies the requirement of the definition. This specifies that the
cycle of Ct at which the charge-pump has this state at Ct “ Cmax is chosen to be indexed as n.

Informally, a non-degenerated cycle is a cycle for which energy is converted thanks to Ct’s
variation, and ends-up in the circuit’s fixed capacitors. A non-degenerated cycle has four seg-
ments as for the idealized charge-pump of Sec. 2.1.2: 1© one segment at constant charge, followed
by 2© one segment at non-constant charge (but non-necessarily constant voltage unlike the ide-
alized charge-pump), followed by 3© one segment at constant charge, followed by 4© one segment
at non-constant charge (again, of non-necessarily constant voltage, unlike the idealized charge-
pump). By this definition, the Roundy circuit is a charge-pump: it suffices to consider any
initial state pVCR, VCL, Vtq such that VCL ` E ď Vt ď VCR ` E and η ą pVCR ` Eq{pVCL ` Eq

Our formal study yielded some results that give a precise meaning to the fact that charge-
pump conditioning circuits approximate the ideal charge-pump of Fig. 2.2a. Before we state these
results, we have add the following requirement to the topologies of charge-pump conditioning
circuits: for any fixed capacitor Ci of the network, we either have that:

• the voltage across Ci increases when a positive current flows from ν1 to ν2 and decreases
when a negative current flows from ν1 to ν2, or

• the voltage across Ci decreases when a positive current flows from ν1 to ν2 and increases
when a negative current flows from ν1 to ν2.

We have conjectured that this requirement is implied by the definition of charge-pump given
above, but we could not prove it. Hence, we add it as an additional hypothesis.

Let us consider any conditioning circuit. In the following, we also denote by CK the
equivalent capacitance value of all the charge-pump’s fixed capacitors put in series, that is,
CK “ p

řNC
i“1Ci

´1q´1. The following properties hold:

• (i) Remember that Vt is oriented from ν1 to ν2. With this convention, we have that when
Ct decreases, the current flowing through it is necessarily null or negative. Conversely,
when Ct decreases, the current flowing through it is necessarily null or positive.

• (ii) Let Vn provides a non-degenerated cycle. Then Vn`1 provides a non-degenerated
cycle.

• (iii) Let Vn provides a non-degenerated cycle. Then it is also a non-degenerated cycle for
a charge pump of the same topology but with the fixed capacitors replaced with capacitors
of larger values.

• (iv) Let Vn0 provides a non-degenerated cycle. Let δ ą 0. There exists Cδ ą 0 such
that CK ą Cδ implies that, for all cycle n ě n0, we have |Vt,n`1 ´ VtnpC1,nq| ă δ and
|Vt,n`1 ´ Vtn`1pC2,n`1q| ă δ.

At this point, let us define, for a cycle n, VLn :“ Vt,n ´ E and VRn :“ Vt,n`1 ´ E. We further
have the following properties:

• (v) Let Vn provides a non-degenerated cycle. Given an integer N and δ ą 0, there exists a
Cδ ą 0 such that CK ą Cδ implies that @n1, n2 P v 1 ; N w, we have that |VLn`n1

´ VLn`n2
| ă δ
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and |VRn`n1
´ VRn`n2

| ă δ.

• (vi) Let Vn0 provides a non-degenerated cycle. Let δ ą 0. There exists Cδ ą 0 such that
CK ą Cδ implies that, for all cycle n ą n0, | ´

ştn`1

tn
itptqVtptqdt´∆W pVLn, VRnq| ă δ.

• (vii) There exists a piecewise-linear mapping A defined on the space of the charge-pump’s
admissible states onto itself, such that for any admissible Vn, we have Vn`1 “ ApVnq.
There is a finite number of subspaces of the space of the charge-pump’s admissible states
on which A is linear.

The property (i) means that Ct can be seen as a current source that gives positive charges to
the fixed capacitors of the network when Ct decreases, and conversely receives positive charges
from the fixed capacitors of the network when Ct increases.

The property (ii) means that as long as an initial state results in the charge-pump to operate
in an energy-conversion mode, then all subsequent cycles of variation of Ct will also result in
energy conversion. Our example of the Roundy charge-pump illustrates this fact, as if (2.16) is
fulfilled, then (2.38) necessarily is.

The property (iii) is clear: one can always change the values of the fixed capacitors of a
charge-pump without changing the non-degeneracy property of its states.

The property (iv) means that the voltage Vt in segments 2© and 4© (segments at non-constant
charge operation) can be considered constant, for a large enough choice of the fixed capacitors
of the charge-pump. We had witnessed this with the simple example of the Roundy’s charge-
pump: choosing CL and CR large enough made the corresponding segments in the charge-voltage
diagram approach vertical lines.

The property (v) means that for large enough values of the charge-pump’s fixed capacitors,
a finite number of consecutive states resulting from charge-pump operation can be considered to
be the same. Because of this and the previous property, we will always drop the n index from
VLn and VRn when referring to the local behavior of each charge-pump across a finite number of
Ct’s variation cycles. For a large enough choice of the circuit’s capacitors, (iv) and (v) imply that
the biasing of Ct across one cycle of its variation approaches that set by the ideal charge-pump
circuit of Sec. 2.1.2. Therefore, VL and VR completely characterize the dynamics of the charge-
pump at the local scale. We will therefore refer to these voltages as the cycle’s characteristic
voltages in the rest of this document.

The property (vi) is a result of the two previous points and states that the energy converted in
a non-degenerated cycle can be approximated with arbitrary precision by that of the rectangular
charge-voltage diagram of same VL and VR, for large enough values of the fixed capacitors.

A consequence of property (vii) is that the space of admissible states can be divided into a
finite number of regions or subspaces on which the evolution of the charge-pump’s state is given
by a linear map. Each of these regions defines what we call an operation mode of the charge-
pump. The Roundy’s charge-pump analyzed above has only one of such operation modes. On
the contrary, for example, the circuits presented in Sec. 2.2.2.2 have multiple operation modes.
An explicit example of such piecewise-defined dynamics will be seen in the analysis of the series-
parallel charge-pump topology in Chap 3.

In Fig. 2.6, a charge-voltage diagram for consecutive cycles of a general charge-pump condi-
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tioning circuit is depicted, illustrating the consequence of the properties (i)-(vi).

Figure 2.6: Three consecutive cycles of variation of Ct are approximated as closed rectangles. The magnification
shows the actual evolution of Ct’s biasing across the three cycles. Our analysis showed that in general, the charge-
voltage diagram of any charge-pump will exhibit the piecewise-defined slopes that are visible on the magnification.
In the case of Roundy’s charge-pump, there was merely one slope value on the left and on the right voltages of the
cycle. The analysis of the series-parallel topology in Chap. 3 will show charge-voltage diagrams that resembles
that of the present figure, with piecewise-defined slopes.

In the following, we will not explicitly verify the definition of charge-pump conditioning
circuit for each presented circuit. However, for all the charge-pumps that are explicitly analyzed
in this work, a state fulfilling the definition will necessarily be considered in the process of the
complete analysis of each charge-pump (as it was the case for Roundy’s charge-pump).

In summary, the takeaway message from these results is that the circuits we are going to
present now can all be considered to operate as the ideal charge-pump of Sec. 2.1.2, locally at
the scale of a few consecutive cycles of Ct. This is true as long as the fixed capacitances of their
topologies are chosen to have large enough values, which in practice means that the capacitors
have to be large compared to Cmax. However, in large timescales, the fact that they are evolving
dynamical systems have some implications that we now discuss.

2.2.2 Long-term autonomous evolution

The previous discussion shows that, for large enough values of the capacitors, the difference in
the biasing of Ct (in terms of VL and VR) between consecutive cycles of the capacitance variation
can be made arbitrarily small by a proper choice of the circuit’s fixed capacitors values (this is
property (v) of Sec. 2.2.1). Still, the variation of Ct necessarily induces an autonomous evolution
of the charge-pump’s state starting from an initial, non-degenerated state.

The reason for this is simple: at the local scale of a non-degenerated cycle, the previous
discussion shows that a charge-pump converts the energy ∆W pVL, VRq during this cycle. As the
circuit has no dissipative element, the sum of the energy in the circuit’s capacitors (including
Ct) has to increase. Therefore, the overall energy in the circuit increases from cycle-to-cycle,
meaning that at least two capacitors of the network have had their voltage changed. As a cycle’s
characteristic voltages VL and VR are mapped to the voltages across the circuit’s fixed capacitors,
they also evolve throughout the cycles of capacitance variation.
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(a) Illustration of the evolution of the charge-voltage
diagram for successive cycles of variation of Ct for
stable charge-pump conditioning circuits.

(b) Illustration of the evolution of the charge-voltage
diagram for successive cycles of variation of Ct for
fixed-ratio γ unstable charge-pump conditioning cir-
cuits.

From any non-degenerated initial cycle, the charge-pump evolves from cycle to cycle of
Ct’s variation accordingly to the piecewise-linear map A. We admit without proof that A is
necessarily such that there exists a subspace V of the space of all admissible states that is
invariant by A. In addition, we suppose that for any non-degenerated cycle V, there exists
n˚ such that Apn˚qpVq P V, where Apn˚q denotes the n˚-th composition of A. The subspace
V defines an operation mode that we call the charge-pump’s steady-state mode. The property
given here means that from any initial non-degenerated cycle, the charge-pump will evolve such
that ultimately, its dynamics are described by one region where A is linear.

2.2.2.1 Stable charge-pumps

We define the stable subclass of charge-pump conditioning circuits as those for which the au-
tonomous evolution of VLn and VRn over the cycles of variation of Ct is bounded, regardless of
the initial state of the circuit or of the values of Cmax or Cmin. The conversion cycles there-
fore evolve over the cycles of variation of Ct in a similar way to what is depicted in Fig. 2.7a.
It can be shown that such charge-pumps necessarily saturate, in the sense that the converted
energy across the cycles of autonomous operation starting from any initial charge-pump state
asymptotically approaches zero.

2.2.2.2 Unstable charge-pumps

Contrarily to stable charge-pumps, unstable charge-pumps, depending on the initial state of
the circuit, Cmax, and Cmin, can show an unstable steady-state operation mode. This mode
is characterized by an unbounded evolution of both VL and VR. In this context, the limit in
the converted energy per cycle is only put by eventual constraints which are set, e.g., by the
electronic components. Simple examples of such constraints will be studied in Sec. 4.1 of Chap. 4,
where different conditioning schemes are compared.

All of the reported unstable conditioning circuits are such that, in their unstable steady-state
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mode of operation, the ratio between VRn and VLn approaches some value γ:

lim
nÑ8

VRn

VLn

“ γ ą 1. (2.43)

We shall hence characterize such circuits by the value of γ they implement. We will also consider
that the equality holds and discard the fact that this ratio is asymptotically reached. In fact,
among the reported unstable conditioning circuits, only our topology of series-parallel charge-
pump (Chap. 3) shows a γ ratio that is asymptotically reached instead of being exactly reached.
And in this case, it is possible to choose the values of the fixed capacitors so that the convergence
of VRn{VLn to γ is arbitrarily fast. Therefore, we will suppose that unstable charge-pumps are
characterized by

@n1, n2 ą n˚,
VRn1

VLn1

“
VRn2

VLn2

“: γ, (2.44)

rather than (2.43).

In this view, considering the approximation of ideal charge-pump, (2.14) reduces to

∆WγpVLq “ CminVLpγ ´ 1qpVLpη ´ γq ´ Epη ´ 1qq. (2.45)

An example of several Ct biasing cycles for an unstable charge-pump is illustrated in the charge-
voltage diagrams of Fig. 2.7b.

Finally, note that these notions of stability and unstability are given in rather informal terms.
We did not yet have found a clear relation between the stability properties of a charge-pump
and its topology. A path of research on this matter is to link the eigenvalues of A in each of
its linear region of definition, to the topology of the charge-pump. This has to be the subject
of future works geared towards a complete theory of charge-pump conditioning circuits, as we
explain in the conclusion and future works section (Sec. 2.5).

2.2.3 Practical motivations for charge-pump conditioning circuits

Now that what is meant by a charge-pump conditioning circuits is clear, let us give some of
the motivations as of why they are the subject of investigation in electrostatic vibration energy
harvesting, based on the properties stated above.

Contrarily to the conditioning schemes described in Sec. 1.3.2.1 and Sec. 1.3.2.2 charge-pump
conditioning circuits do not require active synchronization with the variation of the transducer’s
capacitance. The analysis of the idealized charge-pump in Sec. 2.1.2 on which charge-pumps are
based on, shows that the reconfiguration of the topology, leading to energy conversion, is done
without the need of an external command. It is done automatically thanks to the diodes D1

and D2. Also, the dynamics, in the electrical domain, of charge-pump conditioning circuits only
depend on the extremal values of Ct, and not on the pointwise Ctptq evolution. This is the same
as for the circuits of Sec. 1.3.2.1 and Sec. 1.3.2.2, but contrarily to the primitive conditioning
scheme presented in Sec. 1.3.2.3 for which the converted energy depends on Ctptq’s pointwise
evolution.

At the same time, charge-pump conditioning circuits store the converted energy in a network
of capacitors for further use or processing, a requirement that was highlighted in Sec. 1.3.2.1.
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This property is shared with the circuit of Sec. 1.3.2.1 and 1.3.2.2. But contrarily to those
circuits, charge-pump conditioning circuits do not include inductors. This can be advantageous,
e.g., for size-constrained applications. However, note that an asynchronous control interface
may be needed to sustain their maximum energy conversion point, and this interface includes
an inductor (see Sec. 2.4.1 below).

Among the different charge-pump conditioning circuits, the unstable subclass is particularly
appealing. Indeed, their unstable property means that cycles of high energy conversion can
be attained by the charge-pump’s autonomous operation starting from, in principle, arbitrarily
low (but non-zero) initial energy. In fact, merely having E ą 0 is sufficient as a source of this
initial energy, as we have experimentally verified in [KBG15]. This will be further discussed in
Sec. 4.1.3 of Chap. 4.

2.3 List of charge-pump conditioning circuits

We now list various charge-pumps that were either reported in the literature, our framework of
charge-pump conditioning circuits. This means in particular the circuits are presented supposing
that the fixed capacitors in the charge-pump network have large enough value so that we can
identify them, at the scale of one cycle, to the idealized charge-pump of Fig. 2.2a. At this
scale, they are hence characterized by the voltages VL and VR. In particular, the charge-voltage
diagrams of each following circuits are presented under ideal rectangular approximation.

Note that the generalized series-parallel charge-pump presented below in Sec. 2.16a was
proposed during this work. Its detailed presentation and analysis is the subject of Chap. 3.

2.3.1 Stable charge-pumps

2.3.1.1 Roundy’s charge-pump revisited

With Roundy’s charge-pump, the characteristic cycle voltages VL and VR voltages at any cycle
simply map to the voltages across CL and CR capacitors.

#

VL “ VCL,

VR “ VCR.
(2.46)

We remind that the discussion in Sec. 2.2.1 highlights that, as long as we are dealing with a
small number of consecutive cycles of Ct’s variation, we can describe all such cycles by the same
VL and VR characteristic voltages if the fixed capacitances values are chosen large enough. For
Roundy’s charge-pump, this means that Cmax ! minpCL, CRq. This hypothesis will be supposed
to be verified in all of the following of the manuscript, except in Chap. 5 where the deviation
from the ideal charge-pump will have to be explicitly taken into account.

The analysis done in Sec. 2.1.3 shows that, even for the simplest charge-pump topology that
is the Roundy’s charge-pump, the detailed analysis can be somewhat tedious. The framework of
charge-pump conditioning circuits allows us to resort to powerful simplification. For example,
we want to find the cycle of maximum converted power that will be reached by Roundy’s
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charge-pump throughout its autonomous operation. Instead of computing the expression of
∆Wn`1 ´∆Wn explicitly from the formulas (2.41) and searching for its maximum, we can
simplify the analysis using the approximations made to identify the Roundy’s charge-pump to
the ideal charge-pump of Sec. 2.2a. To do so, we suppose that CL and CR are initially charged
with a voltage V0 ą 0. This means that Ct is charged with a voltage V0 ` E. The charge
conservation principle enforces that

VCRCR ` VCLCL ` VtCt “ V0pCR ` CL ` Ctq ` ECt (2.47)

Now, in our approximation, we may neglect VtCt, and CtpV0 ` Eq, so that we have

VCR “ V0

ˆ

1`
CL

CR

˙

´ VCL
CL

CR
. (2.48)

This equation links the VR and VL characteristic voltages at any cycle of the charge-pump’s
operation, through the trivial relation (2.46). Injecting it in (2.14), which approximates the
energy converted by the Roundy’s charge-pump and searching its maximum in terms of VCR

yields

∆Wopt “
CminpCL ` CRqpE ` V0q

2pη ´ 1q2

4pCL ` ηCRq
(2.49)

attained at cycle voltages

$

’

’

&

’

’

%

VLopt “
1

2

ˆ

V0 `
V0pCR ` CLq ` Epη ´ 1qCR

CL ` ηCR

˙

VRopt “
V0p2ηCR ` pη ` 1qCLq ` Epη ´ 1qCL

2pCL ` ηCRq
.

(2.50)

2.3.1.2 Rectifier topology charge-pumps

+
-

(a) Half-wave 1 charge-pump con-
ditioning circuit

+
-

(b) Half-wave 2 charge-pump con-
ditioning circuit

+-

(c) Full-wave charge-pump condi-
tioning circuit

Figure 2.8: Schematics of rectifiers charge-pumps

The three rectifier-topology charge-pumps whose schematic are depicted in Fig. 2.8 are used
in electrostatic vibration energy harvesters that use of electret charging. If E “ 0, then one can
verify that none of these circuits satisfy the definition of charge-pump conditioning circuits given
in Sec. 2.2.1. Besides, the only topological difference between the half-wave 1 and half-wave 2
charge-pumps are the polarity of the built-in voltage source. In fact, all the circuits presented
in this section (Sec. 2.3) can be envisaged with a reversed-polarity electret, sometimes leading
to different dynamics. We only explicitly present this transformation for the half-wave circuits,
because the two circuits with opposite electret polarity are going to be used in Chap.5 for a
method of electrostatic device characterization.
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(a) Charge-voltage diagrams of
the half-wave 1 (HW1) charge-
pump, corresponding to different
cycles in the autonomous evolu-
tion.

(b) Charge-voltage diagrams of
the half-wave 2 (HW2) charge-
pump, corresponding to different
cycles in the autonomous evolu-
tion.

(c) Charge-voltage diagrams of
the full-wave (FW) charge-pump,
corresponding to different cycles
in the autonomous evolution.

Figure 2.9: Idealized rectangular charge-voltage diagrams of rectifiers charge-pumps

In the literature, these three circuits are used as a modification of the primitive conditioning
circuit presented in Sec. 1.3.2.3, in which the load is directly connected to the electret-charged
transducer and experienced AC voltage. The reason invoked for using these rectifier topologies
is to provide the load with rectified, DC voltage. For example, this is done by Miki et al. in
[MSK09].

But as Ct is not a mere alternating voltage source, the rectifier topology changes the energy
conversion scheme compared to what it is with the primitive conditioning circuit. This obviously
results in different amounts of converted energy, let alone in different circuit dynamics, even
for the same values of E and Cmax, Cmin. The fact that the transducer conditioning scheme
implemented by any of the rectifier conditioning circuits is different from that implemented by
the primitive conditioning circuit is necessarily verified at least for the following reason. These
circuits being charge-pump conditioning circuits, their electrical dynamics are solely dependent
on Cmax and Cmin, with no dependence on the time evolution of Ct in between these extrema.
On the contrary, as we have mentioned in Sec. 1.3.2.3, the energy converted by a primitive
conditioning scheme depends on the pointwise time evolution of Ctptq.

The full derivation of both the evolution law and the charge-voltage diagrams of these circuits
is similar and simpler than the derivation of the evolution law for the Roundy’s charge-pump done
above (because there is only one fixed capacitor in the network). It has been done in this work,
but we postpone it to Sec. 5.1 of Chap. 5 where these circuits are used for the characterization of
e-VEHs, with a non-null diode threshold voltage taken into account to enhance precision. Here,
we solely report the results of the analysis that are the explicit evolution laws of the voltage
across CS, at Ct “ Cmax:

V HW1
S,n “

ˆ

CS

Cmin ` CS

˙nˆ

V HW1
S,n0

´
Cmax ´ Cmin

Cmin
E

˙

`
Cmax ´ Cmin

Cmin
E, (2.51)

V HW2
S,n “

ˆ

CS

Cmax ` CS

˙nˆ

V HW2
S,n0

´
Cmax ´ Cmin

Cmax
E

˙

`
Cmax ´ Cmin

Cmax
E, (2.52)

V FW
S,n “

ˆ

pCmax ´ CSqpCmin ´ CSq

pCmax ` CSqpCmin ` Csq

˙nˆ

V FW
S,n0

´
Cmax ´ Cmin

Cmax ` Cmin
E

˙

`
Cmax ´ Cmin

Cmax ` Cmin
E. (2.53)

As their charge-voltage diagrams in Fig. 2.9 show, in the approximation of rectangular charge-
voltage diagram, their respective characteristic voltages relate to the circuit’s capacitors voltages
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as

pHW1q

#

VL “ 0

VR “ VS

pHW2q

#

VL “ ´VS

VR “ 0
pFW q

#

VL “ ´VS

VR “ VS

(2.54)

The fact that rectifiers charge-pumps are stable charge-pumps is clear from (2.51)-(2.53), which
clearly show that the charge-pump’s state (which reduces to scalar VS,n) is bounded.

The cycle maximizing the energy conversion can be easily found in the same way as for the
Roundy’s charge-pump, as (2.14) accurately approximates the converted energy per cycle in the
case where CS " Cmax. Therefore, we search for the maximum of (2.14) over VS, injecting each
of (2.54) into (2.14). Doing so yields

∆WHW1
opt “

1

4
CminE

2pη ´ 1q2

∆WHW2
opt “

1

4
CminE

2 pη ´ 1q2

η

∆WFW
opt “

1

2
CminE

2 pη ´ 1q2

η ` 1

(2.55)

reached for voltages across VS that read

V HW1
S,opt “

1

2
CminEpη ´ 1q,

V HW2
S,opt “

1

2
CminE

pη ´ 1q

η
,

V FW
S,opt “ CminE

pη ´ 1q

η ` 1
.

(2.56)

2.3.2 Unstable charge-pumps

We now list the main reported unstable charge-pump conditioning circuits. In our framework
for charge-pump conditioning circuits, we can characterize each of these circuits by their γ-ratio
in their unstable mode of operation (see Sec. 2.2.2.2). Chap. 4 will show that having a wide
range of selectable γ ratios for unstable charge-pumps can be useful in order to optimize the
energy conversion. Let us hence list here some circuits that allow to implement such ratios.

2.3.2.1 Bennet’s doubler

The Bennet’s doubler is the first reported example of an unstable charge-pump. Its topology
is depicted in Fig. 2.10a. All of the subsequently reported unstable charge-pumps are gen-
eralizations of its topology, as the next examples will show. This circuit is adapted from an
electrostatic machine described by Bennet at the end of the 18th century [BK87]. The first time
it was reported for electrostatic vibration energy harvesting, it was with differential electrostatic
transducers. Its analysis in this context has been done by De Queiroz in [DD11], for a simpli-
fied case using switches instead of diodes. The full analysis of the Bennet’s doubler without
simplification assumptions is contained in the analysis of the next chapter. Indeed, the analysis
of a general topology of which the Bennet’s doubler is a particular case is presented therein.
Here, let us limit ourselves to an intuitive description of its operation that explains the unstable
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+ -

(a) The first example of an unstable charge-pump: the
Bennet’s doubler. (b) Idealized charge-voltage diagram for one cycle of

operation of the Bennet’s doubler

Figure 2.10: The Bennet’s doubler

series-parallel charge pump

(a) View of the Bennet’s doubler proposed in this
work. (E removed for simplicity).

Cockroft-Walton multiplier cell

flyback diode

+

-

(b) View of the Bennet’s doubler proposed by Lefeuvre
et al. (E removed for simplicity).

Figure 2.11: Different ways to view the Bennet’s doubler.

behavior of this circuit.

In its unstable mode of operation, the Bennet’s doubler implements a ratio of γ “ 2 between
the cycle’s characteristic voltages VL and VR. The unstable mode of operation is the Bennet’s
steady-state operation mode. It is reached from autonomous operation of the charge-pump, as
long as η ą 2 from any admissible initial state of the charge-pump.

To intuitively understand how the Bennet’s doubler induces unstable behavior, we propose
to consider the circuit as depicted in Fig. 2.11a. This circuit is exactly the same as the circuit
of Fig. 2.10a but arranged slightly differently. Let us further consider Ct as an ideal, alternating
current source (see the property (i) in Sec. 2.2.1). The circuit cyclically alternates between two

Figure 2.12: Intuitive explanation of the operation of the Bennet’s doubler in unstable operation mode. Phase
(i) on the left, phase (ii) on the right.
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(a) Simulation of the Bennet’s doubler: time-domain.

0 10 20 30 40 50

Vt (V)

0

1

2

3

4

5

Q
t

(n
C

)

ratios of 2

in
cr

ea
si

n
g

 c
y

cl
e 

in
d

ex

(b) Simulation of the Bennet’s doubler: charge-
voltage diagrams of some cycles.

Figure 2.13: Simulation of the Bennet’s doubler.

phases of negative and positive current, depicted in Fig. 2.12. In phase (i), the current through
Ct is negative and the fixed capacitors of the network are in series through Ds. At the end of
this phase each one of the capacitors has received a positive charge amount of δQ. In phase (ii),
the current through Ct is positive, and the fixed capacitors of the network are in parallel with
the current source through Dp1 and Dp2 . The total positive charge given back to the current
source amounts to δQ. Thus, at the end of the cycle, the total charge in the fixed capacitors
C1,C2 has increased of δQ ą 0. Consequently, the system’s total energy has increased. The
Bennet’s doubler sets the ratio between δQ and the total charge in the circuit’s capacitors at
the beginning of the to a constant, for each cycle of variation Ct, when the circuit operates in
its unstable operation mode. Therefore, the total charge in the circuit’s fixed capacitors, and
hence the total energy, increases exponentially.

In the phase (i) where the positive current flows from Ct to the fixed capacitors, the sum of
the voltages across the two capacitors bias Ct. In phase (ii), the two capacitors are in parallel, so
that they have the same voltage. This pattern cyclically takes places throughout the consecutive
cycles of variation of Ct. Therefore, if the capacitances are of large value, then δQ does not
induce a large voltage swing across C1 and C2 between phases (i) and (ii). Hence, the voltage
of both capacitors can in fact be considered to be equal throughout all the operation of the
charge-pump. As a result, for a cycle in unstable operation characterized by its VL and VR

voltage
#

VL “ VC1 “ VC2

VR “ VC1 ` VC2 “ 2VC1

(2.57)

which clearly shows the ratio of γ “ 2.

The above interpretation of the Bennet’s doubler operation has led us to the generic series-
parallel topology of charge-pump conditioning circuits. This topology is briefly presented here-
after in Sec. 2.3.2.4, and is then extensively studied in the next chapter. The formal analysis of
the Bennet’s doubler is contained in that of our generic topology, as the latter is a generalization
of the former.

To further illustrate the Bennet’s doubler operation, we provide the simulation results de-
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picted in Fig. 2.13a for the time domain evolution of the circuit’s capacitors voltages. For this
simulation, we have chosen C1 “ 1 nF, C2 “ 10 nF, Cmax “ 250 pF, Cmin “ 100 pF, and E “ 0.
The oscillating nature of the voltages across the fixed capacitors is visible, due to the fact that
the capacitances receive the charge δQ in phase (i) when they are put in series, and lose part of
δQ in phase (ii). The frequency of variation of Ct between Cmax and Cmin is of 100 Hz.

These results show that, in the unstable steady-state mode of operation, the voltages across
the two fixed capacitors are roughly equal, as we have previously highlighted. Also, one notices
that, contrarily to the Roundy charge-pump which reaches its steady-state operation mode after
at most one cycle of variation of Ct, the transient operation mode of the Bennet’s doubler lasts
for several cycles before it reaches its (unstable) steady-state operation mode. Again, these
different modes are thoroughly described in the analysis of the next chapter. Fig. 2.13b shows
several charge-voltage diagrams for different conversion cycles, all in unstable mode of operation.
As E “ 0, we verify that the vertical sides of these cycles are located on the V -axis with a ratio
of 2 in between them.

2.3.2.2 Lefeuvre’s charge-pump

(a) Generic topology of the unstable charge-pump
conditioning circuit proposed by Lefeuvre et al.
(copied from [LRW14])

(b) Rectangular charge-voltage diagram imple-
mented by Lefeuvre’s charge-pump and Illen-
berger’s charge-pump.

Figure 2.14: Lefeuvre’s charge-pump.

Lefeuvre et al. reported on a generic unstable charge-pump topology generalizing the Ben-
net’s doubler in [LRW14]. Their topology is depicted in Fig. 2.14a. A brief, intuitive explanation
of its operation can be given as follows.

Lefeuvre et al. have proposed to view Ct in the Bennet’s doubler topology as an alternating
voltage source which is at the input of a Cockroft-Walton [KK00] multiplier cell. The output
node of the multiplier is connected to Ct to provide a flyback mechanism. Therefore, in unstable
mode of operation, the voltage across the fixed capacitor Cc is kept at a value that is equal
to N times the voltage across the fixed capacitor Cb, in its unstable mode of operation. At
Ct “ Cmax, Ct is biased by Cc, while at Ct “ Cmin, it is biased by Cb in series with Cc. THus,
we can give the expression of the cycle characteristic voltages VR and VL as a function of the
charge-pump’s topology in unstable mode:

#

VL “ VCc “ NVCb
,

VR “ VCc ` VCb
“ pN ` 1qVCb

,
(2.58)
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from which a γ ratio of 1` 1{N clearly ensues.

Note that no full formal analysis of such charge-pumps has been done yet, but we base our
understanding of this topology on the reports of Lefeuvre et al. [LRW14]. In the following of the
manuscript, we suppose that this topology satisfies our definition of charge-pumps conditioning
circuits, and that they show a steady-state unstable behavior with ratios of the form γ “ 1` 1{N

(N P N˚). We also suppose this steady-state mode is attained from any initial state admissible
by the topology, as long as η ą γ. The charge-voltage diagram for a cycle in unstable operation
mode is depicted in Fig. 2.14b.

2.3.2.3 Illenberger’s charge-pump

+
-

(a) Generic topology of the charge-pump conditioning
circuit proposed by Illenberger et al..

+
-

(b) Illenberger’s charge-pump with N “ 3.

Figure 2.15: Illenberger’s charge-pump.

At about the same time as De Queiroz claimed that the Bennet’s doubler and its variation
may be suited for electrostatic vibration energy harvesting, McKay et al. and Illenberger et al.
have reported on a topology of unstable charge-pump conditioning circuit initially destined to
be used for dielastomer energy generators [MOC10; ITK17]. Still, this charge pump, depicted in
Fig. 2.15a, is also suited for inertial e-VEHs that are studied in this document, as the electrical
lumped-model of both devices is a variable capacitor.

In summary, Illenberger’s circuit is another topology of unstable charge-pump topology that
implements ratios of the form γ “ 1` 1{N (N P N˚) in its unstable steady-state mode of oper-
ation, which is attained as long as η ą γ. A quantitative analysis of the steady-state dynamics
of this topology limited to the case N “ 2 (depicted in Fig. 2.15b), but readily generalizable,
has been done by Illenberger et al. in [ITK17].

2.3.2.4 Series-parallel charge-pumps

Series-parallel charge-pumps were proposed in this work. They are another generalization of the
Bennet’s doubler. They are obtained by adding capacitor branches, starting from the series-
parallel view of the Bennet’s doubler depicted above in Fig. 2.12. The generic topology of series-
parallel charge-pumps is depicted in Fig. 2.16a, and the illustrating case of N “ 3 is depicted in
Fig. 2.16b.

Their thorough analysis verified and illustrated by simulations is the subject of Chap. 3.
The reader can refer to the conclusion of Sec. 3.6 which summarizes the characteristics of this
charge-pump in terms of its γ-ratio and how it relates to the circuit’s fixed capacitors values.

71



Chapter 2. Charge-pump conditioning circuits

+
-

(a) Generic topology of the series-parallel charge-
pump.

+
-

(b) Series-parallel charge-pump with N “ 3.

Figure 2.16: Series-parallel charge-pump.

2.3.2.5 Other topologies

Other variations of the Bennet’s doubler have been proposed in the literature. These circuits use
of Zener diodes [DD13], or take advantage of multiple variable capacitances [Que14]. Therefore,
we will not consider these topologies in this work, as they do not fit in our framework of charge-
pump conditioning circuits. Notably, we will not consider them in the comparison between the
different charge-pump conditioning schemes done in Chap. 4.

Note that all the cited unstable circuits can be considered by reversing the polarity of the
transducer. Obviously, this does not change the circuit’s operation in the case of E “ 0. But
for a transducer with a built-in voltage, the obtained behavior is different. For example, it can
be proved that reversing the polarity of the transducer in the Bennet’s doubler, when E ą 0,
turns it into a necessarily stable charge-pump. We will not consider the reversed polarity of
transducer in the rest of this manuscript dealing with the unstable conditioning circuits.

2.4 Asynchronous control

As explained above in Sec. 2.2.2.1, the stable charge-pump conditioning circuits show a cycle of
maximal energy conversion, but if the circuit continues its autonomous evolution under variation
of Ct, it ends up in saturation and the converted energy per cycle asymptotically approaches
zero. Consequently, to sustain the cycle of maximum energy conversion, an external control is
needed. Such a control is also needed by unstable conditioning circuits, for example to satisfy
a constraint of maximum voltage across the transducer (see Sec. 4.1). Plus, in Sec. 4.2, the
electromechanical coupling effect will be shown to be responsible for the existence of maximum
energy conversion cycles with unstable charge-pump conditioning circuits. In this condition, an
external control is also needed to sustain this optimal cycle.

2.4.1 Yen’s inductive flyback

Yen et al., in [YL06], have proposed a way to have a control over the otherwise autonomous
evolution of the Roundy’s charge pump. Their architecture is depicted in Fig. 2.17a. It uses an
inductive flyback mechanism. It allows to finely tune, through an asynchronous command of the
switch SW, the values of both VL and VR. A an external control command activates the switch
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+
-

Control unit

(a) Roundy’s charge-pump with flyback control of the
voltages VL and VR.
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(b) Example of operation of the inductive flyback. VL

is not depicted as it merely changes from its initial
value of 5 V, because CL is chosen much larger than
CR. Taken from [Dud14].

Figure 2.17: Yen’s inductive flyback.

SW when based on the sensed values of VL and VR. This transfers charges from CL to CR. A
fine control of SW therefore allows for the sustaining of a chosen cycle, characterized in terms
of targeted VL and VR voltages. The detailed operation of this circuit is thoroughly explained
in [BBG16; Dud14; KBH12] and numerous implementations have been proposed so far [KBH13;
Dud14].

The simulation example of Fig. 2.17b illustrates how it allows to sustain conversion cycle
within specific limits for VR. Note that in the depicted simulation, as CL is very large compared
to CR, the VL voltage merely changes within the duration of the simulation.

2.4.2 DC-DC converter energy-extracting interface

The presentation of the various conditioning circuits done in this chapter shows that the energy
converted by an e-VEH is first stored in the fixed capacitors of the conditioning circuit. Because
of the constraints on the form of the energy needed by the load (e.g., requirements on the load
voltage), an intermediary interface circuit is needed between the conditioning circuit and the
load. This interface circuit has to (i) extract the energy from the conditioning circuit and (ii)
deliver it in a suitable form to the load (e.g., load’s nominal voltage requirement). The task
(ii) is relatively independent of the transducer’s conditioning circuitry, and will not be discussed
herein.

The circuit depicted in Fig. 2.18 is a simple candidate to fulfill the task (i). By a fine
command of the switch and on how exactly it is connected to the conditioning circuit, the
characteristic voltages VL and VR can be controlled by a proper discharge of the charge-pump’s
fixed capacitors. Specifically, the switch can be commanded so to sustain a cycle of maximum
energy conversion as described above. However, this interface is not capable of setting VL and VR

out of the ranges in which they can evolve from the conditioning circuit’s autonomous operation,
because it only removes energy from the capacitor network. The practical implementation of such
energy-extracting interfaces for charge-pump conditioning circuits is studied, e.g., in [BKG17].

A simple example of a switch control policy for this interface will be presented Sec. 3.5.7,
where the interface is associated in a simulation to a series-parallel charge-pump.
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Load

interface

Control unit

energy extracting interface

capacitive
energy 
buffer

Figure 2.18: Energy extracting interface connected to a charge-pump conditioning circuit.

Finally, note that other means of asynchronous control of unstable charge-pump conditioning
circuits have been proposed, e.g., by Wei et al. in [WLM16]. For the present manuscript, it
suffices to acknowledge that there are reported mechanisms that allow to sustain the charge-
pumps’ autonomous operation at a particular energy conversion cycle.

2.5 Conclusion and future works

This section presented the charge-pump conditioning circuits in a unified way and gave a com-
prehensive list of reported topologies useful for electrostatic vibration energy harvesting. Among
them, the series-parallel charge-pump conditioning circuits are thoroughly analyzed in the next
chapter. The conditioning schemes corresponding to the different presented topologies will be
compared in Chap. 4 in the electrical domain, and a method geared towards their comparison
in the electromechanical domain will also be presented therein.

By giving a presentation of the existing charge-pump conditioning circuits starting from
a general framework in which they fit, we attempted to pave the way for a complete theory
of charge-pump conditioning circuits. Among the pressing questions that such a theory could
help answering, one would be a criterion that could identify, from the topology of the circuit’s
diodes-capacitors network, whether it can exhibit unstable operation or not. This question
has an obvious theoretical interest. But a complete theory of charge-pumps can also have very
practical applications for e-VEH. For example, Chap. 4 highlights that different application cases
can ask for different unstable charge-pumps, that is, different γ ratios. Once an optimal γ ratio
is determined, it can be interesting to formally identify the charge-pump conditioning circuit
with minimum amount of diodes that implements the determined γ ratio. In this example,
minimizing the number of diodes is of interest as each diode is the source of energy dissipation.
Besides, another important that such a theory can help is description of the dynamics of charge-
pump conditioning circuits submitted to capacitance variation functions with multiple extremum
values, and not just fixed Cmax and Cmin as it was considered in this chapter and in the next.
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Series-parallel charge-pump
conditioning circuits

The previous chapter has defined the concept of unstable charge-pump conditioning circuit.
State-of-the-art topologies of such circuits were presented, that allowed to implement unstable
steady-state behavior of ratios of the form 1` 1{N , for positive integer N .

The charge-pump conditioning circuit that we propose in this chapter extends the family of
unstable charge-pump conditioning circuits. This new generic topology is able to implement any
rational ratio greater than 2 between the conversion cycle’s characteristic voltages. The intuitive
idea behind this generic topology is to increase the number of parallel branches in the Bennet’s
doubler, presented in Sec. 2.3.2.1. The obtained circuit is depicted in Fig. 3.1.

Intuitively, by resorting to the qualitative description of the Bennet’s doubler that we gave
in Sec. 2.3.2.1, one could expect that adding branches as in Fig. 3.1 would simply change the
γ ratio to larger integer values. The reasoning is that Ct does not becomes in series with only
2 but N fixed capacitors, that are kept at the same voltage at each cycle of the capacitance
variation. At the scale of one cycle, the biasing across Ct would then change from the equal
voltage across all N capacitors when it is in parallel with them, to the sum of all N voltages,
i.e., N times the voltage across each of the fixed capacitors. If one chooses VL to be the voltage
across any of those capacitors, then VR “ NVL, or in other words, the γ ratio implemented by
the circuit in its unstable operation mode, if it is attained, is such that γ “ N .

However, the following analysis shows that the situation is slightly different. In fact, our
analysis shows that the γ ratio between VR and VL is not necessarily equal to N , but can be
tuned to take any real value between 2 and N . This is done by properly choosing the values of
the fixed capacitors.

The essential part of this chapter is a formal proof of the unstable behavior of our new
generic topology, which in the process yields the formula that links the value of γ to the value of
the circuit’s fixed capacitors. We also express the conditions under which this mode is attained.
Simulation results are presented to support the analysis. Note that the analysis is done with
a built-in voltage E “ 0 for simplicity. Yet, the results are not qualitatively different if E ą 0,
as discussed in the end of the chapter. The role of parasitiac effects is also briefly discussed
and illustrated in the simulations. Finally, note that this formal analysis contains that of the
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Bennet’s doubler, which is the particular case N “ 2, including transient behavior. Such analysis
has not been previously reported.

This work has led to the publication [KGB17b] on which the present chapter is largely based
on.
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Figure 3.1: The proposed generic topology: series-parallel charge-pumps.

3.1 Local evolution laws

The notations and context of Ct variation are the same as those detailed in Sec. 2.1.1. We add
here that the voltage across Ct at any time t is denoted by Vtptq. The voltage across a fixed
capacitor Ci of the circuit, i P v1;Nw, is denoted by Vi,n at a cycle n when Ct “ Cmax, Vi,n at a
cycle n when Ct “ Cmin, and Viptq at a any time t. The beginning of time is denoted by t0.

All the circuit elements are considered ideal. In particular, the diode elements follow the
ideal diode current-voltage law, with zero threshold voltage.

Let’s immediately note that, from the circuit topology:

@t ě t0,@i P v1;Nw, Viptq ď Vtptq ď
N
ÿ

j“1

Vjptq (3.1)

3.1.1 Half-cycle: decreasing variable capacitance

Let’s consider an arbitrary cycle n, at the moment when Ct starts to decrease from Cmax of the
previous cycle n, to Cmin of the cycle n` 1.

Suppose that;

Vt,n ą 0, Dj P v1;Nw, Vj,n ą 0,@i P v1;Nw, Vi,n ě 0. (3.2)

As no current flows until a subset of the pDsiq1ďiďN´1 diodes conduct, the law for Vtptq,
immediately after Ct starts to decrease, is, for a certain tn,s P rtn; tn`1s:

Vtptq “ Vt,n
Cmax

Ctptq
, (3.3)@t P rtn; tn,ss,
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and the voltage across the fixed capacitors remains constant:

Viptq “ Vi,n. (3.4)@i P v1;Nw,@t P rtn; tn,ss,

3.1.1.1 No series switching

If the diodes pDsiq1ďiďN´1 do not conduct for any t P rtn; tn`1r then tn,s “ tn`1, and the voltage
across Ct at the end of the half-cycle is:

Vt,n`1 “ ηVt,n. (3.5)

The voltage across the fixed capacitors at the end of the half-cycle is:

Vi,n “ Vi,n`1. (3.6)@i P v1;Nw,

3.1.1.2 Series switching

Otherwise, the circuit will switch to its series configuration when the voltage across Ct makes
the pDsiq1ďiďN´1 diodes conduct. This happens when:

Vtpt “: tn,sq “
N
ÿ

i“1

Vi,n, (3.7)

and the corresponding value of Ct is:

Ct “
Vt,n

řN
i“1 Vi,n

Cmax. (3.8)

The circuit is then equivalent to Ct being in series with a capacitor of value C “ 1{p
řN
i“1Ci

´1q.
The voltage variation law on Ct becomes:

@t P rtn,s; tn`1s,

Vtptq “
N
ÿ

i“1

Viptq “
N
ÿ

i“1

Vi,n `∆Qnptq
N
ÿ

i“1

Ci
´1, (3.9)

where:

∆Qnptq “
Vt,nCmax ´ Ctptq

řN
i“1 Vi,n

1` Ctptq
řN
i“1Ci

´1
. (3.10)@t P rtn,s; tn`1s,

If the circuit has entered its series configuration before Ct “ Cmin, the capacitors voltages
when Ct “ Cmin satisfy:

Vi,n`1 “ Vi,n `
∆Qn
Ci

, (3.11)@i P v1;Nw,

where ∆Qn is the amount of charges given by Ct to the other capacitors, from Ct “ Cmax to
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Ct “ Cmin. For every capacitor of the loop, this amount is equal to:

∆Qn “ Cmin
ηVt,n ´

řN
i“1 Vi,n

1` Cmin
řN
i“1Ci

´1
. (3.12)

Note that ∆Qn ą 0 as the quantity in (3.8) is larger than Cmin by the series switching hypothesis.

The N capacitors being all in series, with the chosen voltage orientations:

Vt,n`1 “

N
ÿ

i“1

Vi,n`1. (3.13)

Note that the voltages remained positive through the half cycle.

3.1.2 Half-cycle: increasing variable capacitance

Consider now an arbitrary cycle n, at the moment when Ct “ Cmin starts to increase from Cmin

of the cycle n to Cmax of the cycle n.

Suppose, without loss of generality, that the voltages are ordered as

V1,n ě . . . ě VN,n. (3.14)

Now, consider Ct increasing from Cmin of the cycle n to Cmax of the same cycle. As no
current flows until the pDpiq1ďiď2pN´1q diodes eventually start to conduct, the law for Vtptq,
immediately after Ct starts to increase, is:

Vtptq “ Vt,n
Cmin

Ctptq
, (3.15)@t P rtn; tn,1s,

where, tn,1 P rtn; tns.

Consider a fixed capacitor Ck. It will remain disconnected from Ct, until the diodes of its
branch conduct. This eventually happens when Vtptq becomes as:

Vtpt “: tn,kq “ Vk,n. (3.16)

The corresponding value of Ct is given by:

Ctpk,nq “
Vt,nCmin `

řk
i“1 Vi,nCi

Vk,n
´

k
ÿ

i“1

Ci. (3.17)

Then, when (3.16) is fulfilled, the voltage variation law on Ct (and for every capacitor in
parallel with Ct) becomes:

@t P rtn,k; tn,k`1s,

Vtptq “
Vt,nCmin `

řk
i“1 Vi,nCi

Ctptq `
řk
i“1Ci

, (3.18)
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with tn,N`1 “ tn. This holds until another capacitor is eventually connected in parallel with Ct,
i.e., until Ct “ Ctpk`1,nq.

At Ct “ Cmax of a given cycle, considering N capacitors and defining p P v1;Nw as the
number of capacitors in parallel with Ct at Ct “ Cmax:

Ctpp,nq ď Cmax ă Ctpp`1,nq. (3.19)

Note that, as the voltages are supposed ordered as in (3.14), and as the voltages across the
capacitors vary continuously:

tn ď tn,1 ď . . . ď tn,p ď tn. (3.20)

At Ct “ Cmax of the cycle n, the voltages across the fixed capacitors that are in parallel with
Ct are as:

@k P v1; pw,

Vk,n “ Vt,n “
Vt,nCmin `

řp
i“1 Vi,nCi

Cmax `
řp
i“1Ci

, (3.21)

and the voltages across the fixed capacitors that are not in parallel with Ct at Ct “ Cmax of
cycle n have not changed:

Vk,n “ Vk,n. (3.22)@k P vp` 1;Nw,

The inequality Ctpp,nq ă Ctpp`1,nq comes from the hypothesis (3.14). Note that, under this
hypothesis, at a given cycle at Ct “ Cmin, (3.19) is equivalent to, for the same cycle at Ct “ Cmax:

Vt,n “ . . . “ Vp,n ą Vp`1,n ą . . . ą VN,n. (3.23)

Finally, note that the voltages remained positive during the whole half-cycle.

3.1.3 Evolution laws across a complete cycle

3.1.3.1 No series switching

At an arbitrary cycle n, if the half cycle of decreasing of Ct from Cmax to Cmin is such that no
series switching occurs (see 3.1.1.1), then:

Vt,n`1 “ Vt,n

Vi,n`1 “ Vi,n.
(3.24)@i P v1;Nw,

3.1.3.2 Series switching

The evolution law for the capacitors voltages at Ct “ Cmax between two consecutive cycles n and
n` 1 can now be obtained for fixed p and given that (3.7) is fulfilled. Under these assumptions,

79



Chapter 3. Series-parallel charge-pump conditioning circuits

with Vn “ pVt,n, V1,n, . . . , VN,nq
T, the system’s evolution is given by:

Vn`1 “ ApVn, (3.25)

if Vt,n “ . . . “ Vp,n ą Vp`1,n ą . . . ą VN,n.

The matrix Ap, for 0 ď p ď N , is defined as:

Ap “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

ap . . . ap bp . . . bp
...

. . .
...

...
. . .

...

ap . . . ap bp . . . bp

cpp`1 . . . cpp`1 dpp`1 ` 1 . . . dpp`1

...
. . .

...
...

. . .
...

cpN . . . cpN dpN . . . dpN ` 1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

, (3.26)

where the coefficients are

ap “

pCmax `

p
ÿ

i“1

CiqCmin

N
ÿ

i“1

Ci
´1 `

p
ÿ

i“1

Ci ` ppCmax ´ pp´ 1qCminq

pCmax `
řp
i“1Ciqp1` Cmin

řN
i“1Ci

´1q
, (3.27)

bp “ ´
Cminpp´ 1q

pCmax `
řp
i“1Ciqp1` Cmin

řN
i“1Ci

´1q
, (3.28)

cpk “
Cmax ´ pCmin

Ckp1` Cmin
řN
i“1Ci

´1q
, (3.29)

dpk “ ´
Cmin

Ckp1` Cmin
řN
i“1Ci

´1q
. (3.30)

As all the pVi,nq1ďiďp are equal (to Vt,n) and follow the same law at the scale of the cycle n,
a reduced form of the matrix will be considered: Ãp P RpN´p`1qˆpN´p`1q.

Ãp “

¨

˚

˚

˚

˚

˚

˝

ap bp . . . bp

cpp`1 dpp`1 ` 1 . . . dpp`1

...
...

. . .
...

cpN dpN . . . dpN ` 1

˛

‹

‹

‹

‹

‹

‚

. (3.31)

Thus, (3.25) becomes, with Ṽn “ pVt,n, Vp`1,n, . . . , VN,nq
T:

˜Vn`1 “ ÃpṼn, (3.32)

if Vt,n “ . . . “ Vp,n ą Vp`1,n ą . . . ą VN,n.

3.2 Steady-state dynamics of the circuit

From the local evolution laws, we now derive the global dynamics of the circuit. This is the
evolution of the state of the conditioning circuit defined by Vn “ pVt,n, V1,n, . . . , VN,nq

T P RN`1
` ,
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starting from an initial state V0, for a periodic variation of Ct maximum and minimum Cmax

and Cmin. We remind the reader that these two quantities are incorporated into the system’s
parameters, allowing to consider the system as autonomous. The coordinates of V0 are supposed
to satisfy (3.1), as constrained by the circuit, and (3.2).

The goal of this analysis is to rigorously describe the different possible operation regimes of
the circuit, and in particular, to quantitatively describe the steady-state modes of operation, as
a function of the circuit’s parameters. More precisely, the conditions for the circuit to show an
exponential steady-state mode are derived, in the sense that the voltage across the circuit’s fixed
capacitors increase exponentially across the cycles of Ct’s variation. This mode is an unstable
mode according to the terminology of charge-pump conditioning circuits that was exposed in
the previous chapter.

We divide the analysis into two cases: η ą N and η ă N . The first case is such that the
steady-state mode is attained irrespective of the values of the initial circuit’s state. We make
the analysis for the second case for a particular configuration of the circuit’s initial state.

3.2.1 Case η ą N

First, let’s state the following lemma, that states that in steady-state mode, the order of the
voltages across the circuit’s capacitors, relative to their capacitance, does not depend on the
initial voltages, given that η ą N and (3.1), (3.2), are fulfilled:
Lemma 1 (Order of voltages and capacitors). Consider the circuit topology in Fig. 3.1. For
any values of the initial voltages fulfilling (3.1) and (3.2):

η ą N ñ pDn˚ P N,@n P N, n ě n˚ ñ pV1,n ě . . . ě VN,n ô C1 ď . . . ď CN qq.

Proof. Consider two fixed capacitors of the network, C1 and C2. Let:

Qji “ tn P N | n ě i, Vt,n “ Vj,nu,

Sji “ tn P N | n ě i, pVt,n´1 “ Vj,n´1q ^ pVt,n ‰ Vj,nqu.

(a) Consider a cycle n1 such that Q1
n1
YQ2

n1
“ H. In this case, the evolution laws derived in

section 3.1 predict an evolution of the circuit’s state with no parallel configuration of C1 and/or
C2 with Ct. As at each cycle, the switching in series will necessarily occur, since η ą N :

V1,n “ V1,n1 `
1

C1

n
ÿ

k“n1

∆Qk,

V2,n “ V2,n1 `
1

C2

n
ÿ

k“n1

∆Qk,

(3.33)@n ě n1,

with ∆Qk defined in (3.12). Thus:

∆n “ V1,n ´ V2,n “ V1,n1 ´ V2,n1 `
C2 ´ C1

C1C2

n
ÿ

k“n1

∆Qk, (3.34)@n ě n1,
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where:

n
ÿ

k“n1

∆Qk “
n
ÿ

k“n1

˜

Cmin

1` Cmin
řN
i“1Ci

´1
pVt,kpη ´ pkq ´

N
ÿ

i“pk`1

Vi,kq

¸

, (3.35)

and where pk is the number of capacitors in parallel with Ct in cycle k at Ct “ Cmax. Hence,
since for any pk, iq P Nˆ v1;Nw, Vi,k ď Vt,k, and under the condition η ą N :

Cmin

1` Cmin
řN
i“1Ci

´1
pVt,kpη ´ pkq ´

N
ÿ

i“ki`1

Vi,kq ě Cmin
Vt,n1pη ´Nq

1` Cmin
řN
i“1Ci

´1
ą 0. (3.36)

Therefore, the sequence p∆nqněn1 diverges to `8 if and only if C1 ă C2, to ´8 if and only if
C2 ă C1. Consequently, eventually swapping the capacitors indexes in the case C1 “ C2 so as
to have V1,n1 ě V2,n1 :

Dn11 ě n1, @n, n ě n11 ñ pV1,n ě V2,n ô C1 ď C2q. (3.37)

(b) Consider a cycle n2piq such that Q1
n2piq

YQ2
n2piq

‰ H. Suppose V
1,n2piq

ě V
2,n2piq

.

(b.1) First, the case when C1 ď C2 is investigated. From (3.33), with n1 “ n2piq, it follows
that Q1

n2piq
‰ H and:

C1 ď C2 ñ p@n P vn2piq; minQ1
n2piq

v, V1,n ě V2,nq. (3.38)

(b.1.1) If S1
n2piq

“ H, (3.38) can be extended to any cycle after n2piq:

C1 ď C2 ñ p@n, n ě n2piq ñ V1,n ě V2,nq. (3.39)

(b.1.2) Now, suppose S1
n2piq

‰ H.

(b.1.2.1) On the one hand, note that:

V1,n ě V2,n. (3.40)@n P vminQ1
n2piq

; minS1
n2piq

v,

(b.1.2.2) On the other hand, (see condition (3.16)):

V1,n ă Vt,n, (3.41)@n P Sn2piq,

with, from (3.11), and with ∆Qn defined in (3.12):

V1,n “ V1,n´1 `
∆Qn´1

C1
,

V2,n “ V2,n´1 `
∆Qn´1

C2
.

(3.42)@n,
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Hence:

ppC1 ď C2q ^ p@k P Sn2piq, V1,k´1 ě V2,k´1qq,

ñ @n P Sn2piq, V2,n ď V1,n ă Vt,n,

ñ @n P Sn2piq, V2,n “ V2,n ď V1,n “ V1,n. (3.43)

Putting it all together, from (3.38) and (3.39) comes:

C1 ď C2 ñ p@n P vn2piq; minS1
n2piq

v, V1,n ě V2,nq, (3.44)

and from (3.43), the above reasoning starting from (b.1) can then be inductively repeated
choosing n2pi` 1q “ minS1

n2piq
: if Q1

n2piq
YQ2

n2piq
is not a finite set, then inductively:

C1 ď C2 ñ p@n, n ě n2 ñ V1,n ě V2,nq. (3.45)

Otherwise, if there exists n2pjq P S1
n2pj´1q such that Q1

n2pjq
YQ2

n2pjq
“ H, then (a) can be ap-

plied, choosing n1 “ n2pjq, and the same conclusion, i.e. (3.45), holds.

(b.2) Consider now C2 ă C1. Let T a,bi be the set such that:

T a,bi “ tn P N | pVa,n ě Vb,nq ^ pn ě iqu.

Suppose T 2,1
n2piq

“ H. Then, the laws of variation of voltages on both capacitors are:

@n ě n2piq,

V1,n “ V
1,n2piq

`
1

C1

n
ÿ

k“n2piq

∆Qk ´∆Vn,

V2,n “ V
2,n2piq

`
1

C2

n
ÿ

k“n2piq

∆Qk,

(3.46)

where the term ∆Vn represents decrease of the voltage across C1 when it is in parallel with Ct.
As @n, ∆Vn ě 0, it comes, with p∆nq defined in (3.34):

V1,n ´ V2,n ď ∆n, (3.47)

and as C2 ă C1 implies that p∆nqněn2piq diverges to ´8, pV1,n ´ V2,nqněn2piq diverges to ´8,
and hence a contradiction since it would therefore exist n ě n2piq such that V1,n ď V2,n. Thus,
T 2,1
n2piq

‰ H and, applying (b.1) with initial cycle n2pjq “ min T 2,1
n2piq

and swapping the capacitors
indexes, all the cases are covered. Applying the proof to every couple of fixed capacitors in the
network, the implication part of the proof is concluded for the voltages at Ct “ Cmax. From
(3.11) and the capacitance values order, it is clear that the conclusion also holds for Ct “ Cmin.

The proof of the converse, which is not useful in our application of the lemma, easily follows
by reductio ad absurdum.

83



Chapter 3. Series-parallel charge-pump conditioning circuits

Let us now define the condition Ωpkq :

Ωpkq :“ “Cmax `

k
ÿ

i“1

Ci ´ pk ´ 1qCk ą 02. (3.48)

Its negation will be denoted Ωpkq.

Note that the circuit switches in its series configuration for any configuration of the voltages,
if and only if η ą N : under the topology constraints over the voltages (3.1), and from (3.8), the
condition is necessary and sufficient (necessary because of the case @i P v1;Nw, Vt,n “ Vi,n).

Consider a cycle n ą n˚, where n˚ is given by lemma 1, and a capacitor Ck. Suppose that,
at Ct “ Cmax of this cycle, the capacitors C1, . . . ,Ck are in parallel with Ct. As it is ensured
from lemma 1 that the order of the voltages do not change for every cycle n ě n˚, (3.17) can
be used to ensure that a capacitor in parallel with Ct at a cycle n ě n˚ will also be in parallel
with Ct at the following cycle. Indeed, it is ensured that each capacitor label corresponds to
the same capacitor for any two different cycles following n˚, as this depends on the order of the
circuit’s capacitors voltages because of the local hypothesis in (3.14). Some algebra yields:

Ctpk,n`1q ă Cmax ô Ωpkq. (3.49)

Therefore, for any capacitor Ck, if there exists a cycle nk ě n˚ such that Vt,nk “ Vk,nk and
the condition in (3.49) holds, then for every n ě nk, Vt,nk “ Vk,nk . Note that this implies that
C1, . . . ,Ck´1 are also in parallel with Ct at Ct “ Cmax of every cycle n ě nk, by the property
of n˚ given by lemma 1.

Now, consider p ě 1 capacitors in parallel with Ct when Ct “ Cmax, at a cycle np ě n˚,
where n˚ is given by lemma 1. The case p “ 0 is impossible because of the circuit topology,
max1ěiěN Vi ě Vt{N .

Also, suppose that Ωppq. Thus, because of (3.49), for all n ě np, V1,n “ Vt,n “ . . . “ Vp,n.
Consequently, we can define a cycle interval Ip in which the voltages evolution are given by the
linear map:

,Dnp`1 P NY t`8u, np`1 ą np, Ip :“ vnp;np`1v

Ṽn “ pÃpq
n Ṽ0p

, (3.50)@n P Ip

Ṽ0p
“ ˜Vnp´1

where Ãp is given in (3.31), and Ṽ0p P RN´p`1.

We now need some explicit information about the evolution of the voltage across the circuit’s
fixed capacitors, for each region Ip.

For all N, p, 1 ď p ď N , the matrix Ãp has 1 of algebraic multiplicity N ´ p and rp P R of
algebraic multiplicity 1 as eigenvalues. The following assumes that rp ‰ 1. The eigenvalue 1 has
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a geometric multiplicity of N ´ p. Subsequently, Ãp is diagonalizable over R, and it comes that:

Vn “ Pp

¨

˚

˚

˚

˚

˚

˝

1

. . .

1

rp
n

˛

‹

‹

‹

‹

‹

‚

Pp
´1V0p

, (3.51)

rp “

CminppCmax `
p
ř

i“1
Ciq

p
ř

i“1
Ci
´1 ` ppη ´ p` 1qq `

p
ř

i“1
Ci

p1` Cmin

N
ř

i“1
Ci
´1qpCmax `

p
ř

i“1
Ciq

, (3.52)

and where pPp,Pp
´1,V0p

q P pRpN´p`1q2q2 ˆ RpN´p`1q. Hence:

Vt,n “ αt,p rp
n ` βt,p,

Vk,n “ αk,p rp
n ` βk,p,

(3.53)

with pαt,p, βt,p, αk,p, βk,pq P R4, and k P vp` 1;Nw. A simple study of the Ãp map
allows the derivation of the coefficients’ expressions; the vectors pvi

1q1ďiďN´p, where
vi

1 “ pv1
i1
, .., v1

iN´p`1
qT P RN´p`1, are eigenvectors of Ãp associated to the eigenvalue 1:

vi1 “
1

η ´ p
,

vij “ δipj´1q, 1 ă j ď N,

(3.54)

where δij is the Kronecker symbol. An eigenvector vrp “ pv
rp
1 , . . . , v

rp
N´p`1q

T P RN´p`1 associ-
ated to the eigenvalue rp is:

v
rp
1 “

pp´ 1qCN
Cmax `

řp
i“1Ci

,

v
rp
i “

CN
p´ 1` i

, 1 ă i ď N ´ p` 1.

(3.55)

Finally, it comes:

αt,p “

pp´ 1qp
N
ř

i“p`1
Vi,0p ´ Vt,0p

pη ´ pqq

pCmax `
p
ř

i“1
Ciq

N
ř

i“p`1
Ci
´1 ´ pp´ 1qpη ´ pq

, (3.56)

αk,p “

pCmax `
p
ř

i“1
Ciqp

N
ř

i“p`1
Vi,0p ´ Vt,0p

pη ´ pqq

CkppCmax `
p
ř

i“1
Ciq

N
ř

i“p`1
Ci
´1 ´ pp´ 1qpη ´ pqq

, (3.57)
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βt,p “

pCmax `

p
ÿ

i“1

Ciq
N
ÿ

i“p`1

Ci
´1Vt,0p

´ pp´ 1q
N
ÿ

i“p`1

Vi,0p

pCmax `

p
ÿ

i“1

Ciq
N
ÿ

i“p`1

Ci
´1´ pp´ 1qpη ´ pq

, (3.58)

βk,p “ Vk,0p `

pCmax `

p
ÿ

i“1

CiqpVt,0p
pη ´ pq´

N
ÿ

i“p`1

Vi,0pq

CkppCmax `

p
ÿ

i“1

Ciq
N
ÿ

i“p`1

Ci
´1´ pp´ 1qpη ´ pqq

. (3.59)

The steady-state behavior of the circuit can now readily be described, that is, the value of p
for which Ip “ vn;`8v, and the long-term voltage evolution laws in this interval. Given the p
previously fixed, three cases are discriminated:

3.2.1.1 Case rp ą 1

The variations of pVt,n ´ Vp`1,nqněnp , using the evolution laws of in (3.51), are such that

pVt,n`1 ´ Vp`1,n`1q ´ pVt,n ´ Vp`1,nq ă 0 ô Ωpp` 1q. (3.60)

Also, by virtually fixing the law (3.50) for fixed p, and from (3.56) and (3.57):

lim
nÑ`8

Vt,n

Vp`1,n
“

αt,p

αp`1,p
“

pp´ 1q Cp`1

Cmax `
řp
i“1Ci

. (3.61)

In the case Ωpp ` 1q, the limit in (3.61) being then strictly less than 1, np`1 ă `8 and
Vp`1,np`1 “ Vt,np`1 . Because of (3.49), @n, n ě np`1 ñ Vt,n “ Vp`1,n. In the case Ωpp` 1q,
np`1 “ `8 as the sequence pVt,n ´ Vp`1,nqněnp is strictly increasing. For all k P vp` 1;Nw, the
asymptotic value of the ratio Vt,n{Vk,n is given by:

@k P vp` 1;Nw,

lim
nÑ`8

Vt,n

Vk,n
“
αt,p

αk,p
“

pp´ 1q Ck
Cmax `

řp
i“1Ci

. (3.62)

3.2.1.2 Case rp ă 1

From (3.52), this case happens only if Ωpp` 1q. By virtually fixing the law (3.50):

lim
nÑ`8

Vt,n “ βt,p, and lim
nÑ`8

Vp`1,n “ βp`1,p. (3.63)

From (3.58) and (3.59), some algebra leads to:

βp`1,p ą βt,p ô Ωpp` 1q. (3.64)
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Subsequently, np`1 ă `8 and Vp`1,np`1 “ Vt,np`1 . In other words, a cycle interval Ip such that
rp ă 1 cannot be the steady-state regime of the circuit.

3.2.1.3 Case rp “ 1

In this case, the reduction done in (3.51) no longer holds, as the linear map Ãp is no longer
diagonalizable. The voltages increase in this case is linear. This can be seen from the Jordan
reduction of Ãp, that leads to Ãp

n
“ Pp

1pIN´P`1 `NqPp
1´1

Ṽ0p
, where IN´P`1 P RpN´P`1q2

is the identity matrix, Pp
1 P RpN´P`1q2 is invertible and N has all its coefficients equal to zero

except for N2,1 “ n. This case is supposed to not happen in the rest of the analysis, as rp “ 1

will never be exactly reached in practice.

3.2.1.4 Summary

The steady-state mode of operation in the case η ą N can now be described. This is done by
inductively applying the previous reasoning to p` 1 parallel capacitors with Ωppq fulfilled. We
start from the smallest p such that there exists a cycle following n˚ (the cycle given by lemma
1) where p capacitors are in parallel at the same cycle, and Ωpp` 1q is fulfilled (Ωp2q is always
fulfilled and p ě 1). Defining Π as:

Π :“ minptp Pw1;Nv| Ωpp` 1qu Y tNuq, (3.65)

the biasing of Ct in the steady-state mode is implemented in the following fashion:

• Ct is in parallel with the capacitors C1, . . . ,CΠ at Ct “ Cmax of every cycle, i.e., Vt,n “

V1,n “ . . . “ VΠ,n.

• The voltage across the capacitor Ci, i P vΠ` 1;Nw at Ct “ Cmax is such that the ratio
Vt,n{Vi,n tends to pΠ´ 1qCi{pCmax `

řΠ
j“1Cjq.

• Ct is in series with all the fixed capacitors C1, . . . , CN at Ct “ Cmin. Hence, Ct is biased
by the sum of voltages across the fixed capacitors at Ct “ Cmin.

The time evolution of the voltages across the fixed capacitors Ct exhibits an exponential
increase in this mode. Indeed, the voltages follow an arithmetico geometric progression with
common ratio rΠ ą 1 in the steady-state mode.

The ratio γ between the voltages at Ct “ Cmax of cycle n and Ct “ Cmin of cycle n` 1 in
the steady-state mode of operation is given by:

γ “

Π`
Cmax`

Π
ř

i“1
Ci

Π´1

N
ř

i“Π`1

Ci
´1 ` Cmax

N
ř

i“1
Ci
´1

1` Cmin

N
ř

i“1
Ci
´1

(3.66)

Note that, in the case Π ‰ N , this ratio is attained asymptotically as it is the result of the limit
process (3.62).
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The simplified version of this expression in the case that Cmax !

´

řN
i“1Ci

´1
¯´1

(see (3.79)
below) corresponds to the γ ratio of unstable charge-pumps as presented in Sec 2.2.2.2. In fact,
once we will have sketched the charge-voltage diagram in Sec. 3.3, the series-parallel charge-
pump will be described in terms of the γ parameter for unstable charge-pumps, presented in the
last chapter. We saw in Sec. 2.2.1 that this holds if Cmax is sufficiently small compared to the
smallest fixed equivalent capacitance that Ct is connected to. For our series-parallel unstable
conditioning circuit topology, this means that Cmax ! p

řN
i“1 1{Ciq

´1.

The converted energy during a cycle n of the steady-state operation defined above is given
by:

∆Wn “
1

2

˜

CmaxpVt,n`1
2 ´ Vt,n

2q `

N
ÿ

i“1

CipVi,n`1
2 ´ Vi,n

2q

¸

. (3.67)

an expression that will be greatly simplified by resorting to the presentation of the circuit as
implementing the ideal charge-pump behavior, i.e., a rectangular charge voltage diagram, at
each cycle of the capacitance variation.
Remark 1. The circuit’s dynamics were derived for the steady-state operation mode, irrespective
of the initial configuration (this is the purpose of lemma 1). In this process, the piecewise defined
transient mode is described: for each region of the definition, the explicit evolution follows the
laws given in (3.53), with proper corresponding values of coefficients αi,j and βi,j (see (3.56)-
(3.59)). However, because of this piecewise definition, there is no simple way to derive the
explicit evolution laws starting from initial voltage values that do not necessarily fulfill the order
in (3.14), other than applying the evolution law that apply in each region, and checking for the
intersections of voltage in the time domain that lead to a change of the definition region.

3.2.2 Case η ď N

In this case, depending on the initial state of the circuit, the condition of series switching at
every cycle of the autonomous evolution is not necessarily verified. As a consequence, the lemma
1 does not necessarily hold, and the long-term evolution of the circuit’s state depends not only
on the values of the capacitors, but also on their initial voltages.

Because of that, to simplify the analysis, only the dynamics starting from a particular or-
der of the circuit’s capacitors voltages at the initial cycle will be considered. This particular
configuration is the same as in the conclusion of lemma 1. It is described as follows.

Consider an arbitrary cycle n0, chosen as the initial cycle. The conditions (3.1), (3.2) are set
by the circuit topology and hence still hold. The capacitors are labeled such that C1 ď . . . ď CN .
The circuit’s capacitors voltages are supposed to verify:

Vt,n0 “ V1,n0 ě . . . ě VN,n0 . (3.68)

Now, if the initial voltages on the capacitors verify:

ηVt,n0 ą

N
ÿ

i“1

Vi,n0 , (3.69)
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then it can be verified by induction, using local laws of section 3.1, that the circuit switches in
series for all cycles following n0. Otherwise, the circuit shows the trivial dynamics of (3.24).
The following supposes that (3.69) is fulfilled. By a variation of the lemma 1, and given the
supposed order of the capacitors, the voltage ordering in (3.14) does not change for any n ě n0.
Indeed, this is the case (b.1) in the proof of the foregoing lemma, using the positivity of the
expression (3.34).,

We also define the logical proposition Ψpkq as :

Ψpkq :“ “η ´ pk ´ 1q ´ Ck

N
ÿ

i“k

Ci
´1 ą 02. (3.70)

Its negation will be denoted Ψpkq.

Consider p ě 1 capacitors in parallel at cycle np ą n0, and Ωppq is fulfilled. As (3.69) guar-
antees series switching at all cycles, and similarly to the case η ą N (see (3.49)):

,Dnp`1 P NY t`8u, np`1 ą np, Ip :“ vnp;np`1v

Ṽn “ pÃpq
n Ṽ0p

, (3.71)@n P Ip

Ṽ0p
“ ˜Vnp´1

i.e., the evolution laws derived in section 3.2.1 given in (3.53) can be used in this interval.

3.2.2.1 Case rp ą 1

In this case, the conclusion is the same as in the rp ą 1 case of the analysis for η ą N , in section
3.2.1. We make the additional remark that if Ωpp` 1q holds in addition to rp ą 1, then working
out through some algebra, one deduces that rp`1 ą 1.

3.2.2.2 Case rp ă 1

By virtually fixing the law (3.71):

lim
nÑ`8

Vt,n “ βt,p, and lim
nÑ`8

Vp`1,n “ βp`1,p. (3.72)

Also, some algebra yields:

βt,p ă βp`1,p ô Ψpp` 1q. (3.73)@i, p P v1;Nw,

Thus, if Ψpp` 1q, then np`1 “ `8 and the voltages saturate following (3.72). Otherwise,
np`1 ă `8, and Ωpp` 1q holds, as it is implied by rp ă 1 and Ψpp` 1q as one can easily show
by elementary calculations.

3.2.2.3 Summary

As for the case η ą N in section 3.2.1, inductively, the steady-state regime of the circuit can
be characterized. As @k ě 1,Ψpk ` 1q ñ Ψpkq, then if there exists p Pw1; tη´uw such that rp ą
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1, and Ψppq is verified (tη´u “ η ´ 1 if η P N, tηu otherwise), then the steady-state mode is an
exponential mode. In fact, some algebra yields that these conditions are fulfilled and only if
η ą γ, where γ is defined as in (3.66) and Π as

Π :“ minptt P vp; tη´uv| Ωpt` 1quq. (3.74)

Hence, the condition for an exponential steady-state mode to be reached is, as for the case
η ą N , that η ą γ, to which we shall add the initial state hypothesis (3.69) and (3.68). This
mode is described as for the case η ą N (see the summary in section 3.2.1.4). In particular, if
operating in the exponential mode, the γ ratio between the transducer’s extreme voltages across
one cycle of operation is given by (3.66), with the parameter Π computed from (3.74).

Otherwise, if η ă γ, then the steady-state mode is a saturation regime.
Remark 2. This analysis refines the case η ą N , as η ą N ñ @p,Ψppq.
Example 1 (Bennet’s doubler). Let us investigate the particular case of the Bennet’s doubler
(N “ 2), when η ď 2, with Vt,n0 “ V1,n0 ą V2,n0, and supposing that (3.69) is fulfilled. The
evolution of V1,n and V2,n is given by (3.53). We have that @n ě n0, V1,n “ V1,n0. Besides, as
r1 ă 1, we have that limnÑ`8 V2,n “ β2,1. Defining σ as:

σ :“
Vt,n0pη ´ 1q

Vt,n0pη ´ 1q ´ V2,n0

, (3.75)

if σ ă 1` r1, then an optimal cycle of index nopt ą n0 exists:

nopt0 “ n0 `

Z

logpσq ´ logp1` r1q

logpr1q

^

. (3.76)

Otherwise, nopt0 “ n0. These are simply found by solving for n the equation B∆Wn{Bn “ 0 with
∆Wn computed as in (3.67). Note that the transient process leading to the exponential steady-
state mode of the Bennet’s doubler circuit, when η ą 2, can be characterized in a similar way to
this example. For instance, to assess the duration of the transient process before the exponential
steady-state mode, one has to solve V2,n ě V1,n0 for n, which will necessarily have a solution if
η ą 2.

3.3 Derivation of the rectangular charge-voltage diagram

In the present subsection, the exact charge-voltage diagram implemented by the circuits using
the topology in Fig. 3.1 is sketched first. Then, the approximations that allow the diagram to
be assimilated to a rectangular charge-voltage diagram are highlighted. We hence make the link
with the formalism developed in Chap. 2. This allows to characterize the series-parallel charge-
pumps in terms of their γ ratio between characteristic voltages VR and VL of a given cycle of
Ct, following the presentations of the unstable charge-pump conditioning circuits of Chap. 2.

We will sketch the charge-voltage diagram for an arbitrary cycle of an exponential steady-
state mode, defined in Sec. 3.2.1.4. We remind the reader that, as a result of the analysis of
Sec. 3.2, such an exponential steady-state mode is always reached under the condition η ą γ

(where γ is defined in (3.66)), with the initial state fulfilling (3.68) and (3.69) in the case η ă N .
Also, we will suppose that for any fixed capacitor Ci, Vt,n{Vi,n is considered equal to its limit
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Figure 3.2: The charge-voltage diagram, for the generic circuit topology depicted in Fig. 3.1, as derived in
Sec. 3.3.1.

pΠ´ 1qCi{pCmax `
řΠ
i“1Ciqq, for i PwΠ;Nw. The constant Π is defined as in (3.65).

3.3.1 Exact derivation

Starting from the point A (see Fig. 3.2), with Ct decreasing from Ct “ Cmax, no current is
flowing, and Vt increases as stated in (3.3), hence the horizontal segment [AA’] in the charge-
voltage plane.

When, at each cycle, Vtptq reaches the sum of the voltages across all the fixed capacitors,
a current flows and the variation law of Vt changes accordingly to (3.9). The equation of the
corresponding segment [A’B] in the charge-voltage plane is given by:

Qtptq “ ´Vtptq

˜

N
ÿ

i“1

Ci
´1

¸´1

`

˜

N
ÿ

i“1

Ci
´1

¸´1 ˜

Π`
Cmax `

řk
i“1Ci

Π´ 1

N
ÿ

i“Π`1

Ci
´1

¸

Vt,n. (3.77)

Now, starting from the point B, with Ct increasing from Cmin, no current is flowing, and Vt

decreases as stated in (3.15), hence the horizontal segment [BB1] in the charge-voltage plane.

When, at each cycle, Vtptq reaches the voltage of the smallest capacitor, a current flows and
the law of variation of Vt changes, as given in (3.18). This repeatedly occurs with the other fixed
capacitors, until Ct “ Cmax.

The equations of the corresponding segments [BjBj`1] in the charge-voltage plane are given
by, with j P v1; kv:

Qtj ptq “ ´Vtptq

j
ÿ

i“1

Ci ` Vt,n

«

Cmax `

j
ÿ

i“1

Ci `

ˆ

j ´ 1

˙

ˆ

˜

Cmax ´ Cmin

˜

Π`
Cmax `

řk
i“1Ci

Π´ 1

N
ÿ

i“Π`1

Ci
´1

¸¸ff

(3.78)

When Ct “ Cmax at the cycle n` 1, the voltage and charge coordinates of the point have
increased compared to Ct “ Cmax at the cycle n (Vt,n`1 “ rΠVt,n, rΠ ą 1).
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3.3.2 Approximation to a rectangular charge-voltage diagram: connection
to the unified presentation of charge-pump conditioning circuits

The equation (3.77) shows that if Cmin ă Cmax ! min1ďiďN Ci, then the segment [A’B] can be
considered as vertical going through A’. Also, under the same condition, equation (3.78) allows
the segment [B1A*] to be considered vertical, and going through A* « A as rΠ « 1`.

In light of these considerations, when Cmax is sufficiently small compared to the values of the
fixed capacitors, the cycle can be approximated by an ideal rectangular charge-voltage diagram,
and the series-parallel charge-pump can be described by the ideal charge-pump of Sec. 2.1.2. In
this view, γ is the ratio between characteristic voltages VL and VR at each cycle of variation
of Ct, following the formalism presented in the last chapter. For the series-parallel topology,
the characteristic voltage VL is equal to the voltage of the fixed capacitance(s) that has or have
the highest voltage. The characteristic cycle voltage VR is measured between the two nodes of
the dipole constituted by all of the circuit’s fixed capacitances put in series: it is equal to the
sum of voltages of all fixed capacitances in the circuit. This also holds for the Bennet’s doubler
as it is the case N “ 2 of this topology. Remember that, even if our detailed analysis show
that these voltages are not constant during the variation cycle of Ct, their evolution can be
made arbitrarily small for large enough values of the fixed capacitor, so that VL and VR can be
considered constant. This is a general result that is applicable to all charge-pump conditioning
circuits, as we have exposed in Sec. 2.2 of the previous chapter.

By simplifying (3.66) with Cmax, Cmin small compared to the Ci’s, it comes that

γ “ Π`
1

Π´ 1

Π
ÿ

i“1

Ci

N
ÿ

i“Π`1

Ci
´1. (3.79)

The converted energy for a cycle n in the steady-state exponential mode can then be ap-
proximated by the area of the obtained rectangle:

∆Wn “ CminVLn
2pγ ´ 1qpη ´ γq, (3.80)

where VLn is the n-th cycle caracteristic voltage VL. Note that, as we emphasized during the
analysis above, this ratio is attained asymptotically if γ ă N . One can assess the speed of
convergence from (3.62). In particular, it can be shown that the values of the fixed capacitors
can be chosen to achieve arbitrarily fast convergence up to a given error, without changing the
value of the implemented ratio γ.

In the remaining of this manuscript, we shall adopt the point of view of Chap. 2, and hence
not make a distinction between the exact value of γ and its approximated value (for all other
unstable charge-pump conditioning circuits). In particular, the energy converted by the series
parallel charge-pump at each cycle of the capacitance variation is supposed to be given by (3.80)
when operating in unstable operation mode.
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3.4 Discussion on the built-in voltage and on components
non-idealities

The analysis carried out in sections 3.1 and 3.2 does not include parasitic effects of the electrical
components, and supposed that the built-in voltage E “ 0. In particular, the diodes are consid-
ered ideal, i.e., zero-current for reverse bias and ideal zero-voltage source for forward bias, with
zero threshold voltage. These non-idealities have an impact on the circuit dynamics. However,
these effects are of higher order, and do not qualitatively change the results of the analysis
carried out in the rest of the paper. In this subsection, the effect of these model changes are
qualitatively discussed. As a side note, in e-VEHs studied accounting for the electromechanical
coupling, the effect of the latter on the system’s dynamics will probably be prominent over the
modifications of the evolution laws consecutive to the circuit’s non-idealities. The effect of the
electromechanical coupling will be discussed in detail in Chap. 4.

3.4.1 Non-null diodes forward voltage drop

Considering an ideal diode model with a non-null forward voltage drop has an effect on the
explicit voltages evolution over time (this can be seen in the simulations results below in Sec. 3.5,
by comparing Fig. 3.5a and Fig. 3.7a). Interestingly, it is worth noting that introducing this non-
ideality does not change the obtained conditions to be satisfied, nor the asymptotically reached
value of the γ biasing ratio. A proof of that fact and the modified evolution laws can be found
analytically by changing the local evolution laws of section 3.1, so to take in account a constant
threshold VT. The rest of the analysis is very similar to what is done in sections 3.1 and 3.2,
except that the the piecewise linear maps turn into piecewise affine maps (or the charge-pump
state can be augmented by a dummy VT variable, as we did in Sec. 2.3.1.1 to account for E).
The coefficient in rp in (3.52) is not altered, but the expressions for coefficients αi,j and βi,j
in (3.56)-(3.59) are affected. However, their expressions become heavier and uncomfortable to
work with to derive the steady-state characteristics as done in section 3.2. The fact that rp
is not modified implies that for large time scales in the steady-state mode, the ratio between
the explicit evolution laws with and without taking in account a constant threshold voltage is
constant. Note that in practice, taking in account this non-ideality suffices to give very accurate
results on the explicit long term dynamics, provided that VT is chosen accordingly to the average
currents that flow through the diodes.

3.4.2 Diodes’ reverse parasitic capacitance

The diodes’ reverse capacitances are responsible for a small change of the conditions for the
different operation modes. Again, it is possible to quantify this effect by rewriting the laws in
section 3.1 so to take in account the charge exchange between the transducer and the diodes’
capacitances, when the transducer’s capacitance is varying. However, this results in mathemat-
ically cumbersome evolution laws. Still, this effect can be estimated by a modification of the
charge-voltage diagram derived in section 3.3. To do so, it suffices to turn the horizontal seg-
ments into segments with a negative slope, whose value is dictated by the value of the equivalent
capacitance seen by the transducer, when the diodes are not conducting (see simulation result in
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Fig. 3.7b). In practical cases, the transducer’s capacitance is such that this effect is negligible.
For example, JPAD5 didoes have a 2pF reverse capacitance value at zero voltage biasing. The
induced negative slope in the charge-voltage diagram is negligible provided that the transducer’s
capacitance values are typically an order of magnitude above.

3.4.3 Reverse currents, capacitors leakages

Other non-idealities include the capacitors leakages and the diodes reverse currents. If the
diodes’ breakdown voltage is not reached, these leakages are usually so low that their effect on
the circuit’s dynamics is negligible. However, they can become important at high time scales
during which the system is not submitted to input excitations.

3.4.4 Non-null built-in voltage

The foregoing analysis was made supposing that the value of the built-in voltage source E,
presented in the two last chapters, is equal to zero. In fact, it is easily understandable that
adding this source changes the quantitative dynamics in terms of the circuit state as an explicit
function of the cycle index. An analysis taking it into account would change the linear mappings
(3.25) to affine mappings, much like the effect of a constant threshold voltage VT discussed above
in Sec. 3.4.1. Yet, interestingly, the analysis done in the particular cases of N “ 3 and that we
do not report here, shows that the ratio γ between extreme biasing voltages of the transducer
from which E is subtracted. Equivalently, the conditions derived in Sec. 3.2 for the existence
of an unstable exponential steady-state are not altered by E ą 0. This is illustrated in the
charge-voltage diagrams in Fig. 2.7b in the previous chapter: the ratio (γ) is fixed in steady-
state operation between VR and VL, and E is a mere offset on the transducer biasing. This is
supported by a simulation below in Sec. 3.5.5.

Hence, at each cycle of the capacitance variation, and as for the other unstable charge-pumps
encountered in this work, the converted energy per cycle reads

∆W “ CminVLpVLpη ´ γq ´ Epη ´ 1qqpγ ´ 1q (3.81)

when operating in the exponential mode, which coincides with (3.80) when E “ 0.

3.5 Simulations

In the following, we show examples of simulations to both validate the analysis, and to illustrate
the effects of some of the effects qualitatively discussed in Sec. 3.4. The simulated topologies in
the following simulations are the case N “ 3 (depicted in Fig. 3.3.a), N “ 2 (Bennet’s doubler,
depicted in Fig. 3.3.b), and the addition of an energy-extracting interface to the series-parallel
topology with N “ 3. The simulations are done with Linear Technology’s LTSpice IV.In all the
following simulations, the transducer’s variable capacitance Ct is varying sinusoidally between
its extremum values Cmax and Cmin with a frequency of 100Hz.
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a)

c)

+

b)

Figure 3.3: The three circuits simulated in this section.

3.5.1 N “ 3, η ą N , Ωp3q is fulfilled, exponential steady-state
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Figure 3.4: Results of the simulation of the series-parallel charge-pump with N “ 3.

For the first simulation, the parameters were chosen such that Ωp3q is fulfilled, and thus, the
circuit reaches a steady-state mode during which all the capacitors of the network are in parallel
at Ct “ Cmax.

The exact values of the parameters are: Cmin “ 25pF, Cmax “ 175pF, C1 “ 1nF, C2 “ 10nF

and C3 “ 11nF. The initial voltages are Vt,0 “ V1,0 “ 5V, V2,0 “ V3,0 “ 0V.

The time-domain simulation results are depicted in Fig. 3.4a, showing the exponential un-
stable steady-state mode. The charge-voltage diagram for one cycle, at different instants, is
depicted in Fig. 3.4b. The γ-ratio is measured as 3.1 in the simulations, which agrees with the
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application of (3.66). In the approximation of the ideal charge-pump circuit (or, equivalently,
rectangular charge-voltage diagram), (3.79) yields a γ ratio of 3 between characteristic cycle
voltages VR and VL at all cycles of the steady state operation mode.

3.5.2 N “ 3, η ą N , Ωp3q is not fulfilled, exponential steady-state
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Figure 3.5: Results of the simulation of the series-parallel charge-pump with N “ 3.

For the second simulation, the parameters were chosen such that Ωp3q is not fulfilled. The
steady-state mode of operation begins at the time which is zoomed in the figure. At every cycle
in this mode of operation, C1 and C2 are in parallel at Ct “ Cmax. The voltage across C3 is
lower, and C3 is never in parallel with C1 and C2 in the steady-state.

The exact values of the parameters are: Cmin “ 25pF, Cmax “ 175pF, C1 “ 1nF, C2 “ 10nF

and C3 “ 20nF. The initial voltages are Vt,0 “ V3,0 “ 5V, V1,0 “ V2,0 “ 0V.

The time-domain simulation results are depicted in Fig. 3.5a, showing the exponential un-
stable steady-state mode. The charge-voltage diagram for one cycle, at different instants, is
depicted in Fig. 3.5b. The γ-ratio is measured as 2.8 in the simulations, which again is close
to the application of (3.66) that yields 2.7. The slight difference is due to the fact that the
ratio of 2.7 computed from (3.66) is reached asymptotically. Using (3.79), the approximation to
a rectangular charge-voltage diagram of (3.79) yields a ratio of 2.6 between the characteristic
voltages VR and VL.

3.5.3 N “ 3, η ă N , exponential steady-state

The simulation results in Fig. 3.6a and Fig. 3.6b show examples of the circuit working with
η ď N , exhibiting an exponential steady-state regime, with η ď N “ 3. The exact values of
the parameters are: Cmin “ 120pF, Cmax “ 280pF, C1 “ 1nF, C2 “ 5nF and C3 “ 25nF. The
initial voltages are Vt,0 “ V1,0 “ 5V, V2,0 “ V3,0 “ 0V.

The measured γ-ratio is of 2.3, which is in agreement with (3.66). The approximated γ ratio
between characteristic cycle voltage VR and VL yields a value of 2.2 (see (3.79)).
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Figure 3.6: Results of the simulation of the series-parallel charge-pump with N “ 3 and γ ă η ă N . An expo-
nential steady-state mode is reached.

3.5.4 N “ 3, η ą N , Ωp3q is fulfilled, exponential steady-state, level 1 diode
model
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Figure 3.7: Results of the simulation of the series-parallel charge-pump with the same parameters as in Sec. 3.5.2,
but using a more realistic model for the diodes.

We now present the results of the same simulation as in Sec. 3.5.2, but using a more accu-
rate model of the diodes. The used model is an exponential level 1 model, with default SPICE
parameter values (saturation current of 1pA), and a parasitic capacitance of 2pF (correspond-
ing for example to the JPAD5 diode capacitance at zero voltage). The results are depicted in
Fig. 3.7a for the time evoltion of the voltages, and in Fig. 3.7b for the charge-voltage diagram
corresponding to one cycle of Ct. Note that although the long term voltage evolution is quanti-
tatively different compared to Fig. 3.5a, locally, the charge-voltage diagram is almost unaltered:
the extreme voltage biasing ratio γ of the capacitor is not changed, as was discussed in Sec. 3.4.1.
The effect of the diodes’ parasitic capacitances is visible by the slight modification of the slopes
of the segments of the charge-voltage diagram. The deviation from the time-domain results in
Fig. 3.5a can be predicted with great accuracy, by using the ideal diode model with constant
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voltage threshold, discussed in 3.4.1: the other non-idealities (parasitic capacitance and use of
an exponential diode model instead of an ideal diode model) are of much more difficult to take
into account in the analysis done above, but are of higher order and do not change the results
qualitatively and quantitatively.

3.5.5 N “ 3, η ą N , E ą 0, exponential steady-state

0

50

100

150

200

250

0 0.5 1 1.5 2 2.5 3

V
o
lt

ag
e 

(V
)

Time (s)

Voltage across C1
Voltage across C2
Voltage across C3

(a) Time evolution

0

2

4

6

8

10

0 20 40 60 80 100 120

C
m

ax

Cmin

C
h
ar

g
e 

(n
C

)

T
im

e 
(s

)

Voltage (V)

0

0.2

0.4

0.6

0.8

1

1.2
substract E=10 from
each side's V-component 
and the ratio becomes 3

(b) Charge-voltage diagram

Figure 3.8: Results of the simulation of the series-parallel charge-pump with N “ 3 and a non-null built-in voltage
E “ 10 V.

The simulations are now carried out with the same parameter values as the simulation in
Sec. 3.5.1, but using a built-in voltage source E “ 10V in series with Ct, as was considered in the
previous chapters. The time-domain results are depicted in Fig. 3.8a, and the charge-voltage
diagram in Fig. 3.8b. The time-domain results differ from Fig. 3.4a, as energy is converted
at a higher rate. However, as we pointed out in Sec. 3.4.4, the ratio between the extreme
voltage biasing the capacitance from which we subtract E is unaltered compared to Fig. 3.4b
(γ “ 3.1). In other words, this means that in the formalism of charge-pump conditioning
circuits of previous chapter, the γ ratio that is implemented by an unstable charge-pump circuit
between characteristic cycle voltages VR and VL is not affected by E ą 0, but only depends
on the topology of the diodes-capacitances network. The conversion rate is higher with E ą 0

as one easily infers from the charge-voltage diagram that for equal voltages across the circuit’s
fixed capacitors (i.e., equal VL and VR) for a given cycle, the area of the corresponding rectangle
increases with the offset E.

3.5.6 N “ 2, η ă N , saturating steady-state

We also simulated the case N “ 2 (Bennet’s doubler), with η ă 2. The time domain results
are depicted if Fig. 3.9a. The charge-voltage diagrams for different cycles selected throughout
the circuit’s autonomous evolution are depicted in Fig. 3.9b. A maximal power point (inflex-
ion point on the energy over time graph) is highlighted. This point exists accordingly to the
discussion in 3.2.2. The initial conditions are chosen such that the cycle n for this maximal
power point is strictly positive (0 being the cycle at t “ 0). The exact value of the param-
eters are: Cmin “ 100pF, Cmax “ 180pF, C1 “ 1nF and C2 “ 10nF. The initial voltages are
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Figure 3.9: Results of the simulation of the series-parallel charge-pump in the case N “ 2 (Bennet’s doubler),
with η ă 2.

Vt,0 “ V1,0 “ 5V, V2,0 “ 0V. The voltage saturates at around 4 V, which is the value predicted
by (3.59). Also, (3.76) indicates that the optimal cycle is attained at n “ 76.

3.5.7 Energy extracting interface

0

5

10

15

20

25

0 0.5 1 1.5 2 2.5 3 3.5

Cvar value

V
o
lt
ag
e
(V
)

Time (s)

Voltage across C 1
Voltage across C 2
Voltage across C 3

Switch closes

(a) Time evolution

0

0.5

1

1.5

2

2.5

3

3.5

4

0 10 20 30 40 50 60

C
h
ar

g
e 

(n
C

)

T
im

e 
(s

)

Voltage (V)

C
m

ax

C min

3.39

3.4

3.41

3.42

3.43

3.44

3.45

3.46

(b) Charge-voltage diagram

Figure 3.10: Results of the simulation of the series-parallel charge-pump connected to an energy extracting
interface.

The last simulation features the series-parallel topology with N “ 3, joined to an energy-
extracting interface whose role was introduced in the Sec. 2.4.2 of the previous chapter. We take
this opportunity to illustrate the operation of an example of such energy-extracting interface.
To discard any consideration about the regulation of voltage at the load (task (ii) in Sec. 2.4.2),
the output capacitor and load are modeled as a voltage source of 5V. This can also model a
practical case where the output capacitor is replaced by a battery.

In our example, the switch control works in the following way: the voltage across C3 is sensed.
When it exceeds a given value Vcomp ` Vh, the switch is closed, thus discharging the circuit’s
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fixed capacitors in the inductor and the output voltage source. The switch remains closed
until the voltage across C3 falls below a given value Vcomp ´ Vh (comparison with hysteresis).
In this simulation example, Vcomp “ 20V with an hysteresis of Vh “ 0.5V. Note that we have
supposed that this voltage is lower than the voltage Vcomp. The simulation is carried out with
Cmin “ 25pF, Cmax “ 175pF, C1 “ 1nF, C2 “ 10nF, C3 “ 10nF, and L “ 100µH.

This example with hysteresis comparison constrains the voltage evolution in a way that a
desired cycle of conversion is sustained, whilst the converted energy is supplied to the load.
In this simulated example, we know from the circuit’s topology that VR “ 3VL in the steady-
state regime. Also, at each cycle of this mode, each of the circuit’s fixed capacitors is biased
by VL. Hence, the cycle pVL “ 20 V ˘ 0.5 V, VR “ 60 V ˘ 1.5 Vq is sustained by the energy-
extracting interface. The charge-voltage diagram depicted in Fig. 3.10b shows the successive
energy conversion cycles between two closing events of the switch.

It should be noted that Vcomp and Vh have to be computed depending conversion cycle that
maximizes the converted energy. In the approximation of a rectangular charge-voltage diagram,
this is allows to sustain an energy converison cycle such that its characteristic voltages VL and
VR maximize the converted energy. The determination of such an optimum cycle is the subject
of the next chapter.

3.6 Conclusion and future works

This chapter presented a rigorous analysis of the new generic topology of series-parallel charge-
pumps in the electrical domain. The main result of the analysis is a formal proof that these
conditioning circuits are unstable charge-pump conditioning circuits that, in their steady-state
mode of operation, implement the ratio γ between VL and VR characteristic voltages. The value
of γdefined by

γ :“ Π`
1

Π´ 1

Π
ÿ

i“1

Ci

N
ÿ

i“Π`1

Ci
´1 (3.82)

where
Π :“ minptp Pw1;Nv such that Ωpp` 1qu Y tNuq,

Ωppq :“ “

p
ÿ

i“1

Ci ´ pp´ 1qCp ą 02
(3.83)

and where the Ci denote the circuit’s N fixed capacitors ordered as C1 ď ¨ ¨ ¨ ď CN. This steady-
state mode is attained from any initial condition if η ą N . If η ă N , then this steady state-mode
of operation is attained if η ą γ and if the initial voltages across the circuit’s fixed capacitors
verify

Vt,n0 “ V1,n0 ě . . . ě VN,n0 ,

ηVt,n0 ą

N
ÿ

i“1

Vi,n0 .
(3.84)

This generic topology hence extends the range of ratios γ of unstable charge-pump conditioning
circuits to values greater than 2. We can further explicitely characterize a cycle in unstable
mode operation by relating the values of the VL and VR voltages to the circuit topology. With
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C1 ď ¨ ¨ ¨ ď CN, we have that
$

’

’

&

’

’

%

VL “ V1,

VR “

N
ÿ

i“1

Vi.
(3.85)

The analysis is somewhat intricated and resorts to details that are specific to the studied
topology. This intrication is linked to the existence of multiple operation modes that can be
encountered before the steady-state operation mode is reached. Also, the implemented ratio in
steady-state mode γ is a nontrivial function of the circuit’s fixed capacitors. A complete theory
of charge-pump conditioning circuit as discussed in the conclusion of the previous chapter may
result in finding at least part of the results of this analysis using a systematic method, without
resorting to the level of details considered in this chapter.
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Chapter 4

Comparison and electromechanical
study of electrostatic vibration energy
harvesters using charge-pump
conditioning circuits

The first part of this chapter is concerned with the comparison of the different charge-pump con-
ditioning circuits in the electrical domain. This comparison is done under the simple constraint
of maximum voltage across the transducer. It is done supposing idealized electrical components.
It confirms the advantage of unstable charge-pump conditioning circuits over their stable coun-
terparts, in that they can implement cycles of maximal energy conversion starting from a low
pre-charge energy in the circuit.

Then, the second part of the chapter discusses the role of the electromechanical coupling in
e-VEHs using unstable charge-pump conditioning circuits, on the basis of experiments. These
experiments feature an electrostatic transducer fabricated in MEMS technology, electrically con-
ditioned by the Bennet’s doubler. The obtained results are qualitatively different from the
behavior predicted by the study in the electrical domain, and demonstrate the role of the elec-
tromechanical coupling on the system’s dynamics.

Thus, the third and last part of the chapter presents an electromechanical domain study of
e-VEHs using unstable conditioning circuits. This study serves as the basis of a semi-analytical
method geared towards the comparison of different unstable charge-pump conditioning schemes
in the electromechanical domain, as a function of the system and input parameters. Some early
results of the application of the method under different input and system parameters are pre-
sented. These results support that the γ ratio of the used unstable charge-pump, but also the
pre-charge voltage are important design parameters. They also show for the example of the
symmetrical gap-closing geometry, that unstable charge-pump are advantageous when target-
ing harmonic inputs of lower frequency than the natural frequency of the e-VEH’s mechanical
resonator.

The work related to the comparison in the electrical domain was published in [KGB17c],
whereas a part of the experimental work below was published in [DKB15; DKB14]. The work
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related to the semi-analytical analysis of e-VEHs using charge-pump conditioning circuits is
being drafted for a future publication at the time of writing of this manuscript. Note that we do
not discuss here the results of the experimental comparison between the primitive conditioning
circuit and the Bennet’s doubler, which we have published in in [KBG15].

4.1 Comparison in the electrical domain

This section presents a comparison, in the electrical domain, of the charge-pump conditioning
circuits presented in the two previous chapters. This comparison is made supposing idealized
circuit components as in the presentation of the charge-pump conditioning circuits of previous
chapters. We also make the same hypothesis that Ct monotonically varies between Cmax and
Cmin and between Cmin and Cmax, both of which are supposed to be constant. We remind that
η :“ Cmax{Cmin. All of the charge-pumps below are supposed to fulfill the hypothesis that the
fixed capacitors are large compared to Cmax, so that we may use our framework of charge-pump
conditioning circuit of Chap. 2. In particular, each conversion cycle is specified in terms of VL

and VR characteristic voltages, except for the rectifier charge-pumps, which nonetheless can be
supposed to implement rectangular charge-voltage diagrams. We remind the energy converted
per cycle formula for a cycle characterized by VL and VR voltages:

∆W pVL, VRq “ CminpVR ´ VLqpηVL ´ VR ` Epη ´ 1qq (4.1)

This electrical domain comparison starts by determining which of the rectifier charge-pumps
is optimal among the three presented in Sec. 2.3.1.2. That is, we determine which one of the
three can implement a Ct variation cycle of maximum converted energy, for η and E supposed
to be given parameters, and under a maximum voltage constraint across the transducer. We
then show that Roundy’s charge-pump is preferable over rectifier charge-pumps, thanks to the
additional parameter V0 that allows adequate tuning of the energy conversion cycle. Then, we
determine the cycle of maximal energy conversion for unstable charge-pumps under the maximal
transducer voltage constraint. The optimal γ ratio is determined, and hence this determines
the optimal topology of unstable charge-pump for given η and E. It is also shown that the
Roundy charge-pump, by adequate charging of its fixed capacitors, can implement the same
maximal energy conversion cycle. However, the unstable charge-pumps have the important
advantage that this maximum energy conversion cycle can be reached by autonomous operation
from arbitrarily low initial energy in the system. On the contrary, pre-charging CL and CR of
Roundy’s charge-pump to the right values requires a possibly high amount of pre-charge energy
in the circuit.

This comparison in the electrical domain is useful in cases where the electromechanical
coupling is negligible, or in cases where the displacement of the transducer’s mobile electrode is
imposed by the external mechanical action. We will see starting Sec. 4.8 that the results of this
electrical comparison, as far as unstable charge-pumps are concerned, can be mitigated by the
electromechanical coupling. We will hence have to resort to a completely different study.
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+
-

(a) Half-wave 1 charge-pump con-
ditioning circuit

+
-

(b) Half-wave 2 charge-pump con-
ditioning circuit

+-

(c) Full-wave charge-pump condi-
tioning circuit

Figure 4.1: Schematics of rectifiers charge-pumps

4.1.1 Comparison between the three rectifier topologies

First, we compare the maximum energy conversion cycles of the rectifier charge-pump topologies,
which are all depicted in Fig. 4.1. In this subsection, we are dealing with a transducer such that
E ą 0.

The Ct variation cycles showing maximum energy conversion with these circuits were derived
and given in Chap. 2. We report them here again:

∆WHW1
opt “

1

4
CminE

2pη ´ 1q2, (4.2)

∆WHW2
opt “

1

4
CminE

2 pη ´ 1q2

η
, (4.3)

∆WFW
opt “

1

2
CminE

2 pη ´ 1q2

η ` 1
. (4.4)

It is straightforward that, in the absence of any constraint, we have

∆WHW1
opt ą ∆WFW

opt ą ∆WHW2
opt . (4.5)

Let us now consider a constraint on the maximum voltage that the transducer can support.
This is the absolute value of the voltage across the tCt ` Eu dipole. Given the topology of
the rectifier charge-pumps depicted in Fig. 2.8, this voltage also corresponds to the maximum
blocking voltage that the circuits diodes can support. The voltages that bias the transducer
corresponding to each of the optimal energy cycles were also derived in Chap. 2 and read:

V HW1
S,opt “

1

2
CminEpη ´ 1q, (4.6)

V HW2
S,opt “

1

2
CminE

pη ´ 1q

η
, (4.7)

V FW
S,opt “ CminE

pη ´ 1q

η ` 1
. (4.8)

Note that these voltages designate the voltage VS across the CS capacitor of each circuit, rather
than using the VR, VL formalism. Indeed, the comparison is easier by resorting to the description
of the rectifiers charge-pump state in terms of VS, because in this case the Vmax constraint can be
uniquely written VS ă Vmax across all three configurations. If we had used the VL, VR description
of these charge-pumps states at each cycle, then for each charge-pump, the Vmax constraint would
have read differently. For example, for HW1 it is VR ď Vmax, whereas for HW2 it is VL ď Vmax

(see the VL and VR definition of each of these circuits in Sec. 2.3.1.2). Hence, in the rest of this
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subsection dealing with the charge-pump rectifiers, the voltage VS across CS of each circuit is
chosen as the characteristic cycle voltage.

The energies converted per cycle as a function of VS can be found in the rectangular charge-
voltage diagram approximation. For this, it suffices to consider (4.1) and (2.54). As a result, we
find for the expressions of the energy converted per cycle for a given value of the VS voltage:

∆WHW1pVSq “ VSCminpEpη ´ 1q ´ VSq, (4.9)

∆WHW2pVSq “ VSCminpEpη ´ 1q ´ ηVSq, (4.10)

∆WFWpVSq “ 2VSCminpEpη ´ 1q ` VSpη ` 1qq. (4.11)

We will need these expressions of the energy converted per cycle for general VS, in order to
account for the Vmax constraint. We remind that the maximum power points in (4.2)-(4.4) were
simply found by maximizing (4.9)-(4.11) for VS, as we did in Sec. 2.3.1.2.

From (4.6)-(4.8), one immediately notices that

V HW1
S,opt ą V HW2

S,opt ą V FW
S,opt (4.12)

Hence, the comparison under the Vmax maximum voltage constraint is as follows.

If Vmax ě V HW1
S,opt , then the HW1 is the optimal circuit, as (4.5) applies. If V FW

S,opt ă Vmax ă V HW1
S,opt ,

then first note that ∆WHW1pVSq is an increasing function of VS for VS ď V HW1
S,opt . Then, com-

paring (4.9) evaluated at Vmax and (4.4) yields that HW1 is optimal over FW in this region of
definition of Vmax if and only if

Vmax ě
1

2
Epη ´ 1q

ˆ

1´

c

η ´ 1

η ` 1

˙

. (4.13)

. In this same region of V FW
S,opt ă Vmax ă V HW1

S,opt , HW2 cannot be optimal because its optimal
voltage is higher than that of FW and its converted power is lower.

The only case where the HW2 circuit could potentially be optimal is then when Vmax ă V FW
S,opt.

But then again, comparing the general energy per cycle formula in (4.3) with that of the HW1
circuit (4.2) shows that the HW1 circuit has always a better figure of converted energy per cycle,
regardless of η and E. Hence, the HW2 circuit is never optimal. Note that this is also easily
seen geometrically by a quick glance at the charge-voltage diagrams of HW1 and HW2.

In this same region where Vmax ă V FW
S,opt, we still have to compare HW1 and FW circuits.

The comparison relies on the general energy per cycle formula evaluated at Vmax, as they are
increasing functions of VS for VS ă V FW

S,opt. We easily determine that HW1 is optimal over FW if
and only if

Vmax ě
1

2
E
η ´ 1

η ` 1
. (4.14)

which concludes the comparison of the three circuits. The fact that HW2 is never optimal
is generalizable to all the other charge-pump conditioning circuits presented in the previous
chapters with reversed electret polarity. This is the reason why we do not consider these versions
of the charge-pump conditioning circuits in the present manuscript.

Up to this point, we have merely determined the VS that maximizes the converted energy per
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cycle ∆W in the setting of the ideal charge-pump approximation. In fact, the cycles of maximal
energy conversion determined above can be reached by autonomous charge-pump operation,
from any initial voltage across CS fulfilling VS ď VS,opt. In a practical operation setting, the
circuits have to be kept at this maximum power point by controlling the voltage across CS so
for it to stay around VS,opt. This is done using an energy-extracting interface, as we discussed
in Sec. 2.4.2, and as was illustrated in the simulations of Sec. 3.5.7 with the example of the
series-parallel charge-pump.

4.1.2 Comparing Roundy’s charge-pump with the rectifiers

+
-

Figure 4.2: Schematic of the charge-pump conditioning circuit proposed by Roundy et al.

Roundy’s charge-pump is classed as a stable charge-pump in Chap. 2. Its schematic is
reported again in Fig. 4.2. Let us recall here the simplified formula for the maximum converted
energy per cycle by Roundy’s charge-pump, derived at the end of Sec. 2.3.1.1:

∆WROU
opt “

CminpCL ` CRqpE ` V0q
2pη ´ 1q2

4pCL ` ηCRq
(4.15)

where V0 denotes the initial voltage across CL and CR. This cycle is attained at the cycle
voltages

$

’

’

&

’

’

%

V ROU
L,opt “

1

2

ˆ

V0 `
V0pCR ` CLq ´ Epη ´ 1qCR

CL ` ηCR

˙

V ROU
R,opt “

V0p2ηCR ` pη ` 1qCLq ` Epη ´ 1qCL

2pCL ` ηCRq

. (4.16)

From this equation, one notices that Roundy’s charge-pump is different from the rectifier charge-
pump operations in two aspects. Firstly, the expression of the maximum converted energy per
cycle (4.15) that we had derived in Chap. 2 depends on the values of the fixed capacitors. It is
straightforward to show that it increases as CL{CR Ñ8. Hence, the formula (4.15) reduces, in
this limit, to

∆WROU
opt “

1

4
CminpE ` V0q

2pη ´ 1q2, (4.17)

and the voltages in (4.16) reduce to
$

&

%

V ROU
L,opt “ V0

V ROU
R,opt “

1

2
pEpη ´ 1q ` V0pη ` 1qq

(4.18)

In fact, with CL " CR, the Roundy’s charge-pump is equivalent to the HW1 rectifier, where E
is substituted as E Ð E ` V0, V0 being the voltage across CL.

Therefore, we can mention the second important difference with the rectifiers charge-pumps:
the value of the maximum converted energy per cycle depends on another parameter, namely V0.
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This parameter is the initial voltage across CL and CR of the circuit, and the corresponding total
initial energy reads 1{2 ¨ V0

2pCL ` CRq. Increasing this initial energy increases the maximum
converted energy per cycle that the charge-pump can reach through autonomous operation.

The comparison in the cases where E “ 0 is not meaningful as rectifier charge-pumps cannot
operate under this hypothesis. In the cases where E ą 0, and with the maximum voltage con-
straint of Vmax across the tCt ` Eu dipole, then Roundy’s charge-pump always performs at least
as good as the HW1 rectifier. The Vmax constraint translates to VR ď Vmax for Roundy’s charge-
pump. To show Roundy’s charge-pump optimality, remark that (4.17) and (4.18) matches the
maximum converted energy per cycle and voltage of the HW1 circuit when V0 “ 0. Therefore, if
Vmax ě V HW1

S,opt , then V0 can be chosen such that 0 ă V ROU
R,opt “ Vmax and the converted power will

necessarily be larger than with the half-wave charge-pumps. If Vmax ă V HW1
S,opt , then the Roundy’s

charge-pump with V0 “ 0 performs equally good as the HW1 charge-pump.

In conclusion, using Roundy’s charge-pump is necessarily the optimal choice over any of the
rectifiers conditioning circuits for given E, η and Vmax across the transducer. Here we have
determined a non-degenerated cycle characterized in terms of VL and VR that will be reached
throughout Roundy’s charge-pump autonomous operation, from the state where VR “ VL “ V0.
An energy-extracting interface has to discharge CL and CR so to sustain the charge-pump’s state
corresponding to V ROU

L,opt and V ROU
R,opt (see Sec. 2.4.2).

Now that we have established the optimality of Roundy’s charge-pump compared to rectifier
charge-pumps, let us see how it compares to the unstable charge-pumps.

4.1.3 Comparing stable and unstable charge-pumps

We now determine the optimal unstable conditioning circuit for given E and η parameters.
To do so, we use the characterization of these circuits in terms of their γ ratio, and we set a
constraint on VR. The maximization procedure reduces to a simple geometrical problem, which
is solved in terms of optimal values of γ and VL. Again, the effects of electrical non-idealities
are neglected here.

For all charge-pump conditioning circuits, the abrupt limitation on VR corresponds to a
maximum voltage constraint across the transducer, that is, the maximum allowable voltage
across the tCt`Eu dipole. In Fig. 4.6 are depicted some charge-voltage diagrams that correspond
to a charge-pump biasing where this constraint is fulfilled. Note that in the absence of such a
constraint, there is no limit to the converted energy per cycle, as the energy converted per cycle
for an unstable charge-pump in unstable mode reads

∆W pVLq “ CminVLpγ ´ 1qpVLpη ´ γq ` Epη ´ 1qq (4.19)

which has no upper-bound for positive VL provided that η ą γ ą 1.

Let us geometrically derive the rectangular charge-voltage diagram that maximizes the con-
verted energy per cycle, in terms of pVL, γq. We remind that γ :“ VR{VL is the unstable charge-
pump’s characteristic ratio. This translates to the following constrained maximization problem
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Figure 4.3: Generic topology for Lefeuvre’s charge-pump [LRW14].

+
-

Figure 4.4: Generic topology for Illenberger’s
charge-pump [ITK17].

+
-

Figure 4.5: Generic topology for series-parallel
charge-pump.

Figure 4.6: A bunch of charge-voltage diagrams that
fulfill the condition VR ď Vmax. Equivalently, Vmax is
the maximum allowable voltage across the tCt ` Eu
dipole.

Figure 4.7: Illustration of the simple geometrical sit-
uation of Sec. 4.1.3.
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that has to be solved for pγ, VLq

max
γą1

γVLďVmax

∆W pVL, γVLq “ CminVLpγ ´ 1qpVLpη ´ γq ` Epη ´ 1qq. (4.20)

This problem has a straightforward geometrical solution. Consider a rectangular charge-
voltage diagram whose left side vertical side is at the r´1L coordinate on the V -axis (r ą 1),
while its right vertical side lies at the L coordinate. This situation is depicted in Fig. 4.7 for
clarity. Such a rectangle has an area of

A “ CminL
2pηr´1 ´ 1qp1´ r´1q (4.21)

which attains its maximum, for fixed L, for r chosen such that

r “
2η

η ` 1
(4.22)

Also, the rectangle’s area is an increasing function of L. The solution to the problem (4.20)
above therefore corresponds to a conditioning circuit that implements a charge voltage dia-
gram such that: (i) the ratio between the V coordinate of right and left side is of r, that
is, pE ` γoptVLq{pE ` VLq “ r, (ii) its right side is at maximum allowable voltage, that is
VRopt “ γoptVLopt “ Vmax. Thence, replacing r by (4.22), we have that

$

’

&

’

%

VLopt “ γ´1
optVmax

γopt “
2ηVmax

Vmaxpη ` 1q ´ Epη ´ 1q
.

(4.23)

The corresponding maximum converted energy reads

WUNS
opt “ Cmin

pη ´ 1q2pE ` Vmaxq
2

4η
. (4.24)

One remarks that this solution is not valid when Vmax ď Epη ´ 1q{pη ` 1q. This can be seen
geometrically on the charge-voltage diagram: in this case, the left vertical side of the rectangle
is required to be at a V -coordinate that is less than E, which is not possible as unstable charge-
pumps are such that 0 ă VL ă VR. In fact, in this case, we have that ∆W pγ´1Vmax, Vmaxq is a
strictly increasing function of γ for fixed Vmax. We will not further discuss this case here. Let us
therefore only consider the case where Vmax ą E ě 0, so that γopt necessarily satisfies γopt ą 1.

If we find that γopt ě 2, then an appropriate series-parallel topology (including the Bennet’s
doubler) can implement this cycle in its unstable operation mode. The series-parallel topology
is depicted again in Fig. 4.5. One has merely to choose the values of the fixed capacitors so that
(3.83) yields γopt determined above. If, on the other hand, we obtain γopt such that 2 ą η ą γopt,
then Lefeuvre’s (Fig. 4.3) or, equivalently, Illenberger’s (Fig. 4.4) charge-pump topology is op-
timal. As only γ of the form 1 ` 1{N are implementable using these two topologies, then one
of N1 and N2 such that 1` 1{N1 ď γopt ď 1` 1{N2 has to be chosen. Which one is simply
determined by comparing ∆W pp1` 1{N1q

´1Vmax, Vmaxq and ∆W pp1` 1{N2q
´1Vmax, Vmaxq and

choosing the Ni that yields the largest of these two quantities.

Now, let us come to the main conclusion of this section on electrical comparison: the ad-
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vantage of unstable charge-pumps over the stable charge-pumps. First, for this comparison, the
stable charge-pumps reduce to the Roundy circuit because of the optimality of the latter over
rectifier charge-pumps, as determined above in Sec. 4.1.2.

It is clear that the Roundy’s charge-pump can be set in the electrical state corresponding to
the conversion cycle characterized by (4.23). Indeed, it suffices to set the voltages across CL and
CR to γopt

´1Vmax and Vmax, respectively. In this case, this cycle of Roundy’s charge-pump will
be the same as if it was implemented by an unstable charge-pump. However, this requires to use
a mechanism external to the charge-pump in order to charge CL and CR to these two voltages.
This requires transfers of large energy amounts, from a separate electrical energy tank to the
capacitors CR and CL to charge them to the voltages γopt

´1Vmax and Vmax. Indeed, the energy
is the square of these voltages weighted by CL and CR respectively, which are chosen large to
fulfill the ideal charge-pump approximation. Because of the necessarily limited efficiency of such
energy transfer circuits, this would result in possibly large amounts of dissipated energy.

On the contrary, unstable charge-pumps can reach the cycle characterized by (4.23) from
their autonomous operation starting from arbitrarily low initial energy in the charge-pump’s fixed
capacitors, provided that: (i) γopt ă η, (ii) the initial state of the charge-pump is such that it is in
unstable mode, or in other words, there is no transient before the unstable steady-state mode of
operation. One can check using (4.23) that the point (i) is always verified under our assumption
that Vmax ą E. The point (ii) depends on the used topology of unstable charge-pump. For the
series-parallel charge-pumps including the Bennet’s doubler, the analysis of Chap. 3 shows that
it is always possible to choose such an initial charge-pump state. For example, for the Bennet’s
doubler, it suffices to charge both fixed capacitors with the same, arbitrarily small voltage. More
generally, for any series-parallel charge-pump, it suffices to charge the capacitors following (3.68)
and (3.69). It turns out that, for these topologies, merely having E ą 0 arbitrarily small suffices
to initiate the unstable operation, as we have shown experimentally in [KBG15]. For Lefeuvre’s
charge-pump, the initial state must be as: Cb is charged to an arbitrarily low voltage Vb, while
Cc is charged to NVb. In addition, the capacitors in the multiplier branches (Cm) should be
chosen small compared to both Cb and Cc. For Illenberger’s charge-pump, we refer the reader to
the initial voltage configuration given by Illenberger’s et al. in [ITK17]. Note however that the
energy extracting interface must be connected to the circuit in a way that each event of energy
extraction leaves the charge-pump in a state satisfying the requirement (ii) above. For example,
this is the case in the simulated example of Sec. 3.5.7, as one can infer from the (admittedly
short) exponential voltage increases in between switch closing events.

Let us however mention that Roundy’s charge-pump, combined with Yen’s inductive flyback
discussed in Sec. 2.4.1, allows increasing the value of V0 subsequently to the charge-pump’s oper-
ation and from arbitrarily low pre-charge. However, this requires an asynchronously controlled
switch, additionally to that used by the energy-extracting interface that sustains the maximum
power point.

4.1.4 Some additional comments

It should be stressed that the comparison and determination of the optimal charge-pump to use
in the different cases above do not take into account the necessarily non-ideal nature of each
circuit’s components. This can have a non-negligible impact on the conclusions. For example,
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for small timescales of the conditioning circuit’s operation (i.e., small number of consecutive
cycles of Ct), the influence of the diodes forward voltage can slightly change the value of the
γ ratio effectively implemented by an unstable charge-pump conditioning circuit compared to
its theoretical value determined by the choice of the circuit topology. This has already been
highlighted in Sec. 3.4.1 supported by the simulations of Sec. 3.5.4.

Also, an important dimension that was not taken into account is the number of cycles it takes,
from a given initial state of the charge-pump, for each circuit to reach the determined optimal
conversion cycles from autonomous operation. Some authors have given more importance to
this figure in other works, such as the work by Kempityia on the Roundy’s circuit in [KBH12]
or the work by De Queiroz on the Bennet’s doubler in [DD11]. In the point of view adopted in
this section and the rest of the chapter, we do not consider this settling time as a meaningful
parameter. Yet, note that determining this settling time can be done for circuits like the rectifiers
circuits or the Roundy’s charge-pump in a straightforward manner by using the explicit discrete
evolution relations given in Chap 2. However, doing the same from arbitrary initial states is much
more difficult for unstable charge-pumps. We did so for the Bennet’s doubler in the example
at the end of Sec. 3.2, but adding branches to the series-parallel charge-pump makes the task
cumbersome. This is related to the multiple regions of the piecewise-affine maps that govern
the dynamics of the charge-pump conditioning circuits. This is also the case for the Lefeuvre’s
charge-pump, for which the transient dynamics have not been characterized yet. For the unstable
charge-pumps, at most, it should be possible to find an upper bound for the transient process
duration, using arguments that do not rely on the explicit evolution laws of each circuit. We
won’t further investigate this question here.

4.2 Experimental evidence of the electromechanical coupling
and impact on the comparison

The study done in Chap. 2, Chap. 3 and in Sec. 4.1 above were made in the electrical domain,
that is, considering Ctptq as the system’s unalterable input. As pointed out in Sec. 1.2.2, in
inertial e-VEHs, Ct’s variation is the result of the dynamics of the system, that encompass the
input vibration, the forces generated by the system, and the dynamics of the electrical circuit
that biases the transducer.

The previous electrical domain study of unstable charge-pump conditioning circuits shows an
unlimited increase of the converted energy from arbitrary non-zero initial states of the charge-
pump, as long as η ą γ. Physically, this behavior is of course prohibited, at least by the funda-
mental energy conservation principle. In fact, the upper-bound for harmonic vibrations inputs
that is presented later in Chap. 6 (see (6.5)) has at least to be enforced. It is hence expected that
some mechanism mitigates the unstable charge-pump behavior, setting a limit to this seemingly
unlimited increase of the converted energy.

This limit can result, for instance, from the breakdown voltage of the dielectric in between the
transducer’s electrodes, or the breakdown voltage of the electrical components. As an example,
the experiments by De Queiroz et al. in [DD11] with the Bennet’s doubler show an exponential
increase, up to a point where the voltages biasing the transducer (i.e., VL and VR) saturate
abruptly. De Queiroz et al. identify this saturation as a result of the breakdown of the electrical
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mass m 60.5 mg

linear spring stiffness k 68.1 N m´1

resulting resonant frequency f0 168.9 Hz

finger length Lf 2000 µm

finger height hf 380 µm

number of fingers Nf 130

resulting transducer half-area S 1 cm2

transducer gap at rest d0 46.7 µm

maximum displacement xM 43.8 µm

resulting capacitance at xM CtpxMq 311.5 pF

resulting capacitance at rest Ctpd0q 37.5 pF

complete device dimensions 12ˆ 10ˆ 0.4 mm3

Table 4.1: Main device parameters as extracted from the device’s layout file.

measured resonant frequency f0 160 Hz

measured capacitance at rest Ctpd0q 59 pF˘ 2 pF

resulting parasitic capacitance Cp 21.5 pF˘ 2 pF

Table 4.2: Some measured device parameters.

components.

As we now will see by experiments, the electromechanical coupling is also responsible for a
qualitative change of the behavior of electrostatic vibration energy harvesters. In fact, at least
for the micro-scale devices that we use in our experiments, the electromechanical coupling is the
sole responsible for the qualitative change in the e-VEH’s dynamics.

4.2.1 Description of the device

The electrostatic transducer device used for the experiment is a resonant MEMS designed and
fabricated at ESIEE Paris, and is based on the mechanical structure presented in Sec. 1.4.3.1.
Some of the important lumped parameters of the device used for this experiment are summarized
in Table 4.1, extracted from the device’s layout file (the file containing the description of the
photomask for lithography, see Sec. 1.4.1). Note that the used device was devoid of electret
charging.

Using the setup of Sec. 1.5.2, the natural resonant frequency of the mechanical resonator
composed of the lumped spring and mass is experimentally measured as f0 “ 160 Hz, which is
10 Hz below the resonant frequency computed from the mass and stiffness given in the layout
(see Table 4.1). The obtained swept waveform is depicted in Fig. 1.33 of Chap. 1, where it
served as an illustration of the frequency sweep experiment. We also measured the device’s
parasitic capacitance, that is, the difference between the capacitance at rest in Table 4.1, and
that measured when the device is in the setting of the experiments described below (see Fig. 4.8).
We found a value of Cp “ 21.5 pF. These results are summarized in Table 4.2.

The capacitance variation was measured at zero biasing for different inputs corresponding to
those used in the experiments below. This measurement was done by the synchronous detection
technique described in Sec. 1.5.1. The results are summarized in Table 4.3 and Table 4.4. Note
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Input amplitude 1.3 g 1.5 g 1.7 g 2 g

η 2.1˘ 0.09 2.31˘ 0.07 2.45˘ 0.07 2.5˘ 0.06

Table 4.3: Values of η :“ Cmax{Cmin measured by synchronous detection on the device used for the experiments,
for different amplitudes of the harmonic input excitation. For all of these measurements, the frequency of the
harmonic input is of 150 Hz. These measurements correspond to an unbiased transducer (apart from the very
low amplitude carrier signal used for synchronous detection, that can be supposed to have no impact on the
dynamics). Note: we did not account for the error on Cmin, which is the capacitance at rest, to compute the
given error margins.

Input frequency 140 Hz 150 Hz 160 Hz 170 Hz

η 2.04˘ 0.1 2.31˘ 0.07 2.51˘ 0.06 2.56˘ 0.05

Table 4.4: Values of η :“ Cmax{Cmin measured by synchronous detection on the device used for the experiments,
for different frequencies of the harmonic input excitations. For all of these measurements, the amplitude of the
harmonic input is of 1.5 g. These measurements correspond to an unbiased transducer (apart from the very
low amplitude carrier signal used for synchronous detection, that can be supposed to have no impact on the
dynamics). Note: we did not account for the error on Cmin, which is the capacitance at rest, to compute the
given error margins.

that η is larger at 170 Hz than at the resonant frequency, a phenomenon that can be attributed to
the hardening behavior of the structure’s spring. Indeed, the frequency sweep used to determine
the resonant frequency of the device was of low amplitude (0.3 g), so the peak at resonance
looked sharp (see Fig. 1.33). However the frequency sweep was also done at 1.5 g corresponding
to the conditions of Table 4.4, and showed comparable levels of voltage swing across the primitive
circuit’s resistance at both 160 Hz and 170 Hz.

4.2.2 Experimental set-up

mechanical shaker

opened
at t= 0

t = 0

MEMS electrostatic
transducer picture 

oscilloscopevibrating frame to which
the transducer is fixed

transducer

vibration
direction

+
-

Bennet's doubler

Figure 4.8: Setup used for the measurement of the electret potential, with a top-view picture of the electret
MEMS transducer. The device dimensions are 1.5cmˆ 1.6cmˆ 380µm. This illustration features the transducer
connected to the HW1 circuit to get pV1,∆1q. For the measurement method, the same setup has to be used
afterwards with the HW2 circuit, that is, with the polarity of the transducer reversed, to get pV2,∆2q.

The Bennet’s doubler capacitors were manually pre-charged to 5 V at the beginning of the
experiment. The fixed capacitors were chosen as C1 “ 1.5 nF, C2 “ 100 nF. The amplifier used
for the reading is an OPA454 and the diodes in the circuit are JPAD5 diodes. A schematic of
the set-up for the experiment is depicted in Fig. 4.8.

Our experiment consisted in submitting the device to mechanical vibrations, while the trans-
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ducer is electrically conditioned by the Bennet’s doubler. The measured quantity is the time-
evolution of the voltage across the Bennet’s doubler largest capacitor. From this quantity, the
energy in this capacitor is readily computed, and so is the converted power, which is found as
the slope of the energy variation in C1. As C1 " C2, C1 receives the major part of the converted
energy. This is because we know from the Bennet’s doubler analysis that the two capacitors are
approximately biased by the same voltage throughout the circuit’s operation. We hence consider
the derivative of its energy to amount to the converted power. Also recall that monitoring the
voltage across C1 is equivalent, with the Bennet’s doubler, to monitoring the VL characteristic
cycle voltage (see Sec. 2.3.2.1).

4.2.3 Results and discussion
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(a) Results obtained with inputs of different ampli-
tudes, in terms of voltage across C1.
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(b) Results obtained with inputs of different ampli-
tudes, in terms of energy in C1.

Figure 4.9: Results of experiments for a MEMS transducer biased by the Bennet’s doubler conditioning circuit,
for inputs of the same frequency but of different amplitudes.

The results of the experiment where the e-VEH is submitted to harmonic inputs of different
amplitudes, with fixed frequency of 160 Hz (the resonance frequency of the mechanical resonator)
are depicted in Fig. 4.9. These results show that the Bennet’s doubler starts by operating in an
unstable exponential voltage increase mode from its pre-charge, as predicted from the electrical
domain study. Note that there is no transient operation of the Bennet’s doubler, because both
capacitors were pre-charged. Then for each input, at some point in the evolution, the rate of the
voltage evolution goes through a maximum and then starts to decrease. It finally becomes null:
a saturation voltage is reached. Equivalently, the rate of energy conversion, i.e., the converted
power, first increases exponentially, then reaches a maximum, and then decreases, asymptotically
becoming null.

The input excitations of higher amplitude lead to higher saturation voltages as well as to
higher values of maximum converted power. The measured values of maximum converted power,
range from 1.0 µW with the input of lowest amplitude, to 3.8 µW with the input of highest
amplitude. As is, it is not possible to exclude that the saturation phenomenon that is shown it
these experiments is of electrical origin. This is because larger harmonic excitation amplitudes
lead to larger displacement amplitudes, so larger η “ Cmax{Cmin and hence larger converted
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Figure 4.10: Results of experiments for a MEMS transducer biased by the Bennet’s doubler conditioning circuit,
for inputs of the same amplitude but of different frequencies.

power. This is clear from the electrical analysis of the Bennet’s doubler, according to which the
converted energy per cycle in unstable operation mode is given by

∆W “ CminVL
2pη ´ 2q. (4.25)

where VL is the cycle characteristic voltage, which is here equal to the voltage across C1. The
converted power is equal to this quantity times the frequency of the capacitance variation sub-
sequent to the input vibration. This frequency (150 Hz) is the same across all of the four
measurements done at different amplitudes.

So at any given value of the voltage VL (corresponding for the Bennet’s doubler to the voltage
across C1), a larger η yields a larger converted power. Hence, the saturation in this case may as
well happen because some electrical saturation phenomenon occurs, which is compensated up
to higher voltages across the transducer for inputs of larger amplitude. However, this remains
unlikely as the used JPAD5 diodes have a breakdown voltage of at least 45 V, and the saturation
shown in the results is not the typical abrupt saturation phenomenon usually exhibited by diodes
in breakdown or amplifiers in saturation. For this reason, it is very likely that the electrome-
chanical coupling effect on the device’s dynamics is responsible for the observed saturations. A
saturating behavior due to the breakdown of the electrical components has been observed in
[DD11], where the Bennet’s doubler is used with a macroscopic variable capacitor. To leave no
room for doubt on the role of the electromechanical coupling on the observed behavior, let us
study the results depicted in Fig. 4.10.

The results depicted in Fig. 4.10 are obtained with harmonic inputs of the same amplitude
and different frequencies. At first, the voltage increase is faster with the input at 160 Hz (or
at 170 Hz), which is the device’s resonant frequency, and hence, the converted power is larger.
This is expected as this frequency of the input results in larger displacement – if one views the
resonator simply in the mechanical domain – which in turn results in larger converted energy per
cycle of the capacitance variation. However, at some point, the converted power goes through
a maximum, and then starts to decrease, eventually leading to voltage saturation. The results
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with the inputs of lower frequencies translate to a converted power that is first lower than with
the input at resonant frequency. However, the maximum converted power is higher than with
the input at resonant frequency, and so is the saturation voltage. In fact, the lower the input
frequency, the larger is the maximum converted power (reaching 2.4 µW for an input frequency
of 140 Hz).

This time, the obtained results can be attributed without a doubt to the electromechanical
coupling effect, because the conjunction of a lower frequency input and a lower capacitance
variation cannot possibly yield a higher converted power accounting for the sole electrical domain
study. Again, this is simply inferred from (4.25), that has additionally to be weighted by the
capacitance variation frequency to get the converted power.

In fact, the observed results are compatible with an interpretation based on the effects of the
electromechanical coupling briefly discussed in Sec. 1.3.4. We remind that in that section, the
results depicted in Fig. 1.18 showed that the frequency response, in terms of the e-VEH’s inertial
mass’ displacement amplitude, was modulated by the V0 voltage in the primitive conditioning
circuit (see the “symmetrical gap closing” case in Fig. 1.17b). If we transpose this behavior to
our experiment with the Bennet’s doubler, then the experimental results of Fig. 4.10 can be
qualitatively understood as follows.

For the input at resonant frequency, as the voltage across C1 increases over time subse-
quently to the Bennet’s doubler operation, the transducer is biased by increasing VL and VR

characteristic voltages, with VL equal to the voltage across C1 and VR “ 2VL as the Bennet’s
doubler imposes. Subsequently, the amplitude of the mass movement decreases, because the
amplitude vs. frequency response gradually shifts to the lower frequencies (see Fig. 1.18), and
becomes out-of-tune with the fixed frequency of the input. As a result, the value of η cannot be
considered constant from cycle to cycle anymore: it decreases from cycle to cycle as the voltage
increases. Thus, the converted power increases up to a point where the VL increase does not
compensate the subsequent decrease of η anymore. After this point, the amplitude continues to
decrease, and thus so does the converted power.

With inputs of lower frequency, the amplitude of the movement of the mass is first lower
than with the input at the resonant frequency, because the input is out-of-tune compared to the
peak in the frequency response of the resonator. Hence, it is also the case for the capacitance
variation. However, if yet the capacitance variation is high enough so that η ą 2, then the
Bennet’s doubler operates in its unstable mode and the e-VEH converts energy. As a result, the
voltage across C1 increases as the energy accumulates. As the voltage increases, the amplitude
also increases because the frequency response gradually shifts to the left, towards the frequency
of the input. Consequently, the converted power also increases. When the amplitude starts to
decrease, for some range of the increasing voltage the converted power still increases. Next, when
the voltage increase does not compensate the decrease in the capacitance variation subsequent to
the decreasing mass displacement amplitude, the maximum power point is reached. If we further
assume intuitively that the frequency shift resulted in the e-VEH to reach higher voltages at
the same amplitude with the input below resonant frequency than with the input at resonant
frequency, the maximum converted power is larger from the former than from the latter.

Finally, with all inputs, the saturation happens as η asymptotically approaches 2, as we
know from the electrical domain study of the Bennet’s doubler that this is a necessary condition
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for energy conversion, when all the capacitors are charged to the same voltage (see Sec. 3.2.2).

These experimental results are an evidence of the impact of the electromechanical coupling on
e-VEHs using the Bennet’s doubler. As a consequence, a quantitative study is necessary in order
to assess the dynamics of e-VEHs using these circuits when accounting for the electromechanical
effects. In particular, a quantitative argument has to be given so as to transpose the shift in
the amplitude vs. frequency response presented in Fig. 1.18 to the case of the Bennet’s doubler.
Also, on a practical and e-VEH optimization level, our results show the existence of a maximum
power point which depends on the characteristics of the input. A deeper study is hence needed in
order to explore the dependency of this maximum power point to the circuit parameters (mainly,
the parameter γ), as well as to the input characteristics and to the transducer’s geometrical
parameters. This study is the subject of the next section.

4.3 Electromechanical study towards the comparison of
electrostatic vibration energy harvesters using unstable
charge-pump conditioning circuits

The previous experimental results reinforced the insight gained from the electrical analysis that
unstable charge-pumps can bring the e-VEH to reasonable levels of converted power from a
low pre-charge. Yet, the results highlighted the existence of a limit on the converted power.
In Sec. 4.1 that dealt with the electrical domain, we saw that depending on the constraint
and on the device’s parameters E and η, an optimal choice of charge-pump conditioning, in
terms of γ, maximizes the converted power. It is now legitimate to consider this same question
accounting for the electromechanical coupling, and quantify the maximum converted power at
the limit shown in the experiments above. However, the study becomes more difficult because
of the nested electromechanical dynamics, and the fact that there are more parameters than
in the electrical domain study, in which merely E, η and a voltage constraint appeared. For
example, one may want to predict the maximum converted power for different characteristics
of the input, for other choices of unstable charge-pumps than the Bennet’s doubler, or even for
different geometrical and mechanical parameters of the transducer.

Instead of relying upon multiple simulations, having a method that eases the computational
procedures needed to carry out such predictions is of primary importance. This method has
to account for the impact of the electromechanical coupling on the harvester’s dynamics to
yield accurate predictions. In this section, we report the draft of such a method, based on a
semi-analytical procedure, that addresses this question. More precisely, this method provides
the evolution of the converted power by an e-VEH submitted to a harmonic input force and
using an unstable charge-pump conditioning circuit operating in unstable mode. With this tool,
one can estimate the influence of the different parameters mentioned above on the system, at a
much lower computational cost than multiple simulations. In particular, the influence of the γ
parameter of the unstable charge-pump can be assessed.

Before proceeding to the presentation of our method, let us first give some results of the
electromechanical simulation of an e-VEH using the Bennet’s doubler. In all of the following,
we consider e-VEHs devoid of electret charging, that is, E “ 0.
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4.3.1 Simulations illustrating the electromechanical dynamics of an e-VEH
using the Bennet’s doubler

The simulations are carried out with VHDL-AMS, allowing for the co-simulation of both the
mechanical part of the e-VEH and of its electrical part, that is, the Bennet’s doubler. We can
therefore assess the evolution of the complete electrical and mechanical state through the e-
VEH’s operation, and have a better grasp of the system’s behavior. The procedure of modeling
and co-domain simulation of an e-VEH with VHDL-AMS is further explained in [GPB07].

We also stress on the fact that the goal here is not to try to quantitatively obtain the exact
same results as in the experiments. Doing so would require a meticulous study of the device, and
a subsequent fitting of the model. Here, we rather employ simulations in order to get insights
on the dynamics of the e-VEH using the Bennet’s doubler. Later in Sec. 4.3.3.2, we will use
simulations in order to validate our method presented in Sec. 4.3.2. Finally, we will again resort
to simulations in Sec. 4.18 to highlight some nonlinearities effects that are not predicted by our
method.

4.3.1.1 Modeling

On the mechanical side, we use the VHDL-AMS language to model the system described by the
ODE

m:x “ ´kx´ cpx, 9xq 9x´ kstpxq ´ cstpx, 9xq `
1

2
V 2

t

BC

Bx
pxq ` ξ0 sinpωextt` φq (4.26)

where the capacitance Cpxq is of symmetrical gap-closing geometry (see Sec. 1.2.2.1)

Cpxq “ ε0
2Sd0

d0
2 ´ x2

(4.27)

and where

cpx, 9xq “ B

ˆ

p1´ αq `
α

2

ˆ

d0
3

pd0 ´ xq3
`

d0
3

pd0 ` xq3

˙˙

. (4.28)

where [Bao05]

B “ NfLf
hf

3

d0
3µair. (4.29)

Here, µair is the air’s coefficient of viscosity that we take equal to 18 µPa s´1, corresponding to
room temperature conditions. The signification of the other symbols are reminded in Table 4.1,
and one may refer to Fig. 1.25 for further clarification. This term accounts for frictional effects
due to the air in between the device’s fingers. It is the superposition of a linear damping term
and a term accounting for the squeeze-film damping effect. A weight α P r0 ; 1s is added, where
α “ 0 accounts for purely linear damping whereas α “ 1 models a damping that is purely due to
squeeze-film damping effect. This latter nonlinear damping effect arises from the pinching of air
in between the transducer’s facing fingers. This term for the squeeze-film damping is inspired
from [Bao05], Chap. 3: we have dropped the distributed nature of the squeeze-film damping
force given in this reference, and we consider the force as a lumped force acting on the mass
seen as a point mass.

Without the nonlinear damping term, the simulations give results that are qualitatively
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much different from the measurements. In fact, in the following, we have set α “ 1 for all
simulations and numerical calculations. Yet, we keep the linear term in the presentation so as
to not lose generality. Also, notice that we used a linear model of a spring, although the device
used in the experiments exhibited a spring hardening behavior, as we have pointed out in in
Sec. 4.2.1. Typically, this can be modeled by a stiffness term proportional to the third power of
the displacement, that we did not add to our model.

Our model of the stoppers is as was presented in Sec. 1.2.2.3 of the introduction chapter.
Compared to (1.15), here in (4.26) we have separated the terms of the resonator spring and of
the air damping from the terms related to the stoppers. Hence we have that

kst “

#

0 if |xptq| ď xM

´ks|xptq ´ xM| otherwise
(4.30)

and

cst “

#

0 if |xptq| ď xM

´cs 9xptq otherwise
(4.31)

We have loosely based the values of the end-stops parameters on those reported in [KHS15],
that is, we used the same orders of magnitude. We chose kst “ 1 MN m´1 and cst “ 10 N s m´1.
However, note that all of the simulations done in this section barely show mechanical contact
between the mass and the end-stops, except at the mechanical transient process and with the
dynamic pull-in phenomenon highlighted below in Sec. 4.3.4.2. Therefore, the influence of the
stoppers model in the rest of the study of this chapter can be considered to be negligible.

The electrical side is modeled as a SPICE netlist, that the simulator represents as a Ψ map
describing a set of differential algebraic equations, the Vt, it variables making the connection
between electrical and mechanical domains. For the diode, we used level 1 exponential model,
that is, ipVDq “ IspexppVD{VTq ´ 1q. Our model uses a saturation current value of Is “ 1 pA.
Here, VD denotes the voltage across the diode and VT « 26 mV is the thermal voltage. Note in
particular that the used diode model is devoid of parasitic capacitance effects or series resistance.

The fixed capacitors were both pre-charged to 5 V. Furthermore, the transducer is electrically
disconnected from the circuit for the first 500 ms in order to let any possible mechanical transient
behavior end before the beginning of the coupled simulation. Finally, note that we did not add
any parasitic capacitance value to the transducer’s capacitance.

The parameters used for the device are that of Table 4.1.

4.3.1.2 Simulation results and discussion

The results of the simulation for one input at 160 Hz (the resonator’s resonant frequency) and
one input at 7{8 ¨ 170 “ 148.75 Hz are presented in Fig. 4.11 and Fig. 4.12, respectively. The
frequency factor of 7{8 for the out-of-resonance input is chosen to be the same as between the
140 Hz and the 160 Hz inputs in the experiments above.

The behavior that was described in the discussion on the experiments results in Sec. 4.2.3
is clearly visible here. For the input at the resonant frequency, the amplitude decreases with
the voltage increase, resulting in the decrease of the capacitance variation amplitude. At about
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Figure 4.11: Simulation results for an e-VEH connected to the Bennet’s doubler. The input is of 1.5 g amplitude,
at the device’s resonant frequency f0. The system’s parameters are listed in Table. 4.1.
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Figure 4.12: Simulation results for an e-VEH connected to the Bennet’s doubler. The input is of 1.5 g amplitude,
at a frequency of 7{8 ¨ f0. The system’s parameters are listed in Table. 4.1.
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17.5 s, for a voltage VL of 12.5 V, the converted power reaches a maximum, of 0.6 µW. Note that
this is different from the value of the maximum converted power obtained in the corresponding
experiment, which was of 1.1 µW. This is due to discrepancies between the modeled transducer
and the transducer used in the experiments. After this maximum power point, the converted
power asymptotically reaches zero, and VL evolution from cycle to cycle saturates, while xptq
becomes such that the capacitance variation ratio asymptotically approaches 2. Note that the
evolution of Vt shows that the voltage across Vt keeps alternating between VL and 2VL, since
the capacitance variation is still slightly superior to 2. But the exchanged charge becomes zero,
so that the charge-voltage diagram at saturation would correspond to a degenerated, horizontal
line.

For the input at 148.75 Hz, when VL is still close to 5 V, the capacitance variation amplitude
is slightly lower than for the input at the resonant frequency. As the voltage VL increases, this
time the capacitance variation first increases as well. On the magnified portion of the capacitance
variation happening at 10 s, one clearly sees that the capacitance variation is higher with the
input at 148.75 Hz than with the input at the resonant frequency, although the VL voltages are
approximately the same at this time in both simulations. The voltage keeps increasing, and
eventually, the amplitude of capacitance variation starts to decrease. Soon after this point of
maximum capacitance is reached, a maximum power point of 1.4 µW is reached, for a VL voltage
of 16.5 V.

Note that for this simulation with input at 148.75 Hz, as the circuit saturates, a qualitative
change in the dynamics happens at about 23.5 s (see the black arrow in Fig. 4.12). The average
position of the mobile mass switches from being about zero to a positive value. The effect on
the capacitance variation is clearly shown on the magnified portion of the capacitance variation
at 25 s: at each period of xptq (we loosely suppose here that xptq is periodic for a given VL), Ct

reaches its maximum value twice.
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Figure 4.13: Simulations of the sole mechanical structure dynamics, without any electrical conditioning. The
figure depicts the position and capacitance variation when the structure is submitted to inputs at the resonant
frequency (and 1.5 g amplitude) on the left, and at 148.75 Hz on the right.

The simulation results in Fig. 4.13 show that in the absence of any bias, the excitation at the
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resonator’s natural frequency gives indeed a (slightly) larger capacitance variation (ratio of 2.73)
than for the input at lower frequency (2.58), as expected. The difference in terms of the mass
displacement amplitude are almost indistinguishable, but the small difference is magnified by the
hyperbolic capacitance-versus-displacement function of the symmetrical gap-closing transducer.
The difference in the capacitance variation ratios in the unbiased simulations is not as dramatic
as in the experiments above (see Table 4.10), due to parameter value and modeling differences.

Finally, let us mention that each of these simulations, even after a careful choice of the
numerical solver parameters, take about 500 s to complete on a relatively powerful computation
server. Therefore, it is quite inefficient to rely on such simulations as a mean to explore the
parameter space. However, we shall resort to simulations again in the rest of this chapter, in
order to validate the results we obtain with the method that we now present.

4.3.2 Description of the method

We now give a general description of the method that is the subject of the remaining of this
chapter. We remind that this method is a mean to predict the converted power by an e-VEH
using an unstable conditioning circuit in unstable mode, throughout its autonomous operation
subsequent to a harmonic input excitation. Let us start by presenting the model of the e-VEH we
are studying in this section. Firstly, the input force reads ξptq “ ξ0 sinpωextt` φq. The generic
VEH model is

$
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’

’

&

’

’

’

%

m:x “ ´kpxqx´ cpx, 9xq 9x`
1

2
V 2

t

BC

Bx
pxq

looooomooooon

uptq

`ξ0 sinpωextt` φq

Ψγp 9V, 9I,V, I, 9x, xq “ 0,

(4.32)

to which we may add the dynamics in the end-stops region when |xptq| ą xM. We will suppose in
the following that |xptq| ď xM, and we set xM “ d0. Here, Ψγ represents the a set of differential-
algebraic equations that govern the evolution the electrical state of the unstable charge-pump
conditioning circuit, which we defined in Sec. 2.2. In particular, Vt is a component of V. The
used unstable charge-pump conditioning circuit is characterized by its γ-ratio, as presented in
Sec. 2.2.2.2. Note that compared to (1.13), we have removed the t dependence in Ψγ , reflect-
ing the fact that charge-pump conditioning circuits do not need an external synchronization
command with the mechanical state of the e-VEH.

As is, we can barely get any insight from the model in (4.32). The reason is that the generally
nonlinear mechanical part is coupled with the nonlinear electrical part, which is represented by
the map Ψγ . The resulting model is highly impractical to work with in order to capture the
essence of the system’s dynamics. We hence have to resort to our understanding of the charge-
pump conditioning circuits gained from the electrical domain analysis, where we have considered
the circuit in the context of a time-varying capacitor whose value was given as an input of the
system. In particular, we know that at the scale of one cycle of the capacitance variation,
the unstable charge-pump conditioning circuits operating in unstable mode impose a biasing
scheme of the transducer represented by a rectangular charge-voltage diagram characterized by
the voltage VL and the ratio γ.

The first step in our analysis of the e-VEH’s dynamics is to find a quantitative link be-
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tween the e-VEH’s mechanical state and the electrostatic force as imposed by a charge-pump
conditioning.

4.3.2.1 Steady-state dynamics at fixed VL

Let us hence consider a cycle of the capacitance variation, starting from Ct “ Cmax. For now,
we suppose that VL is fixed. We consider here the transducer’s capacitance as a function of
the displacement xptq, but to describe the energy conversion cycle as we did in the electrical
domain, we have to somehow impose xptq. Therefore, let us impose that xptq is such that,
at the beginning of our cycle, (i) Ct first strictly monotonically decreases to Cmin, and then
(ii) Ct strictly monotonically increases again until it reaches Cmax. Let us further suppose
that Cmax{Cmin ą γ ą 1, and that the cycle takes place in the unstable operation mode of the
charge-pump. As a result, for our cycle of interest, the characteristic cycle voltage VR is such
that VR “ γVL.

For the part (i), the transducer is first operating at constant charge, and the voltage across
it evolves as

Vtptq “
CmaxVL

Ctpxptqq
, Ctpxptqq P rC1 ;Cmaxs (4.33)

until, as inferred by the ideal charge-pump approximation, Vt “ γVL. This happens for a capac-
itance value of C1 “ γ´1Cmax. The segment at constant voltage ensures

Vtptq “ γVL, Ctpxptqq P rCmin ;C1s. (4.34)

The part (ii) is similar: the transducer first operates at constant charge, its voltage reads

Vtptq “
γCminVL

Ctpxptqq
, Ctpxptqq P rCmin ;C2s (4.35)

until Vt “ VL, which happens for a capacitance of value of C2 “ γCmin. The segment at constant
voltage ensues;

Vtptq “ VL, Ctpxptqq P rC2 ;Cmaxs. (4.36)

As a matter of fact, we merely described the ideal charge-pump conditioning at the scale of one
cycle of the capacitance variation. This was already done in Sec. 2.1.2. Here we have simply
added explicitly the dependence of Ct on the position variable, as well as VR “ γVL for γ ą 1.

We can hence describe the evolution of the transducer force across such a cycle of the capac-
itance variation. As above, we suppose that the condition Cmax{Cmin ą γ is fulfilled. In these
conditions, the force evolution throughout the cycle of capacitance variation described above
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reads

uptq “

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

1

2

VL
2Cmax

2

Ct
2pxptqq

BCt

Bx
pxptqq if Ctpxptqq P rCmax ; γ´1Cmins and

BCt

Bx
pxptqq 9xptq ă 0

1

2
γ2VL

2 BCt

Bx
pxptqq, if Ctpxptqq P rγ

´1Cmax ;Cmins and
BCt

Bx
pxptqq 9xptq ă 0

1

2

γ2VL
2Cmin

2

Ct
2pxptqq

BCt

Bx
pxptqq, if Ctpxptqq P rCmin ; γCmins and

BCt

Bx
pxptqq 9xptq ą 0

1

2
V 2

R

BCt

Bx
pxptqq, if Ctpxptqq P rγCmin ;Cmaxs and

BCt

Bx
pxptqq 9xptq ą 0

(4.37)
where we have highlighted the dependencies on x and t for clarity. The second condition on
each line merely translates to the direction of variation of Ct (it is the time derivative of Ct).

For a given charge-pump conditioning scheme (i.e., given γ) and for a particular cycle (i.e.,
given VL), the expression of the force (4.37) is convenient because it allows us to decouple the
mechanical dynamics from the full dynamics of the electrical circuit. This means that we can
reduce (4.32) to merely the first mechanical equation, considering u to be as given in (4.37).
This is made possible at the price of an hypothesis on the capacitance variation Ctptq, through
an hypothesis on the system’s state variable xptq.

To precise the matter, we start by making the ansatz that the e-VEH submitted to the
charge-pump biasing given in terms of γ and VL, attains a steady-state mode in which the
position variable reads

xptq “ x` x0 cospωexttq (4.38)

where x and x0 are in r0 ; 1s, and where ωext is the normalized frequency of the external forcing.
That is to say, (4.38) is the hypothesized form of the steady-state oscillations of the mobile mass
for the system (4.32), in which we have replaced the dependence (through Vt) on the electrical
dynamics by (4.37).

Here and for the rest of this chapter, the qualifier “steady-state” refers to the oscillations
of the inertial mass, i.e., the “mechanical” steady-state, reached by our system (4.58) in which
the dependence on the electrical interface Ψγ is replaced with the a priori knowledge of the
transducer force, of the form (4.37). It shall not to be confused with the “electrical” steady-
state operation mode of a charge-pump, such that was defined in Sec. 2.2.2. In the context of
the present analysis, the unstable charge-pump is implicitly supposed to operate in an unstable
steady-state mode, because we supposed that VR “ γVL, and because we will assume below that
Cmax{Cmin ą γ.

In the following, we will denote by τ :“ 2π{ωext the period of xptq. Notice that we have
reported the information on the phase shift between the input forcing ξptq and the displacement
xptq in the φ term of the input’s phase, so that we further can suppose without loss of generality
that x0 ě 0. Our goal now is to link x and x0 to the electrical conditioning of the transducer:
that is, to the VL voltage and the γ ratio of the charge pump.

Let us study the dynamics of the electrostatic force at the scale of one period r0 ; τ s of xptq
in steady-state operation, in order to particularize (1.6) for our hypothesized displacement of
(4.38). In the light of (4.38), as Ct is a function of x, the capacitance-versus-time function is
therefore also a periodic function, of period of at most τ . Moreover, as it is continuous, it attains
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at least one pair of extrema for each period of xptq. As we may as well do a time-translation,
let us suppose without loss of generality that the period r0 ; τ s of xptq that we study starts with
a maximum of Ct.

Now, in all generality, Ctpxq may reach any finite number of extrema in a period of xptq.
However, let us here restrict ourselves to the three geometries of electrostatic transducers pre-
sented in Sec. 1.2.2. We lose very little generality by doing so because the vast majority of
inertial e-VEHs are based on these three geometries. For the area-overlap and non-symmetrical
gap-closing geometries, Ct reaches one pair on extrema per period r0 ; τ s of xptq. Hence, a period
of xptq corresponds to one cycle of the capacitance variation given in terms of Cmax, Cmin, for
a unstable charge-pump cycle of ratio γ and voltage VL. The matter is slightly different for
the symmetrical gap-closing geometry, as (1.9) shows that in all generality, Ct can reach one or
pairs of extrema per period of xptq depending on the relative values of x and x0. More precisely,
Ct reaches two different local maxima per period of xptq if |x| ă x0 and only one otherwise.
In both cases, there is only one value of local minima per period of xptq (but reached twice if
|x| ă x0). In this document we will avoid obnoxious technicalities and suppose that x “ 0 when
dealing with the symmetrical gap-closing geometry, as in the example of application below in
Sec. 4.3.3. This hypothesis allows us to avoid dealing with the behavior of charge-pumps in the
electrical domain for Ct inputs that have successive local maxima and minima of different values.
Indeed, we did not characterize the charge-pump dynamics in that setting, as we have always
supposed in the previous chapters that Cmax and Cmin are fixed throughout the charge-pump’s
autonomous operation.

,

1 2

, ,

,
,

,

,,

cycle for SGC geometry with cycle for SGC geometry with 
(in particular for            )

Figure 4.14: The charge-voltage diagram for two consecutive cycles of operation of an unstable charge-pump
conditioning circuit that occur in one period of xptq. The diagram on the left presents a situation where the
two cycles are different because the Ct exhibits two distinct pairs of extrema in one period of xptq (but we kept
the Cmin to be the same). This corresponds to the case of the symmetrical gap-closing geometry where x ě x0.
The diagram on the right shows the two cycles being superposed, because the two pairs of extrema of Ct are of
same values. This corresponds to the case of the symmetrical gap-closing geometry where x ă x0. This latter
case, more precisely x “ 0, is further investigated in Sec. 4.3.3. In all cases, it is supposed that the voltage
VL is the same for the two cycles of capacitance variation. Note that here, we have that Cmax1{Cmin ą γ and
Cmax2{Cmin ą γ. These twofold conditions suggest that there are additional considerations that arise from a
study involving nested cycles like on the left diagram, which is why all our analysis will suppose that the two
cycles are alike. We also have Cmax{Cmin ą γ for the diagram on the right.

Indeed, by supposing x “ 0 in (4.38), the capacitance variation for the symmetrical gap-
closing geometry is periodic with period τ{2. Therefore at each period of the capacitance
variation, only one pair of capacitance extrema occurs. Furthermore, these two contiguous
cycles of variation of Ct happening in one period of xptq can be supposed to have the same
VL cycle voltage. This is because, the charge-pump theory based on rectangular charge-voltage
diagrams implies that Ct is small compared to the circuit’s fixed capacitors, so that their voltage
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can be supposed to be invariant across a finite number of contiguous cycles. Thus, because VL

is a function of the voltages across the fixed capacitors of the circuit, it can therefore also be
considered to be invariant during one period of xptq. Charge-voltage diagrams summarizing the
evolution of Ct’s for a period of xptq in both cases |x| ă x0 and |x| ě x0 are depicted in Fig. 4.14.

From now on, Cmax and Cmin will denote the values of the extrema of Ct for the capacitance
variation steady state. Given the form of xptq in (4.38), for a given ωext, then x and x0 are
sufficient to unambiguously define xptq. Hence the values of Cmax and Cmin are completely char-
acterized in terms of x and x0, provided that a capacitance geometry Ctpxq has been specified.
Note however that we do not explicitly make the dependence always appear in order to keep
notations simple. If we suppose that Cmax{Cmin ě γ, then the description of a cycle done at
the beginning of the section holds. This hypothesis has to be post-checked once x and x0 are
identified. The force uptq is given for t in one period r0 ; τ s of xptq by

uptq “
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(4.39)

for the case of the area-overlap and non-symmetrical gap-closing geometries (note that the
consecutive intervals have a common point but the force is continuous). The Ti are given by

T1 “ mintt P r0 ; τ s |Cpxptqq “ γ´1Cmaxu

T2 “ mintt P rT1 ; τ s |Cpxptqq “ Cminu,

T3 “ mintt P rT2 ; τ s |Cpxptqq “ γCminu.

(4.40)

These times are well-defined because of our hypothesis that Cmax{Cmin ą γ. For the symmetrical
gap-closing geometry with x “ 0, uptq reads for t in r0 ; τ s:
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(4.41)

and the Ti are given by

T1 “ mintt P r0 ; τ s |Cpxptqq “ γ´1Cmaxu

T2 “ mintt P rT1 ; τ s |Cpxptqq “ Cminu,

T3 “ mintt P rT2 ; τ s |Cpxptqq “ γCminu,

T4 “ τ{2, T5 “ T1 ` τ{2, T6 “ T2 ` τ{2, T6 “ T3 ` τ{2.

(4.42)
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Again, all these minima exist because of our hypothesis that Cmax{Cmin ą γ.

Under the hypothesis (4.38), uptq in the steady-state of system (4.32) must then be periodic
with a period of at most τ , as are all other force terms of (4.32). In particular, they can be
approached by the partial sum of their Fourier series. We restrict this approximation to the
average and first harmonic of each force. We hence project the first equation of (4.32) on 1, sin1

and cos1 and equate the 1, cos1 and sin1 coordinate of each terms. Defining, for all periodic f

xf, 1y :“
ωext

2π

ż 2π{ωext

0
fptqdt,

xf, cos1y :“
ωext

π

ż 2π{ωext

0
fptq cospωexttq dt,

xf, sin1y :“
ωext

π

ż 2π{ωext

0
fptq sinpωexttq dt.

(4.43)

this yields the following relations, where x “ x` x0 cospωexttq

$
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xm:x, 1y ` xu, 1y ` xkpxqx, 1y ` xcpx, 9xq 9x, 1y “ 0,

xm:x, sin1y ` xu, sin1y ` xkpxqx, sin1y ` xcpx, 9xq 9x, sin1y “ ξ0 cosφ,

xm:x, cos1y ` xu, cos1y ` xkpxqx, cos1y ` xcpx, 9xq 9x, cos1y “ ξ0 sinφ.

(4.44)

We also introduce the quantities

u1px, x0q :“
xu, 1y

VL
2 , ucpx, x0q :“

xu, cos1y

VL
2 , uspx, x0q :“

xu, sin1y

VL
2 . (4.45)

which do not depend on VL, and for which we explicitly make the dependence on x and x0

appear. Let us also introduce the notations

k1px, x0q :“ xkpxqx, 1y, kcpx, x0q :“ xkpxqx, cos1y, kspx, x0q :“ xkpxqx, sin1y,

c1px, x0q :“ xcpx, 9xq 9x, 1y, ccpx, x0q :“ xcpx, 9xq 9x, cos1y, cspx, x0q :“ xcpx, 9xq 9x, sin1y,

m1px, x0q :“ xm:x, 1y, mcpx, x0q :“ xm:x, cos1y, mspx, x0q :“ xm:x, sin1y.

(4.46)

We square and add the two last equations of (4.44) to eliminate the cospφq and sinpφq terms. In
fact, we don’t need to solve this system for the phase shift between the input and xptq, as it is
not needed for the calculation of any of the forces (however, expressing the phase shift is needed
to apply a stability criterion, see Sec. 4.3.4.2). This is because at each cycle of capacitance
variation, the charge-pump conditioning circuits are only sensitive to the value of Cmax and
Cmin. We hence find an implicit relation linking the steady state oscillation amplitude x0 and
average x to the cycle’s VL voltage. By defining Φ “ pΦ1,Φ2q

T;

Φ1pVL, x, x0q :“VL
2u1 ` k1 ` c1 `m1, (4.47)

and
Φ2pVL, x, x0q :“VL

4puc
2 ` us

2q`

`2VL
2pucpkc ` cc `mcq ` uspks ` cs `msqq

` pkc ` cc `mcq
2 ` pks ` cs `msq

2 ´ ξ0
2

(4.48)
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we obtain that
ΦpVL, x, x0q “ p0 , 0qT (4.49)

is a necessary condition that must be verified by the steady-state oscillation characteristics x,
x0, for given VL. The usefulness of the method is essentially enclosed in this relation: the initial
ODE problem has been translated to a mere algebraic problem. The only solutions pVL, x0, xq

that make physical sense are those such that the two following hypotheses are satisfied:

Cmaxpx, x0q{Cminpx, x0q ą γ (4.50)

because this hypothesis was used in the characterization of the transducer force (4.39), and

|x| ` x0 ď d0 (4.51)

because otherwise the mass position becomes larger than the transducer gap (as we have sup-
posed in our model that the displacement limits are situated at d0).

In summary, we have built an implicit relation linking the mass oscillation amplitude x0 and
average x to the electrostatic force arising from the charge-pump biasing, with characteristic
voltages VL and VR “ γVR where γ is a parameter set by the unstable charge-pump that is
considered. It is possible that (4.49) yields multiples values of x0 for a given VL. In this
situation, only one of these oscillation amplitudes will be observed in practice. Which one
depends on the stability properties of the solutions corresponding to each amplitude. This will
be witnessed in the results of Sec. 4.3.3.3, and further discussed in Sec. 4.3.4.2. Until then, let us
suppose that (4.49) uniquely defines an average xpVLq and an amplitude x0pVLq corresponding
to the charge-pump cycle pVL, γVLq biasing the transducer, and fulfilling the conditions (4.50)
and (4.51).

The converted power is the energy converted in one period of xptq times ωext{p2πq. In the case
that we have one pair of extrema of Ct per period of xptq (area-overlap, gap-closing, symmetrical
gap-closing with |x ě x0|, the (dimensionalized) converted power reads

P “
ωext

2π
VL

2pγ ´ 1qpCmaxpxpVLq, x0pVLqq ´ γCminpxpVLq, x0pVLqqq (4.52)

In the case of symmetrical gap-closing geometry with |x| ă x0 (and in particular, x “ 0), this
figure has simply to be multiplied by two. This is because there are two identical periods of
variation of Ct per period of xptq, each cycle of variation of Ct having one pair of extrema and
being characterized by supposedly unchanged VL. Hence in this case:

P “
ωext

π
VL

2pγ ´ 1qpCmaxpxpVLq, x0pVLqq ´ γCminpxpVLq, x0pVLqqq (4.53)

4.3.2.2 VL evolution and the quasi-static hypothesis

What we merely did up to this point is to characterize the average and first harmonic components
of the steady-state oscillations of the inertial mass when the electrical conditioning follows a
fixed charge-pump conditioning scheme (VL, γVL). To do so, we have eluded the full electrical
dynamics of our unstable charge-pump conditioning circuit, which are described by Ψγ in (4.32).
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However, we know that the energy accumulation property of charge-pumps implies an evolu-
tion of the cycle’s voltages VL and VR “ γVL throughout Ct’s cycles of variation. Our description
of the e-VEH’s dynamics for VL cannot by definition account for this long-term evolution of the
e-VEH’s electrical state. Yet, we can use our derivation of the electromechanical dynamics done
at fixed VL in order to describe VL’s evolution. To do so, we have to resort to two additional
hypotheses.

The first hypothesis we make is that the increase of VL subsequent to the e-VEH’s dynamics
submitted to the input is a quasi-static process. More precisely, we suppose that the evolution
of VL from cycle-to-cycle does not induce mechanical transient behavior. This hypothesis holds
because, roughly speaking, the mechanical transient processes subsequent to the change of value
of VL are very brief compared to rate of increase of VL over the cycles of Ct’s variation. This
hypothesis tends to be verified with charge-pump conditioning circuits as we presented them.
This is because the values of the fixed capacitors are supposed to be large compared to Ct, an
assumption that is implicit in this analysis, as the charge-pumps are characterized in terms of
their γ ratio. We also used this assumption above when we supposed that multiple variation
cycles of Ct happening in one period of xptq have the same characteristic VL voltage.

We also make the hypothesis that the system has no memory. In other words, the steady-state
mass oscillation for given VL does not depend on how the e-VEH has arrived to the corresponding
electrical state that maps to this VL. This argument is supported by the experimental results
in depicted Fig. 4.15, obtained with the same device and same experimental conditions as in
Sec. 4.2. These experiments show the superposition of voltage evolution across C1 of the Bennet’s
doubler, for different pre-charge voltages. The charge-pump’s evolution from a given voltage is
unchanged whether this voltage was reached by direct pre-charge or by autonomous charge-pump
evolution.

0 50 100 150
0

5

10

15

20

25

manually charged to 5V

manually charged to 10V

Figure 4.15: Results of some experiments with the same setup as in Sec. 4.2, with different initial voltages across
the Bennet’s doubler capacitors. The dynamics of the system in the long time scale are independent of the value
of the pre-charge.

By applying these working hypotheses, we can construct the evolution of the converted
power throughout the charge-pump’s evolution, subsequent to the e-VEH being submitted to
the harmonic input force. To do so, it suffices to solve (4.49) for a range of values of positive
VL, rVLs ;VLes. For any given VL0 in this interval such that x0pVL0q and xpVL0q fulfill the
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conditions (4.50) and (4.51), the charge-pump will necessarily evolve through all VL such that
VL0 ă VL ă VL1. Here, VL1 denotes the smallest VL ą VL0 such that (4.50) and (4.51) are not
verified. In fact, VL1 corresponds to the Ct variation cycle at which the unstable charge-pump
saturates, that is, CmaxpxpVL1q, x0pVL1qq{CminpxpVL1q, x0pVL1qq “ γ.

This evolution of VL across the cycles is monotonic, as we infer from the electrical analysis
of unstable charge-pumps. Also, the electrical analysis of unstable charge-pumps indicates that,
for all VL in the interval sVL1 ;VL2r, the successive biasing cycles of Ct are all characterized by
pVL, VR “ γVLq. The quasi-static hypothesis ensures that for each VL P rVL0 ;VL1s, the values
of xpVLq, x0pVLq obtained from solving (4.49) effectively correspond to that that are observed
when this value of VL is reached subsequently to the charge-pump’s autonomous evolution.

In summary, the interval sVL0 ;VL1r can be interpreted as a re-parametrization of time, be-
cause VL can be supposed to vary continuously if the fixed capacitors of the circuit are large
enough. Any value of VL in this interval will necessarily be attained for a sufficiently long oper-
ation time of the e-VEH submitted to the harmonic input. The mass oscillation characteristics
for this VL are obtained by solving (4.49) for x0 and x at this VL. From this, the converted power
throughout the e-VEH’s operation that describes the interval sVL0 ;VL1r can readily be computed
from (4.52) or (4.53) depending on the transducer’s geometry (symmetrical gap-closing or not).

4.3.3 Example of application to a symmetrical gap-closing configuration

Let us apply the foregoing method to the case of an e-VEH based on a transducer of symmetrical
gap-closing geometry. The parameters of the device that we study in this section are given in
Table 4.1. The mechanical subsystem, namely the model of the spring and of the damping,
follow that of Sec. 4.3.1.

Recall the capacitance versus mass displacement function for the symmetrical gap-closing
geometry, where we define C0 :“ 2ε0S{d0, and we substitute for normalization: xÐ x{d0:

Cpxq “
C0

1´ x2
. (4.54)

As stated above in Sec. 4.3.2, we make here the hypothesis that x “ 0 for all VL, which greatly
simplifies the forthcoming computations. With

xptq “ x0 cospωexttq, (4.55)

the symmetrical gap-closing capacitance Ctptq has then a period of τ{2. Also, now that we
have particularized a Ctpxq function, we additionally require that x0 ă 1 (i.e., xM “ d0 in the
presentation of Sec. 4.3.2). The maximum capacitance is reached at each period of xptq when
xptq “ ˘x0 and reads

Cmax “
C0

1´ x0
2

(4.56)

and the minimum capacitance is independent of the oscillation amplitude x0, as it is reached at
xptq “ 0. It reads

Cmin “ C0. (4.57)

Of course, we can immediately see on the simulations results of Fig. 4.12 that this hypothesis
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will prevent our method from predicting the average position shift that is depicted there. Yet,
in this particular case, the position shift happens after the maximum converted power point, so
our method would in principle not fail to predict its value.

Particularizing our model for the linear spring and nonlinear damping function we specified
in Sec. 4.3.1, and by normalizing the mechanical part of our model equation as is customary in
the study of dynamical systems arising from mechanics oscillators, the model becomes:

$

’

&

’

%

:x` x`
9x

Q

ˆ

1´ α`
α

2

ˆ

1

p1´ xq3
`

1

p1` xq3

˙˙

“
1

2
V 2

t

BC
Bx
pxq ` ξ0 sinpωextt` φq

Ψγp 9V, 9I,V, I, 9x, xq “ 0

(4.58)

where ω0 is the resonator’s natural frequency

ω0 “
a

k{m. (4.59)

In particular, Vt is a component of V. and where the quality factor Q is expressed as:

Q “
k

Bω0
(4.60)

The system (4.58) is obtained by substituting tÐ tω0, ξ0 Ð ξ0{pkd0q, uptq Ð uptq{pkd0q, ωext Ð

ωext{ω0. The overdot now denotes differentiation with respect to the new time. We have also
defined Cpxq :“ Cpxq{pkd0

2q. The position variable was already substituted in the beginning of
the subsection, and the B{Bx operator denotes differentiation with respect to this new position
variable. Note that the results of the simulations presented in this section will be given as
dimensionalized variables. This is also the case for figures of converted power obtained by the
application of our method.

4.3.3.1 Expressions

As presented in the general description of Sec. 4.3.2, we start by using our ansatz (4.55) to get
rid of the dependence on the electrical dynamics. We first express the force for the considered
geometry, in one period of xptq given as in 4.55. The adimensionalized force reads

uptq “
1

2
Vt

2ptq
BC
Bx
pxptqq (4.61)

where C0 :“ Cp0q. The expression force in (4.41) can be further particularized for symmetrical
gap-closing transducers in one period r0 ; τ s of xptq in the steady-state regime. By replacing Vtptq

with VLCmax{Ctptq (Ct from maximum to minimum) or with γVLCmin{Ctptq (Ct from minimum
to maximum), one easily derives that

uptq “

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

C0VL
2 x0

1´ x0
2
xptq if t P r0 ;T1s Y rT4 ;T5s,

C0γ
2VL

2 xptq

p1´ x2ptqq2
if t P rT1 ;T2s Y rT5 ;T6s,

C0γ
2VL

2xptq if t P rT2 ;T3s Y rT6 ;T7s,

C0VL
2 xptq

p1´ x2ptqq2
if t P rT3 ;T4s Y rT7 ; τ s.

(4.62)
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where the times Ti are found following (4.42) and read

T1 “ ωext
´1 arccospx0

´1
a

1´ γp1´ x0
2qq (4.63)

T2 “ ωext
´1π{2 (4.64)

T4 “ ωext
´1 arccosp´x0

´1
a

1´ γ´1q (4.65)

T4 “ ωext
´1π (4.66)

and T5, T6, T7 are obtained by adding π{ωext to T1, T2, T3, respectively. The Ti are well defined
provided that 1{p1´ x0

2q ą γ, or equivalently, Cmax{Cmin ą γ, an hypothesis that we suppose
fulfilled for now.

We next compute the relevant Fourier coefficients of the force. Thanks to the symmetry of
the capacitance variation between the two half-periods r0 ; τ{2s and rτ{2 ; τ s, we get:

xu, sin1y “ 2C0VL
2ωext

π

ˆ

1

p1´ x0
2q2

ż T1

0
xptq sinpωexttqdt` γ2

ż T2

T1

xptq

p1´ x2ptqq2
sinpωexttq dt`

`γ2

ż T3

T2

xptq sinpωexttq dt`

ż T4

T3

xptq

p1´ x2ptqq2
sinpωexttq dt

˙

(4.67)

xu, cos1y “ 2C0VL
2ωext

π

ˆ

1

p1´ x0
2q2

ż T1

0
xptq cospωexttq dt` VL

2γ2

ż T2

T1

xptq

p1´ x2ptqq2
cospωexttq dt`

`γ2

ż T3

T2

xptq cospωexttq dt`

ż T4

T3

xptq

p1´ x2ptqq2
cospωexttq dt

˙

(4.68)
All of these integrals can be readily put into closed-form, being rational functions of trigonometric
functions. For the sake of completeness, we give here the expressions of the various Fourier
coefficients as well as the final expression of Φ. The projection of u on sin1 has a relatively
simple closed-form expression

xu, sin1y “ C0VL
2 2

π

pγ ´ 1qp1´ γp1´ x0
2qq

x0p1´ x0
2q

(4.69)

but the closed-form expression of the cos1 component of u is rather obnoxious. Nevertheless,
one can show that is has a simple asymptotic behavior

xu, cos1y „
x0Ñ1

C0VL
2?γ

x0

p1´ x0
2q3{2

. (4.70)

We also easily compute

x:x, sin1y “ 0 “ xx, sin1y “ x
9x

Q

ˆ

1´ α`
α

2

ˆ

1

1´ x3
`

1

1` x3

˙˙

, cos1y,

xx, cos1y “ x0,

x:x, cos1y “ ´ωext
2x0,

x
9x

Q

ˆ

1´ α`
α

2

ˆ

1

1´ x3
`

1

1` x3

˙˙

, sin1y “
ωextx0

Q

ˆ

1´ α`
α

p1´ x0
2q3{2

˙

(4.71)

so that we gave the projections of all terms appearing in (4.58). The system resulting from

133



Chapter 4. Comparison and electromechanical study of electrostatic vibration energy
harvesters using charge-pump conditioning circuits

coordinate identification reads
$

’

’

’

&

’

’

’

%

θ1px0, φq :“ x0

ˆ

1´ ωext
2 ´ C0VL

2?γ
1

p1´ x0
2q3{2

˙

´ ξ0 sinpφq “ 0

θ2px0, φq :“ x0

ˆ

ωext

Q

ˆ

1´ α`
α

p1´ x0
2q3{2

˙

´ C0VL
2 2

π

pγ ´ 1qp1´ γp1´ x0
2qq

x0
2p1´ x0

2q

˙

´ ξ0 cospφq “ 0

(4.72)
Note that we have defined two new functions θ1 and θ2 that will be useful for stability assessment
in Sec. 4.3.4.2. Squaring and adding yields in fine for Φ, which is scalar because we have no
average component:

ΦpVL, x0q “ x0
2

ˆ

VL
4C0

2

ˆ

4

π2

pγ ´ 1q2p1´ γp1´ x0
2qq2

x0
4p1´ x0

2q2
`

γ

p1´ x0
2q3

˙

`

`2VL
2C0

ˆ

p1´ ωext
2q

?
γ

p1´ x0
2q3{2

´
2

π

ωext

Q

ˆ

1´ α`
α

p1´ x0
2q3{2

˙

pγ ´ 1qp1´ γp1´ x0
2qq

x0
2p1´ x0

2q

˙

`

˜

p1´ ωext
2q2 `

ωext
2

Q2

ˆ

1´ α`
α

p1´ x0
2q3{2

˙2
¸¸

´ ξ0
2

(4.73)

The dimensionalized converted power is obtained from (4.53) that we further particularize
for our case of symmetrical gap-closing geometry:

P “
ωextω0

π
C0VL

2pγ ´ 1q

ˆ

1

1´ x0
2
´ γ

˙

. (4.74)

We can now proceed to solve (4.73) for ranges of VL of interest and x0 P s
a

1´ 1{γ ; 1r. For
each admissible couple pVL, x0q, the converted power is readily determined by (4.53). As stated
in the general presentation of the method, the results are given in terms of the evolution of the
amplitude and of the converted power throughout the evolution of VL subsequent to the e-VEH’s
evolution under harmonic input.

4.3.3.2 First application and validation of the method

The fact that we used several approximating hypotheses to build our semi-analytical tool requires
a validation of the method. To do so, we resort to the comparison against some results of
electromechanical simulations, for the symmetrical gap-closing geometry. We remind that the
device model is parametrized as in Table. 4.1, and that the stiffness, damping and end-stop
functions are modeled as in Sec. 4.3.1.1.

The results of both the application of the method and of the simulations, in terms of con-
verted power, are depicted in Fig. 4.16. Starting from any VL such that (4.73) has a solution
fulfilling (4.50) and (4.51) – which reduces here to the condition that the solution x0 belongs
to s

a

1´ 1{γ ; 1r because x “ 0 – the evolution of the converted power throughout the e-VEH’s
electrical state evolution subsequent to the external input is found by following the solution
curve in increasing voltages. In particular, the maximum power point is of particular interest
and is simply found as the peak of each curve. This is the power point that an asynchronous
energy extracting interface would have to sustain in practice.
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Figure 4.16: Results of application of our method that show the evolution of the converted power versus the
evolving VL voltage, for three circuits and the corresponding value of γ used in the method (a) The Bennet’s
doubler (γ “ 2), (b) Lefeuvre’s circuit with N “ 2 (γ “ 3{2), (c) Series-parallel charge-pump with N “ 3 (γ “ 3)
For each case, the results are given for two different input excitations: (a) 1.5 g at 140 Hz (ωext “ 0.875) in red,
1.5 g at 160 Hz (ωext “ 1) in green. (b) 1.5 g at 140 Hz (ωext “ 0.875) in red, 1.5 g at 160 Hz (ωext “ 1) in green.
(c) 3 g at 140 Hz (ωext “ 0.875) in red, 3 g at 160 Hz (ωext “ 1) in green.
The dashed curve represent the results extracted from simulations whereas the plain curves results are provided
by the application of the method presented in this section. Note that the values of the input amplitudes ξ0 are
given dimensionalized.

Note that the curves obtained in simulation start from the value of VL that corresponds to the
initial charging of the circuit’s capacitors. For the Bennet’s doubler (a) and the series-parallel
charge-pump (c), VL is the voltage across the circuit’s capacitor with the highest voltage (in
fact, across any of the capacitors for the Bennet’s doubler). For Lefeuvre’s charge-pump (b)
with N “ 2, VL is twice the voltage across the highest-voltage capacitor, so that VL’s evolution
starts at 10 V with this circuit.

The first remark that one can make from these results is that there is a relatively significant
discrepancy between the predicted values of converted power and the values obtained by simula-
tion. The discrepancy can be mainly attributed to three reasons, that we list here in increasing
order of importance.

• The diodes are the source of losses, even though we modeled them with the simple expo-
nential model. These losses are due to the subsequent forward voltage drop, that dissipates
a power of qVT for each amount of charge q that passes through the diode. In our case,
we computed the converted power from the energies added to the fixed capacitors at each
cycle of the capacitance variation. Thus, the figures of converted power obtained in simu-
lations are decreased by the amount lost in the diodes, compared to the power effectively
converted from the mechanical to the electrical domains. In our simulations, VT is about
0.6 V. We have estimated that the losses in the diodes account for up to 15% of the energy
converted by the transducer. Our method does not account for these losses.

• The γ ratio implemented by each circuit in simulation is not exactly of the value that is
predicted by the charge-pump theory and used for the application of the method (we used
γ “ 3{2 for Lefeuvre’s circuit with N “ 2, γ “ 2 with the Bennet’s doubler, γ “ 3 with
the series-parallel charge-pump with N “ 3). This is because the diodes forward voltage
drop have a slight influence on the value of the γ ratio until higher transducer bias values
are reached. This is true at least for the Bennet’s and series-parallel charge-pump as we
discussed in last chapter’s Sec. 3.4.1. But this slight modification of γ, especially when
coupled to the point above and the point below, adds to the inaccuracy.

• The most important source of inaccuracy is the error in the amplitude of the capacitance
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variation. We remind that we compute the converted power at each value of VL by in-
jecting the displacement corresponding oscillation amplitude x0 found through (4.73), in
(4.53). The hyperbolic symmetrical gap-closing capacitance variation is very sensitive to
variations in the computed mass oscillation amplitude x0, which in turn is predicted with
a slight inaccuracy using our method. The cause of this inaccuracy is that our hypothesis
of harmonic displacement (4.55), and hence of harmonic force (the 1st harmonic approxi-
mation) is a generally valid assumption as long as the system shows a narrow bandwidth in
the input and outputs of interest (see, e.g., [Van68]). However, our choice of the nonlinear
damping greatly mitigates the validity of this hypothesis. We remind that we have used
the model of squeeze-film damping presented in Sec. 4.3.1, with a choice of α “ 1. We
have plotted the frequency response of an otherwise linear resonator that uses this model
of the nonlinear damping in Fig. 4.17. This figure shows that the requirement of high
frequency selectivity is quite obviously not met in our case. This explains why the results
in (c) are so much apart compared to the curves in (a) and (b): the input is larger than in
these cases, which results in a dramatic decrease in the resonator’s frequency selectivity,
according to Fig. 4.16.

Other than using another model of the damping (which could nonetheless be physically
accurate, for example for vacuum-packaged devices), one could think that a workaround to this
last point would simply be to increase the number harmonics of the dynamical variables that we
take into account. This is the generalized harmonic balance method, that in some cases allows
to analytically derive the response of forced nonlinear oscillators in exact form [Lev60]. In our
case, resorting to the generalized harmonic balance would make the algebra further cumbersome,
but there is another technical reason that prevents an easy implementation of this workaround.
It is the fact that, if one is to consider higher harmonics of the displacement and of the force,
then the transducer force is not uniquely defined without any additional hypothesis on the
amplitude of each of these harmonics. To clarify on an example, one can consider to hypothesize
the displacement function as xptq “ x0 cosptq ` x1 cosp2tq (let us drop the sin components for
simplicity). Now, xptq has one pair of extrema per period iff |x0{x1| ě 4, or two iff |x0{x1| ă 4.
Across those two cases, the capacitance will not vary in the same way and so the forces will be
different depending on the values of x0 and x1. But the equations linking the coefficients x0

and x1 to the first two harmonics of the force cannot be determined if the number of extrema
of the transducer force per period of the capacitance variation is not known a priori. Hence, to
resort to this workaround consisting in taking into account higher harmonics of the dynamical
variables, the computations of the force projections on the trigonometric functions have to be
done carefully by a trial and-error process, resulting in an adequate partitioning into different
regions in terms of VL. We have not proceeded to this modification, but we can add it to the
(long) list of possible improvements of our method.

The error in the amplitude can also come from the fact that the average components of
displacement and transducer force were neglected. The blue dotted circles in Fig. 4.16 correspond
to voltages for which a major shift in this average component was observed, similarly to what
is shown in the time-domain results of Fig. 4.12. We will briefly elaborate on that point in
Sec. 4.3.4.1 below. The orange dotted circle in Fig. 4.16 corresponds to the manifestation of a
dynamic pull-in phenomenon (see Sec. 4.3.4.2 below).

Finally, it shall be noted that the error due to the misprediction of the oscillation amplitude

136



Chapter 4. Comparison and electromechanical study of electrostatic vibration energy
harvesters using charge-pump conditioning circuits

is less critical for the area-overlap transducer geometry, because then the dependence of the
capacitance on the displacement becomes linear.
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Figure 4.17: Amplitude vs. frequency response of the mechanical resonator obtained by a first-harmonic ap-
proximation, showing the effect of the nonlinear squeeze-film damping that we used in the applications of our
method, for the quality factor Q computed as in (4.60) and the mechanical parameters of Table 4.1. The α “ 0
corresponds to a purely linear damping. We used α “ 1 in all of the simulations and the computations done by
the method. The input amplitudes are given as dimensionalized quantities (1 g « 10 m s´1).

Notwithstanding these issues, the trend seen in the results yielded by our method follows
that of the relative values of converted power obtained by simulations and experiments across
the different application cases. In particular, the results show that larger values of converted
power are obtained for lower input frequencies. They also predict how the converted power
compares across the different conditioning circuit.

4.3.3.3 Some results of application to different cases and practical implications
on optimization and design

We now apply the method to several cases of inputs and mechanical parameters, for the sym-
metrical gap-closing electrostatic transducer geometry of Table 4.1. For each case, we apply it
to several values of γ that can be, in principle, obtained using the unstable charge-pump condi-
tioning circuits presented in Chap. 2-3. The computations are done and the plots are generated
by a MATLAB program. Each figure is obtained almost instantaneously on a standard office
computer, highlighting the practicality of this approach in order to explore the parameter space
– but at the cost of some inaccuracy as we have previously seen in Sec. 4.3.3.2.

The results for these various cases are depicted in Fig. 4.19-4.30 that are put at the end of
the chapter. Each pair of figure gives the results in terms of converted power versus increasing
VL voltages, and corresponding evolution of the amplitude versus increasing VL voltages. The
different cases are described in the figure’s captions.

One immediately notes that several of these plots show that the amplitude is a multivalued
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function of the VL voltage, and thus so are the corresponding converted power as functions of VL.
This corresponds to multi-modality as we discussed in Sec. 1.3.4 of the introduction chapter,
although now it is encountered with voltage as an input rather than frequency. This means
that for some values of voltages, multiple oscillation amplitudes x0 are admissible in the light of
(4.73). No matter which one of these amplitudes is selected by the system’s dynamics, as they
have to fulfill x0 P s

a

1´ 1{γ ; 1r, energy is still being converted and the voltage VL therefore
necessarily increases. Discriminating between the multiple solutions can be done by applying a
stability criterion that we give below in Sec. 4.3.4.2. For now, it suffices to acknowledge that
this criterion was applied to the obtained solutions. From its application, it results that when
the maximum converted power point is in a range of VL of multi modality (for example, see
Fig. 4.25 with γ “ 1.5 and at wext “ 0.5), the other admissible amplitudes never happened to
satisfy the stability criterion, whereas the amplitude corresponding to the maximum converted
power point always did. In all, it means that the maximum converted power obtained in each
case depicted in Fig. 4.19-4.30 corresponds to the peak of the curve of converted power versus
VL.

We saw in Sec. 4.3.3.2 that our method, as presented, seems to overestimate the value of
converted power. Yet, we can still extract some insight from the results, about the operation
of e-VEHs using unstable charge-pump in the electromechanical domain. Specifically, at least
three interesting facts can be noted from these results.

• There is clearly a trend of the maximum converted power to increase as input frequencies
are lower compared to the device’s resonant frequency. This validates the insight that we
used in the discussion of Sec. 4.2.3 about the shifting to the left of the frequency response
with increasing VL voltage. Note that another geometry of the transducer can give another
behavior in this respect.

• Depending on system’s and input parameters, different values of γ are optimal for different
situations. This justifies the need for various unstable charge-pump conditioning circuits,
in order to wide ranges of γ ratios. For example, the situation simulated in Fig. 4.19
advocate for smaller values of γ, whereas the results in Fig. 4.29 show that larger γ are
better. In the first case, using a charge-pump based on Lefeuvre’s or Illenberger’s topology
to implement γ ă 2 would be advantageous. In the second case, a topology based on the
series parallel charge-pump to implement γ ą 2 would be preferred. Still, we lack an
analytical criterion to determine the optimal γ, and hence further ease the comparison
of the different unstable charge-pumps in the electromechanical domain. We give some
future developments of our method that may yield such a criterion in Sec. 4.4 below.

• In the case that the oscillation amplitude is large enough (x0pVLq ą
a

1` 1{γ) for small
values of VL to initiate energy conversion in unstable mode, the converted power gradually
increases up to the optimal power point, that has then to be sustained. This is the case
for excitations inputs that are near resonance. However, in the case of input excitations
of lower frequencies, a larger pre-charge can be initially needed in order to bootstrap the
energy conversion in the charge-pump’s unstable operation mode. See for example the case
in Fig. 4.19-4.20 for low values of ωext, for which pre-charge voltages in the range of 10 V to
20 V are needed depending on the value of γ. These cases may be interpreted as needing a
larger shift in the frequency response of the resonator ensuing from the electromechanical
effects, in order to tune it with the input excitation. Hence, VL and therefore the pre-charge
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must initially be large enough so to allow this frequency response shift. This frequency
response shift results, in turn, in large enough oscillations allowing for unstable operation
and power conversion. At the cost of this higher needed initial pre-charge, the maximum
power point yielded by low-frequency inputs is of larger value than that obtained by inputs
closer to or above the resonant frequency of the device.

These results have practical implications in the design of e-VEHs using unstable charge-pump
conditioning circuits. A first implication is that the pre-charge voltage is an important design
variable even in the case of e-VEHs using unstable charge-pump conditioning circuits. This
observation is an important difference with the results of analysis of unstable charge-pumps in the
electrical domain. A second implication is that the unstable charge-pump conditioning circuits
(at least based on symmetrical gap-closing geometries) have desirable properties with respect to
low-frequency inputs. This is because our results show that the resonant frequency of the device
benefits from being chosen larger than the application’s targeted frequency. Considering the
challenge of building spring-mass based devices of low resonant frequency (we mentioned this in
Sec. 1.6.1), this is a welcomed property of the e-VEHs using unstable charge-pump conditioning
circuits.

It is also worth noting that, as highlighted for the electrical domain comparison in Sec. 4.1.4,
the time taken to reach the maximum power point is absent of the considerations, as we have
re-parametrized time in terms of the VL cycle voltage. The time taken to reach a maximum
converted power point can be long (for example, see the blue curve in the experimental result
of Fig. 4.10), so a trade-off has to be found if the settling time is an important parameter, e.g.,
in cases where the system is often to be discharged completely.

Finally, note that all we gave here were insights based on the numerically solving the al-
gebraic relation (4.49) for specific cases. The way we applied the semi-analytical tool in this
section ultimately relies in numerical computations to solve Φ “ 0. We did not base our study
on an analytical resolution that would allow a parameter sensitivity analysis of the maximum
converted power point over the system’s parameters. Modifying our method so as to enable such
a procedure is the subject of ongoing work. Its outline will be given in the future works section.

4.3.4 Some comments and limitations of the method

In this section, we make some brief comments about our method. We also highlight some of the
limitations of our tool as applied above in Sec. 4.3.3 that were not discussed in Sec. 4.3.3.2.

4.3.4.1 Shifting in the mass average position

Above in Sec. 4.3.3, we have made the hypothesis that the mass position has no average compo-
nent, that is, x “ 0. However, the simulations in Sec. 4.3.1 clearly show that at some points in
the evolution of VL, this hypothesis is no longer verified. As a result, the capacitance variation
changes compared to VLs for which x “ 0. Indeed, while Cmin remains unchanged (because the
position still crosses x “ 0), and Cmax alternates between two values per period of xptq. This
situation is depicted in Fig. 4.14. This effect can be taken into account by resorting to the ansatz
made in the general presentation of the method, that is, xptq “ x` x0 cospωexttq with x ‰ 0.
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Note that in the case of the simulations of Sec. 4.3.1, the average component appears after
the maximum power point is reached.

4.3.4.2 Stability of the solutions and justification of the method

In general, solving (4.49) can yield two or more solutions pVL, x, x0q and pVL, x
1, x0

1q such that
x ‰ x1 and/or x0 ‰ x0

1. We have seen it in the results of Sec. 4.3.3.3. Some of these results
showed that there exists ranges of values of VL for which multiple values of the mass oscillation
amplitude x0 are admissible. This is a phenomenon that is often seen in nonlinear resonators,
and that we refer to as multi-modality. In practice, only one of these solutions is going to be
observed. Which one depends on the initial conditions, but also on the stability properties of
the periodic orbits of the vector field associated with our system. Means of analysis of periodic
orbits stability properties include the introduction of a suited change of coordinates that sends
the periodic orbit to the stationary point of a conjugated vector field. The stability properties
of this equilibrium point are then linked to that of the periodic orbit [GH13].

In our case, the matter of stability assessment is even more complicated as the solutions we
hypothesize are not stricto sensu periodic orbits of the system (4.58) but rather approximations
relying on simplifying assumptions. On a more general note, we did not give any theoretical
foundation as of why our method described should accurately describe the behavior of the
system. In particular, we did not rigorously motivate and bound the difference between the
actual system’s solution and that given by (4.38) and satisfying (4.49). Instead, we followed
more of a heuristic approach. As a matter of fact, our approach is essentially equivalent to the
so-called describing function procedure, a basic tool in the analysis of nonlinear systems, albeit
it is usually formulated in the frequency domain. More information and some justification for
this procedure can be found in the authoritative reference [Van68].

We shall not pretend to have such theoretical concerns here, which are well beyond the scope
of our study. Instead, we loosely assume that the oscillations satisfying (4.49) are acceptable
approximations of the system’s dynamics. Also, let us explicitly state the stability criterion that
we have used in Sec. 4.3.3.3 to determine that in regions of multi-modality, the sole solution
of (4.73) corresponding to a stable periodic orbit is the one which yields the highest converted
power. Applied to our case study of the symmetrical gap-closing geometry, this criterion reduces
to the following algebraic relation, where θ1 and θ2 were defined in (4.72):

Bθ2

Bx0
px0, φq

Bθ1

Bφ
px0, φq ´

Bθ1

Bx0
px0, φq

Bθ2

Bφ
px0, φq ą 0. (4.75)

This criterion is obtained using a procedure that is thoroughly explained in [Van68] and applied
to a practical case in detail in [Jui15].

Let us end this discussion by mentioning that a nonlinear system such as our e-VEH leaves
the door open for a rich variety of dynamic behavior. As an example, the simulation result
depicted in Fig. 4.18 shows dramatic qualitative changes in the dynamics of the e-VEH as VL

increases. This simulation is carried out with the same device as above and conditioned by
Lefeuvre’s circuit with N “ 2 (γ “ 3{2). It shows that after some time, xptq becomes somewhat
erratic, and finally it ends up remaining constant at`xM. This behavior cannot be quantitatively
predicted by our method, but the solutions for VL ą 11.5 V do not fulfill our stability criterion
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above, and the observed change in dynamics happens starting from VL “ 12.6 V.

Incidentally, this simulation shows a transient operation mode of the Lefeuvre’s charge-pump
from 500 ms to 1 s. This transient mode is not characterized yet, as no work have yet reported
a comprehensive and quantitative study of the dynamics of this circuit in the electrical domain.

4.3.4.3 Parasitic capacitances and electret charging

Finally, some other limitations of our method as presented above include the fact that we do
not take into account the parasitic capacitance that superposes to that of the transducer, or a
possible electret charging. As a crossed comparison of Table 4.1 and Table 4.2 shows, the value
of the parasitic capacitance can be of same order of magnitude of the transducer’s capacitance.

Taking into account the effect of the electret is not difficult in principle. Technically, this
only changes (4.45) and the subsequent steps, because VL cannot longer be factored. Indeed,
VL and VR “ γVL have to be changed to E ` VL and E ` γVL in (4.37), and the times interval
for the piecewise definition of the force also have to be changed accordingly. This modification
brings an additional algebraic burden, particularly if one anticipates future improvements of our
tool so as to enable parameter sensitivity analysis. This modification is succinctly explained
below in the future works section.

4.4 Conclusion and future works

This chapter presented an electrical domain comparison of several charge-pump conditioning
circuits, as well as an study geared towards their comparison in the electromechanical domain.
We first carried out an electrical domain comparison, when meaningful, between stable charge-
pumps. Then, we carried out the same comparison among unstable charge-pumps. Setting some
simple constraints, we determined which charge-pump is optimal among the unstable subfamily,
given the η and E parameters. It was shown that a great advantage of unstable conditioning
circuits is that the maximum energy conversion cycle can be reached by their autonomous
operation, from arbitrarily low levels of initial energy in the circuit.

Then, we carried out a study in the electromechanical domain, first on the basis of experi-
ments. These experiments showed that the unstable behavior is mitigated and that a maximum
power conversion point exists and is reached under the charge-pump’s autonomous operation.
The value of this maximum power point depends on the characteristics of the input. In order
to study how this maximum power point is influenced by the γ ratio of the unstable condition-
ing circuit, as well as by the input excitation and the transducer’s geometrical parameters, we
presented a semi-analytical tool allowing for a fast estimation of the maximum power point in
these various situations.

The results yielded by this tool have been checked against electromechanical simulations.
They show that our method, as we applied it, correctly predicts the trends of the converted
power variation as a function of the input and system parameters, even if it suffers some pitfalls
in its exact quantitative prediction. We have listed the reasons for this discrepancy, and future
works will have to be geared towards the improvement of these matters.
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Figure 4.18: Simulation results for an e-VEH connected to Lefeuvre’s charge-pump with N “ 2, showing the
manifestation of an instability followed by a pull-in phenomenon. The input is of 1.5 g dimensionalized, at a
frequency of ωext “ 7{8. The system’s parameters are listed in Table. 4.1. Note the transient behavior from
500 ms to 1 s that is due to the electrical dynamics of Lefeuvre’s charge-pump.

142



Chapter 4. Comparison and electromechanical study of electrostatic vibration energy
harvesters using charge-pump conditioning circuits

We have nevertheless gathered some results from the application of our method. These
results support that the γ ratio, and therefore, the choice of the unstable charge-pump, is a
decisive parameter in optimizing the power yield of the e-VEH. This was somehow already clear
from the electrical analysis. However, the electromechanical analysis shows that the charge-
pump’s pre-charge is also as an important design parameter. Moreover, in our application case
to a symmetrical gap-closing transducer, the results show that resonant e-VEHs using unstable-
charge pumps yield better power conversion figures for inputs of low frequencies compared to
the resonator’s natural frequency. This is an advantage in the context of small-scale e-VEHs for
which mechanical resonant structures with low resonant frequencies can be difficult to fabricate.

As applied above, our method relies on a numerical part, and hence so does an eventual
parameter sensitivity analysis in the view of optimized design. To overcome this limitation, one
possible improvement is to have an estimate of the maximum power point for each value of the
γ ratio, by merely evaluating the stationary points of BP {BVL instead of evaluating the whole
power versus VL characteristic. For instance, for the symmetrical gap-closing geometry where P
is as in (4.53):

BP

BVL
“ 0 ðñ 1´ γp1´ x0

2q ´ VL
x0

1´ x0
2

dΦpVL, x0q{dVL

dΦpVL, x0q{dx0
looooooooooooooooooooooooooooomooooooooooooooooooooooooooooon

:“χpx0,VLq

“ 0 (4.76)

where Φ is the map defined in (4.73), and the rightmost term in χpx0, VLq is obtained by
evaluating Bx0{BVL appearing in BP {BVL by an application of the implicit functions theorem.
Therefore, solving

#

Φpx0, VLq “ 0

χpx0, VLq “ 0
(4.77)

directly gives a candidate point for the maximum power point. In principle, a parameter op-
timization can be done on the various parameters appearing in the expression of the solution
to this set of equations, for example to determine the optimal value of γ and therefore proceed
to the analytical comparison of different unstable charge-pumps. However, the solution is not
associated to any dynamical context, in the sense that there is no history of how the system can
arrive to this point and which initial condition allows it to do so. This is unlike the results of the
method in Sec. 4.3 that show the evolution of the converted power with that of VL. Plus, the
stability of the corresponding solution has also to be checked. Also in practice, one of the main
reasons why this approach could fail in giving useful insights is simply the algebraic complexity
of the maps Φ and χ. But the use of symbolic computation software along with carrying out
the right simplifications can in principle make this task easier.

Finally, we would like to emphasize that despite the fact that our experiments demonstrated
the major impact of the electromechanical coupling on the e-VEHs’ operation and performances,
the results obtained for the electrical domain are still useful in some situations. This would
be the case, for instance, for inertial e-VEHs of larger scales, where the breakdown of the
components may happen before any significant impact of the electromechanical coupling on
the dynamics. This is also the case for the family of direct force e-VEHs, e.g., triboelectric
VEHs. Notably, unstable charge-pumps were reported in triboelectric VEHs in [Gei17; LHG17],
where the constraints on the electrical components are prominent over any manifestation of
the electromechanical coupling. In this context, future works may investigate the role of the
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components parasitics on the comparison between conditioning circuits done in the electrical
domain.
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Figure 4.19: Results of converted power versus the charge-pump’s evolving VL voltage, obtained by applying the
method to a transducer with the parameters in Table 4.1. The dimensionalized excitation amplitude is of 1.5 g.
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Figure 4.20: Results of the mass oscillation amplitude versus the charge-pump’s evolving VL voltage, obtained by
applying the method to a transducer with the parameters in Table 4.1. The dimensionalized excitation amplitude
is of 1.5 g.

146



Chapter 4. Comparison and electromechanical study of electrostatic vibration energy
harvesters using charge-pump conditioning circuits

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 0.50

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 0.60

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 0.70

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 0.80

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 0.90

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 1.00

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 1.10

0 10 20 30 40 50

V
L

Voltage (V)

0

2.5

5

7.5

C
o

n
v

er
te

d
 p

o
w

er
 (

u
W

)

ext
/

0
= 1.20

Figure 4.21: Results of converted power versus the charge-pump’s evolving VL voltage, obtained by applying
the semi-analytical method to a transducer with the parameters in Table 4.1. The dimensionalized excitation
amplitude is of 3 g.
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Figure 4.22: Results of the mass oscillation amplitude versus the charge-pump’s evolving VL voltage, obtained
by applying the semi-analytical method to a transducer with the parameters in Table 4.1. The dimensionalized
excitation amplitude is of 3 g.
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Figure 4.23: Results of converted power versus the charge-pump’s evolving VL voltage, obtained by applying the
semi-analytical method to a transducer with the parameters in Table 4.1, except for k “ 24 N m´1, correspond-
ing to a mechanical resonator of 100 Hz dimensionalized resonant frequency. The dimensionalized excitation
amplitude is of 1.5 g.
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Figure 4.24: Results of the mass oscillation amplitude versus the charge-pump’s evolving VL voltage, obtained by
applying the semi-analytical method to a transducer with the parameters in Table 4.1, except for k “ 24 N m´1,
corresponding to a mechanical resonator of 100 Hz dimensionalized resonant frequency. The dimensionalized
excitation amplitude is of 1.5 g.
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Figure 4.25: Results of converted power versus the charge-pump’s evolving VL voltage, obtained by applying
the semi-analytical method to a transducer with the parameters in Table 4.1, except for d0 “ 75 µm. The
dimensionalized excitation amplitude is of 1.5 g.
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Figure 4.26: Results of the mass oscillation amplitude versus the charge-pump’s evolving VL voltage, obtained
by applying the semi-analytical method to a transducer with the parameters in Table 4.1, except for d0 “ 75 µm.
The dimensionalized excitation amplitude is of 1.5 g.
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Figure 4.27: Results of converted power versus the charge-pump’s evolving VL voltage, obtained by applying
the semi-analytical method to a transducer with the parameters in Table 4.1, except for d0 “ 75 µm. The
dimensionalized excitation amplitude is of 3 g.
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Figure 4.28: Results of the mass oscillation amplitude versus the charge-pump’s evolving VL voltage, obtained
by applying the semi-analytical method to a transducer with the parameters in Table 4.1, except for d0 “ 75 µm.
The dimensionalized excitation amplitude is of 3 g.

154



Chapter 4. Comparison and electromechanical study of electrostatic vibration energy
harvesters using charge-pump conditioning circuits

✵ ✶� ✷✁ ✸✂ ✹✄ ✺☎

❱
▲
✥✆✝✞✟✠✡ ☛☞✌

✍

✎

✏

✑

✒

✓

❈
✔
✕
✖
✗✘
✙✚
✛
✜
✢
✣
✤✦
✧★
✩
✪

❡✫✬
✴
✭
✮ ✯✰✱✲

✳ ✻✼ ✽✾ ✿❀ ❁❂ ❃❄

❅
❆
❇❉❊❋●❍■ ❏❑▼

◆

❖

P

◗

❘

❙

❚
❯
❲
❳
❨❩
❬❭
❪
❫
❴
❵
❛❜
❝❞
❢
❣

❤✐❥
❦
❧
♠ ♥♦♣q

r st ✉✈ ✇① ②③ ④⑤

⑥
⑦
⑧⑨⑩❶❷❸❹ ❺❻❼

❽

❾

❿

➀

➁

➂

➃
➄
➅
➆
➇➈
➉➊
➋
➌
➍
➎
➏➐
➑➒
➓
➔

→➣↔
↕
➙
➛ ➜➝➞➟

➠ ➡➢ ➤➥ ➦➧ ➨➩ ➫➭

➯
➲
➳➵➸➺➻➼➽ ➾➚➪

➶

➹

➘

➴

➷

➬

➮
➱
✃
❐
❒❮
❰Ï
Ð
Ñ
Ò
Ó
ÔÕ
Ö×
Ø
Ù

ÚÛÜ
Ý
Þ
ß àáâã

ä åæ çè éê ëì íî

ï
ð
ñòóôõö÷ øùú

û

ü

ý

þ

ÿ

✺

❈
�
✁
✂
✄☎
✆✝
✞
✟
✠
✡
☛☞
✌✍
✎
✏

❡✑✒
✴
✵
✥ ✓✔✕✖

✗ ✶✘ ✷✙ ✸✚ ✹✛ ✜✢

❱
▲
✣✤✦✧★✩✪ ✫✬✭

✮

✯

✰

✱

✲

✳

✻
✼
✽
✾
✿❀
❁❂
❃
❄
❅
❆
❇❉
❊❋
●
❍

■❏❑
▼
◆
❖ P◗❘❙

❚ ❯❲ ❳❨ ❩❬ ❭❪ ❫❴

❵
❛
❜❝❞❢❣❤✐ ❥❦❧

♠

♥

♦

♣

q

r

s
t
✉
✈
✇①
②③
④
⑤
⑥
⑦
⑧⑨
⑩❶
❷
❸

❹❺❻
❼
❽
❾ ❿➀➁➂

➃ ➄➅ ➆➇ ➈➉ ➊➋ ➌➍

➎
➏
➐➑➒➓➔→➣ ↔↕➙

➛

➜

➝

➞

➟

➠

➡
➢
➤
➥
➦➧
➨➩
➫
➭
➯
➲
➳➵
➸➺
➻
➼

➽➾➚
➪
➶
➹ ➘➴➷➬

Figure 4.29: Results of converted power versus the charge-pump’s evolving VL voltage, obtained by applying the
semi-analytical method to a transducer with the parameters in Table 4.1, except for d0 “ 75 µm and k “ 24 N m´1.
The dimensionalized excitation amplitude is of 3 g.
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Figure 4.30: Results of the mass oscillation amplitude versus the charge-pump’s evolving VL voltage, obtained
by applying the semi-analytical method to a transducer with the parameters in Table 4.1, except for d0 “ 75 µm
and k “ 24 N m´1. The dimensionalized excitation amplitude is of 3 g.
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Chapter 5

Characterization methods for
electrostatic vibration energy
harvesters

This chapter presents a new method for the experimental characterization of electrostatic vi-
bration energy harvesters. The method allows the characterization of the value of the lumped
parameter E that models the built-in voltage of a transducer charged with an electret. The
previous chapters have shown that this lumped parameter can have a tremendous impact on the
system’s performances, particularly when used in stable charge-pumps. Existing methods for
such a characterization are either difficult to carry out with some transducer geometries, or can
result in the degradation of the electret layer.

A modified version of this method is then presented. It allows the evaluation of the variation
of the transducer’s capacitance under the harvester’s operation, when the transducer is biased
by a charge-pump conditioning circuit. This can be of help in laboratory settings where ad-
vanced measurement instruments (e.g., laser measurement) are not available to precisely track
the mechanical motion of the mass.

The work in this chapter has led to publications [KGB17a] and [KGB16].

5.1 Dynamics of the rectifier charge-pump conditioning circuits

The half-wave 1 (HW1) and half-wave 2 (HW2) conditioning circuits were briefly presented in
Sec. 2.3.1.2. We also considered them in Sec. 4.1 when we compared different stable charge-
pump conditioning circuits. Their schematic is depicted again here in Fig. 5.1a and Fig. 5.1b to
ease the reading. In the present chapter, we will use these circuits to characterize electrostatic
transducers. Let us start by deriving the cycle-to-cycle state evolution of HW1 circuit. We
suppose that the diodes follow the ideal diode current-law voltage with a VT ą 0 threshold.
This supplementary precaution is needed to enhance the precision of the measurements. This
derivation is very similar and simpler than for the Roundy’s charge-pump. The derivation of
the evolution law for the HW2 circuit is similar.

157



Chapter 5. Characterization methods for electrostatic vibration energy harvesters

+
-

(a) Half-wave 1 charge-pump conditioning circuit

+
-

(b) Half-wave 2 charge-pump conditioning circuit

slope

(c) Exact charge-voltage diagram for one cycle of
variation of Ct with the HW1 charge-pump condi-
tioning circuit

slope

(d) Exact charge-voltage diagram for one cycle of
variation of Ct with the HW2 charge-pump condi-
tioning circuit

Figure 5.1: Schematics and charge-voltage diagrams of HW1 and HW2 rectifiers charge-pumps

Let Ct vary as in the context exposed in Sec. 2.1.1. The notations are also kept the same.
Suppose that we are at a cycle n of Ct’s variation, and at Ct “ Cmax, we have that Vt,“VS,n ` VT.
As for the generic circuit and for Roundy’s charge pump in Chap. 2 this will necessarily happen
in at most one cycle of variation of Ct.

When Ct goes from Cmax to Cmin, it first remains at constant charge and its voltage increases,
until Ct “ C1 where we define

C1 :“
E ´ VT

VS,n ` E ` VT
Cmax, (5.1)

that is reached if
η ą

VS,n ` E ` VT

E ´ VT
(5.2)

is fulfilled, which we suppose true in the rest of this section. Otherwise, Vt merely oscillates
between two values and no charge ever flows in the circuit, as explained for the generic circuit
in Sec. 2.1.2. Note that VT ą 0 increases the requirement on η. Then, the diode D2 connects
Ct and CS and the charge conservation equation yields

Ct P rC1 ;Cmaxs, VtCt ` VSCS “ Vt,nCmax ` VS,nCS. (5.3)

The mesh rule gives
Ct P rC1 ;Cmaxs, VS “ Vt ´ E ´ VT (5.4)

Thus, at Ct “ Cmin, and by combining (5.3) and (5.5, we have that

VS,n`1 “
CS

Cmin ` CS
VS,n ` E

Cmax ´ Cmin

Cmin ` CS
´ VT

Cmax ` Cmin

Cmin ` CS
. (5.5)
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Then, when Ct goes from Cmax to Cmin, as the diode D1 blocks any charge flowing through CS,
we just have

VS,n`1 “ VS,n`1, (5.6)

and Ct’s voltage decreases, until it reaches C2 which is defined as

C2 :“
CminVt,n`1

E ´ VT
. (5.7)

Because of the diode D1 which ensures that at all times, Vt ă E ´ VT, C2 is necessarily reached
by Ct. The biasing cycle of Ct hence finishes by

Ct P rC2 ;Cmaxs, Vt “ E ´ VT, (5.8)

as diode D2 conducts.

The non-idealized (non-rectangular) charge-voltage diagram is immediately found. The slope
at VL is vertical. The slope corresponding to the segment where charges are exchanged between
Ct and CS is of ´CS. The charge-voltage diagram for HW2 is symmetrical to that of HW1 with
respect to Vt “ E, and both are depicted in Fig. 5.1d and Fig. 5.1d.

All we need for this measurement method are these local cycle-to-cycle evolution laws. The
reader may verify that, for VT “ 0, the explicit solution for all n is given by the relations
presented in Sec. 2.3.1.2.

The equation (5.5) gives the evolution of the voltage across CS, which does not depend on
whether Ct “ Cmax or Ct “ Cmin because of (5.6). Thus, to lighten notations for the present
chapter, instead of using the notations of Chap. 2, we will denote by V1 and V2 the voltage
across the fixed capacitor CS at Ct “ Cmax of a given variation cycle of Ct, for the HW1 and
HW2 circuits respectively. The labels V 11 and V 12 denote the voltage across the fixed capacitor
CS at Ct “ Cmax of the following cycle, for the HW1 and HW2 circuits respectively. We also
define ∆1 :“ V 11 ´ V1 and ∆2 :“ V 12 ´ V2. We keep the notation η :“ Cmax{Cmin.

Under these conditions, the evolution law of the voltage across CS from a cycle of variation
of Ct to the next (either at Ct “ Cmax or Ct “ Cmin), reads

V 11 “
CSV1 ` pCmax ´ CminqE ´ pCmax ` CminqVT

Cmin ` CS
, (5.9)

V 12 “
CSV2 ` pCmax ´ CminqE ´ pCmax ` CminqVT

Cmax ` CS
, (5.10)

(5.11)

so that

∆1 “
pCmax ´ CminqE ´ pCmax ` CminqVT ´ CminV1

Cmin ` CS
, (5.12)

∆2 “
pCmax ´ CminqE ´ pCmax ` CminqVT ´ CmaxV2

Cmax ` CS
, . (5.13)

We now describe the methods for characterizing respectively E and η as affected by the
electromechanical coupling, based on these local dynamics.
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5.2 Characterization method for the lumped-model parameter
E

5.2.1 Motivation

In the previous chapters, we used the convenient lumped representation of electret-charged
transducers as an equivalent constant voltage source in series with a variable capacitance. Such
lumped-parameter models are expected to yield accurate predictions on the e-VEH dynamics,
and to guide optimization choices in the conditioning circuit design. To do this, these models
have to be parametrized accurately. For instance, the electrical domain comparisons done in the
previous chapter have shown the importance of the value of E in deciding which charge-pump
has the best performances under the given constraints.

The issue is that value of this important parameter is difficult to define precisely at the
fabrication stage. Plus, it may decrease with time [BCD13], so it is necessary to be able to
measure it after fabrication.

Until now, different techniques were used to do so. A first technique consists in measuring the
device’s surface potential, with a contact-less electrostatic voltmeter. Ideally, this measurement
has to be done on top of the electret-charged plate of the transducer. However, this is difficult to
perform on a wide range of e-VEHs because of the geometry of their transducer. For example,
it is difficult to insert the needle of an electrostatic voltmeter in between the electrodes of an
interdigitated gap-closing transducer such as in Fig. 1.24 which has a separating gap of about
50 µm between the fingers. Also, this technique gives a measure of a potential which is hard to
accurately relate to the value of the lumped parameter E. Indeed, our derivation in Sec. 1.4.2.2
is based on the hypothesis of an uniform charge distribution across the dielectric layer. This
hypothesis is not always verified, depending on both the employed charging technique and the
transducer geometry [LOC16; RAE15].

Another technique consisted in manually adding a reverse voltage source in series with the
transducer, so as to cancel out the electret’s effect. To do so, the transducer is submitted to
vibrations, and is put in the primitive conditioning circuit configuration as for the measurement
described in Sec. 1.5.2. The voltage swing across the load resistance is then measured for different
values of the reverse voltage source, until finding the reverse voltage value that results in a null
voltage swing across the resistor. At this value of the source, its voltage cancels out the effect of
the electret and can be considered equal to ´E. The problem here with this procedure is that
the nullification of the voltage swing across the resistor can be due to the fact that, for each
different value of the manually added reverse voltage, the loading resistance, if unchanged, is
not optimal anymore, rather than because we have found the exact opposite value of E. Also, it
is not exactly clear how the effect of adding a reverse bias affects the electret layer, but it seems
that it contributes to its depolarization.

The method proposed hereafter is non-destructive and allows to measure the value of E for
a given transducer of, in principle, arbitrary geometry and charged with any technique. This is
done indirectly by measuring the direct effect of E on the dynamics of charge-pump conditioning
circuits, so the effective value of the lumped parameter can be estimated.
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5.2.2 Description of the method

Figure 5.2: Setup used for the measurement of the electret potential, with a top-view picture of the electret
MEMS transducer. The device dimensions are 1.5cmˆ 1.6cmˆ 380µm. This illustration features the transducer
connected to the HW1 circuit to get pV1,∆1q. For the measurement method, the same setup has to be used
afterwards with the HW2 circuit, that is, with the polarity of the transducer reversed, to get pV2,∆2q.

The measurement method is based on the dynamics of the half-wave circuits HW1 and HW2,
depicted in Fig. 5.1a and 2.8b, respectively. Consider the transducer as a part of the circuit
configurations HW1 or HW2, with Ct cyclically time-varying between maximum and minimum
values (Cmax, Cmin), subsequently to a mechanical input excitation of the e-VEH (the same
input for both circuit configurations). The choice of the input vibrations is not important as
long as it results in the same values Cmax and Cmin at each cycle. Let us suppose that we use a
harmonic input in the following.

In these conditions, when the transducer is connected to HW1 or HW2 charge-pump, the
voltage across CS evolves. This experimental setup is depicted in Fig. 5.2.
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Figure 5.3: Example of measurements of p∆1,∆2, V1, V2q, measured on the MEMS electret transducer character-
ized in Sec. 5.2.4 below.
(a) Measured voltage across CS with HW1 circuit.
(b) Measured voltage across CS with HW2 circuit.

By monitoring the time-evolution of the voltages across CS when the transducer is biased
by HW1, the quantities p∆1, V1q can be measured. Then, the circuit is changed to HW2 (i.e.,
the transducer is reversed polarity) and, similarly, p∆2, V2q can be measured. To illustrate these
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measurements, an experimental example of measurement of p∆1,∆2, V1, V2q is shown in Fig. 5.3.
These measurements are obtained with the device presented hereafter in the results of Sec. 5.2.4.

From (5.9) and (5.10), it comes that the measured p∆1,∆2, V1, V2q can be linked to E and
Cmax by:

Cmax “
CSp∆1 ´∆2q ` Cminp∆1 ` V1q

∆2 ` V2
, (5.14)

E “
pCmin ` CSq∆1 ` CminV1 ` pCmax ` CminqVT

Cmax ´ Cmin
. (5.15)

The value of Cmin can be measured by a synchronous detection method [BGP09]. Note that
in the case of interdigitated-combs transducer geometries, Cmin is fixed independently of the
harmonic input acceleration. Hence, it can be measured even more simply by traditional means
of measurement of fixed capacitances, e.g., using a capacitance meter.

5.2.3 Measurement errors and choice of the circuit’s parameters

5.2.3.1 On the reason for using two different circuits

In the measurement method as explained above, one could argue that if both Cmax and Cmin

can be measured by synchronous detection, then (5.15) suffices, and measurements using HW1
suffice. In fact, the circuit HW2 has to be used in addition to the circuit HW1 as a mean to
quantify the systematic error due to the electromechanical coupling. Let us explain this in more
detail.

slope

synchronous
detection

HW1

HW2

Figure 5.4: Comparison of the different biasing schemes between the circuit used for synchronous detection, HW1
and HW2 circuits. The width are exaggerated in order to make the figure clearer.

Suppose that we have measured Cmax and Cmin using synchronous detection. Their values
depend on how the transducer was biased by the primitive conditioning circuit used for this
measurement, because of the effect of the electromechanical coupling, as highlighted in Sec. 1.3.4.
The electrostatic forces that are generated on the e-VEH’s mobile mass throughout each cycle
of Ct’s variation are not the same with the HW1 circuit and the primitive conditioning circuit.
This affects the dynamics of the mobile mass in different ways with each circuit, and as a result,
the values of Cmax and Cmin are not necessarily the same depending on whether the transducer
is in the HW1 circuit configuration or in the primitive conditioning circuit (for synchronous
detection) configuration.
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Hence, it has to be ensured that the values of pCmax, Cminq are the same in between its
measurement by synchronous detection and when HW1 was used to get ∆1. This is possible,
as the synchronous detection method basically implements the primitive conditioning scheme
presented in Sec. 1.3.2.3, and depicted again here as a violet contour in Fig. 5.4. If the resistance
used for the measurement is low enough, which is the case in practice and can always be achieved
by tuning the frequency of the carrier, then the implemented biasing will be a constant voltage.
If we choose V1 and V2 close to zero with HW1 circuit, and if CS is large enough, then the HW1
circuit will tend to implement the same biasing of the transducer. This is visible in Fig. 5.4:
when V1 and V2 are small, when CS is large, and when the violet contour degenerates into a line,
then the violet and green contours become the same. But then, the uncertainty on E due to
random error increases. This is inferred from the fact that, if we neglect all uncertainties except
that on the voltage measurement, and defining

ζ :“
CS

Cmin
, (5.16)

then the relative uncertainty on E due to random error sources in a broad sense (e.g., thermal,
reading amplifier, and quantization noises) can be found, as a function of the effective value of
the measurand E. Since

δE
E
“
δV
E

BE

B∆1
(5.17)

it comes, using (5.12), that
δE
E
“

δV
E ´ VT

1` ζ

η
, (5.18)

where we have denoted by δV the uncertainty on the measured voltage across CS that is due to
the superposition of these random error sources. We now see that this error increases with CS.

Subsequently, a small enough value of CS has to be chosen, resulting in an acceptable random-
error uncertainty. At the same time, the chosen value of CS should be large so that the elec-
tromechanical coupling effect does not result in different pCmax, Cminq between their values as
measured by synchronous detection, and the measurement using HW1 that yielded ∆1. This is
hardly guaranteed without having another measurement reference. In our method, this is done
by using the additional charge-pump HW2. We now explain the procedure allowing to select
the optimum value of CS in order to guarantee that the electromechanical error does not induce
a systematic error on the measurement, whilst reducing the uncertainty due to random error
sources.

5.2.3.2 Choice of the parameters and error minimization procedure

To accurately measure E for a given transducer using (5.15), it is necessary to wisely choose CS,
V1, V2, and the input acceleration. We now propose a procedure to do so.

Using the two charge-pump circuits HW1 and HW2, and still supposing that the uncertainty
on VT and Cmin can be neglected, as well as V1 “ V2 “ 0, the relative uncertainties on Cmax and
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E due to random error sources are found by computing

δCmax

Cmax
“

δV
Cmax

d

ˆ

BCmax

B∆1

˙2

`

ˆ

BCmax

B∆2

˙2

, (5.19)

δE
E
“
δV
E

d

ˆ

BE

B∆1

˙2

`

ˆ

BE

B∆2

˙2

(5.20)

which yields, using (5.12) and (5.13),

δCmax

Cmax
“ δV

pη ` ζq
a

p1` ζq2 ` pη ` ζq2

ηpEpη ´ 1q ´ VTpη ` 1qq
(5.21)

δE
E
“ δV

a

pη ` ζq4pE ´ VTq
2 ` p1` ζq2pEp1` ζq ´ VTpζ ´ 1qq2

EpEpη ´ 1q2 ´ VTpη2 ´ 1qq
(5.22)

From (5.21) and (5.22), it comes that the measurement uncertainty due to random error sources
decreases by decreasing CS, as was inferred above in Sec. 5.2.3.1 when considering the sole
measurement of E.

However, decreasing CS increases the differential effect of the electromechanical coupling
on the e-VEH’s dynamics between the biasing done with HW1 and with HW2. This can be
inferred by comparing the charge-voltage diagrams for both circuit configurations, in Fig. 5.4:
as CS becomes small, the biasing of the transducer tends to differ from HW1 to HW2 (remember
that V1 “ V2 « 0).

The different impacts of the electromechanical coupling in between the two circuit configura-
tions induces a systematic measurement error on Cmax and E. This is because equations (5.14)
and (5.15) are derived from (5.9) and (5.10) assuming that pCmax, Cminq with circuit HW1 (in
(5.9)) are equal to pCmax, Cminq with circuit HW2 (in (5.10)). But as we said, the evolution of
the biasing of the transducer using the two circuits are different. In general, pCmax, Cminq with
circuit HW1 cannot be considered equal to pCmax, Cminq with circuit HW2.

On the other hand, the charge-voltage diagrams depicted in Fig. 5.4 show that, by choosing
CS large and V1 “ V2 « 0, the conditioning scheme of both HW1 and HW2 at the scale of one
cycle of Ct tend to become alike. Therefore, increasing CS reduces the systematic measurement
error due to the differential impact of the electromechanical coupling.

In summary, there is a principle of uncertainty at work here, and a trade-off has to be found.
Smaller CS increases the systematic error due to the electromechanical coupling, but too large
CS increases the effect of random error sources on the measurement.

Hence, the following procedure is proposed to choose CS so as to reduce the measurement
uncertainty due to random error sources, whilst ensuring that the systematic error due to the
electromechanical coupling remains negligible. An admissible value for δE{E is decided a priori,
and solving (5.22) for ζ gives the corresponding CS. Note that this supposes an a priori estimation
of η and E. The former can be measured by synchronous detection [BGP09]. The latter can be
estimated by one or several first inaccurate measurements (i.e., using an arbitrary value for CS

for the first measurement).

The measurements are then carried out with this value of CS. If Cmax obtained from (5.14) is

164



Chapter 5. Characterization methods for electrostatic vibration energy harvesters

consistent with its value measured by synchronous detection, then E obtained from (5.15) using
the same measured p∆1,∆2, V1, V2q can be considered accurate. Indeed, this means that the
biasing schemes across the three circuits are alike such that the value of Cmax can be considered to
be the same across all three circuits.Otherwise, CS that satisfies the desired relative uncertainty
δE{E results in a large systematic error on Cmax, and hence on E: it cannot be guaranteed
that Cmax and Cmin had the same value during both measurements of ∆1 (with HW1) and
∆2 (with HW2). In this case, the measurement has to be carried out again with a larger CS.
The systematic error due to the electromechanical coupling will decrease, but the admissible
uncertainties on E and Cmax due to random error sources will increase.

Finally, the measurement uncertainty can also be decreased by increasing η as (5.21) and
(5.22) show. This is done by increasing the amplitude of the mechanical harmonic input. But
as η results from the dynamics of the e-VEH’s mechanical part, it is harder to use the input
amplitude as a control parameter on the error.

Note that a technique employing the HW1 circuit has been used for electret potential mea-
surement in [LOC16], similar to the method presented in this chapter, but using saturation
voltages instead of local evolution voltages. Because of this, the method in [LOC16] only holds
if both Cmax and Cmin are fixed throughout the voltage evolution until saturation. In the pres-
ence of electromechanical coupling, this hypothesis is not fulfilled and hence, this method gives
inaccurate results.

5.2.4 Application of the method: experimental results

In this section, the method is applied to a micro-scale electrostatic transducer realized in MEMS
technology. The same device as used for these measurements is presented in [LOC16]. As the
transducer has a symmetrical gap-closing, interdigitated-combs geometry, Cmin is fixed. For the
same reason, at each period of each harmonic input, Ct reaches its maximum and its minimum
twice: the frequency of Ct variation is twice the frequency of the input. This was already
discussed in Sec. 4.3. It is important to note that with the present device, the two maximum
of Ct that are reached at each period of the input excitation are not the same. In other words,
there exists two values of Cmax for each harmonic mechanical input excitation the device is
submitted to[LOC16]. This is likely due to slight fabrication asymmetry, which because of the
hyperbolic capacitance versus displacement function (see (1.9)) translates to several picofarads
of difference between the two values of Cmax. The electrostatic force due to the electret may
also be responsible for this phenomenon (wee have seen in the simulations of Chap 4 that the
effects of the electrical biasing can induce such behavior).

For the measurement, two inputs are chosen: 1.5g and 2g amplitude, both of 150Hz frequency.
Our experimental setup is such that the device is continuously submitted to the input vibrations,
and CS is first short circuited. Then, the short circuit is opened and the voltage evolution across
CS starts. But the time at which the short circuit is opened cannot be exactly chosen as
corresponding to an extrema of Ct. To ensure that the measured values of ∆1 and ∆2 results
from a complete cycle of variation of Ct, the first cycle of voltage evolution across CS is ignored
with both circuits. Hence, V1, V2 are slightly above zero (see Fig. 5.3). Note that this fact makes
the uncertainty on V1 and V2 non negligible anymore – terms B{BV1 and B{BV2 have to be added
in (5.19) and (5.20) – but we nevertheless carry on the method with this slight inaccuracy in the
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uncertainties express in (5.19) and (5.20). Also, because of the existence of two values of Cmax,
one has to discriminate between the ∆1 and ∆2 that are due to each value of Cmax. This can be
done easily considering that (5.12) and (5.13) show that a larger Cmax results in a larger ∆1,2.

To estimate the influence of random error sources on the measurement using (5.21) and
(5.22), E is first estimated to be 20V, by a surface potential measurement done 1mm on top
of the device’s inertial mass, using a contact-less electrostatic voltmeter. The two couples of
values of η are first measured by synchronous detection, and the results are depicted in Fig. 5.5a
and Fig. 5.5b. The value of δV is estimated to be 25mV by averaging the measured voltages
across a charged capacitor for which the voltage across is known, using the same setup as for the
measurements done for the method. Using (5.22), the theoretical uncertainty on E decreases
from 16.6% with the smallest Cmax, to 4.2% with the largest Cmax, all with CS “ 100pF.

These uncertainty intervals are satisfactory for this example, so the fixed capacitor is chosen
as CS “ 100pF. As Cmin is fixed with our transducer geometry, we measure its value Using
a capacitance meter, which yields Cmin “ 60pF. The used diodes are JPAD5, whose parasitic
capacitances values are negligible compared to CS, and VT is measured as VT “ 0.7V for typical
values of current in our application. The amplifier used for the measurement is an AD549KHZ.
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(a) Input amplitude of 1.5g, frequency of 150 Hz.
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(b) Input amplitude of 2g, frequency of 150 Hz.

Figure 5.5: Ct variation characterized by synchronous detection for different amplitudes of the input excitation.
The dashed lines represent the error on the values of Cmax.

Figure 5.6: Measurement results for E and Cmax.

The results of the measurement method are depicted in Fig. 5.6. Each point corresponds
to pE,Cmaxq obtained by averaging 5 measurements of p∆1,∆2, V1, V2q. The error bars repre-
sent the uncertainties obtained on p∆1,∆2, V1, V2q propagated to pE,Cmaxq. An example of a
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single measurement of p∆1,∆2, V1, V2q obtained with the present device is depicted in Fig. 5.3.
The results in Fig. 5.6 show that the obtained Cmax are in accordance with those measured by
synchronous detection. This guarantees that the systematic error due to the electromechanical
coupling is negligible. As expected, the uncertainty on E decreases when the input amplitude
increases (see end of Section 5.2.3). Using the most accurate result, the electret potential is
measured as E “ 13.7V ˘ 5.1%. The uncertainty is slightly increased compared to the theoret-
ical uncertainty obtained from (5.22), because of the lower effective value of E compared to its
first estimation, and V1, V2 ą 0.

To further validate the method, a voltage source of 5V is added in series with the trans-
ducer to simulate a different value of the electret potential, and the measurement is carried
out again. The expected value of the lumped voltage source is then of E ` 5 by superposition,
where E is E “ 13.7V ˘ 5.1% measured above. The used input is of 2g amplitude and 150Hz

frequency. The synchronous detection method gives Cmax “ 102pF˘ 3% (the lower value of
Cmax is discarded). From (5.22), keeping CS “ 100pF, with an expected value of E “ 18.7 V,
results in an error of 3.7% on E. Using this value of CS, the measurement yields a value of
E “ 23.1V ˘ 3.8% and Cmax “ 93pF˘ 3.1%. The value of Cmax does not agree with what is
measured by synchronous detection, which means that the systematic error due to the elec-
tromechanical coupling is large: that is why the measured value of E is measured greater than
expected. Hence, the error minimization procedure discussed at the end of section 5.2.3 is ap-
plied: the admissible random error on E is relaxed to 7.5%, yielding CS “ 180pF. The new
measurement gives Cmax “ 103pF˘ 4.2%, which is in accordance with the value measured by
synchronous detection. The electret potential is measured as E “ 19V ˘ 6.8%, which is the
expected value after adding the 5V external voltage.

The value of E characterized is below the value of E “ 20 V reported in [LOC16], although
the same device was used. This can be attributed to two reasons. First, as the last paragraph
of Sec. 5.2.3 points out, the method of characterization of E used in [LOC16] is not accurate
because it does not take into account the fact that the electromechanical coupling effect on the
measurement. Addressing this issue was precisely the role of the error minimizing procedure
we carried out. Secondly, the measurements in [LOC16] and in the present work were done
separated by a time interval that may have caused the electret charging to degrade.

5.3 Characterization method for Cmax and Cmin under
charge-pump conditioning

5.3.1 Motivation

In the previous chapter, it was emphasized that the overall dynamics, and hence the performances
of e-VEHs, are greatly affected by which charge-pump conditioning circuit is used. This is the
dependence of the electromechanical coupling effect on the characteristic voltages VL and VR of
an energy conversion cycle. This was again emphasized above in Sec. 5.2.3 about the systematic
error induced by the electromechanical coupling on the measurement of E.

In order to have predictive models from which optimization and comparison can be done,
a method was developed in the previous chapter in order to approximate figures such as the

167



Chapter 5. Characterization methods for electrostatic vibration energy harvesters

optimum power point (see Sec. 4.3).

To confront the predictions yielded by such models to experiments, it should be checked if
they predict accurately the amplitude of the capacitance variation for cycles given in terms of
their pVL, VRq. To this end, we present a variant of the method presented above in Sec. 5.2. This
new method allows the measurement of the value of Cmax and Cmin as affected by the biasing
imposed by a charge-pump conditioning circuit, for an electrostatic transducer submitted to a
given input.

The synchronous detection method mentioned above is hardly usable to carry on this mea-
surement, as the resistance would interfere with the working of the conditioning circuit. Plus,
the carrier would be superposed to the voltage across the transducer (which alternates between
VL and VR at each cycle of the capacitance variation), which can yield measurement errors when
computing the phase shifts. An optical measurement of the capacitance variation during the
e-VEH’s operation is possible, but the needed equipment is not available in all characterization
laboratories.

5.3.2 Description of the method

Figure 5.7: Setup used for the measurement of Cmax and Cmin affected by a charge-pump conditioning circuit
biasing of characteristic cycle voltages VLd and VRd . This illustration features the transducer connected to the
HW1 and HW2 circuits by setting the right value for the added voltage source, in order to measure pV1,∆1q

andpV2,∆2q.

The goal is to measure the value of Cmax and Cmin of a transducer submitted to a given input
excitation and for a given charge-pump biasing that we characterize in terms of voltages VL and
VR, in the light of the theory exposed in Chap. 2. The essence of the method is to bias the
transducer with the rectangular charge-voltage diagram defined by the desired VL and VR (that
we will denote in the following by VLd

and VRd
) using the HW1 and HW2 charge-pumps, while

the transducer is submitted to the excitation for which we wish to measure Cmax and Cmin.

Let us suppose that E “ 0. The method is readily generalizable to a case where E ą 0.
A voltage source is added manually in series with the transducer (at the place of E), of value
selected as VLd

. Then, the transducer is put in the experimental set-up depicted in Fig. 5.7,
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where the chosen mechanical input has to be that for which it is desired to measure the value
of Cmax. Under the variation of Ct, the voltage across CS evolves (autonomous operation of a
charge-pump). When the voltage across CS is equal to VRd

´ VLd
, the transducer is effectively

biased following a rectangular charge-voltage diagram of extreme voltages VLd
and VRd

. This
is true as long as CS is large enough so that the rectifier charge-pumps effectively implement
an ideal rectangular charge-voltage diagram. The values of p∆1, V1q are measured around this
point, that is, where V1 is as close as possible to VRd

´ VLd
.

Then, we change HW1 by HW2, that is, we reverse the polarity of the manually added voltage
source, and set this time its absolute value to VRd

. As with HW1, we let the voltage across CS

evolve, passing through VRd
´VLd

. When this happens, the transducer is again effectively biased
following a rectangular charge-voltage diagram of extreme voltages VLd

and VRd
. Again, p∆2, V2q

are measured around this point, that is, when V2 is as close as possible to VRd
´VLd

. An example
illustrating how p∆1,∆2, V1, V2q have to be measured is depicted in Fig. 5.8.
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Figure 5.8: Experimental measurement of p∆1,∆2, V1, V2q, measured on the MEMS electret transducer charac-
terized in section 5.3.4 and reported in [LOC16].
(a) Measured voltage across CS with HW1 circuit.
(b) Measured voltage across CS with HW2 circuit.

We are left with a set of measurements p∆1,∆2, V1, V2q. From (5.12) in which we substitute
E Ð VLd

, and (5.13) in which we substitute E Ð VRd
, we have that

Cmin “ CS
∆2pE1 ´ VT q ´∆1pE2 ´ VT ´∆2 ´ V2q

pE1 `∆1 ` V1 ` VT qpE2 ´∆2 ´ V2 ´ VT q ´ pE1 ´ VT qpE2 ` VT q
, (5.23)

Cmax “
CS∆2 ` CminpE2 ` VT q

E2 ´ V2 ´∆2
. (5.24)

Let us mention a last point before discussing the measurement errors. As we let the voltage
across CS evolve from 0 to VRd

´ VLd
, the transducer is biased by cycles pVLd

, VLd
` V q for

HW1 and pVRd
´ V, VRd

q, where V denotes the voltage across CS and evolves from zero to the
saturation of the charge-pump. Now, one or both of the charge-pumps may in fact saturate before
V “ VRd

´ VLd
is reached. This means that the evolving value of Cmax{Cmin, as impacted by the

evolving biasing of the charge-pump, reaches a point where the converted energy becomes null.
We denote here by Vsat this saturated value of V . In the light of (2.14) with E “ 0, this saturation
implies that Cmax{Cmin “ Vsat{VLd

(if the saturation is observed in the HW1 configuration) or
Cmax{Cmin “ VRd

{Vsat (if the saturation is observed in the HW2 configuration), for Cmax and
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Cmin impacted as Ct is biased by the cycle pVLd
, Vsatq (for HW1) or pVsat, VRd

q (for HW2).
Nothing can be concluded about the value of Cmax and Cmin when the transducer is biased by
the cycle of interest pVLd

, VRd
q. This case is encountered in one of the measurements done below

in Sec. 5.3.4 (see the N/A* cell in Table 5.1).

5.3.3 Measurement errors and choice of the parameters

In the same way as it was done in the previous method, it is possible to compute the uncertainty
due to random errors on the measurement, as a function of the measurement parameters. As
V1 and V2 are no longer considered null, the uncertainty on their measurement, due to random
error sources, has to be taken into account. Hence, this uncertainty is linked to the measurement
parameters and to the effective value of the measurand following

δCmin

Cmin
“

δV
Cmin

d

ˆ

BCmin

B∆1

˙2

`

ˆ

BCmin

B∆2

˙2

`

ˆ

BCmin

BV1

˙2

`

ˆ

BCmin

BV2

˙2

, (5.25)

δE
E
“

δV
Cmax

d

ˆ

BCmax

B∆1

˙2

`

ˆ

BCmax

B∆2

˙2

`

ˆ

BCmax

BV1

˙2

`

ˆ

BCmax

BV2

˙2

(5.26)

where again ∆1 and ∆2 are substituted by their expression in (5.12) and (5.13), whereas V1 and
V2 have to be both substituted by VRd

´ VLd
. One should note that with the previous method,

we could tune two parameters (CS and η) in order to optimize the measurement with regard to
both the random and systematic errors. Here, η is a measurand, so only CS remains as a lever.
Also note that we still have supposed that the uncertainty on CS and VT are negligible. We add
that the uncertainties on the voltages imposed by the voltage sources (first VLd

then VRd
) are

negligible as well.

The expressions arising from (5.25) and (5.26) are rather cumbersome. Let us, in the fol-
lowing, deal with the case of a device where Cmin is fixed, essentially because of a symmetrical
gap-closing geometry, as for the device above. This allows to only consider (5.24), with Cmin sup-
posed known. The random error on Cmax, as a function of the effective values of the parameters
and of the measurand, reads

δCmax

Cmax
“

δV
VRd

´ VT

1` ζ

η
. (5.27)

Again, the tolerated uncertainty due to random error sources has to be balanced with the
systematic error arising from the electromechanical coupling. We remind that this error is due to
the different transducer biasing between the conditioning circuit HW1 and HW2, as is visible on
the charge-voltage diagrams of Fig. 5.1c and Fig. 5.1d. As for the previous method, increasing CS

reduces the differential effect of the electromechanical coupling between the two configurations
HW1 and HW2, and hences lowers the associated systematic error. But additionally, for the
present measurement, our goal is to measure Cmax and Cmin as affected by an idealized charge-
pump biasing at the scale of one cycle. This corresponds to the biasing of Ct as implemented
by the generic circuit of Sec. 2.1.2, or equivalently, described by an ideal, rectangular charge-
voltage diagram. This is another reason as of why CS should be chosen large enough: the biasing
conditions when measuring Cmax and Cmin using our method with HW1 and HW2 circuits have
to be as close as possible to the biasing described by an ideal, rectangular charge-voltage diagram.
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This is illustrated in Fig. 5.9.

slope

HW1

HW2

targeted
biasing

Figure 5.9: Comparison of the non-ideal charge-voltage diagrams of the HW1 and HW2 charge-pumps, with the
ideal rectangular charge-voltage diagram given in terms of pVLd , VRdq.

The method as is offers no procedure to optimize the value of CS so as to reduce the systematic
measurement error due to the differential impact of the electromechanical coupling. However,
in the case of fixed Cmin, (5.23) can be used as a mean of verification. A similar procedure than
in the method of Sec. 5.2 can thus be used: a tolerated uncertainty is set on Cmax, and the
measurement is done with the value of CS obtained by solving (5.27) for CS. The measurement
with circuits HW1 and HW2 and then carried out, and the measured values of p∆1,∆2, V1, V2q

are plugged in (5.23), to verify whether it yields a value of Cmin corresponding to its known
value. If yes, then the measurement can be considered accurate, even if this does not rigorously
guarantee the validity of the result, but is rather a necessary condition. If not, the tolerated
uncertainty on Cmax has to be relaxed, and the measurement is done again. Of course, this has
to be done with multiple averaged measurements to accurately estimate the random uncertainty,
as well as to converge to the best estimation of the measurand. Finally, note that it should be
possible to modify the method so as to allow such a verification for even non fixed Cmin, by
doing the measurement with an additional charge-pump conditioning circuit, such as the full-
wave rectifier or the Roundy’s charge pump. The equations governing the local dynamics of
these circuits can then be added to yield an overdetermined system linking the charge-pump’s
dynamics to the value of Cmax and Cmin. One can solve the obtained system using, e.g., least-
squares approximation.

5.3.4 Application of the method: experimental results

Unfortunately, for reasons linked to the logistics of access to the characterization laboratory,
to the accidental breaking of the device first chosen for the characterization, added to time
constraints, it has not been possible to carry out an extensive measurement campaign using this
second method. Specifically, the measurement was done with only one input excitation namely
1.5 g at 150 Hz frequency. Only three different biasing cycles were tested. Moreover, the error
minimization procedure has not been applied even though the symmetrical gap-closing geometry
implies that Cmin remains constant.

We nevertheless list in Table 5.1 the few results. The used MEMS electrostatic transducer
is similar to the device reported characterized above, but its parylene layer was not charged.
Hence it has no built-in voltage. The value of Cmin was measured using a capacitance meter as
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VRd

VLd 0 V 5 V 10 V

0 V 121.1 pF˘ 4.4% N/A N/A
5 V N/A N/A N/A
10 V N/A 121.9 pF˘ 5.2% N/A
15 V N/A N/A * 94.7 pF˘ 3%

Table 5.1: Some results obtained by the method of Cmax characterization under different charge-pump biasing
schemes, given in terms of pVL, VRq. The results are the value of Cmax, the value of Cmin being fixed because of
the symmetrical gap-closing geometry. The results in the p0, 0q cell are those obtained by synchronous detection.
The labels ‘N/A’ refer to non-admissible cycles because either VR ď VL, either one of them is equal to zero (so
the measurement is not carried out in these cases). The measurement labeled ‘N/A*’ for VLd “ 5 and VRd “ 15
did not give results for the specified VR and VL, as the voltage across CS saturated before the cycle of interest
was reached, at V “ 10.6 V across CS. The only conclusion we can make is that the values of Cmax when biased
by pVL “ 5, VR “ 12q is equal to Cmin ˆ 10.8{5 “ 118.8 pF (see the end of Sec. 5.3.2).

Cmin “ 55 pF (we neglect the uncertainty on it). The value of Cmax is measured by synchronous
detection as Cmax “ 121.1 pF˘ 4.4% under the same harmonic input as for the Cmax measure-
ment done by the method. Note that the device showed two alternating values of Cmax per
period of the external forcing at synchronous detection measurement of Ct. This is much like
the results in Fig. 5.5a. This is in favor of an asymmetry due to the device fabrication or parylene
layer deposition process. Indeed, no electrical biasing was applied other than the low-amplitude
carrier used for the synchronous detection, as the device has E “ 0. All the results given below,
as well as the synchronous detection measurement, refer to the largest Cmax per period of the
external forcing.

As mentioned above, the error minimization procedure could not have been carried out, so we
cannot guarantee that the results are free of any systematic error due to the electromechanical
coupling. We used a value of CS “ 5 nF, which predicts a random error of 13.5% (see (5.27))
for the values of Cmax and Cmin above and VRd “ 10 V. The uncertainty intervals determined
experimentally by averaging multiple measurements were fortunately smaller, probably due to
our overestimation of δV “ 25 mV.

5.4 Conclusion and future work

We presented two new characterization methods that are based on the knowledge developed
about charge-pump conditioning circuits. These methods are simple and do not require complex
instrumentation beyond what is usually found in electrical characterization laboratories.

The first method was used to accurately measure the value of the electret lumped model for an
interdigitated e-VEH, for which this measurement is otherwise hardly realizable. Unfortunately,
we could not carry out a full measurement campaign for the application of the second method.

Future works may use this second method for the characterization of an e-VEH under various
pVL, VRq biasings. It can also be interesting to vary the types of inputs used, instead of using
harmonic inputs. It is also worth to concentrate on making the second method complete, by
adding a mean of verification for general transducer structures without fixed Cmin. This can be
done by using additional charge-pump conditioning circuits, as explained at the end of Sec. 5.3.3.
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Chapter 6

Principles of near-limits vibration
energy harvesting

This chapter presents the concept of near-limits vibration energy harvesting, and attempts to
situate it in state-of-the-art works on VEH. Near-limits VEH is a term we use within this
chapter and the next to refer to the methodology of VEH design, starting from a system-level
view encompassing both electrical and mechanical domains. More precisely, this methodology
advocates for designing VEHs that are based on an active control of their mechanical dynamics,
through their electrical interface. This control is carried out in order to implement a targeted
energy-maximizing inertial mass trajectory. In our case, because of the simple model from which
we infer the energy-maximizing dynamics, the resulting VEH systems have the property of being
compatible with arbitrary types of input vibrations. This approach is different from that of the
former chapters, in which we started the design from an a priori choice of electrical interfaces,
and only then studied the consequences in the electromechanical domain.

The first section is an introduction in which we stand back from the work presented in the
former chapters and summarize the approach that they followed for the design of optimized
e-VEHs. We then move on to present some reported works which theoretically study the limits
of VEH performances based on generic models. These models can represent VEHs with different
electrical interfaces, mechanical parts or even transduction mechanisms.

Next, we present the principle of near-limits VEH itself. We derive, in the context of an
idealized model, the dynamics that a controlled VEH must implement so as to maximize the
converted power relatively to an upper bound that we also derive in the process. Then, we
discuss the formal problem of harvested energy maximization. We highlight the limitations that
makes difficult the task of implementing a VEH designed to solve this problem if the form of the
input vibrations is not known. We also point out that several works have studied VEHs whose
aim are similar to implementing the derived energy-maximizing dynamics. The next chapter of
this manuscript (Chap. 7) presents the full quantitative description of the architecture of such
a VEH.

The text of this chapter is a part of the article [KJBew] that is submitted for publication
and under review at the time of writing of this manuscript.
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6.1 Introduction and background

Before we introduce the principles of what we call near-limits vibration energy harvesting, let
us stand back from the studies done in the preceding chapters. Specifically, we give a few words
about the e-VEH design approach within which these studies fall under. We also go through
a quick review of state-of-the-art investigations on the upper bounds of power convertible by a
VEH.

6.1.1 More about our approach in the preceding chapters

The Chap. 2 to Chap. 5 were concerned with the study of e-VEHs based on a predetermined
electrical interface, namely the charge-pump conditioning circuits. The primary motivation
for studying these circuits and using them in e-VEHs was their features such as the self-
synchronization with vibrations, or the fact that they are inductor-less.

Only then did we study how e-VEHs using these circuit behave in the electromechanical
domain. However as we saw, the study is somewhat complex because of the nonlinear nature
of the resulting e-VEHs. In particular, our study was thought as a mean to assess the power
yield of e-VEHs using these electrical interfaces, in contexts defined by the characteristics of the
vibration input and by the parameters of the mechanical part. This power yield could then be
compared between e-VEHs that use other electrical interfaces of the same family. But as is, we
did not study how the system had to be parametrized in order to maximize the converted power.
By maximizing the converted power, we mean relatively to the necessarily existing upper bound
set by the system’s physics. In addition, our study in the electromechanical domain was done
for harmonic input vibrations, and it is unclear how the e-VEH behaves under more general
inputs provided the non-linearity of the system.

6.1.2 Generic vibration energy harvester architectures and limits of energy
conversion

In fact, in our studies presented in the previous chapters, once we had selected the charge-
pump conditioning circuits as the electrical interface of the studied e-VEHs, we had de facto
constrained the nature of the electrostatic force. We remind that this electrostatic force is the
sole responsible for energy conversion between the electrical and mechanical domains. In the
context of previous chapter, this force was expressed as in (4.37), and the function Ctpxq therein
accounted for the dependence on the transducer geometry.

If we do not restrain the electrical interface to charge-pump conditioning circuits, then dif-
ferent electrical interfaces and different transducer geometries can result in a wide variety of
possible forms for the electrostatic force. If further, we extend our study to other transduction
mechanisms than electrostatic, the transducer force can have even more various forms. There-
fore, some authors have investigated the maximum convertible power of VEHs, in which each
VEH was defined in terms of the mathematical form of its transducer force, rather than study-
ing a specific e-VEH configuration as we did in Chap. 4. We list here some of these examples,
without explicitly giving each of the used models.
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As a fundamental example, the paper of Mitcheson et al. [MGY04] presented a study that,
instead of being interested in a particular VEH configuration, categorized them into three sep-
arate categories defined by the mathematical nature of the force they implement. The models
corresponding to each form of the transducer force encompass a various VEH configurations us-
ing different transduction mechanisms and using different electrical interfaces. The subsequent
developments resulted in finding upper bounds to the amount of power that can be converted
from mechanical to electrical domains for each case.

The limits of energy conversion were also sought for more specific VEH configurations that do
not fall into the categories coined by Mitcheson et al.. For instance, Blokhina et al. have studied
in [BGH12] the limit of convertible energy for an e-VEH, in which the form of the electrostatic
force corresponds to that set by a constant-voltage conditioning circuit, of the type that we have
presented in Sec. 1.3.2.2.

Furthermore, the studies in both works cited above make some additional hypotheses, other
than on the nature of the transducer force. These take the form of added terms in the mathemat-
ical models. These additional assumptions participate in defining the derived energy bounds.
For example, in two out of the three configurations studied by Mitcheson et al. in [MGY04], a
resonant mechanical structure is considered, whereas it is not the case for the third category. The
same hypothesis of a resonant structure was made for the study of Blokhina et al. in [BGH12].

As a last example, let us cite the work of Daqaq et al. in [DME14], which investigates the
limits of energy conversion, on yet another generic VEH model. They mention that this model
can represent configurations of piezoelectric and electromagnetic VEHs loaded by a resistive
element (which therefore constitutes the electrical interface). Other than the model used for the
harvesting force, an important difference with both works of Mitcheson et al. and Blokhina et
al. is that the model investigated by Daqaq et al. features a more general mechanical potential
function than the quadratic mechanical potential function. This allows one to assess the role of
mechanical nonlinearities on the performances of VEHs.

6.1.3 Different types of vibrations

The works of Mitcheson et al. and Blokhina et al. cited above carried out their respective deriva-
tion of the upper bound in convertible power for the case of harmonic vibration inputs. Other
works investigated the upper bounds of converted power for VEHs described by given models
(i.e., given form of the transducer force), submitted to other types of excitations than harmonic.
Notably, Halvorsen, in [Hal08], has investigated the case of the two-port linear harvester model
that we already mentioned, submitted to inputs given in terms of their probabilistic distribution
and their power spectral density.

There are several examples of other works studying the limits of power conversion, which
this time make no hypotheses on the form of the transducer force. These works include that of
Halvorsen et al. in [HLM13], Roundy et al. in [HR16], or Hosseinloo et al. in [HT15a]. As a
result, the limits yielded by these studies are less conservative. This means that, in general, the
upper-bound on converted power that they provide is coarser than if the transducer force nature
were constrained. On the other hand, this approach enables to consider very general systems
and give bounds that must be enforced even by architectures that are yet to be reported.
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In the next section, we follow this direction and study a model that makes no hypothesis
on the transducer force. The derived bound is valid for arbitrary vibration inputs. In the
hypothesis of the model we use, this bound is attained by specific motion of the VEHs inertial
mass. Implementing this trajectory is the goal of a near-limits VEH as we hear it. Note that
this derivation is similar to that of Hosseinloo et al. in [HT15a], the two works having been
carried out simultaneously.

6.2 Principles of near-limits vibration energy harvesting

This section is devoted to the derivation of the energy-maximizing dynamics which lie at the core
of the near-limits VEH design methodology. These dynamics are in fact a specific trajectory
of the VEH’s inertial mass. Therefore, we define this methodology as that of designing the
VEH with the objective of implementing this trajectory through its transducer force, whilst
storing the converted energy in appropriate, usable form. By extension, we call a near-limits
VEH (notably the e-VEH whose architecture is the subject of next chapter) a VEH designed
following this methodology.

The derivation is done in the context of a generic and simple VEH model, given below in
(6.1). In the setting of this model, the derived energy-maximizing dynamics can be implemented
by a causal system with a reduced knowledge of the form of the input excitation. Starting the
analysis from models comprising sources of energy losses gives more accurate power conversion
bounds, but fails to yield energy maximizing dynamics that can be implemented without a priori
knowledge of the input force ξptq. This is discussed afterwards in Sec. 6.2.2.

6.2.1 Energy conversion bound and the corresponding inertial mass
trajectory

end-stop
(frame)

end-stop
(frame)

frame
accel.

spring spring

Figure 6.1: A generic model for a 1-dof inertial vibration energy harvester. The inertial mass is supposed to be
a point mass.

Let us consider the model in Fig. 6.1. This model is similar to the model presented in
Sec. 1.2.2.1, but here no hypothesis is made on the force uptq, except that is has electrical origin.
It hence represents a generic transduction mechanism. The VEH is composed of a mass which
is supposed to be free to move along one axis in a box, and xptq denotes its position along
this axis at time t, as depicted in the figure. The mass is attached to the frame’s end-stops
using a suspension modeled as a linear spring of stiffness k. The box in which the mass lies
has limited dimensions, and as a result, the mass displacement inside the frame is constrained
between positions ˘xM. The box has an acceleration of ´Aextptq: equivalently, the inertial mass
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is submitted to an input force ξptq “ mAextptq. The ODE describing the VEH therefore reads
#

m:xptq “ ξptq ` uptq ´ kxptq,

|xptq| ď xM.
(6.1)

Notice that we have included a term accounting for a linear spring, where the simplest model
of VEH may as well not include it. We nevertheless include it to account for a hardly avoidable
suspension. In fact, we will see much later in the next chapter that the presence of this spring
has implications in the design of near-limits VEH.

Now, let rti ; ts be an interval of time. Let us introduce some notations. In this chapter and
the next, the consecutive local extrema of ξptq in sti ; tr are represented by the sequence pξnq.
The corresponding times at which they happen are represented by the sequence ptnq. If the
extremum is sustained for a non-trivial interval of time, then the corresponding tn is chosen as
the infimum of this interval. The maximums are of even indexes pξ2nq, while the minimum have
odd indexes pξ2n`1q. Multiplying (6.1) by 9x, integrating over this interval, and rearranging the
terms yields the energy balance in the system:

ż t

ti

ξpsq 9xpsq ds
looooooomooooooon

input energy

“ ´

ż t

ti

upsq 9xpsq ds
looooooooomooooooooon

converted energy

`
1

2
pm 9x2ptq ` kx2ptqq

looooooooooomooooooooooon

instantaneous mechanical energy

(6.2)

The LHS of this equation is the system’s input energy from ti to t, and the integral term on
the RHS represents the converted energy from the mechanical to the electrical domain by the
force uptq. Note that we will invariably use the terms converted energy or power, because of
the bounded time interval. Also, to lighten notations, we dropped the instantaneous mechanical
energy term at ti. Maximizing the converted energy is done by solving the problem

$

’

’

’

’

&

’

’

’

’

%

max
u

ˆ

´

ż t

ti

upsq 9xpsqds

˙

s.t. m:xptq “ ξptq ` uptq ´ kxptq

|xptq| ď xM

(6.3)

In the light of (6.2), the converted energy equals the input energy modulo the instanta-
neous mechanical energy of the resonator. If we ignore the latter, then maximizing the con-
verted energy is done by maximizing the input energy in the system. We will assess the valid-
ity of ignoring the instantaneous mechanical energy at the end of the derivation. Let us also
first ignore the constraint set by the ODE (6.1), i.e., we drop the dependence in the control.
Maximizing the input energy integral then reduces to the variational problem of finding the
mass trajectory xξptq that maximizes the input energy integral for any input excitation ξptq.
Let us search for this trajectory, first in the set of bounded piecewise-differentiable functions.
As

şt
ti
ξpsq 9xpsqds “ ´

şt
ti

9ξpsqxpsqds` ξptqxptq, if we ignore the ξptqxptq term, this is done by
maximizing the integral of the RHS in this equation. The triangular inequality yields that
´
şt
ti

9ξpsqxpsqds ď xM

şt
ti
| 9ξpsq|ds. From this, one immediately notices that the bound on the
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RHS of this latter equation is attained for

x̃ξptq “ ´xM
| 9ξptq|

9ξptq
1
t 9ξ‰0u. (6.4)

and also for

xξptq “

#

xM, t P st2n ; t2n`1r,

´xM, t P st2n`1 ; t2pn`1qr.
(6.5)

the former function being more convenient to evaluate the input energy integral, while the latter
carries a straightforward physical meaning that we discuss in the next paragraph. First, let us
evaluate the input energy integral, by injecting (6.4) in

ş

ξpsq 9xpsq ds. In all, we get

ż t

ti

ξpsq 9̃xξpsqds “ 2xM

¨

˝

ÿ

tt2nďtu

ξ2n ´
ÿ

tt2n`1ďtu

ξ2n`1

˛

‚`M. (6.6)

where M is a term bounded by xMp|ξptiq| ` |ξptq|q. Notice that evaluating (6.6) for a harmonic
input yields the input power bound given in [MMS04]. From (6.5), it is clear that m 9x2ptq

is null. Also, the term kx2 is bounded. If we further suppose that (i) Dε ą 0,@t̃ ą 0, Dn P

N such that tn ą t̃ and |ξptnq| ą ε and (ii) t is large, then we may neglect the spring’s stored
energy term in (6.2) when searching for the maximum of converted energy. These two observa-
tions justify, a posteriori, that we have ignored the instantaneous mechanical energy term when
searching for this maximum. In our subsequent references to the energy bound of (6.6), we will
omit the M term for the same reasons, as we suppose that the input force ξptq is bounded. If
the considered that the time interval is infinite (i.e., t “ `8) the converted power reads

Pξ “ lim
NÑ8

2

t2N`1
xM

¨

˝

ÿ

tt2nďt2N u

ξ2n ´
ÿ

tt2n`1ďt2N`1u

ξ2n`1

˛

‚. (6.7)

where the tn are well defined and P is non-null, provided that the condition (i) mentioned earlier
in this paragraph is verified.

The motion xξptq lacks regularity, but a smooth trajectory point-wisely approaching it will
result in the input/converted energy approaching the limit (this ensues from a straightforward
application of the dominated convergence theorem). Physically, such a trajectory specifies that
the inertial mass has to switch from one end-stop ˘xM to the other end-stop ¯xM as soon
as a maximum/minimum of the input force is detected. Returning to the original formulation
(6.3), any control uptq that implements such a trajectory is a solution to the converted energy
maximization problem.

To reduce the error between the non-smooth and the smooth point-wisely approaching tra-
jectory, the control has to ensure that the switching between end-stops at each extremum of ξptq
has to be as brief as possible. Physically, this means that the switching is fast so that it happens
while the external force is constant and equal to the detected maximum/minimum value. In
addition, the mobile mass must arrive at the other end-stop with ideally zero velocity. As this is
not implied by the non-smooth trajectory which is not continuous at the switching events, the
reason for the zero-velocity requirement relies on an obvious physical explanation. Indeed, if the
mass arrives at the other end with non-zero velocity, the outcome will depend on the physical

178



Chapter 6. Principles of near-limits vibration energy harvesting

implementation of the end-stop (the model (6.1) supposes constrained motion with no definition
of the dynamics out of the displacement limits). Bouncing against the end-stop can make the
trajectory deviate from the trajectory xξptq. Also, some energy will be wasted in the inelastic
collisions with the end-stops. Finally, in between a maximum and a minimum (resp. a minimum
and a maximum) of ξptq, the mobile mass must be kept still at `xM (resp ´xM). From now
on, xξptq will denote the smoothened target trajectory fulfilling the requirements listed in this
paragraph. This trajectory can be summarized as

@t P rti ; ts, xξptq “

$

’

’

’

’

’

&

’

’

’

’

’

%

´xM, if t P rt2n`1 ` t
f
ξ2n`1

; t2pn`1qs

`xM, if t P rt2n ` tfξ2n ; t2n`1s

x̃ξ
`Ñ´ptq, if t P rt2n`1 ; t2n`1 ` tξf

2n`1
s

x̃ξ
´Ñ`ptq, if t P rt2n ; t2n ` t

f
ξ2ns.

(6.8)

where x̃ξ´Ñ`ptq is a smooth portion of the trajectory xξptq corresponding to the mass switching
from position ´xM to `xM (and symmetrically for x̃ξ`Ñ´ptq). It also verifies |x̃ξ`Ñ´ptq| ď xM.
The times tfξ represent the switching time from ˘xM to ¯xM for an extremum of value ξ. As
a result, given our requirements above, these time must be made small by the control uptq im-
plementing xξptq. An example of smooth trajectory satisfying these requirements is depicted
in Fig. 6.2. Note that the requirements on xξptq to be smooth (say, continuously differen-
tiable) imply the requirement null velocity at both ends of the switching (i.e., for all ξ, n,
9̃xξ
´Ñ`

pt2nq “ 0 “ 9̃xξ
´Ñ`

pt2n ` tξ2nq, and symmetrically for `xM to ´xM).

b)

a)

Figure 6.2: Energy-maximizing trajectory xξptq for an example of input force excitation ξptq. Two position
switching events are time-magnified showing an example of smooth trajectory.

In summary, in the setting of this model, maximizing the converted energy from a given
input excitation is done by implementing a control force uptq that results in the xξptq trajectory,
through the dependence set by the ODE (6.1). We refer to a near-limits VEH as a VEH archi-
tecture designed with the goal of implementing this trajectory, while recovering the converted
energy. This means that the electrical subsystem responsible for the generation of the control
uptq has to provide a mechanism allowing for the storage of the converted energy, for further
processing or use. This is in accordance with the requirements expressed in Sec. 1.3.2.1.

This design approach is much different than that we summarized in Sec. 6.1.1 and that
motivated our studies presented in the former chapters. In the present section, we derived
the energy-maximizing dynamics of the system, and only after do we care about seeking the
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mechanical and associated electrical part that implements these dynamics. This is what we call
in this document the “near-limits VEH” methodology. Regarding to the categorization we made
in Sec. 1.6 of the introduction chapter, this approach falls within the category of Sec. 1.6.3,
whereas our previous works would rather fall into the category Sec. 1.6.2.

6.2.2 On the difference between near-limits VEH and the formal problem
of optimal vibration energy harvesting

electrical energy tank of the VEH

VEH system

electrical network of the VEH

input energy converted energy harvested energy
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Figure 6.3: Summary of the energy fluxes in a VEH system.

In the hypothesis of (6.1), the input and the converted energy are equal (modulo the system’s
instantaneous mechanical energy). Thus, the dynamics maximizing the input energy also maxi-
mize the converted energy. Yet, a realistic model has to include mechanical friction phenomena,
such as air damping or inelastic collisions with the end-stops, due to possible inaccuracy in the
implementation of the control. These losses make the converted energy smaller than the input
energy. Here and from now on, the term converted energy designates the part of the input energy
that is converted in the electrical domain. This is exactly the term ´

ş

u 9x ds in (6.1).

Moreover, the ultimate goal of VEH is not the maximization of the converted energy, but
rather of the harvested energy. From now on, we define this quantity as the part of the converted
energy that ends up in the system’s electrical energy tank, and that is in a form allowing to
supply the electrical load. The harvested energy is smaller than the converted energy, because
of the dissipation phenomena that occur in the electrical domain. These losses are the source of
the control generation cost.

Indeed, to implement the control uptq, the system must invest energy from its electrical
energy tank into the transducer. This energy transfer is done using an interface circuit. This
circuit has sources of energy dissipation (e.g., ohmic losses) that result in the loss of part of the
invested energy during the transfer. The same phenomenon occurs when the interface circuit
transfers the invested energy from the transducer back to the energy tank, with the overhead of
converted energy. Also, the interfacing circuit can be controlled by a computation unit, whose
decisions are computed as a function of the desired control uptq, as well as, at least, the input
ξptq. The latter hence has to be sensed. The control generation cost also includes the energy
consumption of these computation and sensing parts. A diagram summarizing the energy fluxes
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in the system is depicted in Fig. 6.3.

In the light of these considerations, the trajectory xξptq determined above in Sec. 6.2 only
results in the maximum of harvested energy in the case of the idealized model (6.1). Its optimality
does not extend to the case where a practical model accounting for these various sources of energy
losses is considered. If these losses were to be considered, in particular those associated with the
control generation cost, then the tasks of determination of optimal trajectory and the control
implementing it become entangled: an optimal control problem arises, whereas the two tasks
were decoupled in Sec. 6.2.1.

In order to highlight the differences between the strategy derived in Sec. 6.2 and the general
optimal energy harvesting problem, let us give a general formulation of the latter. An actual
VEH system implements the force uptq through a transduction mechanism that depends on the
mechanical and electrical states of the VEH. The electrical state refers to the currents I and
voltages V, of the electrical circuit the transducer is connected to. This can be summarized
by a relation uptq “ ΦpI,V, 9x, xq, where Φ describes a particular transduction mechanism. The
force uptq is then synthesized as desired by adequately controlling the currents and voltages
of the interface circuit carrying out the corresponding energy transfers between the electrical
energy tank and the transducer. This interface circuit can be described by an implicit relation
Ψp9I, 9V,V, I, 9x, x, tq “ 0. Here, as in the former chapters, Ψ consists in a set of differential-
algebraic relations that describe the circuit’s evolution, constrained by the electrical network
and components laws. The time dependence accounts for fact that the control of the interface
resulting in uptq is computed as a function of ξptq. The mechanical suspension can be represented
by a force ´kpxqx, possibly including nonlinear stiffness effects. In the same way, dissipative
phenomena in the mechanical domain can be represented by a force ´cp 9x, xq 9x. Here again,
both kpxq and cp 9x, xq are likely to be piecewise-defined to model both the regions when the
mass is within ˘xM and the collision between the mass and the end-stops [TLH15].The control
generation cost CepΨq arises from the aforementioned dissipation phenomenon in the electrical
domain.

Given the previous notations and an input ξptq, the generic problem of harvested energy
maximization is the selection, through the electrical interface described by Ψ, of the adequate
control. The formal problem reads:

pP q
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max
Ψ

¨

˚

˚

˚

˝

´

ż t

ti

upsq 9xpsqds
looooooooomooooooooon

converted energy

´ CepΨq
loomoon

control generation cost

´

ż t

ti

cp 9x, xq 9x ds
looooooomooooooon

mechanical friction losses

˛

‹

‹

‹

‚

m:xptq “ ξptq ` uptq ´ kpxqxptq ´ cp 9x, xq 9xptq

u “ ΦpI,V, 9x, xq

Ψp9I, 9V, I,V, 9x, x, tq “ 0

.

where the solution Ψ is sought in Ω, the set of all differential-algebraic relations that can repre-
sent the evolution of current and voltage variables of a non-autonomous electrical circuit. The
control generation cost Ce depends on the control law and on the electrical interface used to
implement it, both of which are specified by the choice of Ψ. Therefore, solving the problem
pP q for a predefined transduction mechanism Φ consists in choosing the optimal electrical sub-
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system Ψ˚ and “simultaneously”, through it, the optimal control policy u˚ptq. To this control
corresponds a trajectory x˚ptq. Instead, in Sec. 6.2.1, no mechanical friction phenomenon, no
control generation cost, nor any dependence of uptq on any electrical subsystem were considered.

Figure 6.4: The motion maximizing the converted energy for the model (6.9) and different values of the parameter
b, the coefficient of a linear mechanical damping force. The results are depicted for one period of the external,
harmonic forcing [HLM13].

Designing a VEH maximizing the harvested energy in the general setting of the problem pP q

requires, in general, that ξptq is known is advance. We show why on an example relying on the
work done by Halvorsen et al. in [HLM13]. In their work, a particular case of the problem pP q

was studied, in which a mere linear mechanical damping force was taken into account, that is,
a generic VEH was modeled as

#

m:x “ uptq ´ b 9x` ξptq

|xptq| ď xM.
(6.9)

Halvorsen et al. solved a variational problem associated to this model, which is finding a trajec-
tory xptq maximizing the converted energy. In this case, the converted energy differs from the
input energy because of the losses in mechanical friction b

ş

9x2 dt. The considered inputs were
harmonic inputs of the form ξptq “ ξ0 cospωtq. As in our derivation of Sec. 6.2.1, the control
(i.e., the transducer force) uptq was not made to depend on any electrical interface, nor did
have any associated cost or constraint. The problem is therefore basically an ODE-constrained
variational problem. Halvorsen et al. then derive the resulting energy-maximizing motion as a
function of the damping coefficient b. We give their result graphically in Fig. 6.4, copied from
[HLM13] with slight modifications to accommodate to our notations and where we added ξptq.

Two facts can be noted from their results. Firstly, for large value of b (at fixed ξ0), the
trajectory maximizing the input energy becomes sensibly different from xξptq. Secondly, the
motion maximizing the converted energy can only be implemented in practice if ξptq is known
a priori by the system. To see this, first let us simplify the matter, and give Halvorsen’s result
for the energy-maximizing motion in sole the case when b is large enough so that the energy-
maximizing motion is harmonic. This corresponds to the case ξ0{p2bωxMq ď 1. It reads

xptq “ ξ0{p2bωq sinpωtq (6.10)

This motion clearly depends on characteristics of the external forcing that cannot be inferred,
at a time tx, only relying on the knowledge of its values for t ď tx. This is the case at least
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because of the dependence of the energy-maximizing trajectory on the frequency and amplitude
of the forcing, which has therefore to be known to be harmonic. In the case ξ0{p2bωxMq ą 1,
the amplitude of the periodic resulting motion is not anymore a function of that of the input,
but the dependence on the input’s frequency remains [HLM13]. To conclude, in the particular
case of the model (6.9) with limited hypotheses on the input vibrations, a causal control cannot
implement the energy-maximizing trajectory for arbitrary ξptq. Therefore, this ought to be true
for more general models and cost functionals that pP q may encompass. Note that the limit in the
converted energy decreases when b increases, and approaches that of (6.6) applied to harmonic
ξptq as bÑ 0 [HLM13].

In contrast, implementing the control strategy that we described at the end of Sec. 6.2.1
can be done without a priori knowledge on the exact form of ξptq. This is because it relies on
the synthesis of the motion xξptq, which in turn merely requires a real-time detection of the
extrema of ξptq. This detection can be done by a causal system without exactly knowing ξptq,
provided that (i) the time resolution of the device measuring ξptq is large enough so that ξptq
remains close to the detected extrema while the position switches from ˘xM to ¯xM (ii) this
position switching can be done fast enough for the same reason (iii) the spatial resolution of
the device measuring ξptq is high enough. These requirements set practical constraints on the
system designed to implement the xξptq trajectory. This system has to be fast enough to process
the highest frequency component of xξptq (fmax), and accurate enough to correctly measure ξptq
on its range of values pr´ξmax ;`ξmaxsq. The next chapter presenting our near-limits e-VEH
architecture explicitly will show that estimates of these two quantities are explicitely needed in
order to correctly synthesize xξptq.

The results obtained by Halvorsen et al. prove that the strategy of implementing xξptq

cannot possibly yield the upper bound in the harvested energy, even in the simple case of a
model featuring a simple linear mechanical damping. This remains certainly true in the case
of more general mechanical friction functions. In all generality, it also ought be true when
the control is made to depend on an electrical interface to implement it (as in problem pP q),
that further sets a non-null control generation cost (i.e., Ce ą 0). However, we can suppose as
a working hypothesis that this limit is smoothly approached by the strategy of implementing
xξptq as the costs Ce `

şt
t0
cp 9x, xq 9x ds approach zero. This reasonable hypothesis is supported

by the results of Halvorsen et al.’s work described above. Indeed, it is clear from Fig. 6.4
that the trajectory maximizing the converted energy becomes closer to xξptq as the damping
parameter becomes sufficiently small, i.e., as

şt
t0
cp 9x, xq 9x ds “

şt
t0
b 9x2 ds becomes small (because

the converted energy bound approaches that yielded by (6.6) for a harmonic input force). As a
result of this hypothesis, if the near-limits VEH implementing xξptq manages to make the control
generation cost and the mechanical losses small when implementing xξptq, the harvested energy
will approach the upper bound in the harvested energy yielded by solutions of the problem pP q,
because this upper bound in turn approaches that of (6.6).

Finally, note that other authors have listed several particular cases of the optimal control
problem pP q, in which various mathematical forms of Ce are considered. For instance, Hossein-
loo et al. in [HT15a] pose the problem for control generation costs that are quadratic in the
transducer force and its first time derivative. They mention that this particular occurrence of
the problem can be readily solved using convex optimization techniques. Here again, this has to
rely on strong hypotheses on the form of the external excitation ξptq.
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6.2.3 Review of some reported architectures geared towards the
implementation of the energy-maximizing dynamics for arbitrary
inputs

The first works that investigated VEH systems implementing a trajectory resembling xξptq de-
fined above can be traced back to Mitcheson’s and Miao’s et al. contributions in [MMS04;
MMH06]. In these works, electrostatic transduction is considered. Their works propose an e-
VEH system in which the transducer’s movable capacitor plate (i.e., the inertial mass) travels
from one end-stop to the other when the possibly irregular input force reaches a determined
threshold value. It is hence not exactly xξptq that is the targeted inertial mass trajectory, be-
cause xξptq requires that the switchings are done at the extrema of ξptq. Moreover, the trajectory
they target does not require null velocity at both end of the position switching events. This is
fundamentally due to the constrained form of the control considered by Mitcheson et al., which
does not formally allow to solve the control problem associated with each position switching
event.

Figure 6.5: An architecture proposed by Hosseinloo et al. in order to implement the energy-maximizing trajectory
xξptq [HT15b]. In (a), the schematic of the architecture. In (b), a figure illustrating the two potential functions
between which the system switches.

The more recent work by Hosseinloo et al. in [HT15b] is of special interest to us, as it pro-
poses the sketch of a VEH system geared towards the implementation of the energy-maximizing
trajectory xξptq. Therefore, this system is in essence thought so as to be compatible with a
wide range of vibration inputs. The schematic of this system is depicted in Fig. 6.5.a, copied
from [HT15b]. In short, xξptq is implemented by dynamically changing the mechanical potential
function of the system, thanks to a controlled magnetic field. First, the mass is kept at one
of the end-stops. This corresponds to the mass being “trapped” in one of the wells of the blue
bistable potential in Fig. 6.5.b. When an extremum of ξptq is detected, the potential function
is changed to the red (quadratic) potential function in Fig. 6.5. Therefore, the mass can travel
from one end-stop to the other, under the action of the external force. When it reaches the other
end-stop, the mass is “trapped” again in the corresponding well of the bistable potential (blue in
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Fig. 6.5.b), which is restored. The energy is converted thanks to a piezoelectric patch fixed to
the beam supporting the mass, when the mass travels from one end-stop to the other, as well as
when the mass eventually oscillates around one of the stable positions (intra-well oscillations).
The idealized system was tested in simulation, and Hosseinloo et al. report encouraging results
of comparison with both bi-stable and linear resonant devices with the same electrical interface,
all submitted to both harmonic and walking motion vibrations recorded on a human body.

Even though much of the details of their architecture are not reported by Hosseinloo et
al. in their paper, we can cite one at least two reasons that makes their proposition different
from a near-limits VEH as we hear it. The first of these reasons is that the control considered
by Hosseinloo et al. obeys a passivity constraint. As a result, the position switching cannot
happen on all maxima and minima of ξptq, but rather only on positive maxima and negative
minima. For the near-limits e-VEH we present in the next chapter, we removed the passivity
constraint, so that all maxima and minima of ξptq can be selected for position switching. The
second difference is that the task of putting the energy in correct form for further use is not part
of the architecture reported by Hosseinloo et al.. In contrast, the near-limits e-VEH described
in the next chapter fulfills the task of storing the harvested energy into the system’s electrical
energy tank.

6.3 Conclusion

This chapter introduced the concept of near-limits VEH, and attempted to situate it in state-
of-the-art works in VEH. Specifically, we derived the mass trajectory that a near-limits VEH
must implement through its electrical interface. Even though this trajectory formally maximizes
the harvested energy only in the case of an idealized, lossless model, we argued that it has the
advantage of being implementable in practice with only limited knowledge of the input vibration.
Besides, the converted energy can approach the derived upper bound if the costs of control
generation are made small. This makes near-limits VEH worthwhile for further investigation in
order to convert energy from irregular types of vibrations.

The next and last chapter of this manuscript proposes an architecture for an electrostatic
near-limits VEH.

185



Chapter 7

Architecture of an electrostatic
near-limits vibration energy harvester

In this chapter, the architecture of an electrostatic near-limits VEH based on electrostatic trans-
duction is described. Specifically, the VEH implements a control synthesizing the trajectory xξptq
discussed in the previous chapter, from limited hypotheses on the input excitation. The archi-
tecture comprises an electrical interface that implements a control synthesizing xξptq, whilst
recovering the converted energy. To this end, the interface circuit carries out the necessary
energy exchanges between the VEH’s electrical energy tank and the electrostatic transducer.
The electrical interface is driven by a sensing and computation unit which revolves around a
finite-state automaton. Fig. 7.1 presents an overview of the architecture, which is based on a
differential electrostatic transducer.

We start the chapter by briefly describing this differential transducer. We then move on
to present the control law. Next, an interface circuit is proposed to synthesize the proposed
control. The computing and sensing parts commanding the interface circuit are then described.
The obtained architecture is sized and modeled in VHDL-AMS for simulation, using realistic
models of the electrical components. This simulation constitutes a proof of concept of our
architecture. Some comments are given with regard to the full system optimization that can
be carried out in future works. We also present some examples of variations of our architecture
that are also worth considering to further improve the figures of harvested energy.

As introduced in the previous chapter, here ξptq denotes the external input force. Its maxima
are indexed by even integers and form a sequence pξ2nq while its minima are indexed by odd
integers and form a sequence pξ2n`1q. The corresponding times of occurrence of each of these
maxima and minima are pt2nq and pt2n`1q.

The contents of this chapter intersect that of the article [KJBew] that is submitted for
publication and under review at the time of writing of this manuscript.

186



Chapter 7. Architecture of an electrostatic near-limits vibration energy harvester

fixed fixed
electrode electrode
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accelerometer

end-stop
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transducer

computation unit

interface circuit

spring spring

Figure 7.1: Overview of the architecture for a near-limits electrostatic VEH.

7.1 Presentation of the architecture

7.1.1 Differential transducer

To implement the motion xξptq, we need at least a force whose orientation on the pOxq axis can
be controlled. One can check that this is not possible with the three geometries of electrostatic
transducer presented so far, as an external biasing manifests through the square of the voltage,
and the sign of the term BC{Bx depends on the mass position. Therefore, to be able to generate
a force whose orientation on the pOxq axis can be controlled, a differential transducer composed
of two electrostatic transducers C` and C´ has to be used. Each of these transducers has one
of its electrodes attached to the frame’s ends, and the other electrode attached to the VEH’s
mass. A schematic view of this geometry is depicted in Fig. 7.1, for the gap-closing geometry
that we choose. The force u is then the superposition of the two forces:

uptq “ u`ptq ´ u´ptq (7.1)

with
u`ptq “

1

2
V`

2ptq
BC`
Bx

pxptqq,

u´ptq “ ´
1

2
V´

2ptq
BC´
Bx

pxptqq

(7.2)

For the notations of the present chapter, let us define κ :“ ε0S{d0
2, a constant that depends

on the device’s geometry. We remind the signification of the constants: d0 is the transducer
gap at x “ 0 (hence the same for both C` and C´), S is the capacitance surface of each of C`

and C´, and ε0 represents the permittivity of vacuum (or approximately air). Also, from now
on, let us substitute all positions with their value normalized by dividing by d0, i.e., substitute
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xptq{d0 Ñ xptq, xM{d0 Ñ xM. However, in the rest of this chapter, we keep all other terms
dimensionalized. The capacitance of either of the gap-closing transducers is hence expressed as:

C˘pxptqq “
κd0

1¯ xptq
, (7.3)

and hence the (dimensionalized) force reads

u˘ptq “
1

2
V˘

2ptq
κ

p1¯ xptqq2
, (7.4)

From (7.4), it comes that when the charge of C˘ is kept constant through the displacement of the
mass, the force that the corresponding transducer generates on it is constant. Specifically, if at
position xpt0q “ x0, the transducer is charged with Q˘pt0q “ V˘pt0qC˘px0q, then the transducer
force is constant across the displacement, as long as Q˘ptq remains constant. Indeed:

uptq “
1

2

Q˘
2pt0q

C˘
2ptq

κ

p1¯ xptqq2
“

1

2

Q˘
2

κd0
2 (7.5)

so that

@t, t0 ď t ď t1 ùñ u˘ptq “ u˘pt0q “
1

2

Q˘
2

κd0
2 “

κ

2

V˘
2pt0q

p1¯ x0q
2

t1 “ inf t t ě t0 |Q˘ptq ‰ Q˘pt0q u

(7.6)

This is referred to as the “constant-charge operation”. The corresponding energy in C˘px0q

reads, as a function of the constant force u0 it implements:

W0 “ |u0|d0p1¯ x0q (7.7)

7.1.2 Control

Let us now describe the control law uptq that synthesizes the trajectory xξptq described in Sec. 6.2.
We start by an informal description, and then make it mathematically precise. We give some of
the underlying motivations for our choice of uptq later at the end of the subsection. However, let
us state from now that the control we implement is a piecewise-constant valued force, so that
the foregoing property of constant force for constant charge operation of gap-closing transducers
can be turned to good account.

7.1.2.1 Detailed description of the control

The chosen control scheme can be explained as follows. Suppose that initially, the mass is located
at ´xM and ξptq is increasing. The control uptq sustains a large enough force value ´umax so
that the mass, on which ξptq and ´kxptq also act, is kept at ´xM (thanks to the reaction force
of the end-stop). Then, as soon as a maximum of ξptq is sensed, two cases are possible: either
the value of the maximum of ξptq is positive, either it is negative. The first case is depicted in
Fig. 7.2.a. In this case, the force uptq first vanishes, and the mass travels towards `xM under
the action of ξptq. It is supposed that ξptq is varying slowly enough so that its value is equal to
the value of the local maximum ξ0 during the whole position switching process. When the mass
reaches a given position ´xcom P s´xM ;xMr, the control force takes a negative constant value,

188



Chapter 7. Architecture of an electrostatic near-limits vibration energy harvester

a) b)

Figure 7.2: Detailed waveforms illustrating the proposed control strategy, on two examples of external force local
maximum, in both cases ξnxptnq ă 0 (positive force maximum) and ξnxptnq ą 0 (negative force maximum).

thus working negatively on the mass. This force value is computed so that the mass arrives at
`xM with zero velocity.

The other case is depicted in Fig. 7.2.b, where the value ξ2 of the maximum of ξptq is negative.
In this case, the force uptq first takes a positive constant value, and works positively on the mass
so that it travels towards `xM. When the mass reaches xcom, the force uptq vanishes. The value
the positively working force is chosen so that the mass reaches `xM with zero velocity. In both
cases, as soon as the mass reaches ´xM, the control force becomes equal to umax, which is large
enough so that the mass is kept still at `xM. Then, when a minimum of ξptq is sensed, the
symmetrical sequence of actions happens, where xcom has to be substituted by ´xcom.

Formally, the control reads:

uptq “

$

’

’

&

’

’

%

ũnptq, if t P stn ; tn ` t
f
ξnr

umax, if t P st2n ` t
f
ξ2n

; t2n`1r

´umax, if t P st2n`1 ` t
f
ξ2n`1

; t2pn`1qr

(7.8)

where ũnptq is a solution to the position switching problem:

pQq

$

’

’

&

’

’

%

md0:xptq “ ξn ` uptq ´ kd0xptq

pxp0q, 9xp0qq “ p´xptfξnq, 9xptfξnqq “ p˘xM, 0q

|xptq| ď xM

,

and tfξ denotes the switching duration for an extremum of value |ξ|. Here, in the light of the force
description qualitatively done in the two paragraphs above, we seek ũnptq as a constant-piecewise
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force that is of the form

ũnptq “

$

’

’

’

’

’

&

’

’

’

’

’

%

#

0 xptq ă ´xcom

´αξn xptq ě ´xcom

if ξn ą 0,

#

´αξn xptq ă xcom

0 xptq ě xcom

if ξn ă 0

(7.9)

where α has to be determined so that the mass that leaves ˘xM with zero velocity and arrives
at ¯xM with zero velocity. One can straightforwardly but tediously solve the boundary problem
pQq to determine its value, but the task is greatly simplified by considering a simple physical
argument. This is that the work done by the forces acting on the mass balances, before it reaches
˘xcom and after. For example, for the case (i) ξn ą 0, with xp0q “ ´xM:

ż ´xcom

´xM

ξn ´ kx dx “ ´

ż xM

´xcom

p1´ αqξn ´ kxdx,

ùñ α “
2xM

xM ` xcom
.

(7.10)

The reader may check that the three other cases (ii) ξn ą 0, with xp0q “ xM, (iii) ξn ă 0, with
xp0q “ ´xM, and (iv) ξn ă 0, with xp0q “ xM, yield the same value for the coefficient α.

Then, injecting ũnptq in pQq and solving for tfξ using the boundary conditions allows one to
find the duration of the position switching from ˘xM to ¯xM for an extremum of value ξ. It
reads:

tfξ “

c

m

k

ˆ

δ ` acos

ˆ

|ξ| ` kd0xcom

|ξ| ` kd0xM

˙

`

`atan

˜

pxM ` xcomq
a

kd0pxM ´ xcomqp2|ξ| ` kd0pxM ` xcomqq

|ξ|pxM ´ xcomq ´ kd0xcompxM ` xcomq

¸¸

,

(7.11)

where

δ :“

$

’

’

&

’

’

%

π if´

d

1`
4kd0xM|ξ|

pkd0xM ` |ξ|q2
ă 1`

2kd0xcom

kd0xM ` |ξ|
ă

d

1`
4kd0xM|ξ|

pkd0xM ` |ξ|q2

0 otherwise

(7.12)

and where umax ą ξmax ` kd0xM (ξmax :“ maxt |ξptq|). The value of tfξn is needed to assess if the
position switching is fast enough so that ξptq « ξn. Otherwise, the control will lack accuracy and
the implemented trajectory will deviate from xξptq, which results in a shortfall in the converted
energy.

Estimating tfξn requires some a priori information about ξptq, as it depends on the value of
each of ξptq’s extremum. As hardly any insight can be taken from (7.11), the plots in Fig. 7.3
show the examples of evolution of the switching time for different values of k, ξn and xcom. It is
clear that the switching time increases with increasing xcom all other variables fixed, decreases
with increasing k, and decreases with increasing |ξ0|. The values of d0, m, xM and k are those
used for the architecture as parametrized in Sec. 7.2 (and particularly, corresponding to the
results of Fig. 7.11). Note that even if the switching time evaluates to perfectly reasonable
values for xcom “ ˘xM, theses values of xcom are not admissible for the control uptq to solve
pQq.
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Figure 7.3: Switching duration for the problem pQq versus the value of xcom, for different stiffnesses and extremum
values.

In the light of Fig. 7.3, which shows that the switching duration increases when ξptq decreases,
to guarantee control accuracy, we may conservatively require that

lim
ξÑ0

tfξ ă K{fmax, (7.13)

for large enough K depending on the tolerated error, and where fmax denotes the highest fre-
quency component of ξptq that has significant amplitude. The term “significant amplitude” has
to be given a precise meaning in order to properly choose K and fmax. This has to follow from a
study of some of the statistical properties of possible inputs ξptq, that we did not work on. This
study would allow to bound the error on the implemented trajectory due to the fluctuation of
ξptq around. In turn, this bound can be used to control the losses due to the control inaccuracy.
Such losses are highlighted in the simulations of Sec. 7.2, in which the control inaccuracy results
in inelastic collisions of the mass with the end-stops. This control inaccuracy is in part due to
the fluctuation of ξptq around its extrema, which in turn results from the fact that the position
switching is not carried out fast enough.

7.1.2.2 Energy considerations

The conversion between mechanical and electrical energy occurs during the position switchings
at the extrema of ξptq. In the case of a maximum of positive value or of a minimum of negative
value (in these two cases, xptnqξn ă 0), the position switching results in an overall conversion of
energy from the mechanical to the electrical domain. At each such extremum, from (7.14), it
comes that the energy that has first to be invested to implement ũnptq reads:

Wi,n
´ “ 2d0xM

1´ xcom

xM ` xcom
|ξn|. (7.14)
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In the case of a maximum of negative value or of a minimum of positive value (i.e., xptnqξn ą 0),
the position switching results in an overall conversion of energy from the electrical to the me-
chanical domain, and the next extremum ξn`1 will necessarily verify ξn`1xptn`1q ă 0. From
(7.15), the invested energy reads:

Wi,n
` “ ´2d0xM

1` xM

xM ` xcom
|ξn|. (7.15)

For both cases, the converted energy between the mechanical and the electrical domain
(denoted Wc,n

´ for the case ξnxptnq ă 0 and Wc,n
` for the case ξnxptnq ą 0) reads:

Wc,n
˘ “ ¯2d0xM|ξn|, (7.16)

where we have adopted the convention that negative amount of converted energy means that
the energy is converted from the electrical to the mechanical domain. Summing (7.16) over n,
one obtains the expression (6.6). Note that the case where xptnqξn ą 0 is precisely the case for
which the architecture of Hosseinloo et al. cannot select the extremum for position switching,
due to the passivity constraint (see Sec. 6.2.3). Indeed, in this case the total energy balance
at the end of the position switching is negative, meaning energy has been converted from the
electrical to the mechanical domain. Our architectures carries the position switching even at
such extrema which, again, will necessarily verify ξn`1xptn`1q ă 0.

Finally, an important parameter is the maximum voltage across the transducer. It is reached
when the energy on the transducer C˘ is equal to the sum of invested and converted energy
((7.14) and (7.16)), for an extremum of value ξmax, at position ¯xM. It reads

Vmax “ 2p1` xMq

c

1

κ

xM

xM ` xcom
ξmax (7.17)

Notice that Vmax is a decreasing function of xcom, an increasing function of the transducer
surface S, of the gap d0 (through κ) and an increasing function of the mass (through ξmax). In
particular, if the mass and surface are scaled by the same factor, then Vmax does not change.
This has implications on the choice of the interfacing circuit’s switching elements, and on the
performances in terms of control generation cost (see Sec. 7.2).

7.1.2.3 Comments

In Sec. 6.2.2 of the previous chapter, it was highlighted that the optimal control maximizing
the harvested energy, in the case of the general problem pP q, is sought in terms of an electrical
interface described by a set of differential-algebraic relations Ψ. This means that the solutions
provides simultaneous determination of the mathematical control law and the interface that has
to physically implement it. The position switching problem pQq can itself be enriched with such
model details and cost functionals, e.g., adding end-stops model, mechanical friction phenomenon
and/or minimizing the energy dissipated in a given interface circuit (see Sec. 7.3.1 below). This
allows taking into account the coupling between the choice of both the mathematical control
law used to implement the position switchings, and the interface used to implement this control.
In other words, the choice of both the mathematical control law and the interface used to
implement it are tightly bound to each other when seeking for the best strategy to reduce the
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cost of accurately implementing xξptq.

Our choice of the piecewise-constant control (7.8) results from considering this entanglement
on a less formal level. Considering the piecewise constant nature of uptq and the property of the
differential gap-closing transducers that they implement constant force at constant charge (see
Sec. 7.1.1), the requirement on the electrical interface implementing uptq is to control the charges
on the transducer, at discrete instants corresponding to the force updates of uptq. Such interfaces
have been extensively proposed and studied in the literature. For example, the constant-charge
electrical interface in Sec. 1.3.2.1 carries out a similar task. The circuit we present in the next
section to carry out the energy exchanges described above in Sec. 7.1.2.2 is based on its topology.

In addition, the chosen piecewise-constant force minimizes the number of force updates. It
carries only one commutation of the force value in st ; tfξr to solve the problem pQq. It can
be easily shown that one commutation is the minimum amount of commutations required for
a control solving pQq. The reason why we seek to minimize the number of updates here is
because each update will require the interface to perform an action. This action will likely have
an associated energy cost. Moreover, one of the constant force values is 0 in order to avoid
additional energy investment, at the cost of a slower position switching. Increasing the invested
energy to implement the position switchings results in greater losses in the interfacing circuit,
i.e., greater control generation cost, for the same value of converted energy per extremum (7.16).
Hence, decreasing the invested energy results in larger harvested energy, if this it is done whilst
keeping the control accurate. To further decrease the invested energy, xcom can be increased,
as (7.14) and (7.15) show. Yet, increasing xcom makes the position switching slower as (7.11)
and Fig. 7.3 show, thus decreasing the control accuracy. The effect of xcom is illustrated in the
simulations of Sec. 7.2.4.2.

We will also briefly mention in Sec. 7.3.1 some possible alternatives for the control law that
require multiple updates between different constant values. This type of control laws can be
advantageous because of robustness considerations that we did not address at all in the present
section. They can also be advantageous to reduce the energy dissipated in the electrical interface,
depending on the implementation of the latter.

7.1.3 Electrical interface

We present in this section an interface circuit to carry out the energy transfers that are needed
in order to implement the control described in Sec. 7.1.2. These transfers are done in a way
that the converted energy is recovered in a capacitive electrical energy tank. This circuit has a
bidirectional DC-DC converter topology. Its schematic is depicted in Fig. 7.4. Let us describe
its operation.

Suppose that the transducer capacitance value is constant during the energy transfer pro-
cesses described hereafter. This implies that the processes of updating the value of the force
across the transducers are fast compared to the timescale of the position switching (7.11), so that
the mass position can be considered equal to a constant x0. After the processes are explained
in the following, this hypothesis will be assessed at the end of the section.

Setting a force of value u0 requires to transfer an energyWu0 (see (7.7)) to the corresponding
transducer (C` if u0 ą 0, C´ if u0 ă 0). The transducer has then to be disconnected from the
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Figure 7.4: Interface circuit carrying out the energy exchanges to implement the control strategy described in
Sec. 7.1.2.

a) b)

0

0

0

0
0

0

Figure 7.5: Waveforms for the interface circuit switches controls and associated electrical variables for: (a)
application of a force u0 across the transducer (b) nullifying the force across the transducer.
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interface circuit, so as to operate at constant charge. Note that we suppose in the following
that the architecture only needs to set a force from 0 to u0, or equivalently, that C˘ is always
discharged at the beginning of this process. This is always the case in the context of implementing
of uptq in (7.8) when ξnxptnq ă 0, i.e., a maximum of ξptq of positive value or a minimum of
negative value. In the case ξnxptnq ą 0, going from the keeping force˘umax to αξn could be
done by merely partially charging or discharge C˘ so that the force u˘ increases or decreases in
absolute value from umax to α|ξn| (depending no the relative values of umax and α|ξn|). Yet, here
we make the (non-optimal) choice of always first completely discharging C˘ and then re-charging
it afterwards to set the force αξn. Hence, in the context of (7.8), the label u0 that appears in
the description below either denotes umax (when setting a keeping force) or α|ξn| (when setting
a working force carrying out the position switchings).

The first step is to close switches S˘1 and S˘3 to transfer energy from Cres to L. The switches
have to be kept closed for a time t˘chpu0, x0q to charge the inductor with the energy in (7.7).
If we suppose that Cres is large so that the voltage across it Vres can be considered constant,
t˘chpu0, x0q is found as

1

2

ˆ

Vres

L
t˘chpu0, x0q

˙2

L “Wu0 ùñ t˘chpu0, x0q “

a

2Wu0L

Vres
“

a

2L|u0|d0p1¯ x0q

Vres
(7.18)

The discharge of the transducer sets the control force to zero, while transferring the trans-
ducer energy into the electrical energy tank. It can be in the event of an extremum of the input
ξptq, in which case the invested energy ((7.14) or (7.15)) added to the converted energy (7.16)
have to be transferred from C˘ to Cres. It can also be the keeping force that is being removed
prior to the position switching, in which case the energy that was invested to set the keeping
force has to be recovered. In all cases, the switches S˘2 and S˘4 have to be closed for a time
tdispx0q slightly above a quarter period of the LC˘px0q cell:

t˘dispx0q “
π

2

c

κd0L

1¯ x0
(7.19)

After that, both switches are opened: L discharges through the diodes anti-parallel with S˘1
and S˘3 , and then the transducer is kept at constant charge (if the leakage are negligible for the
amount of time specified), generating a constant force u0.

The waveforms depicted in Fig. 7.5.a summarize the evolution of the involved switches com-
mands and of the electrical variables during the process of updating the force from 0 to u0. The
waveforms depicted in Fig. 7.5.b summarize the evolution of the involved switches commands
and of the electrical variables during the process of updating the force from u0 to 0. Note that
these figures feature an additional time margin tov that is necessary in practice in order to avoid
current discontinuity in the inductors, if the times are not perfectly matched which is always
the case in practice.

The validity of the hypothesis that the position does not change during the force update
process can now be assessed. The longest force update during the mass motion is when, at
˘xcom, the transducer force is updated from 0 to u0. In this case, the total duration of the
force update is t˘chpαξ,˘xcomq ` π{2

a

LC˘p˘xcomq. As tfξ decreases with ξ and t˘chpαξ,˘xcomq
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increases with ξ, the hypothesis that should be assessed is

t˘chpαξmax,˘xcomq ` π{2
a

LC˘p˘xcomq ă K 1tfξmax
, (7.20)

for large enough K 1 whose value is dictated by the tolerated inaccuracy on the constant values
of the control force.

7.1.4 Computation and sensing parts

This section describes the sensing and computation parts of the architecture. The constituting
blocks of this subsystem and their connections are depicted in Fig. 7.6. We do not describe the
detailed implementation of these blocks, as they are not exclusive to e-VEH applications. For
simplicity, one can assume that all of the inputs and outputs in Fig. 7.6 and that are mentioned
below are digital.

max. detect

min. detect

speed and
position sensor

accelerometer
and max./min.
detection

computation unit
and state-machine

pulse gen.

pulse gen.

pulse gen.

pulse gen.

pulse gen.

pulse gen.

pulse gen.

pulse gen.

xpxm

xmxm

xpxc

xmxc

vz

max

min

xi

spc.st

spc.t

spd.st

spd.t

smc.st

smc.t

smd.st

smd.t

Figure 7.6: Architecture of the computation and sensors subsystem, that drives the interface circuit’s switches
to implement the control strategy of Sec. 7.1.2. The regular arrows represent “flags”, or 1-bit digital signals,
whereas the crossed arrows represent quantities (that can be analog or n-bit digital depending on the exact
implementation).

Note that the control uptq as described in Sec. 7.1.2 does not require a measurement of the
velocity, which is nevertheless featured in the schematic of Fig. 7.6 (the signal at the input vz
of the state-machine). This modification slightly changes the control from uptq discussed in
Sec. 7.1.2, in order to make it more robust. Indeed, because of control inaccuracy, the mass
velocity may vanish before it reaches the targeted end-stop in the position commutation, hence
returning to the end-stop that it has left when the extremum was detected. This would result
in losing track of the mass position. To overcome this, when the velocity vanishes during the
position commutation, the keeping force is applied so as to move the mass to the targeted end-
stop. This induces end-stop collision losses and/or deviation from the optimal trajectory, but
in return the mass position is known at all times. The simulations of the next section will
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clarify this situation. We will also elaborate on the robustness requirements of the control law
in Sec. 7.3.1.3.

The value of the input acceleration and the flags corresponding to the position and velocity
of interest, and to the maximum/minimum detection, are fed into the main computation unit.
This unit computes the command waveforms that have to be fed to the interface circuit switches
in order to implement the control. To this end, it incorporates a finite-state automaton that sets
the value of the output according to the sensed events. The graph of this finite-state automaton
is depicted in Fig. 7.7 for the mere case of a sensed maximum with ξnxptnq ă 0. The outputs
of the finite-state automaton are a time value and a pulsed command for each switch in the
electrical interfacing circuit. These outputs are fed into a programmable pulse generator. This
component generates waveforms corresponding to the delays specified on its input t, when it
is activated by a rising edge signal on its input st. By default, when the component is not
generating any waveform, the output is zero. The operation of the pulse generators is described
in Fig. 7.8.
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Figure 7.7: Schematic of the finite state automaton of the computation unit implementing the control strategy of
Sec. 7.1.2. The part of the automaton that is depicted details the sequence for the position switching from ´xM

to `xM when a maximum of positive value is detected (that is, ξnxptnq ă 0. The dotted arrow are connected to
states that are not involved in this position switching event.
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Figure 7.8: (a) Pulse generator block. (b) Waveform describing its operation.

An additional circuit that is not depicted in Fig. 7.6, is needed in order to synthesize the
suited driving signals for the switches of the interfacing circuit, from the outputs of the pulse
generators. This circuit depends on the chosen technology for the switches (e.g., gate level shifter
for power MOSFET switches).
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Finally, note that in the architecture as we presented, the interface circuit’s switches are
controlled in an open-loop manner by the computing unit, in order to implement uptq. In
other words, to implement a constant force value u0, this unit closes the corresponding switches
accordingly to (7.18). The inductor magnetizes with some energy W0, and then discharges into
C˘, this energy corresponding to the force u0 (7.7). But because of parasitic elements (ohmic
losses, parasitic capacitances) in the circuit, the total energy ending up in C˘ will be less than
Wu0 , so that the implemented force will be less than u0 and inaccuracy in the control follows.
We will briefly discuss these robustness concerns in Sec. 7.3.2.2.

7.2 Sizing and simulations

In this section, the architecture described in Sec. 7.1 is tested in simulation. The simulations are
carried out using Cadence AMS as for the coupled domain simulations of Chap. 4. This allows
for the coupled simulation of the mechanical part described in terms of ODEs, the electrical part
using a SPICE engine solver, and the computation/sensing parts of Sec. 7.1.4 using behavioral
VHDL-AMS models. The modeling and parameters choice are the subject of Sec. 7.2.1. The
results of the simulations for the sized architecture are given in Sec. 7.2.3. Then, the impact of
some of the architecture’s parameters on the harvested energy is highlighted in Sec. 7.2.4.

The mechanical input excitation used for the simulations is a 1 s sample extracted from a
longer recording of the acceleration on a running human, using a smartphone accelerometer.
The sample is representative of the recorded signal in its full duration, and corresponds roughly
to two steps of running. The acceleration was recorded following the person’s height axis. The
smartphone was put in the trousers front pocket.

7.2.1 Parametrization of the architecture

Let us start by assigning realistic values to the parameters of architecture for the simulation.
To do so, we start from the sole loose constraint that the total volume of the VEH should be
of the order of 1 cm3, and that the mechanical device is made of silicon. The sizing is done
in a heuristic manner, in the sense that the values of the parameter are not the result of a
formal optimization. This is further discussed in Sec. 7.2.4.3. The mechanical resonator and the
associated differential electrostatic transducer are modeled in VHDL-AMS, similarly to what is
reported in by Galayko et al. in [GPB07]. The interface circuit is described and simulated as a
SPICE netlist for the coupled simulation.

7.2.1.1 Mechanical part

For the imagined gap-closing electrostatic transducer, a geometry similar to the schematic struc-
ture depicted in Fig. 7.1 is chosen. It is a cuboid-shaped mass sliding in between two electrodes,
to which it is connected by spring suspensions. We select a mass of m “ 1 mg, and a spring
stiffness of k “ 400 N m´1, yielding a resonant frequency of 100 Hz for the subsequent resonator.
The transducer surface is of S “ 10 cm2, and the gap at x “ 0 is of d0 “ 50 µm. A device with
such parameters can be obtained, e.g., by a differential and slightly upscaled version of the
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transducer structure reported in [MYR08] fabricated in silicon, and that was already presented
in Fig 1.27b of the introduction.

With this geometry, the active area is of 3.16 cmˆ 3.16 cm for a depth of 450 µm. Referring
to the transducer structure in the schematic in Fig. 7.1, this means that L1 “ L2 “ 3.16 cm, and
hf “ 450 µm. The mechanical device’s volume is then of 0.55 cm3. The maximum and minimum
values of the transducer’s capacitances are respectively C˘p˘xMq “ 3.54 nF and C˘p¯xMq “ 90 pF.
The mass, seen as a beam of width 450 µm, length 3.16 cm and height 3.16 cm, has a stiffness of
17.5 kN m´1 in the direction normal to the transducer’s electrode plane. This is computed con-
sidering a Young modulus of 192 GPa for silicon. Given our ξmax, this value allows to consider
that the mass deflection in the direction normal to the transducer’s electrode plane is negligi-
ble, so that the lumped mass model used to build the harvester’s architecture is accurate. A
linear damping effect is incorporated, to model an air friction phenomenon. The corresponding
quality factor is of Q “ 1 for the obtained linear resonator. Note that this value is two orders
of magnitudes above what is predicted by (4.60). Plus, non-linear air damping effects can have
significant impact on the dynamics as we saw in Chap. 4. Yet, vacuum-packaging [ERK10] or,
in a more limited manner, specific transducer geometry designs [LMG17], have both shown to
greatly reduce damping effects. This hypothesis also allows us to focus on the role of the control
generation and inaccuracy cost on the energy shortfalls with our near-limits VEH architecture.
The mechanical end-stops were modeled inspired by [TLH15]: a linear spring kst “ 1 MN m´1

associated with a linear damper µst “ 10 N s m´1.

For the following simulations, we first select xcom as xcom “ xM{2 (xcom is then varied in Sec.
7.2.4.2). Therefore, C˘p˘xcomq “ 338 pF. In order to estimate the minimum position switching
time as well as to choose the keeping force umax, an estimate for ξmax is needed. Let us suppose
that ξmax ď 60 mN. Therefore, tfξ ranges from 2.84 ms to 4.97 ms. The keeping force must be
chosen greater than ξmax ` kd0xM. We choose umax “ 75 mN.

7.2.2 Electrical part

The electrical energy tank is modeled as a large ideal capacitor Cres “ 10 µF and with Vres “ 10 V.

The switches S˘1 and S˘2 block the transducer voltage, that can go to up to 415 V as indicated
by (7.17), for xcom “ xM{2. These four switches are parametrized to model power MOSFETs
with their anti-parallel body diodes. The large signal parasitic capacitance at zero blocking
voltage is chosen as CJ0 “ 10 pF. This value is selected as the largest CJ0 in the range 5 pF to
50 pF (varied by steps of 2.5 pF) that yields less than 5% error on the transducer force, when the
latter ranges from 10 mN to 100 mN, and when the force is set while the transducer capacitance
of C˘p˘xcomq. As the switches’ large signal parallel parasitic capacitance is a nonlinear function
of the switch bias – it follows CJ91{

?
V0 ´ V , where V is the voltage blocked by the switch and

V0 is the junction’s potential of the MOSFET – we determined this value of CJ0 under the 5%

error constraint by successive simulations, where all ohmic losses were removed.

The value of the ON-state resistance corresponding to CJ0 was determined using the relations
provided in [MG12]. In all, we have that

RON “
ρVmax

3{2

CJ0V0
1{2

(7.21)
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where ρ “ 2.2ˆ 10´14 ΩCV2 is a constant, Vmax is given in (7.17) and V0 “ 1 V is the built-in
junction potential. Applying (7.21) to power MOSFET blocking up to 420 V and for the chosen
value of CJ0 “ 10 pF, it comes that S˘1 and S˘2 ’s ON-state resistance is RON ď 19 Ω. Notice that
in (7.21), we have eluded that the dependence between RON and CJ0 is in fact expressed through
their mutual dependence to the area of the MOSFET’s conducting epi-layer cross-sectional area.
The cross-sectional area corresponding to our parametrization of the switch is of 200 µm2, well
within what can be achieved by actual technological processes.

Given our choice of the mechanical system done in (7.2.1.1), and to fulfill the size require-
ment of the VEH, inductors of size that do not exceed 0.25 cm3 are considered. At fixed in-
ductor size, smaller-valued inductors have smaller series resistance. But on the other hand, to
magnetize the inductor with a given energy amount, the current will be larger with a smaller-
valued inductor. Therefore, ohmic losses due to all of the circuit’s resistive elements, including
the inductor’s resistance, are increased. Because of this, there exists an optimum value of
the inductor that minimizes ohmic losses. Given the selected value for RON, we numerically
determined that L “ 1 mH, modeled as an ideal inductor element in series with its parasitic
DC resistance of RL “ 6 Ω and fulfilling our size requirements [14], is nearly optimal regarding
to the resistive energy losses. The electrical timescale of the force update can be estimated:
tch˘pαξmax, xcomq ` π{2

a

LC˘p˘xcomq “ 6.5 µs.

The parts that were described in Sec. 7.1.4 are modeled in VHDL-AMS as behavioral blocks,
as are the gate level shifters driving the circuit’s MOSFETs.

7.2.3 Simulation illustrating the architecture’s operation

Results illustrating the operation of the system submitted to the 1 s input excitation are depicted
in Fig. 7.9. The plot in Fig. 7.9.a shows the mass trajectory and the input force. A magnified
plot of both the mass position and the input force around two extrema, explicating the mass
position switching, are depicted in Fig. 7.9.b.

Let us further comment the results in this figure. In (a), the mass position and the input
force are depicted. The figure in (b) gives a magnification around two extrema. The minimum
of ξptq at a© is detected and hence the control makes the mass move from `xM to ´xM. The
extrema at b© and c© are ignored because they happen during the position switching. This
follows from the specification of the finite state automaton depicted in Fig. 7.7. At d©, the
control inaccuracy provokes a collision with the end-stop at `xM. At e©, the control inaccuracy
makes the mass velocity vanish before `xM, so that the control applies the keeping force to
force the mass to travel to `xM. As a result, the mass collides with the end-stop at `xM

and some energy is dissipated in the collision. In (c) the evolution of the main energies in the
VEH are depicted. The harvested energy is defined here as the difference between the energy in
Cres at t “ 0 and at t “ 1 s. The figure in (d) shows the magnification of the harvested energy
around a maximum ξ0 of ξptq that is such that ξ0xpt0q ă 0, i.e., ξ0 is a maximum of positive
value. At 1©, energy is gathered back from removing the keeping force, so the mass can start
travel towards `xM as ξptq acts upon it. At 2©, energy is invested to implement the control
force working negatively on the mass. At 3©, the sum (invested energy + converted energy -
energy to implement the keeping force at `xM) is gathered back in Cres. Finally, (e) shows the
magnification of the harvested energy around a minimum ξ1 of ξptq that is such that ξ1xpt1q ą 0,
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Figure 7.9: Results of the simulation of the near-limits electrostatic VEH.
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i.e., ξ1 is a minimum of positive value. At 4©, the energy to implement the negatively working
control force is invested, while some energy is being recovered from removing the keeping force
at `xM. At 5©, part of the invested energy is recovered and the mass continues to travel towards
xM. At 6©, some energy is invested from Cres to implement the keeping force at `xM.

The evolution of the harvested energy depicted in Fig. 7.9.b. shows that at the end of the
sample, it amounts to 7.2 µJ. At the same time, the system input energy is of 15.6 µJ. The
sample plot shows the evolution of the total energy lost in the elements of the interface circuit,
which amounts to 7.3 µJ. The losses dues to the mass collision with the end-stops, reflecting
the control imprecision, are also depicted and amount to 0.8 µJ. For the energy balance to be
complete, one has to consider the instantaneous energy in C˘, in the inductors, in the spring
and the energy dissipated by the linear damper accounting for air friction. These sum to smaller
amounts than the other energies and are not represented in the energy balance of Fig. 7.9.b.

The results show that nearly as much energy is harvested as is lost in the electrical interface.
The losses in the end-stops are relatively small, as accuracy in the force was privileged over
resistive losses when selecting the electrical components in Sec. 7.2.2. The good accuracy is
further reinforced by the relative values of the electrical and mechanical timescales. Let us now
discuss how some slight modifications in the control law can help increase the harvested energy.

7.2.4 Impact of some of the parameters

7.2.4.1 Extremum selection

One can immediately notice by inspecting the results in Fig. 7.9.b that the consecutive extrema
happening between 0.5 s and 0.7 s lead to an overall decrease in the harvested energy. This
is because the cost of carrying out the position switchings overcomes the converted energy for
these pair of extrema. In such a case, it can be beneficial to ignore them and not carry out the
position switching.

To this end, we add a primitive criterion of extremum selection for the position switching.
It consists in carrying out the position switching only if the difference of values between the
sensed extremum with the previously selected extremum exceeds a threshold value. We select
this threshold value to be 15 mN. This results in skipping the extrema that led to a decrease of
the harvested energy at the end of the sample.

The system is then simulated, and the results are depicted in Fig. 7.10. The trajectory
deviates from xξptq in that the extrema of ξptq happening between 0.4 s and 0.8 s are now
skipped. These extrema were shown in Fig. 7.9 to result in a shortfall in the harvested energy
(see Fig. 7.9.b). Compared to the previous simulation without a selection threshold, this results
in a decreased input energy (14.1 µJ) but increased harvested energy (9.4 µJ). Both the losses in
the electrical interface (4.2 µJ) and in the end-stops (0.3 µJ) are decreased. This is an obvious
example where a different trajectory than xξptq yields higher harvested energy than xξptq because
of impact of the control generation cost on the harvested energy (see Sec. 6.2.2).

Note however that the maximum at 0.62 s is selected, whereas it would have been more
beneficial to skip it and select the next maximum at 0.67 s. Nonetheless, increasing the threshold
value so as to select the latter for position switching would in fact make the extremum at 0.35 s
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to be skipped. The subsequent sequence of selected extremum would then result in a decreased
amount of harvested energy. This shows that smarter algorithms of extremum selection are
needed in order to yield better figures of harvested energy.

7.2.4.2 xcom parameter
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Figure 7.11: Results of the simulation of the near-limits electrostatic VEH, varying xcom, k and the switches
parameters RON and CJO accordingly. The other parameters have the values chosen in Sec. 7.2.1. The results
are obtained with the 15 mN extremum selection threshold.

The role of the control-related parameter xcom was discussed in Sec. 7.1.2.2. In addition to
the decreased invested energy, increasing xcom allows to chose switches with reduced resistance
and parasitic capacitance, thanks to the reduced maximum transducer voltage, as follows from
(7.17) and (7.21). Another advantage in increasing xcom comes from the cases of extrema such
that ξnxptnq ă 0. Indeed, in such cases, the non-zero force is applied when the transducer’s
capacitance is C˘p˘xcomq, which increases with xcom. Thus, the inaccuracy in the force value due
to the parasitic capacitances of the interfacing circuit is decreased, as the transducer capacitance
is large compared to the parasitic capacitances of the switches.

The simulation results depicted in Fig. 7.11 show the energy balance at the end of the 1 s

input, for values of xcom ranging from ´xM to xM (excluded), and for different k. The extremum
selection threshold of 15 mN is used. For each point, a new value of RON is used accordingly to
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(7.21) in which the value of Vmax computed from (7.17) is injected.

The results are slightly improved compared to Sec. 7.2.4.1 (k “ 400 N m´1). The harvested
energy is increased from 9.4 µJ with xcom “ 0.5xM to 10.6 µJ with xcom “ 0.9xM. This is the
highest value of harvested energy obtained from this sample. It amounts to 68% of the absolute
limit in input energy that can be obtained with the considered mechanical device and input
excitation. This value of xcom “ 0.9 yields a maximum transducer voltage of 370 V, so that,
according to (7.21), RON was reduced from 19 Ω with xcom “ xM{2, to RON “ 15 Ω.

One notes that when k is high, increasing xcom is beneficial up to values that are very close to
xM. This is because the high value of k ensures that the position switching remains fast enough,
despite the increase of xcom, so that the control is able to accurately implement xξptq (see (7.11)
and Fig. 7.3). As k is decreased, the position switching becomes slower. Hence, the value of
xcom for which the control becomes inaccurate so that the implemented trajectory significantly
deviates from xξptq is reduced. The decrease in the input energy for higher-end values of xcom

corresponds to significant deviation of the implemented trajectory from xξptq. For example,
with k “ 50 N m´1 and xcom “ 0.9xM, the position switching time for the maximum at 0.17 s

(the largest extremum of the sample) is of 6.8 ms, during which the value of ξptq decreases of 30%

from its value at the extremum. In this case, the hypothesis that ξptq remains approximately
equal to its extremum is largely violated. The control subsequently fails to correctly carry out
the position switching.

7.2.4.3 Discussion on the optimization through the system’s parameters

In the above simulations, a 1 cm3 size constraint was considered. A mechanical device inspired
from existing designs and compatible with this constraint was chosen a priori (Sec. 7.2.1.1). Only
then, the electrical part was optimized under a transducer force accuracy constraint (Sec. 7.2.2),
hence predefining the balance between the control accuracy and the energy losses in the interface
circuit. This determined the value of the resistive components of the circuit elements, which are
the origin of a major component of energy loss in the electrical interface. Finally, after both the
mechanical part and the electrical part were fixed, the control was tuned in order to maximize
the harvested energy (Sec. 7.2.4).

In fact, an optimized design flow would consists in allowing customized sizing of the mechan-
ical device, and different balances between the control accuracy and the losses in the electrical
interface. Carrying out this optimization, instead of the sequential design choices that we did
in Sec. 7.2.1, will undoubtedly improve the figures of harvested energy. The subsequent opti-
mization includes parameters related to the control, to the mechanical part, and to the circuit
components, under constraint that are dictated by the application (e.g., maximum size con-
straint) and for known characteristics of the input (at least ξmax). Also, the sole premise of
using power MOSFET switches may be detrimental to the harvested energy, compared to other
technologies [SG05].

This work being thought as a starting for further investigations of near-limits VEHs, we did
not carry out such an optimization procedure yet, which has to be the subject of future works.
Also, below in Sec. 7.3, we discuss others avenues worth exploring, that do not fall within the
optimization on parameters of the presenter architecture. Rather, the variations that we present
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below are structural changes to the architecture.

Before describing such architecture variations, as a final note, it has to be considered that a
limitation of the above simulations is that they do not take into account the consumption of the
blocks of Sec. 7.1.4. This is because these blocks were described using behavioral models. Some
of these parts have to be taken into account in the overall system optimization, as their energy
consumption depends on the system’s parameters. For example, the temporal resolution of the
position detector should be low enough compared to the position switching time, which goes with
increased power consumption. Likewise, the computation time should be negligible with respect
to the position switching time. State-of-the-art realizations of each of the blocks constituting
the computing and sensing part show micro-watt or sub-micro-watt energy consumption figures
[17; SLN15; 15; KBH13; GAW13; JMV10; JJO15]. These consumption figures are comparable
with the amount of harvested energy in our simulated example, further reinforcing the need for
a fine system optimization.

7.3 Variations of the presented architecture

This section deals with variations of the architecture of near-limits VEH described in Sec. 7.1.
Each idea is mentioned very briefly and only reviewed on surface, so that this section stands for
a “future works” list, in the sense that we did not had the time to explore most of these ideas in
deep.

Each of the variations presented here constitute paths that we think are worth pursuing in
order to enable the realization of practical near-limits VEH that effectively come close to the
limits of energy conversion. The variety of application contexts will certainly make some of
these ideas useful in some situations. Contrarily to the optimization procedure discussed above
in Sec. 7.2.4.3 – which is also yet to be carried out – the variations we present here deal with
the structure of the architecture, in that they imply a change in the architecture itself, rather
than merely tuning the value of a parameter that already appears in it.

These variations are given for the three principal constituents of the architecture, namely,
the control law, the electrical interface, and the mechanical structure of the near-limits VEH.

7.3.1 Variations in the control

7.3.1.1 Time-optimal controls

A legitimate modification of the control as presented in our first architecture is to put emphasis
on reducing the mass position switching duration at each extremum detection. This is because
reduced switching duration improves the accuracy of the control, as was discussed in Sec. 7.1.2
and observed in the simulations of Sec. 7.2.
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The time-optimal control problem at each extremum detection reads

pQTq

$

’

’

’

’

’

&

’

’

’

’

’

%

md0:xptq “ ξn `muptq ´ kd0xptq

pxp0q, 9xp0qq “ p´xptfξnq, 9xptfξnqq “ p˘xM, 0q

|xptq| ď xM,

min
}u}8ďuM

tfξn

,

Notice that uptq has the dimension of an acceleration here, to lighten the forthcoming notations.
In the case of k “ 0, it is easy to show that the solution to this problem is a bang-bang command
with one commutation [Tré08]. In practice, this also encompasses cases where the stiffness k is
low. In this case, we can show that the solution of the minimum-time control problem pQTq is
given by

ũnptq “

#

˘signpξnquM @t ď tx,

¯signpξnquM @t ą tx.
(7.22)

Here, ˘ has to be chosen as ` if ξn is a maximum of negative sign or a minimum of positive
sign, and as ´ otherwise (and conversely for ¯). The commutation has to be carried out at time
tx

tx :“

d

2d0
xM

uM

uM ¯ ξn

uM ˘ ξn
, (7.23)

and the total position switching duration time amounts to

tfξn “ 2

b

2d0uMxMpuM
2 ´ ξn

2q´1 (7.24)

Because xptq is monotonic during the position switching, the commutation event can be specified
in terms of position xptxq instead of time tx. In (7.22), uM refers to the maximum value that the
control can take in absolute value, that is, ´uM ď uptq ď uM. In our architecture, this maximum
can be defined as a function of the amount of energy we are willing to invest (and therefore,
can afford to lose) in order to implement the position switchings. Thus, a first observation is
that the larger uM, the larger the control generation cost will be. A second observation is that,
compared to (7.8), the control (7.22) takes two non-null values instead of just one. The two
latter observations support the general trend that a faster control is achieved at the price of
larger control generation cost, calling for a trade-off.

When k " 0, then the problem pQTq becomes more difficult because of the state constraint
|x| ď xM. We did not further push investigations, and there are certainly cleverer ways known
to the research community in optimal control to tackle the problem given its simple linear form,
but a naive way would consist in a “raw” application of the Pontryagin Maximum Principle
(PMP). The cost functional has to be completed by a penalty that weights the displacement
excedient. However, to the best of our knowledge, computing solutions from the application of
the PMP in such cases often require the numerical solving of boundary-value problems [Tré08].
This task can be rather computationally intensive. It is questionable if it is realistic to provide
the e-VEH with a computing unit capable to resorting to such calculations in real-time, because
of the associated energy consumption.
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7.3.1.2 Energy-optimal controls

In the simulations of our near-limits VEH architecture, the mechanical friction did not play a
large role. This is because we used a high value of the mechanical quality factor, compared to
what can be estimated for our geometry using, e.g., the relation (4.60).

Let us consider a context where these losses are large and have more influence on the system’s
dynamics. The first thing to note in this case is that the control to carry out the position
switching has to be changed in order to be accurate. That is, the control has to solve

pQF1q
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&
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%

md0:xptq “ ξn ` uptq ´ kd0xptq ´ cpx, 9xqd0 9x

pxp0q, 9xp0qq “ p´xptfnq, 9xptfnqq “ p˘xM, 0q

|xptq| ď xM

,

Furthermore, we have seen in Sec. 6.2.2 of Chap. 6 that minimizing both the costs of control
generation and the losses in mechanical friction mechanisms makes the implemented trajectory
approach the optimal, energy-maximizing trajectory. In our discussion, we took the example of
a linear damping and its effect in the shortfall of converted energy, as investigated by Halvorsen
et al. in [HLM13]. Therefore, it is naturally worth investigating controls that specifically aim to
reduce the amount of energy lost in mechanical friction in the position switching. This is readily
put into the form of an optimal control problem
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,

Here, U refers to the set of piecewise-constant controls, bounded by some value uM. We require
that the sought control belong to this set because this is the form of control force that can be
implemented by our architecture as we presented it. This problem is a fixed final time problem
[Kir12]. In practice, the time tfξn has to be specified so as to enforce the hypothesis that ξptq « ξn

during the position switching .

If one removes the state constraint |x| ď xM and the constraint of piecewise-constant u, the
pQF2q problem with linear damping (cpx, 9xq “ b constant) becomes the classical linear-quadratic
optimal control problem. Still, extensions of the classical linear-quadratic theory for sampled-
data controls are investigated by the optimal control research community [BT17], and many
results are also available for the state-constrained case.

An interesting question is to compare the converted energy yielded by implementing xξptq
using a control that solves pQF2q at each position switching event, with the converted energy
from the energy-maximizing motion derived by Halvorsen et al. in [HLM13], but whose imple-
mentation requires a priori knowledge of ξptq’s harmonic nature. Answering this question can
provide a first benchmark on how much can near-limits VEHs approach the upper bound of
converted energy.

Also, the problem pQF2q with more general cost functionals can be considered, such that
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those arising from the nonlinear squeeze-film damping already encountered in Sec. 4.3.1.1. Such
nonlinear optimal control problems can be tackled starting from the PMP, in a form allowing to
account for the piecewise-constant nature of u. This type of control constraint was investigated
by Bourdin and Trélat in [BT15]. As for the state-constrained time-optimal controls, resort-
ing to this approach may require involved numerical methods that can violate the low-power
consumption requirement for the computing unit.

In the same way, we can consider optimal control formulations seeking to minimize the
control generation cost at each position switching event. The costs functionals that are ought to
be considered in this case must result from a detailed analysis of the source of energy losses in
the interface circuit. It is also naturally possible to consider position switching problems with
cost functionals that account for both the electrical control generation cost and the mechanical
friction induced losses.

7.3.1.3 Robust controls

An important consideration that we have eluded in our description of the architecture is the
robustness of the control. Our control law presented in Sec. 7.1.2 is an open-loop control. Hence,
the change of ξptq from its extremum values during the position switching, as well as model and
state estimation uncertainties, can have a large impact on the accuracy with which of our control
law synthesizes the mass position switchings.

A first possibility to implement robust position switchings is to stabilize the mass at ˘xM,
until an extremum of ξptq is sensed. When this happens, the position switching is carried out by
changing the reference position to ¯xM. The |xptq| ď xM constraint can be enforced by requiring
no overshoot in the response to the change in reference position, while requiring an acceptable
settling time in order to enforce the hypothesis that ξptq « ξn. Such a controller can be readily
synthesized using classical methods from control theory (e.g., pole-placement). We can also
explicitly account for the discrete nature of our transducer force to implement such stabilization
mechanism using a deadbeat controller [Son13].

Another conceptually simple possibility to implement robust position switching from ˘xM

to ¯xM is to use linear-quadratic theory. More precisely, a pre-determined switching trajectory
from ˘xM to ¯xM can be specified. A LQ regulator can be used in order for the mass to track
this pre-determined trajectory, while rejecting external disturbances (e.g., changes in ξptq from
its detected extremum value). Once again, one has to weigh the pros and cons to such possibly
computation-intensive methods, here because of the real-time computation of the controller
gains.

7.3.1.4 Extremum selection

Finally, in addition to the three variations in the control law listed above, we can add the concept
of extremum selection that was illustrated in the simulations of Sec. 7.2.4.1. Improvements upon
our rather primitive extremum selection criterion used therein include the implementation of
algorithms that based on a statistical treatment of the input force history.
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7.3.2 Changes in the interface circuit

7.3.2.1 Slightly modified energy transfer circuit

Figure 7.12: A slightly modified version of the circuit in Fig. 7.4 to implement the energy transfers for the control
of the electrostatic near-limits VEH.

The circuit in Fig. 7.12 is a slightly modified version of the interface circuit in Fig. 7.4 that
our architecture was originally presented with. Here, the switch S˘2 is removed. Therefore with
this circuit, charging the transducer is done by closing switches S˘1 and S˘3 so to magnetize the
corresponding inductor. Then, when S˘1 is opened, the transducer C˘ is charged through the
loop Cres, L, C˘, through the anti-parallel diode with S˘4 . Compared to the circuit of Fig. 7.4,
one switch command is saved. Also, the current flows through less switches than with the circuit
of Fig. 7.4, which required to first magnetize L through two elements, and demagnetize it in C˘
through two other switches.

The drawback of this circuit is that the voltage to which C˘ has to be charged has to exceed
Vres. Thus, this interface circuit does not allow to implement forces that are too small in absolute
value.

7.3.2.2 Robust force implementation

In the end of Sec. 7.1.4, we pointed out that the forces values are set through a direct timed-
command of the switches of the interface circuit. This timed-command is done by the computing
unit. We mentioned that this induces possible errors in the implemented force value, due to,
e.g., parasitic elements in the circuit, or timing errors. Later in the simulation section, we chose
the values of the parasitic capacitances of our MOSFET switches so as to reduce the inaccuracy
on the force. However, this forced us to select MOSFET switches with high ON-state resistance
value, in the light of (7.21). This resulted in a large control generation cost that was observed in
the simulations: the losses in the interface circuit amounted for about half of the input energy in
the e-VEH, and were the major source of shortfall in the harvested energy. Therefore, it may be
of interest to relax the requirements on the switches, for example by allowing for larger parasitic
capacitance.

To do so without inducing a large error on the implemented value of the force, an electrical
feedback mechanism has to be used. In short, the computing unit should monitor the energy
in C˘ after it has charged it from a first time-based actuation of the interface circuit switches.
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Therefore, it can compensate a possible deficit or overhead of energy in C˘, subsequent to losses
in the parasitic elements of the circuit, or to timing errors in the first transfer.

This electrical feedback mechanism for the interface circuit is independent from the mechan-
ical feedback discussed in Sec. 7.3.1.3, as it only ensures that the transducer force is set to the
desired value. Hence, this electrical feedback mechanism can be of interest in both an open-loop
or closed-loop mechanical control context.

7.3.2.3 Multiple-shot energy transfer

Finally, considering our original electrical interface of Sec. 7.1.3 that is depicted in Fig. 7.4, one
can easily show that it is advantageous in terms of reducing the ohmic losses to transfer energy
from Vres to C˘ (and conversely) by breaking down the transfer into several smaller transfers. In
[BKG17], we have already used this technique of “multiple-shot” energy transfer to design energy-
extracting interfaces for charge-pump conditioning circuits. These energy-extracting interfaces
have similar topology and similar high-voltage requirements to those of the electrical interface
of our near-limits VEH architecture.

7.3.3 Mechanical structures

mobile mass

fixed electrode of

fixed electrode of

fixed electrode ofx

{ {

{ {

fingers fingers

fingers fingers

displacement
limits ( ) 

Figure 7.13: Top-view schematic of an interdigitated differential transducer geometry for electrostatic near-limits
VEH.

In the presentation of the architecture done in Sec. 7.1, we did not mention a specific me-
chanical structure for our near-limits VEH. We only required that the corresponding transducer
has a differential gap-closing geometry. We nevertheless parametrized a possible structure in
Sec. 7.2.1.1, loosely based on the device fabricated by Miao et al. and reported in [MMH06].
It is also depicted in Fig. 1.27 of the introduction chapter. Let us give here an example of a
different structure that could be used instead, and give advantages and drawbacks.

The starting point for our example is similar to the interdigitated structure presented in
Sec. 1.24, used in the experiments done in Chap. 4 and 5. Now, this latter structure has a
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geometrical gap-closing geometry, but we need a differential transducer structure. Therefore, we
propose the structure depicted in Fig. 7.13.

The structure depicted in Fig. 7.13 allows for generating forces of both orientations on the
pOxq axis on the inertial mass. The green transducer generates positively oriented forces, while
the red transducer is used for negatively oriented forces. With the notations of the present
chapter, the red transducer is C` and the green transducer is C´. We have also represented
an additional symmetrical gap-closing transducer Cx in blue, which is used for monitoring the
mass’ position and speed, through a readout circuit.

The major drawback of this architecture is that when generating a force of positive sign, a
parasitic force of negative sign will be generated, and conversely. This is because the consecutive
pairs of digits (or fingers) of each transducer are separated by a gap d1, so that they also form
an electrostatic transducer with the next pair of digit. The capacitance versus displacement
function for C˘ reads

C˘pxq “ κd0

ˆ

1

1¯ x
`

1

dp1˘ d´1xq

˙

(7.25)

where we have introduced d :“ d1{d0. In the equation above, κ :“ ε0S{d0
2. The transducer

surface S has the expression Nf lhf where Nf is the number of fingers of each transducer, l their
length (see Fig. 7.13), and hf is the height of the structure. The generated force reads

u˘pxq “
1

2
κV˘

2

¨

˚

˚

˚

˚

˝

1

p1¯ xq2
´

1

d2p1˘ d´1xq2
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˘

˛

‹

‹

‹

‹

‚

(7.26)

The parasitic force component is obviously non-desirable, because it increases the energy that
has to be invested from Cres to effectively implement a force of desired value. Increasing the
invested energy, in turn, results in increased losses in the interface circuit, and thus in increased
control generation cost.

The relation (7.26) shows that the parasitic component of the force decreases relatively to
the useful component by increasing d. Hence, the parasitic force component can be bounded as
desired, and this yields a corresponding d that has to be used for our structure. At constant
gap d0, by increasing dn the device length b2 (see Fig. 7.13) increases. To keep the maximum
voltage constant, it is required that this change in length does not change the mass. Otherwise
the mass would change at constant transducer surface S, and Vmax would in turn increase, as
(7.17) indicates. As a result, the central part has to be made thinner for its mass to remain
constant, i.e., b1 has to be reduced. Slenderizing the inertial mass in this way may pose problems
related to the structure deflecting in the pOyq direction. Indeed, the central part of the mass,
of dimensions b1 ˆ b2 ˆ hf and seen as a beam deflecting in the pOyq direction, has a stiffness
proportional to pb1{b2q3. As the deflection of the structure following the pOyq direction is
obviously non desirable, the value of this stiffness has to be kept as high as possible. In fine, a
trade-off between the parasitic force ratio and the ratio b1{b2 has to be determined.

Now, let us mention the main advantage of this structure. The expression that links the
damping coefficient of an interdigitated structure such as in Fig. 7.13, to its geometrical param-
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eters, reads [Bao05]

B1 “ 2Nf l
hf

3

d0
3µair (7.27)

The meaning of the geometrical parameters appearing above are clarified in Fig. 7.13. Notice
that in (7.27), we have neglected the contribution of the consecutive pairs of digits separated
by a gap d1, because we assume that d0 ! d1. This is the condition to have a small parasitic
force component. For a structure with square parallel-plates as the one we have sized in the
simulations of Sec. 7.2, this expression is no longer valid. But we may assume that the following
inequality is verified

B2 ě L
L3

d0
3µair (7.28)

The meaning of the geometrical parameters appearing above are clarified in Fig. 7.1 in the
beginning of the present chapter, where in addition we consider that L1 “ L2 “ L.

Considering the interdigitated structure of Fig. 7.13 at fixed structure height hf and digit
length l, the number of fingers Nf have to be chosen as

Nf “ t
L2

lhf
u (7.29)

for the transducer surface to be the same as for the square parallel-plate differential transducer
of square side length L. It then comes that

B1 ă B2 ðñ hf ă
L
?

2
, (7.30)

i.e., the damping effect on the interdigitated structure is reduced compared to the square parallel-
plate structure, when the rightmost condition of (7.30) is enforced.

Finally, this interdigitated structure can be adapted to have triangular-shaped electrodes.
Interdigitated structures with such electrode shapes are a mean to reduce the air damping effect,
as shown by Lu et al. in [LMG17].

7.4 Conclusion and future works

In this chapter, we proposed a possible electrostatic implementation of a VEH design follow-
ing the near-limits principles presented in Chap. 6. In accordance with these principles, our
architecture can implement the energy maximizing trajectory xξptq, relying on a reduced set of
hypothesis on the input excitation ξptq.

This work is thought as a starting point in the quest for optimized architectures based on
the near-limits VEH principles. The results of simulation of our architecture, sized with realistic
values of the electrical interface and mechanical parameters, constitutes a first proof of concept
for the near-limits design principles. A figure of harvested energy that amounts to up to 10.6 µJ

is attained, from a 1 s sample of vibrations recorded on a running human. This amounts to 68%

of the absolute limit set by the device size and the input force. Nonetheless, it remains true
that, for instance, the consumption of the parts responsible for the computation and sensing
was not taken into account. But at the same time, it is important to note that these results
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were obtained without a formal optimization procedure on the system’s parameters.

Beyond such an optimization procedure, we gave some other routes to explore in order
to improve our architecture. Some of the architecture variations presented at this occasion
will necessarily have to be investigated, in particular those related to the robustness of xξptq
implementation. After these ways for improvements have been investigated, the next milestone
would be to build a prototype of a near-limits VEH. Finally, let us mention that implementing
a near-limits VEH using different transduction mechanisms, or for multiple degrees-of-freedom
inertial VEHs, are also long-term objectives that are worth investigating.
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General conclusion

The studies reported in this Ph.D thesis resulted in new knowledge geared towards enhancing
the performances of inertial electrostatic vibration energy harvesters (e-VEHs) by improving
their electrical interfaces. Rather than working on the optimization of a particular device, this
work was dedicated to the building of an understanding of various electrical interfaces, paving
the way for systematic e-VEH design flows. Our work was subdivided into two parts. In the
first part, we focused on the study of conditioning circuits based on charge-pumps, whose main
advantage is an automatic synchronization with the motion of the e-VEHs mobile mass. In the
second part, a novel e-VEH architecture was proposed, that on the contrary, relies on the active
synthesis of the mobile mass’ dynamics.

We first presented an introduction that summarized some of the existing knowledge in the
field of e-VEH (Chap. 1). Then, we reported the results of our effort to unify some state-of-the-art
electrical interfaces used in e-VEHs, that all have the feature of being auto-synchronized with the
electrostatic transducer’s capacitance variation. We presented these electrical interfaces within
a unique framework of charge-pump conditioning circuits (Chap. 2). We also completed the
subfamily of unstable charge-pump conditioning circuits, by introducing a new generic topology.
We gave a formal analysis and proof of operation of this generic topology (Chap. 3). Specifically,
from this analysis resulted a characterization of our generic topology in terms of its γ-ratio, a
sufficient parameter that characterizes any unstable charge-pump conditioning circuit within our
framework. A general and complete underlying theory of charge-pump conditioning circuits in
the electrical domain is yet to build. Our contribution in Chap. 2 and Chap. 3 is a starting
point towards such a theory.

Next in Chap. 4, we moved on to show that our endeavor of extending the family of unstable
conditioning circuits has more than a sole theoretical motivation. Indeed, the need for a wide
range of different unstable charge-pump conditioning circuits was made clear by first considering
a comparison in the electrical domain. This comparison also showed that the circuits of the
unstable family have the advantage, over their stable counterparts, of maximizing the rate of
energy conversion through their autonomous evolution, starting from an arbitrarily low initial
energy amount in the circuit. Therefore, we conducted experiments to assess to what extent
this property remains valid in the electromechanical domain. These experiments showed the
prominent role of the electromechanical coupling on the dynamics of e-VEHs using unstable
charge-pump conditioning circuits. The unstable behavior that allowed reaching arbitrarily high
levels of converted power from low pre-charge was shown to be mitigated. This was clear as the
tested e-VEH, which was coupled to the Bennet’s doubler, exhibited a maximum power-point
when submitted to harmonic input excitations.
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To quantitatively link this maximum power point to the vibration input and system param-
eters, including the charge-pump’s γ-ratio, we proposed a novel semi-analytical method based
on the study of the averaged dynamics of the e-VEH. After we had presented our method and
carefully outlined some of its limitations, we applied it to several cases with different input
excitation characteristics, different sizings of the mechanical part, and different γ-ratios of the
charge-pump. The results showed that, contrarily what was inferred from the electrical domain
analysis, the pre-charge energy in the charge-pump is an important design parameter of e-VEHs
using unstable conditioning circuits. The results also highlighted that, at the cost of this larger
pre-charge, the unstable charge-pump conditioning circuits allow converting energy in larger
amounts from frequencies that are lower than that of the e-VEH’s mechanical resonator. This
property can be turned into good account in order to design e-VEHs targeting lower frequency
inputs, a task that is otherwise difficult considering small-scale resonant structures. Although
the method as we presented it still relies on numerically solving sets of algebraic equations, we
finished the chapter by mentioning future developments of our method which can ultimately
lead to an analytical parameter sensitivity analysis. These developments will enable a more
straightforward optimized design of e-VEHs using unstable charge-pump conditioning circuits,
thus participating to the conception of a systematic e-VEH design flow.

In Chap. 5, we exposed a method of characterization for e-VEHs that are charged by an
electret layer. This method allows for a simple and non-destructive measurement of the volt-
age source modeling the electret in electrical lumped models of e-VEHs. We gave an error-
minimization procedure in order to improve the accuracy of the measurement. In particular,
this procedures allows reducing the systematic measurement error due to the impact of the
electromechanical coupling. We then applied the method to the characterization of an electret-
charged MEMS e-VEH. In the same chapter, we presented a second method, which serves to
measure the extremal capacitance variation of an e-VEH as impacted by the electromechanical
coupling imposed by a charge-pump biasing scheme. This second method has still to undergo
deeper experimental validation.

In the two last chapters of this manuscript, we moved to a completely different approach of
e-VEH design. We settled the principles of what we called near-limits vibration energy harvest-
ing (Chap. 6). These principles advocate for an active implementation of specific dynamics of
the e-VEH’s mobile mass. We have shown that these dynamics maximize the converted energy
relatively to the physical limit in the case of an idealized system, and from arbitrary types of
input vibrations. This approach is therefore much different than that of using charge-pump
conditioning circuits in e-VEHs, which were considered precisely because of the passive synchro-
nization with the mechanical dynamics. We identified the differences between near-limits VEH
as we defined it and the formal problem of harvested energy maximization. Nevertheless, by
reducing the energy cost of the implementation of the custom e-VEHs dynamics, a near-limits
VEH can approach the physical upper-bound in harvested energy.

In the last chapter of the manuscript (Chap. 7), we explicitly described an architecture of
e-VEH implementing the near-limits VEH principles discussed above. We thoroughly described
the different constituents of the architecture, that are transducer geometry, the control law, the
interface circuit and the computation and sensing part. After proper sizing using realistic mod-
els of electrical components, the system was simulated, submitted to non-harmonic vibrations
recorded on the human body. The results proved the feasibility of near-limits e-VEHs. Our study
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is hence a starting point towards more optimized architectures of near-limits VEHs. To this end,
we gave various directions which are worth investigating in order to further make the architec-
ture approach the limits of harvested energy. It is also worth investigating different transduction
mechanisms than electrostatic to implement these principles. Finally, possible mixing of the two
approaches followed in this manuscript can lead to interesting future developments. That is, we
can assess in what extent e-VEHs using charge-pump conditioning circuits can implement the
energy maximizing dynamics required for near-limits VEH. This may be done using a proper
asynchronous control of the charge-pump’s state.

In conclusion, our study contributed to assessing the role of different types of electrical
interfaces in e-VEHs. We carried out the first systematic study of e-VEHs using charge-pump
conditioning circuits. The results of our study give some keys to improve the operation of e-
VEHs using this type of conditioning circuits. We also explored a radically different approach
based on the active synthesis of the e-VEHs dynamics, opening routes for optimized e-VEH
compatible with arbitrary types of input vibrations. Each of these two approaches may prove
useful in different situations. Therefore, our contribution is a step towards the conception of
systematic e-VEH design flows, which can draw from the results of our work and follow one of
the two presented approaches depending on the application context.
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