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## Résumé

Cette thèse est constituée de deux parties indépendantes. La première partie concerne l'étude des vecteurs propres de matrices aléatoires de type Wigner. Dans un premier temps, nous étudions la distribution des vecteurs propres de matrices de Wigner déformées, elles consistent en une perturbation d'une matrice de Wigner par une matrice diagonale déterministe. Si les deux matrices sont du même ordre de grandeur, il a été prouvé que les vecteurs propres se délocalisent complètement et les valeurs propres rentrent dans la classe d'universalité de Wigner-Dyson-Mehta. Nous étudions ici une phase intermédiaire où la perturbation déterministe domine l'aléa: les vecteurs propres ne sont pas totalement délocalisés alors que les valeurs propres restent universelles. Les entrées des vecteurs propres sont asymptotiquement gaussiennes avec une variance qui les localise dans une partie explicite du spectre. De plus, leur masse est concentrée autour de cette variance dans le sens d'une unique ergodicité quantique. Ensuite, nous étudions des corrélations de différents vecteur propres. Pour se faire, une nouvelle observable sur les moments de vecteurs propres du mouvement brownien de Dyson est étudiée. Elle suit une équation parabolique close qui est un pendant fermionique du flot des moments de vecteurs propres de Bourgade-Yau. En combinant l'étude de ces deux observables, il est possible d'analyser certaines corrélations. La deuxième partie concerne l'étude de la distribution des valeurs propres de modèles non-linéaires de matrices aléatoires. Ces modèles apparaissent dans l'étude de réseaux de neurones aléatoires et correspondent à une version non-linéaire de matrice de covariance dans le sens où une fonction non-linéaire, appelée fonction d'activation, est appliquée entrée par entrée sur la matrice. La distribution des valeurs propres convergent vers une distribution déterministe caractérisée par une équation auto-consistante de degré 4 sur sa transformée de Stieltjes. La distribution ne dépend de la fonction que sur deux paramètres explicites et pour certains choix de paramètres nous retrouvons la distribution de Marchenko-Pastur qui reste stable après passage sous plusieurs couches du réseau de neurones.

Mots-clés : matrices aléatoires ; vecteurs propres ; universalité ; unique ergodicité quantique ; réseaux de neurones ; méthode des moments.


#### Abstract

This thesis consists in two independent parts. The first part pertains to the study of eigenvectors of random matrices of Wigner-type. Firstly, we analyze the distribution of eigenvectors of deformed Wigner matrices which consist in a perturbation of a Wigner matrix by a deterministic diagonal matrix. If the two matrices are of the same order of magnitude, it was proved that eigenvectors are completely delocalized and eigenvalues belongs to the Wigner-Dyson-Mehta universality class. We study here an intermediary phase where the deterministic perturbation dominates the randomness of the Wigner matrix : eigenvectors are not completely delocalized but eigenvalues are still universal. The eigenvector entries are asymptotically Gaussian with a variance which localize them onto an explicit part of the spectrum. Moreover, their mass is concentrated around their variance in a sense of a quantum unique ergodicity property. Then, we consider correlations of different eigenvectors. To do so, we exhibit a new observable on eigenvector moments of the Dyson Brownian motion. It follows a closed parabolic equation which is a fermionic counterpart of the Bourgade-Yau eigenvector moment flow. By combining the study of these two observables, it becomes possible to study some eigenvector correlations. The second part concerns the study of eigenvalue distribution of nonlinear models of random matrices. These models appear in the study of random neural networks and correspond to a nonlinear version of sample covariance matrices in the sense that a nonlinear function, called the activation function, is applied entrywise to the matrix. The empirical eigenvalue distribution converges to a deterministic distribution characterized by a self-consistent equation of degree 4 followed by its Stieltjes transform. The distribution depends on the function only through two explicit parameters. For a specific choice of these parameters, we recover the Marchenko-Pastur distribution which stays stable after going through several layers of the network.


Keywords: random matrices; eigenvectors; universality; quantum unique ergodicity; neural networks; moment method.
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## Part I

## Dynamics of eigenvectors of random matrices

## Chapter 1

## Introduction

The study of eigenvalue statistics of large random matrices was spurred by the seminal work of Eugene Wigner [Wig55] in the 1950s. Wigner first observed that empirical data coming from the study of heavy nuclei seemed independent of the material and conjectured the universality of the gap statistics for energy levels. From the point of view of quantum mechanics, the energy levels are eigenvalues of a self-adjoint operator which, at the time, was neither explicitly known nor practically computable. Wigner's main idea was then to replace the unknown Hamiltonian by a large random matrix with independent entries while conserving the symmetry type of the system. Real symmetric random matrices were used to model systems with time reversal symmetry while Hermitian random matrices systems lacking this symmetry. This approximation was an outstanding success and unearthed an intricate universality principle.

While Wigner first studied the global statistics of these random matrices, the gap statistics of energy levels should be derived from the study of individual eigenvalues and not of the whole spectrum. In 1957, Wigner guessed at a conference the distribution of the spacings of energy levels and introduced what is now known as the Wigner surmise. It is only a few years later that Mehta showed [Meh60] that, while being a good approximation, it could not be the correct asymptotic distribution. Gaudin and Mehta [MG60] then gave explicitly the spacings distribution for Gaussian self-adjoint random matrices. These random matrices ensembles are integrable models that allows one to derive, by comparison, local spectral statistics for more general ensembles such as the Wigner ensemble. The Gaussian Orthogonal (respectively Unitary) Ensemble is described by a probability density on the space of symmetric (respectively Hermitian) matrices endowed with the Lebesgue measure given by

$$
\begin{array}{ll}
\mathbb{P}_{\mathrm{GOE}}(\mathrm{~d} H)=\frac{1}{Z_{N}^{1}} e^{-\frac{N}{4} \operatorname{Tr}\left(H^{2}\right)} \mathrm{d} H & \text { on the space of } N \times N \text { symmetric matrices, } \\
\mathbb{P}_{\mathrm{GUE}}(\mathrm{~d} H)=\frac{1}{Z_{N}^{2}} e^{-\frac{N}{2} \operatorname{Tr}\left(H^{2}\right)} \mathrm{d} H & \text { on the space of } N \times N \text { Hermitian matrices. }
\end{array}
$$

Consider $H$ a matrix from the GUE, with our normalization, the empirical spectral distribution converges almost surely to the semicircle distribution in the followginse sense, if we write $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ the ordered eigenvalues of $H$, we have the following convergence in probability [Wig58]

$$
\begin{equation*}
\mu:=\frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_{i}} \xrightarrow[N \rightarrow \infty]{\mathrm{P}} \rho_{\mathrm{sc}} \quad \text { with } \quad \rho_{\mathrm{sc}}(\mathrm{~d} x)=\frac{1}{2 \pi} \sqrt{4-x^{2}} \mathbb{1}_{|x| \leqslant 2} \mathrm{~d} x . \tag{1.0.1}
\end{equation*}
$$

On a microscopic scale we have the following convergence in distribution: for any fixed and small enough $\kappa$ and for any $E \in(-2+\kappa, 2-\kappa)$ (in other words in the bulk of the spectrum) we have

$$
\begin{equation*}
\sum_{k=1}^{N} \delta_{N \rho_{\mathrm{sc}}(E)\left(\lambda_{k}-E\right)} \xrightarrow[N \rightarrow \infty]{(d)} \chi_{\mathrm{GUE}} \tag{1.0.2}
\end{equation*}
$$

where $\chi_{G U E}$ is a determinantal translation invariant point process given by the kernel

$$
\begin{equation*}
K(x, y)=\frac{\sin (\pi(x-y))}{\pi(x-y)} \quad \text { for } x \neq y \quad \text { and } \quad K(x, x)=\frac{1}{\pi} . \tag{1.0.3}
\end{equation*}
$$

This analysis was then continued by Dyson and Mehta [Dys62b, Meh71] for correlation functions of eigenvalues and for all symmetry classes of Gaussian random matrices. Even though these estimates hold for eigenvalue in the bulk of the spectrum, similar results hold for eigenvalue at the edge. In the case of the integrable Gaussian ensembles, Tracy and Widom exhibited [TW94a, TW96] the law of the fluctuations of the largest eigenvalue. In other words, we have the following convergence in distribution,

$$
\begin{equation*}
N^{2 / 3}\left(\lambda_{N}-2\right) \rightarrow \mathrm{TW}_{\mathrm{GUE}} \tag{1.0.4}
\end{equation*}
$$

where the cumulative distribution function of $\mathrm{TW}_{\text {GUE }}$ is a Fredholm determinant whose kernel is given in terms of Airy functions. Note that a similar convergence holds for symmetric ensembles.

### 1.1. Invariant Ensembles

Wigner's vision of universality is broader than matrices with independent entries and universality for invariant ensembles was also studied. They correspond to matrices given by a probability density on the space of Hermitian or symmetric matrices with respect to the Lebesgue measure of the form

$$
\begin{equation*}
\mathbb{P}_{\text {Inv }}(\mathrm{d} H)=\frac{1}{Z_{N}} e^{-N \operatorname{Tr} V(H)} \mathrm{d} H \tag{1.1.1}
\end{equation*}
$$

This distribution is called invariant because it is invariant with respect to orthogonal or unitary conjugaison. Note also that one recovers the GOE/GUE for specific quadratic potential $V$, and is the only invariant matrix with independent entries.

Universality for eigenvalues in this context corresponds to convergence of the $k$-point correlation function through determinantal formulas. Let $p_{N}\left(\lambda_{1}, \ldots \lambda_{N}\right)$ be the joint probability density of the unordered eigenvalues of a $N \times N$ random matrix, the $k$-point correlation functions are then defined by

$$
\begin{equation*}
p_{N}^{(k)}\left(\lambda_{1}, \ldots, \lambda_{k}\right)=\int_{\mathbb{R}^{N-k}} p_{N}\left(\lambda_{1}, \ldots, \lambda_{k}, \lambda_{k+1}, \ldots, \lambda_{N}\right) \prod_{i=k+1}^{N} \mathrm{~d} \lambda_{i} \tag{1.1.2}
\end{equation*}
$$

It has been shown by Dyson in [Dys70] that the correlations functions of a random matrix from the invariant ensembles can be written as a determinant in the following way,

$$
p_{N}^{(k)}\left(\lambda_{2}=1, \ldots, \lambda_{k}\right)=\frac{(N-k)!}{N!} N^{k / 2} \operatorname{det}\left[K_{N}\left(\sqrt{N} \lambda_{i}, \sqrt{N} \lambda_{j}\right]_{i, j=1}^{k}\right.
$$

with $K_{N}$ being given in terms of orthogonal polynomials with respect to weights depending on $V$. It now remains to show convergence of this kernel to the sine kernel (1.0.3) in the bulk of the spectrum or the Airy kernel to show convergence at the edge (1.0.4) which is given by the following theorem.

Theorem 1.1.1 (Pointwise convergence of $K_{N}$ in the case of Hermitian matrices). Under technical assumptions on the potential $V$, let $\rho$ be the asymptotic distribution of the eigenvalues ( $\rho=\rho_{\mathrm{sc}}$ for $V(x)=x^{2} / 2$ ), we have for bulk universality, uniformly in $x$ and $y$

$$
\frac{1}{\rho(0)} \frac{1}{\sqrt{N-1}} K_{N}\left(\frac{x}{\rho(0) \sqrt{N}}, \frac{y}{\rho(0) \sqrt{N}}\right) \rightarrow K(x, y):=\frac{\sin (\pi(x-y))}{\pi(x-y)}
$$

As for edge universality we have, uniformly in $x$ and $y$,

$$
\frac{c_{N}}{\alpha_{N} N^{2 / 3}} K_{N}\left(c_{N}\left(1+\frac{x}{\alpha_{N} N^{2 / 3}}\right), c_{N}\left(1+\frac{y}{\alpha_{N} N^{2 / 3}}\right)\right) \rightarrow A(x, y):=\frac{\operatorname{Ai}(x) \operatorname{Ai}^{\prime}(y)-\operatorname{Ai}^{\prime}(x) \operatorname{Ai}(y)}{x-y}
$$

where Ai is the solution to the Painlevé equation $u^{\prime \prime}(x)-x u(x)=0$ with vanishing boundary conditions at infinity and $\alpha_{N}$ and $c_{N}$ are constant determining the position of the largest eigenvalue. In the case of a quadratic potential, we have $c_{N}=2 \sqrt{N}$ and $\alpha_{N}=2$.

### 1.2. WIGNER ENSEMBLES

These convergences were shown using Riemann-Hilbert problems to obtain asymptotics of the orthogonal polynomials which describe the kernels. This has been done in a series of work by different teams of people [BI99], [DKM ${ }^{+}$99, DG07b, DG07a], [PS97, PS03, PS08].

While this covers local eigenvalue statistics for invariant ensembles, universality for eigenvectors for this model is trivial. Indeed, the invariant ensembles are, by definition, invariant by orthogonal or unitary conjugaison which makes their eigenvectors Haar-distributed. Indeed, let $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right)$ be an eigenbasis of a matrix from the symmetric invariant ensemble then for any $O \in O(N), O \mathbf{u}$ has the same distribution as $\mathbf{u}$. As a consequence, any eigenvector $u_{k}$ is distributed uniformly on the sphere $\mathbb{S}^{n-1}$.

We can also widen the class of invariant ensembles by constructing a probability measure on the simplex $\left\{\boldsymbol{\lambda}=\left(\lambda_{1} \ldots, \lambda_{N}\right), \lambda_{1} \leqslant \lambda_{N}\right\}$ to generalize eigenvalues of invariant ensembles. Indeed, if we consider

$$
\mathrm{d} \mu_{\beta}(\boldsymbol{\lambda})=\frac{1}{Z_{N, \beta}} \exp (-\beta N V(\boldsymbol{\lambda})) \quad \text { with } \quad V(\boldsymbol{\lambda})=V_{0}(\boldsymbol{\lambda})-\frac{1}{N} \sum_{1 \leqslant i<j \leqslant N} \log \left(\lambda_{i}-\lambda_{j}\right)
$$

then for $\beta=1,2$ or 4 , we would obtain the distribution of eigenvalues of invariant ensembles. This point process distribution is called $\beta$-ensembles or log-gases. In the case of a quadratic potential, it has been shown in [DE02] that $\mu_{\beta}$ is the distribution of eigenvalues of certain tridiagonal matrix for any and is called the $\beta$-Gaussian ensembles. For a general potential, while not being eigenvalues of random matrices, the point process still follows a universal behavior linked to Gaussian ensembles.

Theorem 1.1.2 (Universality for $\beta$-ensembles). Let $\rho$ be the equilibrium measure supported on an interval $[A, B]$. For bulk universality, let $E \in(A, B)$ be inside the support and let $E^{\prime} \in(-2,2)$. Then for some intervals $I$, and $I^{\prime}$ such that $|I|=\left|I^{\prime}\right|=N^{k}$ for some $k \in(0,1 / 2]$, we have for any smooth compacted supported function $O: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\left|\mathbb{E}_{\mu_{\beta}} \frac{1}{N^{k} \rho(E)} \sum_{i \in I} O\left(\frac{N\left(\lambda_{i}-\lambda_{i+1}\right)}{\rho(E)}\right)-\mathbb{E}_{G_{\beta}} \frac{1}{N^{k} \rho_{\mathrm{sc}}\left(E^{\prime}\right)} \sum_{i \in I^{\prime}} O\left(\frac{N\left(\lambda_{i}-\lambda_{i+1}\right)}{\rho_{\mathrm{sc}}\left(E^{\prime}\right)}\right)\right|=0
$$

where $\mathbb{E}_{G_{\beta}}$ corresponds to the $\beta$-Gaussian ensembles. For edge universality, we have the following convergence in distribution, for any fixed $m$,

$$
\left(\frac{N}{2}\right)^{2 / 3}\left(\lambda_{1}-A, \ldots, \lambda_{m}-A\right) \rightarrow\left(\Lambda_{1}, \ldots, \Lambda_{m}\right)
$$

where $\Lambda_{1}, \ldots, \Lambda_{m}$ are the smallest eigenvalues of the stochastic Airy operator on $\mathbb{R}_{+}$.
The dynamical method which we will present in the next section was applied to this model to show bulk universality in [BEY14b, BEY12] and to treat the edge case in [BEY14a]. Note that other methods were also used to treat these $\beta$-ensembles [Shc14, BFG15, KRV16, FG16].

### 1.2. Wigner ensembles

### 1.2.1. Presentation of the model and universality results

In the original work of Wigner, the entries of the random matrices considered were independent and identically distributed but not necessarily Gaussian. These ensembles were given the name of Wigner ensembles and can be defined in the following way,

Definition 1.2.1 (Wigner ensembles). A real (respectively complex) $N \times N$ Wigner matrix is a symmetric (respectively Hermitian) matrix $W=\left(w_{i j}\right)_{1 \leqslant i, j \leqslant N}$ whose entries are centered, have variance $1 / N$, and are independent up to the symmetry constraint.

The first mathematical study of this ensemble was the convergence of the empirical spectral distribution and corresponds to a form of universality for global statistics. Indeed, Wigner showed that the convergence (1.0.1) holds for a more general type of entry distribution. While the global statistics are universal in the
context of Wigner ensembles, the semicircle distribution is not the asymptotic empirical distribution to more general models which we can see in the next section.

The concept of universality for local eigenvalue statistics of random matrices taken from the Wigner ensembles, while being unearthed by Wigner, was originally stated by Mehta in his treatise [Meh67]. Define the $k$-point correlation functions as in (1.1.2), we can state bulk universality for symmetric Wigner matrices (and the same type of convergence holds for Hermitian Wigner matrices) as the following theorem.

Theorem 1.2.2 (Fixed energy universality for Wigner matrices). Under the assumptions (1.2.7) and (1.2.8), for any continuous and compactly supported function $O: \mathbb{R}^{k} \rightarrow \mathbb{R}$ and for any $\kappa>0$ we have uniformly in $E \in[-2+\kappa, 2-\kappa]$,

$$
\begin{equation*}
\frac{1}{\rho_{\mathrm{sc}}(E)^{k}} \int O(\mathbf{v}) p_{N}^{(k)}\left(E+\frac{\mathbf{v}}{N \rho_{\mathrm{sc}}(E)}\right) \mathrm{d} \mathbf{v} \underset{N \rightarrow \infty}{ } \int O(\mathbf{v}) p_{\mathrm{GOE}}^{(k)}(\mathbf{v}) \mathrm{d} \mathbf{v} \tag{1.2.1}
\end{equation*}
$$

with $p_{\mathrm{GOE}}^{(k)}$ being the known limiting correlation functions for matrix from the Gaussian Orthogonal Ensemble.
For Wigner matrices (and even a generalized model), a large series of work proved bulk universality for correlation functions. In [Joh01a], universality was proved for Gaussian divisible ensemble where a Hermitian Wigner matrix was perturbated by a large Gaussian component. The method used explicit Harish-Chandra-Itzykson-Zuber integral formulas from [BH96, BH97] available for Hermitian matrices. The perturbation of the original matrix by a Gaussian component was then refined in a series of work where the optimal relaxation time for the local equilibrium, first conjectured by Dyson in [Dys62a], was proved [ERSY10, EPR ${ }^{+}$10, ESY11]. In [TV11], universality was first proved for random matrices whose entry distribution matched the first four moments of Gaussian ensembles introducing a Green function comparison theorem. This method was then conjointly used with the relaxation method in $\left[E R S^{+} 10\right]$ to prove universality for a large class or Wigner matrices. While this technique has been used for numerous models over the past few years, the mean-field Wigner matrices picture was completely understood with [EYY11, EYY12a, EYY12b] and finally in [BEYY16] where the present form (1.2.1) of bulk universality was shown. Note that universality can also be stated for the gap statistics and can be found in [EY15]. Fix $n$ a positive integer, let $O: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be any continuous and compactly supported test functions and $j$ an index in the bulk in the spectrum,

$$
\begin{equation*}
\left(\mathbb{E}_{W}-\mathbb{E}_{\mathrm{GOE}}\right)\left[O\left(N\left(\lambda_{j}-\lambda_{j+1}\right), N\left(\lambda_{j}-\lambda_{j+2}\right), \ldots, N\left(\lambda_{j}-\lambda_{j+n}\right)\right)\right] \underset{N \rightarrow \infty}{\longrightarrow} 0 \tag{1.2.2}
\end{equation*}
$$

As for the edge of the spectrum, one can state universality as the following theorem.
Theorem 1.2.3 (Edge universality for Wigner ensembles). For any $k<1 / 4$, there exists a $\chi>0$, such that for any fixed $m \geqslant 1$ and any smooth compactly supported function $O$, there exists $C$ such that for any $N$ and any $I \subset \llbracket 1, N^{k} \rrbracket$ with $|I|=m$,

$$
\left|\left(\mathbb{E}_{W}-\mathbb{E}_{\mathrm{GOE}}\right) O\left(\left(N^{2 / 3} i^{1 / 3}\left(\lambda_{i}-\gamma_{i}\right)\right)_{i \in I}\right)\right| \leqslant N^{-\chi}
$$

where $\gamma_{i}$ 's are the quantiles of the semicircle distribution.
Universality of the largest eigenvalue for Wigner matrices was first proved under some conditions on the moments of the entry distribution in [Sos99] studying large moments of matrix entries. This moment condition was improved in [EYY12b] and finally relaxed optimally in [LY14]. Note that the case of generalized Wigner matrix as in Definition 1.2.4 where variances can vary between entries was done in [BEY14a].

Universality for eigenvectors is however not as clear. Indeed comparison with the Gaussian ensembles, which are invariant by orthogonal or unitary conjugaison, would say that the strongest form of universality would be a form of asymptotic Haar distribution for the whole eigenbasis. However, the understanding of the behavior of eigenvectors is not yet as strong. We can instead state several different forms of universality for eigenvectors.

Gaussianity of projections: If we consider any deterministic sequence of indices $\left(k_{N}\right) \in \llbracket 1, N \rrbracket$ and any deterministic sequence of normalized vector $\mathbf{q}_{N}$, we have the following convergence in distribution

$$
\begin{equation*}
\sqrt{N}\left\langle\mathbf{q}_{N}, u_{k_{N}}\right\rangle \xrightarrow[N \rightarrow \infty]{(d)} \mathcal{N}(0,1) \tag{1.2.3}
\end{equation*}
$$

This form of convergence was first proved for Wigner matrices under moment conditions, namely, the entry distribution must have the same four moments has a normal random variable. The method consists in a Green function comparison theorem combined with a level repulsion estimate on the eigenvalues [TV12b,KY13b]. The moment condition was then relaxed in [BY17] where the flow of eigenvector moments under a certain dynamics on Wigner matrices was analyzed.

Complete delocalization: Eigenvectors of the Gaussian ensembles are completely delocalized in the sense that all their entries can not be greater than the typical size of $N^{-1 / 2}$, these bounds on the infinite norm hold with overwhelming probability in the following sense, for any large $D>0$ and $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|u_{k}\right\|_{\infty} \geqslant \frac{N^{\varepsilon}}{\sqrt{N}}\right) \leqslant N^{-D} \tag{1.2.4}
\end{equation*}
$$

In the case of Wigner matrices, this result has been proved using an optimal control of the Stieltjes transform on mesoscopic scales, called a local law, in [ESY09a, ESY09b]. Note that it has also been proved for numerous other models.

This form of delocalization has been improved in [VW15] under some concentration assumption on rows of the matrix. Indeed, they showed an optimal delocalization result for bulk and edge eigenvectors in the following sense, for any $\left(D_{1}, D_{2}\right)$, there exist $\left(C_{1}, C_{2}\right)$ such that,

$$
\begin{aligned}
& \mathbb{P}\left(\left\|u_{i}\right\|_{\infty} \geqslant C_{1} \sqrt{\frac{\log N}{N}}\right) \leqslant N^{-D_{1}} \quad \text { for } i \text { an index in the bulk of the spectrum, } \\
& \mathbb{P}\left(\left\|u_{i}\right\|_{\infty} \geqslant C_{2} \frac{\log N}{\sqrt{N}}\right) \leqslant N^{-D_{2}} \quad \text { for } i \text { an index at the edge of the spectrum. }
\end{aligned}
$$

While complete delocalization of the form (1.2.4) controls peak of the eigenvector entries, it does not say anything about possible gaps in the entries. This type of delocalization, called no-gaps delocalization, was proved in [RV16] as the following statement, for any $\varepsilon \in(0,1)$, any $k \in \llbracket 1, N \rrbracket$ and any set of indices $I \subset \llbracket 1, N \rrbracket$ such that $|I| \geqslant \varepsilon N$, we have with high probability

$$
\begin{equation*}
\left(\sum_{\alpha \in I}\left|u_{k}(\alpha)\right|^{2}\right)^{1 / 2} \geqslant \phi(\varepsilon)\left\|u_{k}\right\|_{2} \tag{1.2.5}
\end{equation*}
$$

for some function $\phi:(0,1) \rightarrow(0,1)$.
Quantum unique ergodicity: If one considers the previous form of complete delocalization, eigenvectors could still be supported on a small fraction of the spectrum while verifying (1.2.4). Rudnick and Sarnack in [RS94] introduced another form of delocalization of eigenfunctions for the Laplace-Beltrami operator on negatively curved Riemannian manifolds. This quantum unique ergodicity has been proved for arithmetic surfaces [Hol10, HS10, Lin06] and a probabilistic version can be stated for eigenvectors of random matrices. In the case of Gaussian ensembles, since eigenvectors are uniformly distributed on the sphere, we have the following overwhelming probability bound for indices in the bulk of the spectrum. In other words, let $\alpha$ be a small positive constant and $k \in \llbracket \alpha N,(1-\alpha) N \rrbracket$ a $N$-dependent index and $I \subset \llbracket 1, N \rrbracket$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{\alpha \in I} u_{k}(\alpha)^{2}-\frac{|I|}{N}\right|>N^{\varepsilon} \frac{\sqrt{|I|}}{N}\right) \leqslant N^{-D} \tag{1.2.6}
\end{equation*}
$$

This strong form of delocalization has not yet been proved with the optimal error $\sqrt{|I|} / N$ for Wigner matrices in full generality. However, this overwhelming probability bound has been proved for the Gaussian
divisible ensemble: a Wigner matrix perturbated by a small Gaussian component in [BYY18] to study band matrices. Note also that a weaker form of quantum unique ergodicity has been proved for generalized Wigner matrices in [BY17].

### 1.2.2. Method of proof

In this subsection, we will give a sketch of the dynamical proof of universality for eigenvalue and eigenvectors introduced by Erdős-Shlein-Yau. The method consists in a short time relaxation by a variance-preserving dynamics on the space of symmetric or Hermitian random matrices. It can be dissected into three main steps [ESY11]: optimal estimates on the spectrum and eigenvectors by controlling the resolvent and its normalized trace, relaxation by the Dyson Brownian motion in order to reach local equilibrium at optimal speed and finally a form of invariance of local statistics either using the density of the Dyson Brownian motion and a Green function comparison theorem or using the continuity of the dynamics for the whole matrix structure. We will now give an idea of the proof and the interested reader shoud go to [EY17], a recent book on the subject.

We will describe those three main steps in the case of generalized Wigner matrices though it has been used for numerous other models. We will take the following definition for the model considered.

Definition 1.2.4 (Generalized Wigner matrices). Let $W=\left(w_{i j}\right)_{1 \leqslant i, j \leqslant N}$ be a $N \times N$ symmetric (or Hermitian) centered random matrix with independent entries up to the symmetry constraint and such that there exists $c, C>0$ such that

$$
\begin{equation*}
\frac{c}{N} \leqslant \operatorname{Var}\left(w_{i j}\right) \leqslant \frac{C}{N} \quad \text { and } \quad \sum_{j=1}^{N} \operatorname{Var}\left(w_{i j}\right)=1 \text { for all i. } \tag{1.2.7}
\end{equation*}
$$

Assume also that for every $p \in \mathbb{N}$ there exists $\mu_{p}$ independent of $N$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left|\sqrt{N} w_{i j}\right|^{p}\right] \leqslant \mu_{p} \tag{1.2.8}
\end{equation*}
$$

Remark 1.2.5. While the first proof of universality used a subexponential decay assumption for the matrix entries, we will use that all moments are finite. Note that this has been improved in [Agg18] where only moments of order $2+\varepsilon$ are needed.

With the normalization of the variance of matrix entries, the convergence (1.0.1) holds and the limiting spectral measure is given by the semicircle distribution. While this gives us the global behavior, we need a stronger estimate on the large $N$ limit of the spectrum.

First step: local semicircle law. The global law (1.0.1) can also be stated as a convergence of Stieltjes transform in the following sense,

$$
\begin{equation*}
s(z):=\int \frac{\mathrm{d} \mu(x)}{x-z} \xrightarrow[N \rightarrow \infty]{(d)} m_{\mathrm{sc}}(z):=\int \frac{\mathrm{d} \rho_{\mathrm{sc}}(x)}{x-z} \tag{1.2.9}
\end{equation*}
$$

for all $z \in \mathbb{C}_{+}$. The spectrum of our original matrix can be linked to the Stieltjes transform by the following identity and is the reason why the previous convergence gives (1.0.1),

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \frac{1}{\pi} \operatorname{Im} \int_{a}^{b} m_{\mathrm{sc}}(E+\mathrm{i} \eta) \mathrm{d} E=\int_{a}^{b} \rho_{\mathrm{sc}}(E) \mathrm{d} E \tag{1.2.10}
\end{equation*}
$$

The global law gives us the asymptotic number of eigenvalues on a fixed interval independent of $N$. We would like a local estimate, in other words make the size of interval depend on $N$ so that we can capture the behavior of only a few eigenvalues. If one writes the imaginary part of the Stieltjes transform as

$$
\begin{equation*}
\operatorname{Im} s(E+\mathrm{i} \eta)=\frac{1}{N} \sum_{i=1}^{N} \frac{\eta / \pi}{\left(\lambda_{i}-E\right)^{2}+\eta^{2}}=\left(\mu * \delta_{\eta}\right)(E) \tag{1.2.11}
\end{equation*}
$$

where $\delta_{\eta}$ is an approximation of the identity as $\eta$ goes to zero, one can see the Stieltjes transform as a smoothed version of the original measure on the scale $\eta$. But, with our normalization, the spectrum is supported in an
interval of order 1, the typical eigenvalue spacings (in the bulk) is then of order $N^{-1}$. In order to have a similar convergence as (1.2.9) on smaller scales, we still need to average on a small part of the spectrum as we can not expect each eigenvalue to converge to a fixed point and we must take $\eta \gg N^{-1}$. We will then need to consider the following spectral domain for the bulk of the spectrum, corresponding to the mesoscopic scales, for any small $\kappa, \tau>0$,

$$
\begin{equation*}
\mathcal{D}_{\kappa}^{\tau}=\left\{z=E+\mathrm{i} \eta, E \in[-2+\kappa, 2-\kappa], N^{\tau} / N \leqslant \eta \leqslant 10\right\} . \tag{1.2.12}
\end{equation*}
$$

We can now state our (isotropic) local semicircle law in the following theorem
Theorem 1.2.6. For any small $\kappa, \tau>0$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|s(z)-m_{\mathrm{sc}}(z)\right| \geqslant \frac{N^{\varepsilon}}{N \eta}\right) \leqslant N^{-D} \tag{1.2.13}
\end{equation*}
$$

for any (small) $\varepsilon>0$ and (large) $D>0$ uniformly in $z=E+\mathrm{i} \eta \in \mathcal{D}_{\kappa}^{\tau}$. We have also, for any non random $\mathbf{x}, \mathbf{y} \in \mathbb{C}^{N}$, such that $\|\mathbf{x}\|=\|\mathbf{y}\|=1$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\langle\mathbf{v}, G(z) \mathbf{w}\rangle-m_{\mathrm{sc}}(z)\langle\mathbf{v}, \mathbf{w}\rangle\right| \geqslant \frac{N^{\varepsilon}}{\sqrt{N \eta}}\right) \leqslant N^{-D} \quad \text { with } \quad G(z)=\sum_{k=1}^{N} \frac{\left|u_{k}\right\rangle\left\langle u_{k}\right|}{\lambda_{k}-z} \tag{1.2.14}
\end{equation*}
$$

for any (small) $\varepsilon>0$ and (large) $D>0$ uniformly in $z=E+\mathrm{i} \eta \in \mathcal{D}_{\kappa}^{\tau}$.
This theorem has been improved over the last ten years or so, the first version of a local semicircle law was proved in a series of work [ESY09a, ESY09b, ESY10] with a weaker control of the error estimate which has been improved optimally in [EYY12b]. The isotropic local law as stated in (1.2.14) was first stated in [KY13a] and proved for generalized Wigner matrices in [ $\left.\mathrm{BEK}^{+} 14\right]$.

The proof is based on a diagrammatic analysis of the resolvent via the Schur complement formula and a stability analysis of a self-consistent equation followed by the Stieltjes transform. In order to get the optimal error of $(N \eta)^{-1}$, one has to average the resolvent fluctuation of order $(N \eta)^{-1 / 2}$. Note that recent methods used a cumulant expansion of the resolvent, inspired by [KKP96, LP09], and stability estimates to derive the isotropic local law [LS17,HKR17]. As we can not give a more detailed idea of the proof in this short review, we refer to [BGK16] for lecture notes on the subject. Note also that proofs of local laws are really model dependent and can differ widely from Wigner matrices to sparse graphs or correlated models for instance.

Theorem 1.2.6 gives us, among other things, two corollaries diretly linked to universality. The first is the complete delocalization of eigenvectors as in (1.2.4),

Corollary 1.2.7 ([ESY09b]). Complete delocalization (1.2.4) holds for the generalized Wigner matrices.
The second is rigidity of eigenvalues around their typical position with an optimal error estimate. While we stated the local law only in the bulk of the spectrum we can state a similar overwhelming bound at the edge of the spectrum, and we can state the following general corollary

Corollary 1.2.8 ([EYY12b]). Define the typical positions $\gamma_{k}$ implicitly by $\int_{-\infty}^{\gamma_{k}} \mathrm{~d} \rho_{\mathrm{sc}}=\frac{k}{N}$ and let $\hat{k}=\min (k, N+$ $1-k$ ), then we have for any small $\varepsilon>0$ and large $D>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\lambda_{k}-\gamma_{k}\right| \geqslant \frac{N^{\varepsilon}}{N^{2 / 3} \hat{k}^{1 / 3}}\right) \leqslant N^{-D} \tag{1.2.15}
\end{equation*}
$$

Second step: Short-time relaxation. Now that we have strong estimates on our original model, we will interpolate to the GOE distribution with the Dyson Brownian motion, a dynamics on the set of symmetric (or Hermitian) random matrices whose equilibrium measure is given by the GOE (or GUE).

Definition 1.2.9 (Symmetric Ornstein-Uhlenbeck Dyson Brownian motion).
Let $\left(B_{i j}\right)_{i<j}$ and $\left(B_{i i} / \sqrt{2}\right)$ be two families of independent standard Brownian motions, consider the following dynamics

$$
\begin{equation*}
\mathrm{d} H_{t}=\frac{\mathrm{d} B_{t}}{\sqrt{N}}-\frac{1}{2} H_{t} \mathrm{~d} t \tag{1.2.16}
\end{equation*}
$$

Denote the ordered eigenvalues $\boldsymbol{\lambda}(t)=\left(\lambda_{1}(t) \leqslant \cdots \leqslant \lambda_{N}(t)\right)$ of $H_{t}$ and $\boldsymbol{u}(t)=\left(u_{1}(t), \ldots u_{N}(t)\right)$ the associated eigenvectors. Let $\left(\widetilde{B}_{k \ell}\right)_{1 \leqslant k \leqslant \ell \leqslant N}$ be independent standard Brownian motions, then $(\boldsymbol{\lambda}(t), \boldsymbol{u}(t))_{t}$ has the same distribution as the solution to the following coupled dynamics,

$$
\begin{align*}
& \mathrm{d} \tilde{\lambda}_{k}(t)=\frac{\mathrm{d} \widetilde{B}_{k k}(t)}{\sqrt{N}}+\left(\frac{1}{N} \sum_{\ell \neq k} \frac{1}{\tilde{\lambda}_{k}(t)-\tilde{\lambda}_{\ell}(t)}-\frac{1}{2} \tilde{\lambda}_{k}(t)\right) \mathrm{d} t  \tag{1.2.17}\\
& \mathrm{~d} \tilde{u}_{k}(t)=\frac{1}{\sqrt{N}} \sum_{\ell \neq k} \frac{\mathrm{~d} \widetilde{B}_{k \ell}}{\tilde{\lambda}_{k}(t)-\tilde{\lambda}_{\ell}(t)} \tilde{u}_{\ell}(t)-\frac{1}{2 N} \sum_{\ell \neq k} \frac{\mathrm{~d} t}{\left(\tilde{\lambda}_{k}(t)-\tilde{\lambda}_{\ell}(t)\right)^{2}} \tilde{u}_{k}(t) . \tag{1.2.18}
\end{align*}
$$

Remark 1.2.10. The eigenvalue dynamics (1.2.17) was first given in [Dys62a] where the Dyson Brownian motion was first introduced. The eigenvector flow was computed in different settings such as the study of the Brownian motion on ellipsoids in [NRW86], for Wishart processes in [Bru89] or to study Gaussian ensembles in [AGZ10].
a. Relaxation for eigenvalues: The first use of the dynamics (1.2.17) was for the Hermitian Wigner case where explicit formulas for the eigenvalues density were available [Joh01a, EPR $\left.{ }^{+} 10, T V 11\right]$ at any time $t$. For shorter-time relaxation, relative entropy was used in [ESY11, EYY12a] to show an averaged version of (1.2.1) over the energy $E$ and an Helffer-Sjöstrand representation was used in [EY15] to show gap universality. We will give here a quick idea of the proof of fixed energy universality as in (1.2.1) from [BEYY16, LSY16] using a coupling argument.

This argument consists in taking two different trajectories of the same Dyson Brownian motion: the trajectory $\mathbf{x}$ with initial condition given by our generalized Wigner matrix (or another model of which we have strong estimates as in (1.2.15)) and $\mathbf{y}$ with initial condition given by a matrix taken from the GOE. Now, the observable $\delta_{k}(t)=e^{t / 2}\left(x_{k}(t)-y_{k}(t)\right)$ satisfies a parabolic equation

$$
\begin{equation*}
\partial_{t} \delta_{k}(t)=\sum_{\ell \neq k} \frac{\delta_{k}(t)-\delta_{\ell}(t)}{N\left(x_{k}(t)-x_{\ell}(t)\right)\left(y_{k}(t)-y_{\ell}(t)\right)} \tag{1.2.19}
\end{equation*}
$$

Since (1.2.15) holds along the dynamics, one can see that, for eigenvalues in the bulk of the spectrum, we have $\left(x_{k}(t)-x_{\ell}(t)\right)\left(y_{k}(t)-y_{\ell}(t)\right) \simeq(k-\ell)^{2}$, so that by Hölder regularity of the dynamics for $t \gg N^{-1}$ we have $\delta_{k+1}(t) \simeq \delta_{k}(t)$ or in other words $x_{k+1}(t)-x_{k}(t) \simeq y_{k+1}(t)-y_{k}(t)$. But since the GOE measure is invariant along the dynamics (1.2.16), the gaps $y_{k+1}(t)-y_{k}(t)$ are given by the Mehta-Gaudin distribution and thus gives us universality for our original trajectory $\mathbf{x}$. In [LY17a, LSY16, LY17b], the short-time relaxation has been proved for a wide class of initial condition, effectively streamlining the whole second step for bulk universality [LY17a], fixed energy universality [LSY16] or edge universality [LY17b].
b. Relaxation for eigenvectors There is no coupling argument for eigenvectors and the study of the dynamics (1.2.18) is too complicated in high dimensions. The short-time relaxation was however used in [BY17] by looking at the joint moments of eigenvectors and reducing the complicated dynamics (1.2.18) to a random walk in random environment given by the eigenvalues. We will give here some details in the symmetric case but similar estimates and dynamics exist for the Hermitian case.

First consider $\boldsymbol{\xi}: \llbracket 1, N \rrbracket \rightarrow \mathbb{N}$ a configuration of particles where $\xi_{k}$ is the number of particles at the site $k$, we will denote $\boldsymbol{\xi}^{\boldsymbol{k}, \boldsymbol{\ell}}$ the configuration $\boldsymbol{\xi}$ where we moved a single particle from the site $k$ to the site $\ell$ (note that there is a direction to the particle movement). We will study the dynamics of the following observables, for $\mathbf{q} \in \mathbb{R}^{N}$ such that $\|\mathbf{q}\|_{2}=1$,

$$
\begin{equation*}
f_{t}(\boldsymbol{\xi})=\frac{\mathbb{E}\left[\prod_{k=1}^{N} z_{k}^{2 \xi_{k}} \mid \boldsymbol{\lambda}\right]}{\prod_{k=1}^{N} \mathbb{E}\left[\mathcal{N}_{k}^{2 \xi_{k}}\right]} \quad \text { with } \quad z_{k}=\sqrt{N}\left\langle\mathbf{q}, u_{k}(t)\right\rangle \tag{1.2.20}
\end{equation*}
$$

and $\left(\mathcal{N}_{k}\right)_{1 \leqslant k \leqslant N}$ is an i.i.d collection of standard Gaussian random variables. If one wants to derive Gaussianity of projections of eigenvectors as in (1.2.3), one needs to see that for any configuration $\boldsymbol{\xi}, f_{t}(\boldsymbol{\xi}) \rightarrow 1$ as $N$ grows. This would indeed show convergence of moments. It was seen in [BY17] that $f_{t}$ followed the parabolic differential equation

$$
\begin{equation*}
\partial_{t} f_{t}(\boldsymbol{\xi})=\sum_{k \neq \ell} \frac{2 \xi_{k}\left(1+2 \xi_{\ell}\right)\left(f_{t}\left(\boldsymbol{\xi}^{k, \ell}\right)-f_{t}(\boldsymbol{\xi})\right)}{N\left(\lambda_{k}(t)-\lambda_{\ell}(t)\right)^{2}} \tag{1.2.21}
\end{equation*}
$$

which can be seen as a generator for a multi-particle random walk in random environment: each site can have a particle jumping to another site with a rate depending on the eigenvalues of the Dyson Brownian motion at time $t$. The dynamics for one particle was first obtained in the physics literature in [WW95]. The analysis of this equation is simplified by the fact that there exists an explicit reversible measure for the dynamics. With a maximum principle and a Gronwall argument it is then possible to show relaxation of $f_{t}$ to 1 and thus the convergence (1.2.3) in the sense of moments.

A corollary from the Gaussianity of projections is a form of quantum unique ergodicity though weaker than the optimal (1.2.6), it states that for any $\delta>0$, and for any $I$ a $N$-dependent set of indices, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{\alpha \in I} u_{k}(\alpha)^{2}-\frac{|I|}{N}\right|>\delta\right) \leqslant C \frac{N^{-\varepsilon}}{\delta^{2}} \tag{1.2.22}
\end{equation*}
$$

Third Step: invariance of local statistics The previous step gives us universality results for the addition of our original matrix with a small Gaussian component. One now needs to remove this small perturbation while conserving local statistics of eigenvalues or eigenvectors. The first method used to do so in [EPR $\left.{ }^{+} 10\right]$ was the reverse heat flow by assuming smoothness of the entries on the original matrix. In [TV11], a Green function comparison theorem was used to show invariance of local eigenvalue statistics when the first four moments of the matrix entries are Gaussian moments, it was combined with the present dynamical method in [ERS ${ }^{+}$10] to show universality for a broader class of random matrices. They used the density of the Dyson Brownian motion in the following sense, one can find an initial condition $\widetilde{W}$, taken from the Wigner ensembles, for the Dyson Brownian motion $\widetilde{H}_{t}$ such that the first four moments approximate well enough our original matrix $W$. The result being proved for $\widetilde{H}_{t}$ by our previous relaxation argument, universality for $W$ holds.

In [BY17], the authors proved invariance of local statistics along the dynamics $H_{t}$ for a time $N^{-1} \ll t \ll$ $N^{-1 / 2}$ in the case of generalized Wigner matrices. It is a consequence of an Itō lemma and can be stated as the following, for any smooth function $F$ on symmetric matrices,

$$
\begin{equation*}
\mathbb{E}\left[F\left(H_{t}\right)\right]-\mathbb{E}\left[F\left(H_{0}=W\right)\right]=\mathcal{O}\left(t N^{1 / 2}\right) \mathbb{E}\left[\sup _{\substack{i \leqslant j, 0 \leqslant s \leqslant t \\ \boldsymbol{\theta}^{i j}}}\left(N^{3 / 2}\left|H_{i j}(s)\right|^{3}+\sqrt{N}\left|H_{i j}(s)\right|\right)\left|\partial_{i j}^{3} F\left(\boldsymbol{\theta}^{i j} H_{s}\right)\right|\right] \tag{1.2.23}
\end{equation*}
$$

where $\boldsymbol{\theta}^{i j} H$ is a matrix given by $\left(\boldsymbol{\theta}^{i j} H\right)_{k \ell}=H_{k \ell}$ for $\{k, \ell\} \neq\{i, j\}$ and $\left(\theta^{i j} H\right)_{k \ell}=\theta_{k \ell}^{i j} H_{k \ell}$ for some $0 \leqslant \theta_{k \ell}^{i j} \leqslant 1$ otherwise. The typical functionals $F$ taken to show universality are products of resolvent entries. Since they are stable in the sense that $\partial_{i j}^{3} F=\mathcal{O}\left(N^{\varepsilon}\right)$ with overwhelming probability, we can show that local statistics essentially stays the same up to a time $t=N^{1 / 2-\varepsilon}$ for any $\varepsilon$.

The final picture is given by the following figure: invariance of local statistics holds until time $1 / \sqrt{N}$ but the optimal relaxation time is $1 / N$ so that we have a window where both holds.

### 1.3. Other mean-field models

This method has been applied to numerous mean-field models as only the first step is purely model dependent. We will try to give an extensive, though not exhaustive, list of models where this method has been applied to show either universality of eigenvalues or eigenvectors.


### 1.3.1. General mean and covariance

While we took centered entries with a stochastic variance matrix in Definition 1.2.4, it is possible to add an expectation matrix and change the covariance between entries. We first give the definition of the model in case of independent entries.

Definition 1.3.1. Let $W=\left(w_{i j}\right)_{1 \leqslant i, j \leqslant N}$ be a symmetric or Hermitian matrix with independent centered entries up to the symmetry such that
(i) For all $p \in \mathbb{N}$, there exists $\mu_{p}$ such that for all $i, j, \mathbb{E}\left[\sqrt{N}\left|w_{i j}\right|^{p}\right] \leqslant \mu_{p}$.
(ii) There exists $c$ and $C$ positive constants such that, for any positive sem-definite matrix $T$,

$$
\frac{c}{N} \operatorname{Tr} T \leqslant \mathbb{E}[H T H] \leqslant \frac{C}{N} \operatorname{Tr} T
$$

(iii) There exists $\lambda$ a positive constant such that, for any determinisic symmetric (or Hermitian) matrix B

$$
\mathbb{E}\left[|\operatorname{Tr} B W|^{2}\right] \geqslant \frac{\lambda}{N} \operatorname{Tr} B^{2}
$$

Let $A$ be a deterministic matrix such that there exists a $C>0$ such that $\|A\| \leqslant C$ for all $N$. We will then consider the model $H=W+A$.

For such matrices, the global statistics is not given by the semicircle law anymore but the possible shape of the asymptotic spectrum has been characterized in [AEK18b]: the spectrum is supported on finitely many intervals, called bands, with an analytic density of states inside these, the behavior at the edge of such an interval is either a square-root growth which we call regular, or a cubic root cusp when the space between bands vanishes.

For the behavior in the bulk of each band and at the regular edge we have the following universality result. Define $\rho$ to be the asymptotic density of states.

Theorem 1.3.2 (Bulk and regular edge universality). For all $\delta>0$ and $n \in \mathbb{N}$ and any $O: \mathbb{R}^{n} \rightarrow \mathbb{R}$ smooth compactly supported function, there exists $C$ and c positive constants such that for any $E \in \mathbb{R}$ such that $\rho(E) \geqslant \delta$

$$
\left|\mathbb{E} O\left(N \rho\left(\lambda_{i(E)}\right)\left(\lambda_{i(E)}-\lambda_{i(E)+j}\right)\right)_{j=1^{n}}-\mathbb{E}_{\mathrm{Gauss}} O\left(N \rho_{\mathrm{sc}}(0)\left(\lambda_{\lceil N / 2\rceil}-\lambda_{\lceil N / 2\rceil+j}\right)\right)_{j=1}^{n}\right| \leqslant C N^{-c}
$$

with $i(E)$ being the label of the closest eigenvalue to $E$.
Assume that $E \in \mathbb{R}$ is at the regular right (or left) edge of $\rho$ such that there exists $c$ a positive constant such that $\rho([E, E+c])=0$. There exists a $\gamma$ such that if $i_{o}$ is the label of the largest eigenvalue close to the band
edge with high probability, for any suitable function $O: \mathbb{R}^{k+1} \rightarrow \mathbb{R}$ we have

$$
\left|\mathbb{E} O\left(\gamma N^{2 / 3}\left(\lambda_{i_{0}}-E\right), \ldots, \gamma N^{2 / 3}\left(\lambda_{i_{0}-k}-E\right)\right)-\mathbb{E}_{\text {Gauss }} O\left(N^{2 / 3}\left(\lambda_{N}-2\right), \ldots, N^{2 / 3}\left(\lambda_{N-k}-2\right)\right)\right| \quad \leqslant N^{-\delta}
$$

for some $\delta>0$.
Note that contrary to $\beta$-ensembles, the Tracy-Widom distribution holds at fixed label in the internal regular edges thanks to the remarkable band rigidity phenomenon exhibited in [AEKS18].

These results were proved using the three-step strategy in [AEK15, AEK17] for bulk universality and [AEKS18] for edge universality. Actually, these results hold under more general assumptions, with some summable decay of correlations between the matrix entries. The first case considered was Gaussian random matrix with correlations in [AEK16] where bulk universality and complete delocalization of eigenvectors were proved. It was generalized to any distribution with a fast correlation decay independently in [Che17, AEK18a]. The correlation decay has been improved and bulk universality was proved in [EKS17] and edge universality with a summable correlation decay was given in [AEKS18].

As we saw earlier, another singularity given by a cubic-root cusp (or almost-cusp) is possible in the support of the density of states. There, the local eigenvalue statistics is given by a Pearcey process. Universality for this process was proved for when $A$ is diagonal and $W$ has independent entries in [EKS18, CEKS18].


Figure 1.1: Possible shape of the density of states with the corresponding behavior of eigenvalues

### 1.3.2. Adjacency matrices of random graphs

We will focus in this subsection on two models of extensively studied random graphs: Erdős-Rényi graphs and $d$-regular graphs.

Erdốs-Rényi graphs: Consider $N$ vertices, each possible edge is chosen independently with probability $p$. If we consider the adjacency matrix of this graph, we can see that each row or column has on average $p N$ nonzero entries. Thus, if we consider $p$ depending on N such that $p \ll 1$, we obtain a sparse matrix. Note that the behavior of such a random matrix is different than a matrix from the Wigner ensemble with Bernoulli entry distribution since the moments of the entries of the Erdös-Rényi adjacency matrix have a way slowlier decay.

Results on universality began in [EKYY13, EKYY12] where both the bulk and edge universality was proved in the case of $N p \gg N^{2 / 3}$ and complete delocalization of eigenvectors for $N p \geqslant(\log N)^{C}$ for some $C$. Bulk universality was improved in [HLY15] for $N p \gg 1$ while edge universality was improved in [LS17] for $N p \gg$ $N^{1 / 3}$. A phase transition has been discovered in [HLY17] where extreme eigenvalues have Gaussian fluctuations for $N^{2 / 9} \ll N p \ll N^{1 / 3}$ and have a combination of Gaussian and Tracy-Widom fluctuations for $N p=C N^{1 / 3}$. Asymptotic Gaussianity and quantum unique ergodicity has been proved in [BY17] for $N p \gg 1$.
$d$-regular graphs: Consider the adjacency matrix of a uniform random $d$-regular graph on $N$ vertices, in other words it is a matrix chosen uniformly among matrices with $\{0,1\}$ entries such that each row sums to $d$ and all diagonal entries are 0 . The hard constraint on each row or column create a lot of dependencies between matrix entries which make some of the steps introduced in Section 1.2.2 trickier.

Bulk universality for regular graphs was first proved in [BHKY17] for $1 \ll d \ll N^{2 / 3}$ where the third step is replaced by a switching dynamics approximation on the graphs. For the first step, an optimal local law
was proved in [BKY17] for $d \geqslant(\log N)^{4}$ which implies eigenvector delocalization. Universality at the edge or at fixed $d$ is currently an open question, however a local Kesten-McKay law for fixed $d$ and a strong form of quantum unique ergodicity for eigenvectors have been proved in [BHY19] as well as a complete delocalization result.

Theorem 1.3.3 (Eigenvector delocalization for random $d$-regular graphs). Fix $\alpha>4$ and $\omega \geqslant 8$, take $d$ such that $\sqrt{d-1} \geqslant(\omega+1) 2^{2 \omega+45}$. Consider the rescaled adjacency matrix of a uniform d-regular graph with $N$ vertices $H=A / \sqrt{d-1}$, then for $u_{i}$ a $L^{2}$-normalized eigenvector of $H$ whose corresponding eigenvalue $\lambda_{i}$ follows $\left|\lambda_{i} \pm 2\right| \geqslant(\log N)^{1-\alpha / 2}$, we have

$$
\mathbb{P}\left(\left\|u_{i}\right\|_{\infty} \geqslant \frac{\sqrt{2}(\log N)^{24 \alpha+1 / 2}}{\sqrt{N}}\right) \leqslant N^{-\omega+8}
$$

### 1.3.3. Lévy matrices

In the previous subsections, the entries of each random matrix model had a second moment. Notably, in the case of Wigner ensembles, the moment assumption was relaxed to a $2+\varepsilon$ moment in [Agg18]. We will define here a model of random matrix with heavy-tailed entries given by $\alpha$-stable laws.

Definition 1.3.4 (Lévy matrices). Consider $H$ a symmetric random matrix such that $\left(h_{i j}\right)_{1 \leqslant i \leqslant j \leqslant N}$ are independent and identically distributed random variables, distributed according to an $\alpha$-stable law in the sense that

$$
\mathbb{E}\left[\exp \left(\mathrm{ith} h_{11}\right)\right]=\exp \left(-N \sigma^{\alpha}|t|^{\alpha}\right) \quad \text { with } \quad \sigma=\left(\frac{\pi}{2 \sin \left(\frac{\pi \alpha}{2}\right) \Gamma(\alpha)}\right)^{1 / \alpha}
$$

The global statistics of the spectrum for this model was first computed in [CB94, BAG08] where it has been shown that the empirical spectral distribution converges to a deterministic heavy-tailed distribution, in great contrast with the semicircle distribution. The first result concerning universality was on (de)localization of eigenvectors in [BG13, BG17]. They showed that for $1<\alpha<2$ almost all eigenvectors are delocalized in the following sense, for any $\delta>0$,

$$
\sup _{1 \leqslant i \leqslant N}\left|u_{k}(i)\right|<N^{\delta-\rho} \quad \text { with high probability and with } \quad \rho=\frac{\alpha-1}{\max (2 \alpha, 8-3 \alpha)}
$$

For $0<\alpha<1$, they proved that there exists a $E_{\alpha}$ such that eigenvectors corresponding to eigenvalues on $\left[-E_{\alpha}, E_{\alpha}\right]$ are delocalized, for any $\delta>0$

$$
\sup _{1 \leqslant i \leqslant N}\left|u_{k}(i)\right|<N^{\delta-\alpha /(4+2 \alpha)}
$$

They also showed that eigenvectors are localized in some sense at large energy for $0<\alpha<\frac{2}{3}$. These results of delocalization were improved in [ALY18] where bulk universality and complete delocalization was proved for $0<\alpha<2$ with similar distinctions. For $1<\alpha<2$, the results hold on any fixed compact away from 0 while for $0<\alpha<1$, there exists a $E_{\alpha}$ such that the results hold for all eigenvalues and corresponding eigenvector on a compact set $\left[-E_{\alpha}, E_{\alpha}\right]$.

Theorem 1.3.5 (Delocalization and universality for Lévy matrices). For $\alpha \in(1,2)$, fix a compact interval $K \subset \mathbb{R} \backslash\{0\}$, then
(i) Eigenvectors of $H$ are completely delocalized as in (1.2.4).
(i) For $E \in K$, fixed energy universality for correlation function as in (1.2.1) holds.

Besides, there exists a countable set $\mathcal{A} \subset(0,2)$ with no accumulation points in $(0,2)$ such that for any $\alpha \in(0,2)$ outside of $\mathcal{A}$, there exists $c$ (depending on $\alpha$ ) such that
(i) Eigenvectors $u_{i}$ corresponding to an eigenvalue in $[-c, c]$ are completely delocalized as in (1.2.4).
(i) For $E \in[-c, c]$, fixed energy universality as in (1.2.1) holds.

### 1.3.4. Addition of random matrices

Another model one can consider is the following, consider two deterministic diagonal matrix $D_{1}$ and $D_{2}$ and draw independently two matrices $U_{1}$ and $U_{2}$ from the Haar-measure on the unitary group, define then

$$
H=U_{1}^{*} D_{1} U_{1}+U_{2}^{*} D_{2} U_{2}
$$

This model first appeared in free probability theory and the limiting empirical spectral distribution was first given by Voiculescu in [Voi91], it consists of the free convolution between the limiting empirical spectral distribution of $D_{1}$ and $D_{2}$. The first local law proved for the model was done in [Kar12] where the local law held down to the scale $(\log N)^{-1 / 2}$ which was then improved by the same author in [Kar15] to reach the scale $N^{-1 / 7}$. The optimal local law, down to the scale $N^{-1+\varepsilon}$, was finally obtained in a series of work [BES16, BES17a, BES17b] using a refined analysis of the Green function and fluctation averaging mechanism in order to obtain the optimal control parameter.

Using this local law as an input, a relaxation method was used in [CL17] to prove universality of local eigenvalue statistics. They used another diffusion to keep the structure of the matrix along the dynamics and showed the result by comparing it to the usual Dyson Brownian motion.

### 1.3.5. Deformed Wigner matrices

Another model of mean-field type consists in adding a random or deterministic potential to a Wigner matrix. This potential is given by a diagonal matrix. This model was first introduced by Rosenzweig and Porter in [RP60]. Let $D$ be a deterministic (or random and independent from $W$ ) diagonal matrix and consider a parameter $t$ which can depend on $N$, we then consider the matrix

$$
W_{t}=D+\sqrt{t} W
$$

The first result on this model was for $t \gtrsim 1$ and consisted in a local law and complete delocalization for eigenvectors in [LS13]. Bulk universality was proved for this phase in [LSSY16] and edge universality in [LS15].

Bulk universality was then proved in the case of $t \gg N^{-1}$ independently in [LY17a, ES17]. As for eigenvectors in this phase, they are not completely delocalized. However, it has been shown in [Ben17] that asymptotic Gaussianity of eigenvectors entries holds after renormalization by an explicit variance depending on $t$, $D$, the eigenvector and the entry considered. A strong form of quantum unique ergodicity is also proved for $W$ a matrix from the Gaussian divisible ensemble while a weaker one holds for any Wigner matrix. This is the content of the next chapter.

## Chapter 2

# Eigenvector distribution and quantum unique ergodicity for deformed Wigner matrices 

This chapter is based on the article [Ben17]

### 2.1. Introduction

In the study of large interacting quantum systems, Wigner conjectured that empirical results are well approximated by statistics of eigenvalues of large random matrices. The interested reader can go to [Meh04] for an overview and the mathematical formalization of the conjecture. This vision has not been shown for correlated quantum systems but is regarded to hold for numerous models. For instance, the Bohigas-Giannoni-Schmit conjecture in quantum chaos [BGS84] connects eigenvalues distributions in the semiclassical limit to the Gaudin distribution for GOE statistics. These statistics also conjecturally appear for random Schrödinger operators [And58] in the delocalized phase. Most of these hypotheses are unfortunately far from being proved with mathematical rigor. It is, however, possible to study systems given by large random matrices. One of the most important models of this type is the Wigner ensemble, random Hermitian or symmetric matrices whose elements are, up to the symmetry, independent and identically distributed zero-mean unit variance random variables. For this ensemble, local statistics of the spectrum only depend on the symmetry class and not on the laws of the elements (see [ESY11, TV11, EYY12a, EY15, BEYY16]). The Wigner-Dyson-Mehta conjecture was solved for numerous, more general mean-field models such as the generalized Wigner matrices, random matrices for which the laws of the matrix elements can have distinct variances (see [EY17] and references therein).

The statistics of eigenvectors were not used in Wigner's original study but localization, or delocalization, has been broadly studied in random matrix theory. For Wigner matrices, it has been shown in [ESY09b] that eigenvectors are completely delocalized in the following sense: denoting $u_{1}, \ldots, u_{N}$ the $L^{2}$-normalized eigenvectors of an $N \times N$ Wigner matrix, we have with very high probability,

$$
\sup _{\alpha}\left|u_{i}(\alpha)\right| \leqslant \frac{C(\log N)^{9 / 2}}{\sqrt{N}}
$$

Thus, eigenvectors cannot concentrate onto a set of size smaller than $N(\log N)^{-9 / 2}$. See also [VW15] for optimal bounds in some cases of Wigner matrices or [RV15] for an improved bound which also holds for non-Hermitian matrices and [EYY12b] for similar estimates for generalized Wigner matrices.

In the GOE and GUE cases, the distribution of the matrix is orthogonally invariant and eigenvectors are distributed according to the Haar measure on the orthogonal group. In particular, the entries of bulk eigenvectors are asymptotically normal:

$$
\sqrt{N} u_{i}(\alpha) \underset{N \rightarrow \infty}{\longrightarrow} \mathcal{N}
$$

where $\mathcal{N}$ is a standard Gaussian random variable. Asymptotic normality was first proved for Wigner matrices in [KY13b,TV12b] under a matching condition on the first four moments of the entries using Green's function comparison theorems introduced in [TV11]. These conditions were later removed in [BY17] where asymptotic normality holds for generalized Wigner matrices. Beyond mean-field models, conjectures of interest, for example for band matrices, are still yet to be proved. A sharp transition is conjectured to occur when the band width $W$ cross the critical value $\sqrt{N}$. For $W \ll \sqrt{N}$, eigenvectors are expected to be localized on $\mathcal{O}\left(W^{2}\right)$ sites and eigenvalue statistics are Poisson, while for $W \gg \sqrt{N}$ eigenvectors would be completely delocalized and one would get Wigner-Dyson-Mehta statistics for the eigenvalues. For the most recent works on this subject see [Sch09, PSSS19] for localization results, [BYY18] for delocalization results, [Sod10] for another transition occurring at the edge of the spectrum and [Bou18] for a recent review on the subject.

In this paper, we consider a generalized Rosensweig-Porter model, of mean-field type, which also interpolates between delocalized and localized (or partially delocalized) phases, but always with GOE/GUE statistics. It is defined as a perturbation of a potential, consisting of a deterministic diagonal matrix, by a mean field noise, given by a Wigner random matrix, scaled by a parameter $t$. This model follows two distinct phase transitions. When $t \ll 1 / N$, eigenvalue statistics coincide with $t=0$ and eigenvectors are localized on $\mathcal{O}(1)$ sites [vSW18a], while when $t \gtrsim 1$, local statistics fall in the Wigner-Dyson-Mehta universality class [LSSY16] with fully delocalized eigenvectors [LS13]. For $1 / N \ll t \ll 1$, it has been shown in [LY17a, ES17] that eigenvalue statistics are in the Wigner-DysonMehta universality class and in [vSW18b] that eigenvectors are not completely delocalized when the noise is Gaussian. In this intermediate phase, also called the bad metal regime (see [FVB16] or [TO16] for instance), eigenstates are partially delocalized over $N t$ sites, a diverging number as $N$ grows but a vanishing fraction of the eigenvector coordinates. The existence of this regime for more intricate models is only conjectured or even debated in the physics literature though progress has been made recently, for instance for the Anderson model on the Bethe lattice and regular graph in [KAI17].

Our results give the asymptotic distribution of the eigenvectors for this model, giving a rather complete understanding of this regime for the Rosensweig-Porter model. We show that bulk eigenvectors are asymptotically Gaussian with a specific, explicit variance depending on the initial potential, the parameter $t$ and the position in the spectrum. For a well-spread initial condition, this variance is heavy-tailed and follows a Cauchy distribution. This shape was first unearthed in a non-rigorous way in [ABB14, AB14] for $W$ a matrix from the Gaussian ensembles, where the Gaussian distribution of eigenvectors (Corollary 2.1.4) was conjectured. Note that eigenvector dynamics was also considered in [AB12] and used for denoising matrices in [BABP16, BBP18]. In the case of Gaussian entries, the eigenvector distribution has been exhibited in the physics literature in [FVB16] using the resolvent flow and in [TO16] using supersymmetry techniques.

Another strong form of delocalization of eigenfunctions is quantum ergodicity. It has been proved for the Laplace-Beltrami operator on negative curved compact Riemannian manifold by Shnirel'man [Šni74], Colin de Verdière [CdV85] and Zelditch [Ze187] but also for regular graphs by AnanthamaranLe Masson [ALM15]. In [RS94], Rudnick-Sarnack conjectured a stronger form of delocalization for eigenfunctions of the Laplacian called the quantum unique ergodicity. More precisely, denote $\left(\phi_{k}\right)_{k \geqslant 1}$ the eigenfunctions of the Laplace operator on any negatively curved compact Riemannian manifold $\mathcal{M}$,
they then supposedly become equidistributed with respect to the volume measure $\mu$ in the following sense: for any open set $A \subset \mathcal{M}$

$$
\int_{A}\left|\phi_{k}\right|^{2} \mathrm{~d} \mu \underset{k \rightarrow \infty}{\longrightarrow} \int_{A} \mathrm{~d} \mu
$$

This conjecture has not been proved for all negatively curved compact Riemannian manifold but has been rigorously shown for arithmetic surfaces (see [Hol10, HS10, Lin06]).

A probabilistic form of quantum unique ergodicity exists for eigenvectors of large random matrices. It first appeared in [BY17] for generalized Wigner matrices, large symmetric or Hermitian matrices whose entries are independent up to the symmetry and zero mean random variables but with varying variances. It is stated as a high-probability bound showing that eigenvectors are asymptotically flat in the following way: let $\left(u_{k}\right)_{1 \leqslant k \leqslant N}$ be the eigenvectors of a $N \times N$ generalized Wigner matrix, then for any $k \in \llbracket 1, N \rrbracket$, for any deterministic $N$-dependent set $I \in \llbracket 1, N \rrbracket$ such that $|I| \rightarrow+\infty$ and any $\delta>0$,

$$
\mathbb{P}\left(\frac{N}{|I|}\left|\sum_{\alpha \in I}\left(u_{k}(\alpha)^{2}-\frac{1}{N}\right)\right|>\delta\right) \leqslant \frac{N^{-\varepsilon}}{\delta^{2}}
$$

for some $\varepsilon>0$ using the Bienaymé-Chebyshev inequality. Similar high-probability bounds were proved for different models of random matrices such as $d$-regular random graphs in [BHY19], or band matrices in [BEYY17, BYY18]. In these last papers on band matrices, it was seen that quantum unique ergodicity is a useful property to study non mean-field models. In [BYY18], a stronger form of probabilistic quantum unique ergodicity has been found, showing that the eigenvectors mass is asymptotically flat with overwhelming probability (the probability decreases faster than any polynomial). Our result adapts the method introduced in [BYY18] to show a strong deformed quantum unique ergodicity for eigenvectors of a class of deformed Wigner matrices. Indeed, the probability mass is not flat but concentrates onto an explicit and deterministic profile with a quantitative error.

The key ingredient for this analysis is the Bourgade-Yau eigenvector moment flow [BY17], a multiparticle random walk in a random environment given by the trajectories of the eigenvalues. This method was used for generalized Wigner matrices [BY17] and sparse random graphs [BHY17], and both settings correspond to equilibrium or close to equilibrium situations. Our main contribution consists in treating the non-equilibrium case, which implies additional difficulties made explicit in the next section.

### 2.1.1. Main Results

Consider a deterministic diagonal matrix $D=\operatorname{diag}\left(D_{1}, \ldots, D_{N}\right)$. The eigenvalues (or diagonal entries) need to be regular enough on a window of size $r$ in the following way first defined in [LY17a].
Definition 2.1.1. Let $\eta_{\star}$ and $r$ be two $N$-dependent parameters satisfying

$$
N^{-1} \leqslant \eta_{\star} \leqslant N^{-\varepsilon^{\prime}}, \quad N^{\varepsilon^{\prime}} \eta_{\star} \leqslant r \leqslant N^{-\varepsilon^{\prime}}
$$

for some $\varepsilon^{\prime}>0$. A deterministic diagonal matrix $D$ is said to be $\left(\eta_{\star}, r\right)$-regular at $E_{0}$ if there exists $c_{D}>0$ and $C_{D}>0$ independent of $N$ such that for any $E \in\left[E_{0}-r, E_{0}+r\right]$ and $\eta_{\star} \leqslant \eta \leqslant 10$, we have

$$
c_{D} \leqslant \operatorname{Im} m_{D}(E+\mathrm{i} \eta) \leqslant C_{D}
$$

where $m_{D}$ is the Stieltjes transform of $D$ :

$$
m_{D}(z)=\frac{1}{N} \sum_{k=1}^{N} \frac{1}{D_{k}-z}
$$

We want to study the perturbation of such a diagonal matrix, notably the eigenvectors, by a mesoscopic Wigner random matrix. We will now suppose that $D$ is $\left(\eta_{\star}, r\right)$-regular at $E_{0}$, a fixed energy point. Letting $0<\kappa<1$, we will denote in the rest of the paper the spectral window as

$$
\mathcal{I}_{r}^{\kappa}=\left[E_{0}-(1-\kappa) r, E_{0}+(1-\kappa) r\right] .
$$

We remove a certain window of energy to avoid any possible complications at the edge. We will also use the following domains. One of the domain will be used for the size of our deformation while the other will be the spectral domain in which we will perform our analysis. We will need the perturbation to be mesoscopic but smaller than the energy window size $r$, define then for any small positive $\omega$,

$$
\mathcal{T}_{\omega}=\left[N^{\omega} \eta_{\star}, N^{-\omega} r\right]
$$

For the spectral domain, take first $t \in \mathcal{T}_{\omega}$ and note that we will consider only $\operatorname{Im}(z):=\eta$ smaller than $t$ but most results such as local laws holds up to macroscopic $\eta$. Let $\vartheta>0$ be an arbitrarily small constant and

$$
\mathcal{D}_{r}^{\vartheta, \kappa}=\left\{z=E+\mathrm{i} \eta: E \in \mathcal{I}_{r}^{\kappa}, N^{\vartheta} / N \leqslant \eta \leqslant N^{-\vartheta} t\right\} .
$$

Hereafter is our assumptions on our Wigner matrix.
Definition 2.1.2. A Wigner matrix $W$ is a $N \times N$ Hermitian/symmetric matrix satisfying the following conditions
(i) The entries $\left(W_{i, j}\right)_{1 \leqslant i \leqslant j \leqslant N}$ are independent.
(ii) For all $i, j, \mathbb{E}\left[W_{i, j}\right]=0$ and $\mathbb{E}\left[\left|W_{i j}\right|^{2}\right]=N^{-1}$.
(iii) For every $p \in \mathbb{N}$, there exists a constant $C_{p}$ such that $\left\|\sqrt{N} W_{i j}\right\|_{p} \leqslant C_{p}$.

Let $W$ be a Wigner matrix and define the following $t$-dependent matrix for $t \in \mathcal{T}_{\omega}$

$$
\begin{equation*}
W_{t}=D+\sqrt{t} W . \tag{2.1.1}
\end{equation*}
$$

The eigenvectors of $D$ are exactly the vectors of the canonical basis since the matrix is diagonal. However, if $t$ were of order one instead of being in $\mathcal{T}_{\omega}$, the local statistics of $W_{t}$ would become universal and would be given by local statistics from the Gaussian ensemble. In particular, the eigenvectors would be completely delocalized [LSSY16]. Our model consists in looking at the diffusion of the eigenvectors on the canonical basis after a mesoscopic perturbation. Our main result is that the coordinates of bulk eigenvectors are time and position dependent Gaussian random variables. Before stating our result, we first define the asymptotic distribution of the eigenvalues of the matrix $W_{t}$ which is the free convolution of the semicircle law (coming from $W$ ) and the empirical distribution of $D$. We will define this distribution through its Stieltjes transform $m_{t}(z)$ as the solution to the following self-consistent equation

$$
\begin{equation*}
m_{t}(z)=\frac{1}{N} \sum_{\alpha=1}^{N} \frac{1}{D_{\alpha}-z-t m_{t}(z)} . \tag{2.1.2}
\end{equation*}
$$

It is known that this equation has a unique solution with positive imaginary part and is the Stieltjes transform of a measure with density denoted by $\rho_{t}$ (see [Bia97] for more details). Define the quantiles $\left(\gamma_{i, t}\right)_{0 \leqslant i \leqslant N}$ of this measure by

$$
\int_{-\infty}^{\gamma_{i, t}} \rho_{t}(x) \mathrm{d} x=\frac{i}{N} .
$$

We can also now define the set of indices in the spectral window corresponding to the indices such that the corresponding classical locations lies in the energy window $\mathcal{I}_{r}^{\kappa}$,

$$
\mathcal{A}_{r}^{\kappa}=\left\{i \in \llbracket 1, N \rrbracket, \gamma_{i, t} \in \mathcal{I}_{r}^{\kappa}\right\}
$$

We can now state our main results, denoting $u_{1}(t), \ldots, u_{N}(t)$ the $L^{2}$-normalized eigenvectors of $W_{t}$ (we will often omit the $t$-dependence for $\boldsymbol{u}$ ). We will define the following quantity, for $N^{-1} \ll \eta \ll t$ and $\eta_{\star} \ll t \ll r$ :

$$
\begin{equation*}
\sigma_{t}^{2}(\mathbf{q}, k, \eta)=\sum_{\alpha=1}^{N} \frac{q_{\alpha}^{2} t}{\left(D_{\alpha}-\gamma_{k_{i}, t}-t \operatorname{Re} m_{t}\left(\gamma_{k_{i}, t}+\mathrm{i} \eta\right)\right)^{2}+\left(t \operatorname{Im} m_{t}\left(\gamma_{k_{i}, t}+\mathrm{i} \eta\right)\right)^{2}} \tag{2.1.3}
\end{equation*}
$$

It is the asymptotic deterministic variance of our eigenvector projections. By taking $\mathbf{q}$ to be a canonical basis vector $\mathbf{e}_{\alpha}$, we see that $u_{k}(\alpha)$ has a variance of the form

$$
\frac{1}{N} \frac{t}{\left(D_{\alpha}-\gamma_{k_{i}, t}-t \operatorname{Re} m_{t}\left(\gamma_{k_{i}, t}\right)\right)^{2}+\left(t \operatorname{Im} m_{t}\left(\gamma_{k_{i}, t}\right)\right)^{2}}
$$

For regularly spaced $D_{\alpha}$ 's, this is heavy-tailed with Cauchy shape $\frac{t}{N\left(x^{2}+t^{2}\right)}$. It localizes the entries onto a subset of indices of size $N t \ll N$ : a fraction of the eigenvector coordinates vanishing as $N$ grows. Such a partial localization appears in [vSW18b] for $W$ GOE-distributed.
Theorem 2.1.3. (Gaussianity of bulk eigenvectors) Fix $\kappa \in(0,1), \omega \in\left(0, \varepsilon^{\prime} / 10\right)$ where $\varepsilon^{\prime}$ is as in Definition 2.1.1 and $m \in \mathbb{N}$. Let $t \in \mathcal{T}_{\omega}$ and $I \subset \mathcal{A}_{r}^{\kappa}$ be a deterministic ( $N$-dependent) set of $m$ elements. Let $W$ as in Definition 2.1.2 and $W_{t}$ as in (2.1.1). Write $I=\left\{k_{1}, \ldots, k_{m}\right\}$, take a deterministic $\mathbf{q} \in \mathbb{R}^{N}$ such that $\|\mathbf{q}\|_{2}=1$, and define for $i \in \llbracket 1, m \rrbracket$,

$$
\begin{equation*}
\sigma_{t}^{2}\left(\mathbf{q}, k_{i}\right):=\lim _{\eta \downarrow 0} \sigma_{t}^{2}\left(\mathbf{q}, k_{i}, \eta\right) \tag{2.1.4}
\end{equation*}
$$

Then we have

$$
\begin{array}{ll}
\left(\sqrt{\frac{N}{\sigma_{t}^{2}\left(\mathbf{q}, k_{i}\right)}}\left|\left\langle\mathbf{q}, u_{k_{i}}\right\rangle\right|\right)_{i=1}^{m} \xrightarrow[N \rightarrow \infty]{ } & \left(\left|\mathcal{N}_{i}\right|\right)_{i=1}^{m} \\
\left(\sqrt{\frac{2 N}{\sigma_{t}^{2}\left(\mathbf{q}, k_{i}\right)}}\left|\left\langle\mathbf{q}, u_{k_{i}}\right\rangle\right|\right)_{i=1}^{m} \xrightarrow[N \rightarrow \infty]{ }\left(\left|\mathcal{N}_{i}^{(1)}+i \mathcal{N}_{i}^{(2)}\right|\right)_{i=1}^{m} \quad \text { in the symmetric case, } \tag{2.1.6}
\end{array}
$$

in the sense of convergence of moments, where all $\mathcal{N}_{i}, \mathcal{N}_{i}^{(1)}$ and $\mathcal{N}_{i}^{(2)}$ are independent Gaussian random variables with variance 1. The convergence is uniform in over the choice of sets $I \subset \llbracket 1, N \rrbracket$ of size $m$.

One can deduce joint weak convergence of eigenvector entries from the previous convergence of moments because $\mathbf{q}$ is arbitrary in $\mathbb{S}^{N-1}$ (see [BY17, Section 5.3]). However, since the eigenvectors are defined up to a phase, we first need to define the following equivalence relation: $u \sim v$ if and only if $u= \pm v$ in the symmetric case and $u=e^{\mathrm{i} \omega} v$ for some $\omega \in \mathbb{R}$ in the Hermitian case.

Corollary 2.1.4. Let $\kappa \in(0,1)$ and $m \in \mathbb{N}$, let $W$ as in Definition 2.1.2 and $W_{t}$ as in Definition 2.1.1. Then for any deterministic $k \in \mathcal{A}_{r}^{\kappa}$ and $J \subset \llbracket 1, N \rrbracket$ such that $|J|=m$ we have

$$
\begin{array}{ll}
\left(\sqrt{\frac{N}{\sigma_{t}^{2}\left(\mathbf{e}_{\alpha}, k\right)}} u_{k}(\alpha)\right)_{\alpha \in J} \xrightarrow[N \rightarrow \infty]{ }\left(\mathcal{N}_{i}\right)_{i=1}^{m} & \text { in the symmetric case, } \\
\left(\sqrt{\frac{2 N}{\sigma_{t}^{2}\left(\mathbf{e}_{\alpha}, k\right)^{2}}} u_{k}(\alpha)\right)_{\alpha \in J} \xrightarrow[N \rightarrow \infty]{ }\left(\mathcal{N}_{i}^{(1)}+\mathrm{i} \mathcal{N}_{i}^{(2)}\right)_{i=1}^{m} & \text { in the Hermitian case } \tag{2.1.8}
\end{array}
$$

in the sense of convergence of moments modulo $\sim$, where all $\mathcal{N}_{i}, \mathcal{N}_{i}^{(1)}$ and $\mathcal{N}_{i}^{(2)}$ are independent Gaussian random variables with variance 1. In more precise terms, for any polynomial $P$ in $m$ variables there exists $\delta$ depending on $P$ such that, for $N$ large enough,

$$
\sup _{\substack{J \subset \llbracket 1, N \rrbracket,|J|=m \\ k \in \mathcal{A}_{r}^{c}}}\left|\mathbb{E}\left[P\left(\left(\epsilon \sqrt{\frac{N}{\sigma_{t}^{2}\left(\mathbf{e}_{\alpha}, k\right)}} u_{k}(\alpha)\right)_{\alpha \in J}\right)\right]-\mathbb{E}\left[P\left(\left(\mathcal{N}_{j}\right)_{j=1}^{m}\right)\right]\right| \leqslant N^{-\delta}
$$

where $\epsilon$ is taken uniformly at random in the set $\{-1,1\}$. The convergence in the Hermitian case is similar by taking $\epsilon$ uniform on the circle.

This result states that the entries of bulk eigenvectors are asymptotically independent Gaussian random variables with variance $\sigma_{t}{ }^{2}$ which answers a conjecture from [ABB14, Section 3.2], stated in the more restrictive case where $W$ is GOE. The asymptotic normality of the eigenvectors gives the following weak form of quantum unique ergodicity.

Corollary 2.1.5. (Weak Quantum Unique Ergodicity) Let $W$ as in 2.1.2 and $W_{t}$ as in Definition (2.1.1). There exists $\vartheta>0$ such that for any $c>0$, there exists $C>0$ such that the following holds : for any $I \subset \llbracket 1, N \rrbracket$ and $k \in \mathcal{A}_{r}^{\kappa}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left.\left.\frac{N t}{|I|}\left|\sum_{\alpha \in I}\right| u_{k}(\alpha)\right|^{2}-\frac{1}{N} \sum_{\alpha \in I} \sigma_{t}^{2}\left(\mathbf{e}_{\alpha}, k\right) \right\rvert\,>c\right) \leqslant C\left(N^{-\vartheta}+|I|^{-1}\right) . \tag{2.1.9}
\end{equation*}
$$

This high probability bound is not the strongest form of quantum unique ergodicity one can obtain for random matrices. Indeed, if we consider the Gaussian ensembles for which the eigenbasis is Haardistributed on the orthogonal group and each eigenvectors is uniformly distributed on the sphere, one can get that for any $\varepsilon$ and $D$ positive constants, for any $1 \leqslant k \leqslant N$,

$$
\mathbb{P}\left(\left.\left.\left|\sum_{\alpha \in I}\right| u_{k}(\alpha)\right|^{2}-\frac{|I|}{N} \right\rvert\, \geqslant N^{\varepsilon} \frac{\sqrt{I}}{N}\right) \leqslant N^{-D} \quad \text { for any } N \text { sufficiently large }
$$

In this paper, we will obtain a similar overwhelming probability bound on the probability mass of a single eigenvector with an explicit error for a more restrictive model of matrices: deformed random matrix with smooth entries given by the following definition or from a Gaussian divisible ensemble.

Definition 2.1.6. A smooth Wigner matrix $W$ is a $N \times N$ Hermitian/symmetric matrix with the following conditions
(i) The matrix entries $\left(W_{i j}\right)_{1 \leqslant i \leqslant j \leqslant N}$ are independent and identically distributed random variables following the distribution $N^{-1 / 2} \nu$ where $\nu$ has mean zero and variance 1 .
(ii) The distribution $\nu$ has a positive density $\nu(x)=e^{-\Theta(x)}$ such that for any $j$, there are constants $C_{0}$ and $C_{1}$ such that

$$
\begin{equation*}
\left|\Theta^{(j)}(x)\right| \leqslant C_{0}\left(1+x^{2}\right)^{C_{1}} \tag{2.1.10}
\end{equation*}
$$

(iii) The tail of the distribution $\nu$ has a subexponential decay. In other words, there exists $C$ and $q$ two positive constants such that

$$
\begin{equation*}
\int_{\mathbb{R}} \mathbb{1}_{|x| \geqslant y} \mathrm{~d} \nu(x) \leqslant C \exp \left(-y^{q}\right) \tag{2.1.11}
\end{equation*}
$$

We need the smoothness assumptions on $W$ in order to use the reverse heat flow techniques from $[E P R+10, \mathrm{ESY} 11]$. Indeed, our result is an overwhelming probability bound on the eigenvectors of $W_{t}$. We think, however, that this property holds for a larger matrix ensembles and that the smoothness property is simply technical.

In the following, since the eigenvectors are concentrated on $N t$ sites, it is relevant to define the following notation for any set (which can be $N$-dependent) $A$, denote

$$
\widehat{A}=\frac{|A|}{N t} \wedge 1
$$

Indeed, having errors involving $\widehat{A}$ allows us to get bounds improving for $|A| \leqslant N t$ but still holding for $|A| \gg N t$.
Theorem 2.1.7. Let $\kappa \in(0,1)$, $\omega$ a small positive constant, for instance $\omega<\varepsilon^{\prime} / 10$. Let $t \in \mathcal{T}_{\omega}$, $I \subset \llbracket 1, N \rrbracket$ be a deterministic ( $N$-dependent) set, $W$ as in Definition 2.1.6 and $W_{t}$ as in (2.1.1). Define now

$$
\begin{equation*}
\Xi=\frac{\widehat{I}}{(N t)^{1 / 3}} \quad \text { and } \quad \sigma_{t}^{2}(\alpha, k):=\sigma_{t}^{2}\left(\alpha, k, \eta_{0}\right) \quad \text { with } \quad N \eta_{0}=\frac{\widehat{I}^{2}}{\Xi^{2}} \tag{2.1.12}
\end{equation*}
$$

Then we have, for any $\varepsilon>0$ (small) and $D>0$ (large) and for $k, \ell \in \mathcal{A}_{r}^{\kappa}$ with $k \neq \ell$, in the symmetric case

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{\alpha \in I}\left(u_{k}(\alpha)^{2}-\frac{1}{N} \sigma_{t}^{2}(\alpha, k)\right)\right|+\left|\sum_{\alpha \in I} u_{k}(\alpha) u_{\ell}(\alpha)\right| \geqslant N^{\varepsilon} \Xi\right) \leqslant N^{-D} \tag{2.1.13}
\end{equation*}
$$

and in the Hermitian case,

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{\alpha \in I}\left(\left|u_{k}(\alpha)\right|^{2}-\frac{1}{2 N} \sigma_{t}^{2}(\alpha, k)\right)\right|+\left|\sum_{\alpha \in I} u_{k}(\alpha) \bar{u}_{\ell}(\alpha)\right| \geqslant N^{\varepsilon} \Xi\right) \leqslant N^{-D} \tag{2.1.14}
\end{equation*}
$$

Remark 2.1.8. The choice of $\eta_{0}$ depends on our proof and is the one we should take to optimize our error $\Xi$. However, this error and the choice of $\eta_{0}$ do not seem optimal since we actually expect to have some form of Gausian fluctuations around this deterministic profile.

### 2.1.2. Method of Proof

Our proof is based on the three-step strategy from [EPR ${ }^{+} 10, \mathrm{ESY11}$ (see [EY17] for a recent book presenting this method). The first step is to have an optimal, local control of the spectral elements of the matrix ensemble given by a local law on the resolvent. The second step is to obtain the wanted result for a relaxation of the model by a small Gaussian perturbation. Finally, the third and last step consists of removing this Gaussian part. We will give the proof of Theorem 2.1.3, Corollary 2.1.5, Theorem 2.1.7 only in the symmetric case and refer the reader to [BY17, BYY18] for the tools needed in the Hermitian case.

First step: local laws for our model. In [LY17a], Landon-Yau showed a local law for the Dyson Brownian motion with a diagonal initial condition at all times. This result gives us an averaged local law on the Stieltjes transform but also an entrywise anisotropic local law for the resolvent. Since we want to consider any projection of the eigenvectors, we will also need a local law on the quadratic form $\langle\mathbf{q}, G(z) \mathbf{q}\rangle$. This control of the resolvent for mesoscopic perturbation has been showed in [BHY17]. Note that these results were done in the Gaussian case but can easily be generalized to the Wigner case with the right assumptions on moments.

Second step: short time relaxation. The second step consists of perturbing $W_{t}$ by a small Gaussian component. We will obtain this perturbed model by making $W_{t}$ undergo the Dyson Brownian motion given by the following definition.

Definition 2.1.9. Here is our choice of Dyson Brownian motion.
Let $B$ be a $N \times N$ symmetric matrix such that $B_{i j}$ for $i<j$ and $B_{i i} / \sqrt{2}$ are independent standard brownian motions. The $N \times N$ symmetric Dyson Brownian motion with initial condition $H_{0}$ is defined as

$$
\begin{equation*}
H_{s}=H_{0}+\frac{1}{\sqrt{N}} B_{s} . \tag{2.1.15}
\end{equation*}
$$

We also give the dynamics followed by the eigenvalues and the eigenvectors of such matrices.
Definition 2.1.10. Let $\boldsymbol{\lambda}_{\mathbf{0}}$ be in the simplex $\Sigma_{N}=\left\{\lambda_{1}<\cdots<\lambda_{N}\right\}, \boldsymbol{u}_{\mathbf{0}}$ be an orthogonal $N \times N$ matrix, and $\tilde{B}$ as in (2.1.15). Consider the dynamics

$$
\begin{align*}
\mathrm{d} \lambda_{k} & =\frac{\mathrm{d} \tilde{B}_{k k}}{\sqrt{N}}+\frac{1}{N} \sum_{\ell \neq k} \frac{\mathrm{~d} s}{\lambda_{k}-\lambda_{\ell}},  \tag{2.1.16}\\
\mathrm{d} u_{k} & =\frac{1}{\sqrt{N}} \sum_{\ell \neq k} \frac{\mathrm{~d} \tilde{B}_{k \ell}}{\lambda_{k}-\lambda_{\ell}} u_{\ell}-\frac{1}{2 N} \sum_{\ell \neq k} \frac{\mathrm{~d} s}{\left(\lambda_{k}-\lambda_{\ell}\right)^{2}} u_{k} \tag{2.1.17}
\end{align*}
$$

with initial condition ( $\boldsymbol{\lambda}_{\mathbf{0}}, \boldsymbol{u}_{\mathbf{0}}$ ),
This eigenvector flow was first computed in different contexts such as [AGZ10] for GOE/GUE matrices, [Bru89] for real Wishart processes and [NRW86] for Brownian motion on ellipsoids.
Remark 2.1.11. If $\boldsymbol{\lambda}_{\mathbf{0}}$ and $\boldsymbol{u}_{\mathbf{0}}$ are the eigenvalues and eigenvectors of a fixed matrix $H_{0}$, then the solution to the dynamics from Definition 2.1.10 have the same distribution for any time $s$ as the eigenvalues and eigenvectors of

$$
H_{s}=H_{0}+\sqrt{s} \mathrm{GOE}
$$

with GOE being a matrix from the normalized Gaussian Orthogonal Ensemble (in the sense that its off-diagonal entries have variance $1 / N$ ). In this paper, taking $W$ to be such a matrix in (2.1.1), we study the eigenvectors of the Dyson Brownian motion with a diagonal initial condition after a mesoscopic time.

We will then need to study the eigenvectors of $H_{\tau}$ for a small $N^{-1} \ll \tau \ll t$. The convergence of joint moments of eigenvectors projections will be obtained by the maximum principle technique introduced in [BY17]. It is based on analyzing the dynamics followed by these moments. We will now recall notations and results on this eigenvector moment flow.

Take $\mathbf{q} \in \mathbb{R}^{N}$ such that $\|\mathbf{q}\|_{2}=1$ a fixed direction onto which we will project our eigenvectors. For $u_{1}^{H}, \ldots, u_{N}^{H}$ the eigenvectors of the matrix (2.1.15), define

$$
\begin{equation*}
z_{k}(s)=\sqrt{N}\left\langle\mathbf{q}, u_{k}^{H}(s)\right\rangle . \tag{2.1.18}
\end{equation*}
$$

Now for $m \in \llbracket 1, N \rrbracket$, denote by $j_{1}, \ldots, j_{m}$ positive integers and let $i_{1}, \ldots, i_{m}$ in $\llbracket 1, N \rrbracket$ be distinct indices. We will consider the following normalized polynomials

$$
\begin{equation*}
Q_{i_{1}, \ldots, i_{m}}^{j_{1}, \ldots, j_{m}}=\prod_{l=1}^{m} z_{i_{l}}^{2 j_{l}} a\left(2 j_{l}\right)^{-1} \quad \text { where } \quad a(n)=\prod_{k \leq n, k \text { odd }} k . \tag{2.1.19}
\end{equation*}
$$

Note that $a(2 n)=\mathbb{E}\left[\mathcal{N}^{2 n}\right]$ with $\mathcal{N}$ a standard Gaussian random variables.
Consider a configuration of particles $\boldsymbol{\xi}: \llbracket 1, N \rrbracket \rightarrow \mathbb{N}$ where $\xi_{j}:=\boldsymbol{\xi}(j)$ is seen as the number of particles at the site $j$. We denote $\mathcal{N}(\boldsymbol{\xi})=\sum_{j} \xi_{j}$ the total number of particles in the configuration $\boldsymbol{\xi}$.

Define $\boldsymbol{\xi}^{i, j}$ to be the configuration obtained by moving one particle from $i$ to $j$. If there is no particle in $i$ then $\boldsymbol{\xi}^{i, j}=\boldsymbol{\xi}$. It is clear that we can map $\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right)\right\}$ with distinct $i_{k}$ 's and positive $j_{k}$ 's summing to an $n>0$ to a configuration $\boldsymbol{\xi}$ with $\xi_{i_{k}}=j_{k}$ and $\eta_{l}=0$ if $l \notin\left\{i_{1}, \ldots, i_{m}\right\}$. Define now, given this map,

$$
\begin{equation*}
f_{\boldsymbol{\lambda}, s}(\boldsymbol{\xi}):=\mathbb{E}\left[Q_{i_{1}, \ldots, i_{m}}^{j_{1}, \ldots, j_{m}} \mid \boldsymbol{\lambda}\right] \tag{2.1.20}
\end{equation*}
$$

a $n$-th joint moment of the coordinates of $u_{k}$. The conditioning here is on the full path of eigenvalues from 0 to $\infty$. The next theorem gives the eigenvector moment flow that $f_{\boldsymbol{\lambda}, s}$ undergoes.

Theorem 2.1.12 ([BY17, Theorem 3.1]). Suppose that $\boldsymbol{u}$ is the solution of the symmetric Dyson vector flow (2.1.17) and $f_{\boldsymbol{\lambda}, s}(\boldsymbol{\xi})$ is given by (2.1.20) with the polynomials $Q_{s}$. Then it satisfies the equation

$$
\begin{equation*}
\partial_{s} f_{\boldsymbol{\lambda}, s}(\boldsymbol{\xi})=\frac{1}{N} \sum_{i \neq j} \frac{2 \xi_{i}\left(1+2 \xi_{j}\right)\left(f_{\boldsymbol{\lambda}, s}\left(\boldsymbol{\xi}^{i, j}\right)-f_{\boldsymbol{\lambda}, s}(\boldsymbol{\xi})\right)}{\left(\lambda_{i}-\lambda_{j}\right)^{2}} \tag{2.1.21}
\end{equation*}
$$



Figure 2.1: Example of the symmetric eigenvector moment flow with a configuration of 7 particles.

Note that this dynamics in the case of one particle was first obtained in [WW95]. Now that we have the expression of the eigenvector moment flow, we can give an heuristic for the apparition of a Cauchy profile in the variance (2.1.3). Indeed, the single particle case $m=1$ gives us the variance of an entry of an eigenvector. To understand this result, consider the diagonal entries of the matrix $D$ to be the quantiles of the semicircle law for instance, it is then interesting to consider the following continuous dynamics, define the operator $K$ acting on smooth functions on $[-2,2]$ as

$$
\begin{equation*}
(K f)(x)=\int_{-2}^{2} \frac{f(x)-f(y)}{(x-y)^{2}} \mathrm{~d} \rho(y) \tag{2.1.22}
\end{equation*}
$$

The differential equation $\partial_{t} f=K f$ can be seen as a deterministic and continuous equivalent of (2.1.21) because of the rigidity property of the Dyson Browian motion eigenvalues. We then get the following lemma from [BEYY16]

Lemma 2.1.13 ([BEYY16]). Let $f$ be smooth with all derivatives uniformly bounded. For any $x, y \in$ $(-2,2)$, denote $x=2 \cos \theta, y=2 \cos \phi$ with $\theta, \phi \in(0, \pi)$. Then

$$
\begin{equation*}
\left(e^{-t K} f\right)(x)=\int p_{t}(x, y) f(y) \mathrm{d} \rho(y) \tag{2.1.23}
\end{equation*}
$$

where the kernel is given by

$$
\begin{equation*}
p_{t}(x, y):=\frac{1-e^{-t}}{\left|e^{i(\theta+\phi)}-e^{-t / 2}\right|^{2}\left|e^{i(\theta-\phi)}-e^{-t / 2}\right|^{2}} \tag{2.1.24}
\end{equation*}
$$

Now at our small time-scale, we have

$$
p_{t}(x, y) \sim \frac{t}{(x-y)^{2}+t^{2}} .
$$

Hence (2.1.3) where $m=1$ can be considered as a result of stochastic homogenization in a nonequilibrium setting when we consider the dynamics (2.1.21) in the bulk.

For Theorem 2.1.7, we will study another observable which follows the same dynamics as in Theorem 2.1.12. This new observable has been analyzed in [BYY18] to obtain universality for a class of band matrices. Define now the centered eigenvectors overlaps for symmetric matrices,

$$
\begin{gather*}
p_{i j}=\sum_{\alpha \in I} u_{i}(\alpha) u_{j}(\alpha), \quad i \neq j \in I,  \tag{2.1.25}\\
p_{i i}=\sum_{\alpha \in I} u_{i}(\alpha)^{2}-C_{0}, \quad i \in I \tag{2.1.26}
\end{gather*}
$$

where $\mathbf{u}$ are the eigenvectors of $H_{s}$ and $C_{0}$ is any constant in the sense that it does not depend on $i$ but can depend on $N$.

Now for $\boldsymbol{\eta}$ a configuration of $n$ particles on $N$ sites, define the following set

$$
\mathcal{V}_{\boldsymbol{\eta}}=\left\{(i, a), 1 \leqslant i \leqslant N, 1 \leqslant a \leqslant 2 \eta_{i}\right\} .
$$

The set $\mathcal{V}$ will be a set of vertices. Consider now $\mathcal{G}_{\boldsymbol{\eta}}$ the set of perfect matchings on $\mathcal{V}_{\boldsymbol{\eta}}$. For any edge on $G, e=\{(i, a),(j, b)\}$, define $p(e)=p_{i j}, P(G)=\prod_{e \in \mathcal{E}(G)} p(e)$ and finally

$$
\begin{equation*}
F_{\lambda, s}(\boldsymbol{\eta})=\frac{1}{\mathcal{M}(\boldsymbol{\eta})} \mathbb{E}\left[\sum_{G \in \mathcal{G}_{\boldsymbol{\eta}}} P(G) \mid \lambda\right] \tag{2.1.27}
\end{equation*}
$$

where $\mathcal{M}(\boldsymbol{\eta})=\prod_{i=1}^{N}\left(2 \eta_{i}\right)!!$, with $(2 m)!!$ being the number of perfect matchings of the complete graph on $2 m$ vertices. Note that this quantity depend on the eigenvalues trajectories $\boldsymbol{\lambda}$.

(a) A configuration $\boldsymbol{\eta}$ with $\mathcal{N}(\boldsymbol{\eta})=6$ particles

(b) An example of a perfect matching
$G \in \mathcal{G}_{\eta}^{(s)}$ with

$$
P^{(s)}(G)=p_{i_{1} i_{2}}^{2} p_{i_{2} i_{2}} p_{i_{2} i_{3}}^{2} p_{i_{3} i_{3}}
$$

The previous quantity follows the same dynamics (2.1.21) as $f_{\lambda, s}(\boldsymbol{\xi})$.
Theorem 2.1.14 ([BYY18]). Suppose that $\boldsymbol{u}$ is the solution of the symmetric Dyson vector flow (2.1.17) and $F_{\boldsymbol{\lambda}, s}(\boldsymbol{\eta})$ is given by (2.1.27). Then it satisfies the equation

$$
\begin{equation*}
\partial_{s} F_{\boldsymbol{\lambda}, s}(\boldsymbol{\eta})=\frac{1}{N} \sum_{i \neq j} \frac{2 \eta_{i}\left(1+2 \eta_{j}\right)\left(F_{\boldsymbol{\lambda}, s}\left(\boldsymbol{\eta}^{i, j}\right)-F_{\boldsymbol{\lambda}, s}(\boldsymbol{\eta})\right)}{\left(\lambda_{i}-\lambda_{j}\right)^{2}} . \tag{2.1.28}
\end{equation*}
$$

Third step: invariance of local statistics. The third and last step will be to obtain the result for the matrix $W_{t}$ without any Gaussian part. We will do so using a variant of the dynamical method introduced in [BY17, Appendix A] which will show the continuity of resolvent statistics along the trajectory. This method was also used in [HLY15] to study sparse matrices. We will see that we need to take $\tau$ of order larger than $N^{-1}$ but smaller than $\sqrt{t / N}$ to use the continuity argument. In order to remove the Gaussian component for Theorem 2.1.7, we will use the reverse heat flow and will need smoothness of the entries of our original matrix. Note that a moment matching scheme between the two matrix ensembles, which holds for any time $N^{-1} \ll \tau \ll 1$, could be used to obtain the invariance of local statistics. However it can be of later interest to obtain the continuity estimate up to time $\sqrt{t / N}$.

The next section will state the local laws proved in different papers ([LY17a] and [BHY17]). The third section is dedicated to prove Theorem 2.1.3, Corollary 2.1.5 and Theorem 2.1.7 for a short time relaxation of the matrix $W_{t}$. We use a maximum principle on $f_{s}$ or $F_{s}$, a basic tool for the analysis of parabolic equations. However, since we want a local result, remember that the variance depends on the position of the spectrum, we need to localize the maximum principle. We finish with an induction on the number of particles in the multi-particle random walk or a mutli-scale argument. For the third step, we will need a continuity result for the Dyson Brownian motion which will be shown in Subsection 2.4.1 and we will give the reverse heat flow technique in Subsection 2.4.2. We will then conclude by combining the three steps in Section 2.5.
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### 2.2. Local laws

In this section, we focus on the different local laws result for $W_{t}$. These local laws are high probability bounds, for simplicity we will now introduce the following notation for stochastic domination. For

$$
X=\left(X_{N}(u), N \in \mathbb{N}, u \in U_{N}\right), \quad Y=\left(Y_{N}(u), N \in \mathbb{N}, u \in U_{N}\right)
$$

two families of nonnegative random variables depending on $N$ (note that $U_{N}$ can also depend on $N$ ), we will say that $X$ is stochastically dominated by $Y$ uniformly in $\omega$, and write $X \prec Y$, if for all $\tau>0$ and $D>0$ we have

$$
\sup _{u \in U_{N}} \mathbb{P}\left(X_{N}(u)>N^{\tau} Y_{N}(u)\right) \leqslant N^{-D}
$$

for $N$ large enough. If we have $|X| \prec Y$ for some family $X$, we will write $X=\mathcal{O}_{\prec}(Y)$.

Define now the resolvent of $W_{t}$ and its normalized trace,

$$
\begin{equation*}
G(z)=\left(W_{t}-z\right)^{-1}=\sum_{k=1}^{N} \frac{\left|u_{k}\right\rangle\left\langle u_{k}\right|}{\lambda_{k}-z}, \quad \varsigma_{t}(z)=\frac{1}{N} \operatorname{Tr} G(z)=\frac{1}{N} \sum_{k=1}^{N} \frac{1}{\lambda_{k}-z} \tag{2.2.1}
\end{equation*}
$$

and denote $G_{i j}(z)$ the $(i, j)$ entry of the resolvent matrix. In the rest of the section we will omit the dependence in $t$ of the resolvent since we are not looking at its dynamics.

### 2.2.1. Anisotropic local law for deformed Wigner matrices

An averaged local law was proved in [LY17a]. The proof relies on Schur's complement formula, large deviations bounds and interlacing formula in order to first state a weak local law on the resolvent entries and the Stieltjes transform. The result then follows from a fluctuation averaging lemma in order to go from the scale $(N \eta)^{-1 / 2}$ to $(N \eta)^{-1}$. We first give the definition of the limiting Stieltjes transform as the solution $m_{t}(z)$ such that $\operatorname{Im} m_{t}(z)>0$ on the upper half plane of the following equation

$$
\begin{equation*}
m_{t}(z)=\frac{1}{N} \sum_{k=1}^{N} \frac{1}{D_{i}-z-t m_{t}(z)}=\frac{1}{N} \sum_{k=1}^{N} g_{i}(t, z) \tag{2.2.2}
\end{equation*}
$$

where we defined

$$
g_{i}(t, z):=\frac{1}{D_{i}-t-m_{t}(z)}
$$

We will also need the following lemma on the Stieltjes transform claiming that its imaginary part is of order one.

Lemma 2.2.1 ([LY17a, Lemma 7.2]). Let $\vartheta, \omega>0$ small constants and $\kappa \in(0,1)$. Take $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$, for $N$ large enough, the following bounds holds for $t \in \mathcal{T}_{\omega}$,

$$
c \leqslant \operatorname{Im} m_{t}(z) \leqslant C
$$

Moreover

$$
c t \leqslant\left|D_{i}-z-t m_{t}(z)\right| \leqslant C
$$

Note that the constants above do not depend on any parameter.
Here is the averaged local law taken from [LY17a].
Theorem 2.2.2 ([LY17a, Theorem 3.3]). Let $W_{t}$ be as in Definition 2.1.1, $\vartheta>0$ and $\kappa \in(0,1)$,

$$
\begin{equation*}
\left|\varsigma_{t}(z)-m_{t}(z)\right| \prec \frac{1}{N \eta} \tag{2.2.3}
\end{equation*}
$$

uniformly in $z=E+i \eta \in \mathcal{D}_{r}^{\vartheta, \kappa}$
The proof of Theorem 2.2.2 also gives the following entrywise local law from [LY17a] also properly stated in [BHY17].

Theorem 2.2.3 ([LY17a][BHY17, Theorem 2.4]). Let $W_{t}$ be as in Definition 2.1.1 and $\vartheta>0, \kappa \in$ $(0,1)$. Uniformly in $z=E+i \eta \in \mathcal{D}_{r}^{\vartheta, \kappa}$, we have for the diagonal entries

$$
\begin{equation*}
\left|G_{i i}(z)-g_{i}(t, z)\right| \prec \frac{t}{\sqrt{N \eta}}\left|g_{i}(t, z)\right|^{2} \tag{2.2.4}
\end{equation*}
$$

and for the off-diagonal entries

$$
\begin{equation*}
\left|G_{i j}(z)\right| \prec \frac{1}{\sqrt{N \eta}} \min \left\{\left|g_{i}(t, z)\right|,\left|g_{j}(t, z)\right|\right\} \tag{2.2.5}
\end{equation*}
$$

In order to study $\left\langle\mathbf{q}, u_{k}\right\rangle$, we will need the following local law for $\langle\mathbf{q}, G(z) \mathbf{q}\rangle$ proved in [BHY17],

Theorem 2.2.4 ([BHY17]). Let $\vartheta>0, \kappa \in(0,1)$ and $\mathbf{q}$ a $L^{2}$-normalized vector of $\mathbb{R}^{N}$, we have

$$
\begin{equation*}
\left|\langle\mathbf{q}, G(z) \mathbf{q}\rangle-\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right| \prec \frac{1}{\sqrt{N \eta}} \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right) \tag{2.2.6}
\end{equation*}
$$

uniformly in $z=E+i \eta \in \mathcal{D}_{r}^{\vartheta, \kappa}$

This theorem also gives us control of the resolvent as a bilinear form by polarization. We will give the proof of this corollary for completeness.
Corollary 2.2.5. Let $\vartheta>0, \kappa \in(0,1)$, let $\mathbf{v}$ and $\mathbf{w}$ two $L^{2}$-normalized vectors of $\mathbb{R}^{N}$, we have

$$
\begin{equation*}
\left|\langle\mathbf{v}, G(z) \mathbf{w}\rangle-\sum_{i=1}^{N} v_{i} w_{i} g_{i}(t, z)\right| \prec \frac{1}{\sqrt{N \eta}} \sqrt{\operatorname{Im}\left(\sum_{i=1}^{N} v_{i}^{2} g_{i}(t, z)\right) \operatorname{Im}\left(\sum_{i=1}^{N} w_{i}^{2} g_{i}(t, z)\right)} \tag{2.2.7}
\end{equation*}
$$

uniformly in $z=E+i \eta \in \mathcal{D}_{r}^{\vartheta, \kappa}$
Proof. Let $\mu \in \mathbb{R}$, a parameter fixed later. Consider

$$
\begin{equation*}
\langle(\mathbf{v}+\mu \mathbf{w}), G(\mathbf{v}+\mu \mathbf{w})\rangle=\langle\mathbf{v}, G \mathbf{v}\rangle+\mu^{2}\langle\mathbf{w}, G \mathbf{w}\rangle+2 \mu\langle\mathbf{v}, G \mathbf{w}\rangle \tag{2.2.8}
\end{equation*}
$$

by linearity and symmetry of the resolvent $G$. On one hand, using Theorem 2.2 .4 on the first two terms of the right hand side of (2.2.8), we get the equation

$$
\begin{align*}
\langle(\mathbf{v}+\mu \mathbf{w}), G(\mathbf{v}+\mu \mathbf{w})\rangle=2 \mu\langle\mathbf{v}, G \mathbf{w}\rangle & +\sum_{i=1}^{N} v_{i}^{2} g_{i}(t, z)+\mu^{2} \sum_{i=1}^{N} w_{i}^{2} g_{i}(t, z) \\
& +\mathcal{O}_{\prec}\left(\frac{1}{\sqrt{N \eta}}\left(\operatorname{Im}\left(\sum_{i=1}^{N} v_{i}^{2} g_{i}(t, z)+\mu^{2} \sum_{i=1}^{N} w_{i}^{2} g_{i}(t, z)\right)\right)\right) . \tag{2.2.9}
\end{align*}
$$

On the other hand, using Theorem 2.2.4 on the left hand side of (2.2.8), we obtain

$$
\begin{equation*}
\langle(\mathbf{v}+\mu \mathbf{w}), G(\mathbf{v}+\mu \mathbf{w})\rangle=\sum_{i=1}^{N}\left(v_{i}+\mu w_{i}\right)^{2} g_{i}(t, z)+\mathcal{O}_{\prec}\left(\frac{1}{\sqrt{N \eta}} \operatorname{Im}\left(\sum_{i=1}^{N}\left(v_{i}+\mu w_{i}\right)^{2} g_{i}(t, z)\right)\right) \tag{2.2.10}
\end{equation*}
$$

Finally, combining (2.2.9) and (2.2.10) and choosing

$$
\mu=\frac{\operatorname{Im}\left(\sum_{i=1}^{N} w_{i} v_{i} g_{i}(t, z)\right)}{\operatorname{Im}\left(\sum_{i=1}^{N} w_{i}^{2} g_{i}(t, z)\right)}
$$

we get the final result.
We will also need the following rigidity result from [LY17a].
Theorem 2.2.6 ([LY17a, Theorem 3.5]). Let $\omega>0$ be a small constant and $\kappa \in(0,1)$. For any $t \in \mathcal{T}_{\omega}$, we have

$$
\left|\lambda_{k}-\gamma_{k, t}\right| \prec \frac{1}{N}
$$

uniformly in $k \in \mathcal{A}_{r}^{\kappa}$

This control of the resolvent allows us to give an upper bound for the moments of the eigenvectors of $W_{t}$. Defining, for a fixed $\mathbf{q} \in \mathbb{S}^{N-1}$,

$$
\begin{equation*}
\varphi_{t}(\boldsymbol{\xi})=\mathbb{E}\left[\left.\prod_{k=1}^{N} \frac{\left(\sqrt{N}\left\langle\mathbf{q}, u_{k}\right\rangle\right)^{2 \xi_{k}}}{a\left(2 \eta_{k}\right)} \right\rvert\, \lambda\right] \tag{2.2.11}
\end{equation*}
$$

with $u_{1}, \ldots, u_{N}$ the eigenvectors of $W_{t}$ and $\boldsymbol{\lambda}$ its eigenvalues, we have the following corollary.
Corollary 2.2.7. Let $\kappa \in(0,1), \vartheta>0$ and $\boldsymbol{\xi}: \mathcal{A}_{r}^{\kappa} \rightarrow \mathbb{N}$

$$
\begin{equation*}
\varphi_{t}(\boldsymbol{\xi}) \prec \prod_{k=1}^{N} \sigma_{t}^{2 \xi_{k}}(\mathbf{q}, k, \eta)=: \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta) . \tag{2.2.12}
\end{equation*}
$$

uniformly in $N^{-1+\vartheta} \leqslant \eta \leqslant N^{-\vartheta} t$.
Proof. Fix any $\vartheta \in(0,1)$ such that $\eta=N^{-1+\vartheta} \ll t$ and $k \in \mathcal{A}_{r}^{\kappa}$, we have the following first high probability bound with $z_{k}=\lambda_{k}+\mathrm{i} \eta$

$$
\begin{aligned}
\frac{1}{\eta}\left(\sqrt{N}\left\langle\mathbf{q}, u_{k}\right\rangle\right)^{2} & =\frac{\left(\sqrt{N}\left\langle\mathbf{q}, u_{k}\right\rangle\right)^{2} \eta}{\left(\lambda_{k}-\operatorname{Re}\left(z_{k}\right)\right)^{2}+\eta^{2}} \leqslant N \operatorname{Im}\left\langle\mathbf{q}, G\left(z_{k}\right) \mathbf{q}\right\rangle \\
& =N \operatorname{Im}\left(\sum_{i=1}^{N} \frac{q_{i}^{2}}{D_{i}-z_{k}-t m_{t}\left(z_{k}\right)}\right)+\mathcal{O}_{\prec}\left(\frac{1}{\sqrt{N \eta}} \operatorname{Im}\left(\sum_{i=1}^{N} \frac{q_{i}^{2}}{D_{i}-z_{k}-t m_{t}\left(z_{k}\right)}\right)\right)
\end{aligned}
$$

We can then write,

$$
\left(\sqrt{N}\left\langle\mathbf{q}, u_{k}\right\rangle\right)^{2} \prec N \eta \operatorname{Im}\left(\sum_{i=1}^{N} \frac{q_{i}^{2}}{D_{i}-z_{k}-t m_{t}\left(z_{k}\right)}\right) \prec \sigma_{t}^{2}(\mathbf{q}, k, \eta)
$$

where we used the definition of $\prec$ and that $\vartheta$ is as small as we want and the smoothness of $m_{t}(z)$. We finish the proof by definition of $\varphi_{\boldsymbol{\lambda}, t}$.

The bound from Theorem 2.2.4 is at the core of the proof of our main result and is the reason why $\sigma_{t}$ has a Cauchy profile. It can be seen as an averaged version of Theorem 2.1.3. Indeed, let $z:=E+\mathrm{i} \eta \in \mathcal{D}_{r}^{\vartheta, \kappa}$ then if we denote $\varphi_{t}(k)$ for $\varphi_{t}(\boldsymbol{\xi})$ where $\boldsymbol{\xi}$ is the configuration with a single particle in site $k$, we have

$$
\begin{align*}
\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\varphi_{t}(k)}{\lambda_{k}-z}\right) & =\operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-t m_{t}(z)}\right)+\mathcal{O}_{\prec}\left(\frac{1}{\sqrt{N \eta} t}\right) \\
& =\sum_{k=1}^{N} \frac{q_{k}^{2} t \operatorname{Im} m_{t}(z)}{\left(D_{k}-E\right)^{2}+\left(t \operatorname{Im} m_{t}(z)\right)^{2}}+\mathcal{O}_{\prec}\left(\frac{1}{\sqrt{N \eta} t}\right) . \tag{2.2.13}
\end{align*}
$$

The local law gives us a strong control on both the eigenvalues and eigenvectors of our matrix ensemble. As $W_{t}$ will undergo the Dyson Brownian motion, these quantities will still be controlled through a local law up to a small error coming from the time of the relaxation. We will now define the event of good eigenvalue paths $\left.(\boldsymbol{\lambda}(s))_{s \in(0, \tau)}\right)$ in the sense that all the estimates and bound from
the previous section such as local laws from Theorems 2.2.2, 2.2.4 and 2.2.6 hold. First denote the resolvent of $H_{s}$ and its normalized trace by

$$
\begin{equation*}
G(s, z)=\left(H_{s}-z\right)^{-1} \quad \text { and } \quad \varsigma(s, z)=\frac{1}{N} \operatorname{Tr} H_{s}=\frac{1}{N} \sum_{k=1}^{N} \frac{1}{\lambda_{k}(t+s)-z} \tag{2.2.14}
\end{equation*}
$$

Definition 2.2.8. Let $\varepsilon, \vartheta>0$ and $\kappa \in(0,1)$. An eigenvalue configuration $\boldsymbol{\lambda}$ is good is the following holds with overwhelming probability conditioning on $\boldsymbol{\lambda}\left(\tau_{0}\right)=\boldsymbol{\lambda}$ for $N$ large enough,

1. $\sup _{0 \leqslant s \leqslant \tau}\left|\varsigma(s, z)-m_{t+s}(z)\right| \leqslant N^{\varepsilon}(N \eta)^{-1}$ uniformly in $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$.
2. $\sup _{0 \leqslant s \leqslant \tau}\left|\langle\mathbf{q}, G(s, z) \mathbf{q}\rangle-\sum_{\alpha=1}^{N} q_{\alpha}^{2} g_{\alpha}(t+s, z)\right| \leqslant N^{2 \varepsilon}(N \eta)^{-1 / 2} \operatorname{Im} \sum_{\alpha=1}^{N} q_{\alpha}^{2} g_{\alpha}(t+s, z)$ uniformly in $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$.
3. $\sup _{0 \leqslant s \leqslant \tau}\left|\lambda_{i}(t+s)-\gamma_{i, t+s}\right| \leqslant N^{\varepsilon} N^{-1}$ uniformly in $i \in \mathcal{A}_{r}^{\kappa}$

Note that by the considerations in this section and a continuity argument, we see that good eigenvalue paths occur with overwhelming probability so that we can condition on having such a path in the following section. Note that we will make $W_{t}$ undergo the Dyson Brownian motion for a small time $\tau$ so that the classical location $\gamma_{i, t}$ and the deterministic counterpart to resolvent entries $g_{\alpha}$ have small variations. This is the statement of the next lemma.

Lemma 2.2.9. Let $\varepsilon, \vartheta>0$ and $\kappa \in(0,1)$. Conditionally on a good eigenvalue path as in Definition 2.2.8, we have the following control of the resolvent,

$$
\begin{aligned}
\sup _{0 \leqslant s \leqslant \tau}\left|\varsigma(s, z)-m_{t}(z)\right| & \leqslant \frac{N^{\varepsilon}}{N \eta}+\frac{\tau}{t} \\
\sup _{0 \leqslant s \leqslant \tau}\left|G(s, z)_{i i}-\frac{1}{D_{i}-z-t m_{t}(z)}\right| & \leqslant\left(\frac{N^{2 \varepsilon}}{\sqrt{N \eta}}+\frac{\tau}{t}\right)\left|g_{\alpha}(t, z)\right|
\end{aligned}
$$

uniformly in $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$. For the rigidity results for eigenvalues we have

$$
\sup _{0 \leqslant s \leqslant \tau}\left|\lambda_{k}(t+s)-\gamma_{k, t}\right| \leqslant N^{\varepsilon}\left(\frac{1}{N}+\tau\right)
$$

uniformly in $k \in \mathcal{A}_{r}^{\kappa}$.
Proof. The first result comes from the fact that $\left|\partial_{t} m_{t}(z)\right| \leqslant N^{\varepsilon} / t$ which can be deduced from the time evolution of $m_{t}$ from [LY17a, Lemma 7.6]

$$
\partial_{t} m_{t}(z)=\partial_{z}\left(m_{t}(z)\left(m_{t}(z)+z\right)\right)
$$

combined with the estimates $\left|\partial_{z} m_{t}(z)\right| \leqslant C / t$ and $\left|m_{t}(z)\right| \leqslant \log N$. The other error term comes from the local law holding for a good eigenvalue path. The proof of the second bound comes from the following simple identity

$$
\partial_{t} g_{\alpha}(t, z)=\frac{m_{t}(z)+t \partial_{t} m_{t}(z)}{\left(D_{i}-z-t m_{t}(z)\right)^{2}} \quad \text { which gives } \quad\left|\partial_{t} g_{\alpha}(t, z)\right| \leqslant \frac{N^{\varepsilon}}{t}\left|g_{\alpha}(t, z)\right|
$$

using the fact that $\left|m_{t}(z)\right| \leqslant C \log N$ and $\left|\partial_{t} m_{t}(z)\right| \leqslant N^{\varepsilon} / t$. For the rigidity estimate, we combine the estimate $\left|\partial_{t} \gamma_{i, t}\right| \leqslant C \log N$ which can be found in [LY17a, Lemma 7.6] as well with the rigidity coming from the good eigenvalue path.

### 2.3. Short time relaxation

In this section, we are going to prove Theorems 2.1.3 and 2.1.7 for the Dyson Brownian motion starting from $W_{t}$ using maximum principle. Note that in this section we will omit the subscript $\boldsymbol{\lambda}$ for simplicity.

Recall the dynamics of the eigenvector moment flow with $n$ particles for $H_{\tau}$ with $H_{0}=W_{t}$.

$$
\left\{\begin{array}{l}
\partial_{\tau} f_{\tau}(\boldsymbol{\eta})=\frac{1}{N} \sum_{i \neq j} \frac{2 \eta_{i}\left(1+2 \eta_{j}\right)\left(f_{\tau}\left(\boldsymbol{\eta}^{i, j}\right)-f_{\tau}(\boldsymbol{\eta})\right)}{\left(\lambda_{i}(t+\tau)-\lambda_{j}(t+\tau)\right)^{2}}=:\left(\mathscr{B}_{\tau} f_{\tau}\right)(\boldsymbol{\eta})  \tag{2.3.1}\\
f_{0}(\boldsymbol{\eta})=\varphi_{t}(\boldsymbol{\eta})
\end{array}\right.
$$

with $\varphi_{t}(\boldsymbol{\eta})$ is defined in (2.2.11). where we noted $\lambda_{i}(t+\tau)$ the eigenvalues of $H_{\tau}$. Note that in the case of a single particle in $k$, we can write the dynamics

$$
\left\{\begin{align*}
\partial_{\tau} f_{\tau}(k) & =\frac{2}{N} \sum_{j=1}^{N} \frac{f_{\tau}(j)-f_{\tau}(k)}{\left(\lambda_{j}(t+\tau)-\lambda_{k}(t+\tau)\right)^{2}}  \tag{2.3.2}\\
f_{0}(k) & =\varphi_{t}(k)
\end{align*}\right.
$$

We cut the dynamics into two parts : the short range where most of the information will be and the long range. This decomposition in this context was first introduced in [EY15]. Letting $1 \ll \ell \ll N$ be a parameter that we will choose later, we then define

$$
\begin{align*}
& \left(\mathscr{S}(\tau) f_{\tau}\right)(\boldsymbol{\eta})=\frac{1}{N} \sum_{|j-k| \leqslant \ell}^{N} \frac{2 \eta_{i}\left(1+2 \eta_{j}\right)\left(f_{\tau}\left(\boldsymbol{\eta}^{i, j}\right)-f(\boldsymbol{\eta})\right)}{\left(\lambda_{i}-\lambda_{j}\right)^{2}}  \tag{2.3.3}\\
& \left(\mathscr{L}(\tau) f_{\tau}\right)(k)=\frac{1}{N} \sum_{|j-k|>\ell}^{N} \frac{2 \eta_{i}\left(1+2 \eta_{j}\right)\left(f_{\tau}\left(\boldsymbol{\eta}^{i, j}\right)-f_{\tau}(\boldsymbol{\eta})\right)}{\left(\lambda_{i}-\lambda_{j}\right)^{2}} \tag{2.3.4}
\end{align*}
$$

Denote by $U_{\mathscr{S}}(s, \tau)$ the semigroup associated with $\mathscr{S}$ from time $s$ to $\tau$ :

$$
\begin{equation*}
\partial_{\tau} U_{\mathscr{S}}(s, \tau)=\mathscr{S}(\tau) U_{\mathscr{S}}(s, \tau) \tag{2.3.5}
\end{equation*}
$$

for any $s \leqslant \tau$. We will denote in the same way $U_{\mathscr{B}}$. It has been proved in [BY17, BHY17] that the parabolic short range dynamics has a finite speed of propagation in the following sense: define the following distance on the set of configurations with $n$ particles

$$
\begin{equation*}
d(\boldsymbol{\eta}, \boldsymbol{\xi})=\sum_{k=1}^{n}\left|x_{k}-y_{k}\right| \tag{2.3.6}
\end{equation*}
$$

where $\left(x_{1}, \ldots, x_{n}\right)$ are the positions of the particles in nondecreasing order of $\boldsymbol{\eta}$ and $y_{\alpha}$ of $\boldsymbol{\xi}$. The following lemma then states that if two configurations are far from each other, the short-range dynamics started at one and evaluated at the other is exponentially small with high probability.

Lemma 2.3.1 ([BHY17, Corollary 3.3]). Choose $\ell \geqslant N \tau$, let $\varepsilon>0$ be a small constant and $\kappa \in(0,1)$. Conditioning on a good eigenvalue path $(\boldsymbol{\lambda}(s))_{s}$, uniformly, for any function $h$ on configurations of $n$ particles and a configuration $\boldsymbol{\xi}$ outside of the support of $h$ in the sense that $d(\boldsymbol{\xi}, \boldsymbol{\eta}) \geqslant N^{\varepsilon} \ell$ for any configuration $\boldsymbol{\eta}$ inside the support of $h$, we have

$$
\begin{equation*}
\sup _{0 \leqslant s \leqslant s^{\prime} \leqslant t} U_{\mathscr{S}}\left(s, s^{\prime}\right) h(\boldsymbol{\xi}) \leqslant N^{n}\|h\|_{\infty} e^{-c N^{\varepsilon}} \tag{2.3.7}
\end{equation*}
$$

for any $D>0$.

In this section, we condition on an event occurring with overwhelming probability so that we can state the results deterministically. We state it here as the following lemma.

Lemma 2.3.2. Let $\omega, \mathfrak{a}, \mathfrak{b}, \vartheta$ and $\varepsilon$ be small positive constants and $D$ as in Definition 2.1.1. Let $t \in \mathcal{T}_{\omega}$, and $W_{t}$ as in (2.1.1). Let $\kappa \in(0,1), \tau \in\left[N^{-1+\mathfrak{a}}, N^{-\mathfrak{a}} t\right]$ and $\ell \in\left[\tau N^{1+\mathfrak{b}}, N^{-\mathfrak{b}} t\right]$. The dynamics $\left(H_{s}\right)_{0 \leqslant s \leqslant \tau}$ induces a measure on the space of eigenvalues and eigenvectors $(\boldsymbol{\lambda}(t+s), \mathbf{u}(t+s))_{0 \leqslant s \leqslant \tau}$. The event $A$ of trajectories defined by the following holds with overwhelming probability:

1. $\sup _{0 \leqslant s \leqslant \tau}\left|\varsigma(s, z)-m_{t}(z)\right| \leqslant N^{\varepsilon}(N \eta)^{-1}+\tau t^{-1}$ uniformly in $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$.
2. $\sup _{0 \leqslant s \leqslant \tau}\left|\langle\mathbf{q}, G(s, z) \mathbf{q}\rangle-\sum_{\alpha=1}^{N} q_{\alpha}^{2} g_{\alpha}(t, z)\right| \leqslant\left(N^{2 \varepsilon}(N \eta)^{-1 / 2}+\tau t^{-1}\right) \operatorname{Im} \sum_{\alpha=1}^{N} q_{\alpha}^{2} g_{\alpha}(t, z)$ uniformly in $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$.
3. $\sup _{0 \leqslant s \leqslant \tau}\left|\lambda_{i}(t+s)-\gamma_{i, t}\right| \leqslant N^{\varepsilon}\left(N^{-1}+\tau\right)$ uniformly in $i \in \mathcal{A}_{r}^{\kappa}$.
4. For any function $h$ on configurations of $n$ particles and a configuration $\boldsymbol{\xi}$ supported outside of the support of $h$ in the sense that $d(\boldsymbol{\xi}, \boldsymbol{\eta}) \leqslant N^{\varepsilon} \ell$ for any configuration $\boldsymbol{\eta}$ inside the support of $h$ we have

$$
\sup _{0 \leqslant s \leqslant s^{\prime} \leqslant t} U_{\mathscr{S}}\left(s, s^{\prime}\right) h(\boldsymbol{\xi}) \leqslant N^{n}\|h\|_{\infty} e^{-c N^{\varepsilon}} .
$$

The following lemma gives us a bound on the difference between the short-range and long-range dynamics basically stating that most of the information lies in the short-range dynamics.

Lemma 2.3.3. Fix $\ell \ll N t$ and consider $\boldsymbol{\xi}_{\mathbf{0}}$ to be a configuration of $n$ particles supported on $\mathcal{A}_{r}^{\kappa}$ then for any eigenvalue paths $(\boldsymbol{\lambda}(t+s), \boldsymbol{u}(t+s))_{0 \leqslant s \leqslant \tau}$ in $A$, we have for any $\vartheta>0$ and $N^{-1+\vartheta} \leqslant \eta \leqslant N^{-\vartheta} \ell / N$,

$$
\begin{equation*}
\left|\left(U_{\mathscr{B}}(0, \tau)-U_{\mathscr{S}}(0, \tau)\right) \varphi_{t}(\boldsymbol{\xi})\right| \leqslant N^{(n+4) \varepsilon} \frac{N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta) . \tag{2.3.8}
\end{equation*}
$$

Proof. Let $\eta \in\left[N^{-1+\vartheta}, N^{-\vartheta} t\right]$. Using Duhamel's formula we can write

$$
\left|\left(U_{\mathscr{B}}(0, \tau)-U_{\mathscr{S}}(0, \tau)\right) \varphi_{t}(\boldsymbol{\xi})\right|=\left|\int_{0}^{\tau} U_{\mathscr{S}}(s, \tau) \mathscr{L}(s) f_{s}(\boldsymbol{\xi}) \mathrm{d} s\right|
$$

Now, by definition of the operator $\mathscr{L}(s)$ we have that

$$
\mathscr{L}(s) f_{s}(\boldsymbol{\xi})=\sum_{j, k,|j-k|>\ell} 2 \eta_{j}\left(1+2 \eta_{k}\right) \frac{f_{s}\left(\boldsymbol{\xi}^{j, \boldsymbol{k}}\right)-f_{s}(\boldsymbol{\xi})}{N\left(\lambda_{j}-\lambda_{k}\right)^{2}}
$$

so that we can bound, using Corollary 2.2.7 since $\boldsymbol{\xi}$ is supported on $\mathcal{A}_{r}^{\kappa}$,

$$
\left|\mathscr{L}(s) f_{s}(\boldsymbol{\xi})\right| \leqslant 2 n(1+2 n) \sum_{j, k:|j-k|>\ell} \frac{N^{n \varepsilon} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)+\left|f_{s}\left(\boldsymbol{\xi}^{k, j}\right)\right|}{N\left(\lambda_{j}-\lambda_{k}\right)^{2}}
$$

Now, say the configuration is supported on $p$ sites denoted $\left(k_{1}, \ldots, k_{p}\right)$, then one can write

$$
\begin{equation*}
\left|\mathscr{L}(s) f_{s}(\boldsymbol{\xi})\right| \leqslant C_{n} \sum_{i=1}^{p} \sum_{j:\left|j-k_{i}\right|>\ell} \frac{N^{n \varepsilon} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)+\left|f_{s}\left(\boldsymbol{\xi}^{k_{i}, j}\right)\right|}{N\left(\lambda_{j}-\lambda_{k_{i}}\right)^{2}} \tag{2.3.9}
\end{equation*}
$$

Now, since $\boldsymbol{\xi}$ is supported on $\mathcal{A}_{r}^{\kappa}$, we have that by Corollary 2.2.7 and denoting $\boldsymbol{\xi} \backslash k_{i}$ the configuration $\boldsymbol{\xi}$ where we removed a particule from the site $k_{i}$,

$$
\begin{equation*}
f_{s}\left(\xi^{k_{i}, \boldsymbol{j}}\right) \leqslant N^{(n-1) \varepsilon} \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi} \backslash k_{i}, \eta\right) f_{s}(j) . \tag{2.3.10}
\end{equation*}
$$

Consider now $\eta_{q}=2^{q} \ell / N$ for $q=\left[0,\left\lceil\log _{2}(N / \ell)\right]\right]$, then we can bound

$$
\begin{align*}
\sum_{j:\left|j-k_{i}\right|>\ell} \frac{f_{s}(j)}{N\left(\lambda_{j}-\lambda_{k_{i}}\right)^{2}} \leqslant \sum_{j:\left|j-k_{i}\right|>\ell} \sum_{q=0}^{\left\lceil\log _{2}(N / \ell)\right\rceil} \frac{1}{\eta_{q}} & \frac{\mathbb{E}\left[\left\langle\mathbf{q}, u_{j}\right\rangle^{2} \mid \boldsymbol{\lambda}\right] \eta_{q}}{\left(\lambda_{j}-\lambda_{k_{i}}\right)^{+} \eta_{q}^{2}} \\
& \leqslant \sum_{q=0}^{\left\lceil\log _{2}(N / \ell)\right\rceil} \frac{N}{2^{q} \ell} \operatorname{ImE}\left[\left\langle\mathbf{q}, G\left(s, \lambda_{k_{i}}+\mathrm{i} \eta_{q}\right) \mathbf{q}\right\rangle \mid \boldsymbol{\lambda}\right] . \tag{2.3.11}
\end{align*}
$$

We can now use the anisotropic local law since $\lambda_{k_{i}}$ lies in the spectral window and since we are on the event $A$,

$$
\begin{equation*}
\operatorname{Im}\left\langle\mathbf{q}, G\left(s, \lambda_{k_{i}}+\mathrm{i} \eta_{q}\right) \mathbf{q}\right\rangle \leqslant \operatorname{Im}\left\langle\mathbf{q}, G\left(s, \lambda_{k_{i}}+\mathrm{i} \eta\right) \mathbf{q}\right\rangle \leqslant N^{\varepsilon} \operatorname{Im} m_{t}\left(\lambda_{k_{i}}+\mathrm{i} \eta\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{i}, \eta\right) \leqslant N^{2 \varepsilon} \sigma_{t}^{2}\left(\mathbf{q}, k_{i}, \eta\right) \tag{2.3.12}
\end{equation*}
$$

where we used the fact that $\eta \ll \ell / N \leqslant \eta_{q}$ and that $m_{t}(z)$ is bounded in the spectral window. Combining the estimates (2.3.11) and (2.3.12) we obtain that

$$
\sum_{j:\left|j-k_{i}\right|>\ell} \frac{f_{s}(j)}{N\left(\lambda_{j}-\lambda_{k_{i}}\right)^{2}} \leqslant N^{2 \varepsilon} \frac{N}{\ell} \sigma_{t}^{2}\left(\mathbf{q}, k_{i}, \eta\right) .
$$

Injecting this bound in (2.3.9) with (2.3.10), we obtain that

$$
\left|\mathscr{L}(s) \varphi_{t}(\boldsymbol{\xi})\right| \leqslant N^{(n+2) \varepsilon} \frac{N}{\ell} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)
$$

where we used the fact that, by the same argument as in (2.3.11),

$$
\sum_{\left|j-k_{i}\right|>\ell} \frac{1}{N\left(\lambda_{j}-\lambda_{k_{i}}\right)^{2}} \lesssim \frac{N}{\ell}
$$

Now, we can use that $U_{\mathscr{S}}$ is a contraction combined with the finite speed of propagation from Lemma 2.3.1 so that we can write that

$$
\begin{equation*}
\left|U_{\mathscr{I}}(s, \tau) \mathscr{L}(s) f_{s}(\boldsymbol{\xi})\right| \leqslant N^{\varepsilon} \sup _{\eta: d(\boldsymbol{\eta}, \boldsymbol{\xi}) \leqslant N^{\varepsilon} \ell}\left|\mathscr{L}(s) f_{s}(\boldsymbol{\eta})\right| \leqslant N^{(n+3) \varepsilon} \frac{N}{\ell} \sup _{\eta: d(\boldsymbol{\eta}, \boldsymbol{\xi}) \leqslant N^{\varepsilon} \ell} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\eta}, \eta) \tag{2.3.13}
\end{equation*}
$$

However, since we have that $\boldsymbol{\eta}$ is close to $\boldsymbol{\xi}$ we can use regularity of $\sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\eta}, \eta)$. Indeed, if one looks at the function

$$
\psi(x)=\sum_{\alpha=1}^{N} \frac{q_{\alpha}^{2} t}{\left(D_{\alpha}-x-t \operatorname{Re} m_{t}(x)\right)^{2}+\left(t \operatorname{Im} m_{t}(x)\right)^{2}}
$$

Then we have that

$$
\partial_{x} \psi(x)=\sum_{\alpha=1}^{N} \frac{q_{\alpha}^{2} t\left(2\left(1+t \partial_{x} \operatorname{Re} m_{t}(x)\right)\left(D_{\alpha}-x-t \operatorname{Re} m_{t}(x)\right)-2 t^{2} \partial_{x} \operatorname{Im} m_{t}(x) \operatorname{Im} m_{t}(x)\right.}{\left[\left(D_{\alpha}-x-t \operatorname{Re} m_{t}(x)\right)^{2}+\left(t \operatorname{Im} m_{t}(x)\right)^{2}\right]^{2}}
$$

So that we can obtain the bound using the fact that $\left|\partial_{x} m_{t}(x)\right| \leqslant N^{\varepsilon} / t$,

$$
\left|\partial_{x} \psi(x)\right| \leqslant \frac{N^{\varepsilon}}{t} \psi(x)
$$

We can use this bound in order to obtain the following variation formula for $\sigma_{t}^{2}(\mathbf{q}, k, \eta)$,

$$
\begin{equation*}
\left|\sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)-\sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\eta}, \eta)\right| \leqslant N^{\varepsilon} \frac{d(\boldsymbol{\xi}, \boldsymbol{\eta})}{N t} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta) . \tag{2.3.14}
\end{equation*}
$$

In (2.3.13), one can see that the supremum is only taken over configurations close to each other, namely such that $d(\boldsymbol{\xi}, \boldsymbol{\eta}) \leqslant N^{\varepsilon \ell}$. Since we have $\ell \ll N t$, by (2.3.14), $\sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)$ varies slowly and we can finally bound

$$
\left|U_{\mathscr{S}}(s, \tau) \mathscr{L}(s) f_{s}(\boldsymbol{\xi})\right| \leqslant N^{(n+4) \varepsilon} \frac{N}{\ell} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)
$$

The two previous lemmas will be very useful tools to prove Theorem 1.4. Indeed, the finite speed of propagation in Lemma 2.3.1 allows us to localize our problem but is a property of the short range dynamics, Lemma 2.3.3 then tells us that most of the information of the global dynamics is in this short range part.

### 2.3.1. Analysis of the moment observable

To prove Theorem 2.1.3 we will prove the following intermediary proposition,
Proposition 2.3.4. Conditionally on $(\boldsymbol{\lambda}, \boldsymbol{u}) \in A$, let $\kappa \in(0,1), \varepsilon>0$ and $n$ be an integer. If $\mathbf{q} \in \mathbb{S}^{N-1}$, for any $\boldsymbol{\xi}: \mathcal{A}_{r}^{\kappa} \rightarrow \mathbb{N}$ such that $\mathcal{N}(\boldsymbol{\xi})=n$, there exists a $p$ depending on $n$ such that we have

$$
\begin{equation*}
f_{\tau}(\boldsymbol{\xi})=\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}, N^{-\varepsilon} \tau\right)+\mathcal{O}\left(N^{p \varepsilon}\left(\frac{1}{\sqrt{N \tau}}+\left(\frac{\tau}{t}\right)^{1 / 3}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\eta}, N^{-\varepsilon} \tau\right)\right) . \tag{2.3.15}
\end{equation*}
$$

where $\sigma_{t}(\mathbf{q}, k, \tau)$ is given by (2.1.3).
The $1 / 3$ exponent that we give here in the error is not optimal. We are not able to reach an optimal error because of the strong dichotomy we do between the short range and the long range dynamics and also the localization technique. Using a multi-scale partition of the dynamics could improve the error term. Note also the choice of the parameter $\eta$ corresponds to $N^{-\varepsilon} \tau$ which optimize our error term.

Let $\varepsilon>0$ be a small constant. Recall that $t \in \mathcal{T}_{\omega}$ and $\tau \ll t$. First, the following lemma gives us a local law for $f_{\tau}$, in the case of a single particle, deduced from the isotropic local law for $W_{t}$ in Theorem 2.2.4.

Lemma 2.3.5. For $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$, we have

$$
\begin{aligned}
\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{f_{\tau}(k)}{\lambda_{k}(t+\tau)-z}\right)= & \operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-t m_{t}(z)}\right) \\
& +\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}\right) \operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-t m_{t}(z)}\right)\right) .
\end{aligned}
$$

Proof. See first that, by definition of $f_{\tau}$, we have

$$
\frac{1}{N} \sum_{k=1}^{N} \frac{f_{\tau}(k)}{\lambda_{k}(t+\tau)-z}=\mathbb{E}\left[\left\langle\mathbf{q}, G^{H_{\tau}}(z) \mathbf{q}\right\rangle \mid \boldsymbol{\lambda}\right]
$$

where $G^{H_{\tau}}:=\left(H_{\tau}-z\right)^{-1}$ is the resolvent of $H_{\tau}$. Now, the law of $H_{\tau}$ is $D+\sqrt{t} W+\sqrt{\tau} \mathrm{GOE} \stackrel{(d)}{=}$ $D+\sqrt{t+\tau} W^{\prime}$ for some $W^{\prime}$ a Wigner matrix. We can use Theorem 2.2.4 for this matrix and write

$$
\begin{aligned}
& \operatorname{Im} \begin{aligned}
\left.\left\langle\mathbf{q}, G^{H_{\tau}} \mathbf{q}\right\rangle\right)= & \operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-(t+\tau) m_{t+\tau}(z)}\right.
\end{aligned} \\
&+\mathcal{O}\left(N^{\varepsilon} \frac{1}{\sqrt{N \eta}} \operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-(t+\tau) m_{t+\tau}(z)}\right)\right)
\end{aligned}
$$

with $m_{t+\tau}(z)$ the solution with positive imaginary part of the following self-consistent equation,

$$
m_{t+\tau}(z)=\frac{1}{N} \sum_{k=1}^{N} \frac{1}{D_{k}-z-(t+\tau) m_{t+\tau}(z)} .
$$

Note that we have, for $z \in \mathcal{D}_{r}^{\vartheta, \kappa}, 0<\operatorname{Im}\left(m_{t+\tau}(z)\right) \leqslant C$ for some constant $C$ so that, by a Taylor expansion in $\tau \ll t$ (remember that $\eta \ll t$ for $z \in \mathcal{D}_{r}^{\vartheta, \kappa}$ ), we obtain

$$
\begin{array}{r}
\operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-(t+\tau) m_{t+\tau}(z)}\right)=\operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-t m_{t+\tau}(z)}\right) \\
+\mathcal{O}\left(N^{\varepsilon} \frac{\tau}{t} \operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z-t m_{t}(z)}\right)\right) .
\end{array}
$$

We get the final result with the bound $\left|\partial_{t} m_{t}(z)\right| \leqslant C(\log N) / t$.
Let $\boldsymbol{\xi}_{0} \subset \mathcal{A}_{r}^{\kappa}$ be a fixed configuration, we want to use a maximum principle on a window centered around $\boldsymbol{\xi}_{0}$ of size $w$ according to the distance (2.3.6). Since we make a small perturbation $\tau \ll t$, in order to notice the dynamics in this window, we need to have $w \gg N \tau$. Furthermore, we want to look in the part of the spectrum where the eigenvector will be of typical size $1 / \sqrt{N t}$, to localize the dynamics in this small part of the spectrum. We then need to take $w \ll N t$.

We define the following flattening and averaging operator, for $a>0$

$$
\left(\text { Flat }_{\xi_{0}}^{a} f\right)(\boldsymbol{\eta})= \begin{cases}f(\boldsymbol{\eta}) & \text { if } d\left(\boldsymbol{\eta}, \boldsymbol{\xi}_{\boldsymbol{w}}\right) \leqslant a  \tag{2.3.16}\\ \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right) & \text { if } d\left(\boldsymbol{\eta}, \boldsymbol{\xi}_{\boldsymbol{w}}\right)>a\end{cases}
$$

and

$$
\begin{equation*}
\left(\operatorname{Av}_{\xi_{0}} f\right)(\boldsymbol{\eta})=\frac{2}{w} \int_{w / 2}^{w}\left(\operatorname{Flat}_{\xi_{0}}^{a} f\right)(\boldsymbol{\eta}) \mathrm{d} a \tag{2.3.17}
\end{equation*}
$$

Notice that for every $\boldsymbol{\eta}$, there exists $a_{\boldsymbol{\eta}} \in[0,1]$ such that

$$
\begin{equation*}
\operatorname{Av}_{\xi_{w}} f(\boldsymbol{\eta})=a_{\boldsymbol{\eta}} f(\boldsymbol{\eta})+\left(1-a_{\boldsymbol{\eta}}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right) . \tag{2.3.18}
\end{equation*}
$$

## Proof of Proposition 2.3.4 : Case of a single particle

To show the result (2.3.15) by induction, we will first prove in the case of one particle with the dynamics (2.3.2). We first prove under the hypotheses as in Proposition 2.3.4 in the case where $n=1$,

$$
\begin{equation*}
f_{\tau}(k)=\sigma_{t}^{2}(\mathbf{q}, k, \eta)+\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \tau}}+\left(\frac{\tau}{t}\right)^{1 / 3}\right) \sigma_{t}^{2}(\mathbf{q}, k, \eta)\right) \tag{2.3.19}
\end{equation*}
$$

To do so, we want to use a localized maximum principle centered around $k_{w}$ which is the position of the particle for the configuration $\boldsymbol{\xi}_{0}$ in this case. However, we need to know that the maximum stays in that window, that is why we first flatten and average $f_{t}(k)$ and use it as an initial condition for the dynamics (2.1.21). We will then make the short range dynamics work on $f_{t}(k)$ during a time $\tau \ll t$. Since we use the short range dynamics for a time $\tau$ we will be able to use the finite speed of propagation (2.3.1) and we should choose $N t \gg \ell \geqslant N \tau$ for the range cut-off. We will take an explicit value at the end of the proof. The different parameters and scaling is illustrated in Figure 2.3.


Figure 2.3: We see here a sketch of the variance profile plotted in the spectral dimension: the projection $\mathbf{q}$ is fixed and we plot the profile as a function of the eigenvector $u_{k}$. We then localize the dynamics onto the small window plotted here: the window is small enough so that the eigenvector can be seen as "flat" but large enough so that the short-range dynamics will not involve indices outside of this window.

Consider $g_{\tau}$,

$$
\partial_{\tau} g_{\tau}(k)=\frac{1}{N} \sum_{|j-k| \leqslant \ell} \frac{g_{\tau}(j)-g_{\tau}(k)}{\left(\lambda_{j}(t+\tau)-\lambda_{k}(t+\tau)\right)^{2}} \quad \text { with } \quad g_{0}(k)=\left(\operatorname{Av}_{k_{w}} \varphi_{t}\right)(k)
$$

First note that, in order to prove (2.3.19), it is enough to show that

$$
\begin{equation*}
g_{\tau}(k)=\sigma_{t}^{2}(\mathbf{q}, k, \eta)+\mathcal{O}\left(\left(\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{\eta}+\frac{w}{N t}+\frac{N \eta}{\ell}\right) \sigma_{t}^{2}(\mathbf{q}, k, \eta)\right) \tag{2.3.20}
\end{equation*}
$$

where the parameter $\eta$, the spectral resolution, will be chosen so that $N^{-1} \ll \eta \ll t$. Indeed we have,

$$
\begin{align*}
\left|f_{\tau}(k)-g_{\tau}(k)\right| & =\left|\left(U_{\mathscr{B}}(0, \tau) \varphi_{t}\right)(k)-\left(U_{\mathscr{S}}(0, \tau) \operatorname{Av}_{k_{w}} \varphi_{t}\right)(k)\right|  \tag{2.3.21}\\
& =\left[\left(U_{\mathscr{B}}(0, \tau)-U_{\mathscr{S}}(0, \tau)\right) \varphi_{t}\right](k)+\left[U_{\mathscr{S}}(0, \tau)\left(\operatorname{Id}-\operatorname{Av}_{k_{w}}\right) \varphi_{t}\right](k) \tag{2.3.22}
\end{align*}
$$

By Lemma 2.3.3, we get

$$
\begin{equation*}
\left[\left(U_{\mathscr{B}}(0, \tau)-U_{\mathscr{S}}(0, \tau)\right) \varphi_{t}\right](k) \leqslant N^{(n+6) \varepsilon} \frac{N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, k, \eta) \tag{2.3.23}
\end{equation*}
$$

Now, for the second term in (2.3.22). Since $\left(\varphi_{t}-\operatorname{Av}_{k_{w}} \varphi_{t}\right)(k)=0$ for $k \in \llbracket k_{w}-w / 2, k_{w}+w / 2 \rrbracket$, and taking $w \gg \ell N^{\varepsilon}$, looking at $k \in \llbracket k_{w}-w / 3, k_{w}+w / 3 \rrbracket$ for instance, Lemma 2.3.1 tells us that the term is exponentially small. Thus, we obtain

$$
f_{\tau}(k)=g_{\tau}(k)+\mathcal{O}\left(N^{(n+6) \varepsilon} \frac{N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, k, \eta)\right)
$$

We will first prove the following equation which can be seen as an averaged version of the result. We will now show the following lemma whic is analogous to [BY17, Lemma 7.3]

Lemma 2.3.6. For $k_{0} \in \llbracket k_{w}-u, k_{w}+u \rrbracket$, set $z^{\left(k_{0}\right)}=\gamma_{k_{0}, t}+\mathrm{i} \eta \in \mathcal{D}_{r}^{\vartheta, \kappa}$

$$
\begin{align*}
\left\lvert\, \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{g_{\tau}(k)}{\lambda_{k}(t)-z^{\left(k_{0}\right)}}\right)\right. & -\operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right) \mid \\
& \leqslant N^{(n+6) \varepsilon}\left(\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{\eta}+\frac{w}{N t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right) . \tag{2.3.24}
\end{align*}
$$

Proof. First, decompose the left hand side term into three different terms :

$$
\begin{align*}
& \left|\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\left(U_{\mathscr{S}}(0, \tau) \operatorname{Av}_{k_{w}} \varphi_{t}\right)(k)-\left(\operatorname{Av}_{k_{w}} U_{\mathscr{S}}(0, \tau) \varphi_{t}\right)(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)\right|  \tag{2.3.25}\\
+ & \left|\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\left(\operatorname{Av}_{k_{w}} U_{\mathscr{S}}(0, \tau) \varphi_{t}\right)(k)-\operatorname{Av}_{k_{w}} f_{\tau}(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)\right|  \tag{2.3.26}\\
+ & \left|\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\operatorname{Av}_{k_{w}} f_{\tau}(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)-\operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right| \tag{2.3.27}
\end{align*}
$$

To bound (2.3.25), we write

$$
\begin{equation*}
\left(U_{\mathscr{S}}(0, \tau) \operatorname{Av}_{k_{w}} \varphi_{t}\right)(k)-\left(\operatorname{Av}_{k_{w}} U_{\mathscr{S}}(0, \tau) \varphi_{t}\right)(k)=\frac{2}{w} \int_{w / 2}^{w} \mathfrak{U}_{k_{w}}^{a}\left(\varphi_{t}\right)(k) \mathrm{d} a \tag{2.3.28}
\end{equation*}
$$

with

$$
\mathfrak{U}_{k_{w}}^{a}\left(\varphi_{t}\right)(k)=\left(U_{\mathscr{S}}(0, \tau) \operatorname{Flat}_{k_{w}}^{a} \varphi_{t}\right)(k)-\left(\operatorname{Flat}_{k_{w}}^{a} U_{\mathscr{S}}(0, \tau) \varphi_{t}\right)(k)
$$

Look now at what happens around $k_{w}-a$, the other boundary of the window $k_{w}+a$ can be bounded exactly the same way. By finite speed of propagation from Lemma 2.3.1, for $k<k_{w}-a-\ell N^{\varepsilon}$, we easily get

$$
\left(U_{\mathscr{S}}(0, \tau) \operatorname{Flat}_{k_{w}}^{a} \varphi_{t}\right)(k)=\operatorname{Flat}_{k_{w}}^{a}\left(U_{\mathscr{S}}(0, \tau) \varphi_{t}\right)(k)+\mathcal{O}\left(N^{n} e^{-N^{\varepsilon / 2}}\right)
$$

The same equality is true for $k>k_{w}-a+\ell N^{\varepsilon}$ using the same argument.
For $k_{w}-a-\ell N^{\varepsilon} \leqslant k \leqslant k_{w}-a+\ell N^{\varepsilon}$, since the operator $U_{\mathscr{S}}$ is bounded in $\ell^{\infty}$, we have

$$
\begin{equation*}
\left|\mathfrak{U}_{k_{w}}^{a}\left(\varphi_{t}\right)(k)\right| \leqslant 2 \sup _{j:\left|j-k_{w}\right| \leqslant N^{\varepsilon} \ell} \varphi_{t}(j) \leqslant N^{\varepsilon} \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right) \tag{2.3.29}
\end{equation*}
$$

where we used Corollary 2.2 .7 combined with (2.3.14). Now, in the integrand in (2.3.28) there is a set of measure at most $N^{\varepsilon} \ell$ which is not exponentially small which gives, combined with Theorem 2.2.2, that we can bound (2.3.25) by

$$
\begin{equation*}
\left.(2.3 .25) \leqslant N^{\varepsilon} \frac{\ell}{w} \operatorname{Im} m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}\right) \leqslant N^{\varepsilon} \frac{\ell}{w} \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right) \tag{2.3.30}
\end{equation*}
$$

where we used that $\operatorname{Im} m_{t}\left(z^{\left(k_{0}\right)}\right)$ is bounded in the spectral window from Lemma 2.2.1.
To bound (2.3.26), noting that $f_{\tau}=U_{\mathscr{B}}(0, \tau) \varphi_{t}$,

$$
\begin{aligned}
\left|\left(\operatorname{Av}_{k_{w}} U_{\mathscr{\mathscr { L }}}(0, \tau) \varphi_{t}\right)(k)-\left(\operatorname{Av}_{k_{w}} U_{\mathscr{B}}(0, \tau) \varphi_{t}\right)(k)\right| \leqslant\left|\left[\left(U_{\mathscr{S}}(0, \tau)-U_{\mathscr{B}}(0, \tau)\right) \varphi_{t}\right](k)\right| & \\
& \leqslant N^{\tau \varepsilon} \frac{N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, k, \eta)
\end{aligned}
$$

where we applied Lemma 2.3.3.
Thus we have

$$
\begin{equation*}
(2.3 .26) \leqslant N^{7 \varepsilon} \frac{C N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, k, \eta) \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{1}{\lambda_{k}-z^{\left(k_{0}\right)}}\right) \leqslant N^{7 \varepsilon} \frac{N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, k, \eta) \tag{2.3.31}
\end{equation*}
$$

where we used the averaged local law from Theorem 2.2.2 and the fact that in the spectral window we have $\operatorname{Im} m_{t}\left(z^{\left(k_{0}\right)}\right) \leqslant C$.

To bound (2.3.27), we want to use (2.2.13) which comes from the local law. Recalling that $z^{\left(k_{0}\right)}=$ $\gamma_{k_{0}}+\mathrm{i} \eta$, then

$$
\begin{aligned}
& \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\left(\operatorname{Av}_{k_{w}} U_{\mathscr{B}}(0, \tau) \varphi_{t}\right)(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)=\operatorname{Im}\left(\frac{1}{N} \sum_{\left|k-k_{0}\right| \leqslant N \sqrt{\eta}} \frac{\left(\operatorname{Av}_{k_{w}} U_{\mathscr{B}}(0, \tau) \varphi_{t}\right)(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right) \\
&\left.+\mathcal{O}\left(\sqrt{\eta} \sigma_{t}^{2}\left(\mathbf{q}, k_{0}\right)\right)\right)
\end{aligned}
$$

where we used the fact that similarly to the proof of Lemma 2.3.3, we have that, for any threshold $l$,

$$
\begin{equation*}
\operatorname{Im}\left(\frac{1}{N} \sum_{\left|k-k_{0}\right|>l} \frac{\left(\operatorname{Av}_{k_{w}} f_{\tau}\right)(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)=\mathcal{O}\left(N^{\varepsilon} \frac{N \eta}{l} \sigma_{t}^{2}\left(\mathbf{q}, k_{0}\right)\right) \tag{2.3.32}
\end{equation*}
$$

Taking $l=N \sqrt{\eta}$ gives here the bound. If we use the notation (2.3.18), we obtain

$$
\begin{align*}
& \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\left(\operatorname{Av}_{k_{w}} f_{\tau}\right)(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)=  \tag{2.3.33}\\
& =\operatorname{Im}\left(\frac{1}{N} \sum_{\left|k-k_{0}\right| \leqslant N \sqrt{\eta}} \frac{a_{k} f_{\tau}(k)+\left(1-a_{k}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)+\mathcal{O}\left(\sqrt{\eta} \sigma_{t}^{2}\left(\mathbf{q}, k_{0}\right)\right)  \tag{2.3.34}\\
& =a_{k_{0}} \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{f_{\tau}(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)+\left(1-a_{k_{0}}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right) \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{1}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)  \tag{2.3.35}\\
& +\operatorname{Im}\left(\frac{1}{N} \sum_{\left|k-k_{0}\right| \leqslant N \sqrt{\eta}}^{N} \frac{\left(a_{k}-a_{k_{0}}\right) f_{\tau}(k)+\left(a_{k_{0}}-a_{k}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)+\mathcal{O}\left(\sqrt{\eta} \sigma_{t}^{2}\left(\mathbf{q}, k_{0}\right)\right) . \tag{2.3.36}
\end{align*}
$$

Note now that

$$
\operatorname{Im}\left(\sum_{k=1}^{N} \frac{q_{k}^{2}}{D_{k}-z^{\left(k_{0}\right)}-t m_{t}\left(z^{\left(k_{0}\right)}\right)}\right)=\left(\operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right)+\frac{\eta}{t}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{0}, \eta\right)
$$

so that, by Lemma 2.3.5 and Theorem 2.2.2, we obtain

$$
\begin{aligned}
(2.3 .35)= & a_{k_{0}} \operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{0}\right)+\left(1-a_{k_{0}}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \\
& +\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{1}{N \eta}+\frac{\tau}{t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right)
\end{aligned}
$$

Note that we do not keep the error $\eta / t$ as we take $\eta \ll t$ so that $\tau / t$ is of larger order. Now using the deterministic bound (2.3.14), we obtain that since $k \in \llbracket k_{w}-w, k_{w}+w \rrbracket$,

$$
(2.3 .35)=\operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)+\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right)
$$

Finally, with the elementary property $\left|a_{i}-a_{k}\right| \leqslant \frac{C|i-k|}{N}$, we get that $(2.3 .36) \leqslant C \sqrt{\eta} \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)$. Putting these estimates together, we obtain

$$
\begin{equation*}
(2.3 .27)=\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right) \tag{2.3.37}
\end{equation*}
$$

Combining (2.3.30),(2.3.31) and (2.3.37), we get the final result

$$
\begin{aligned}
&\left|\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{g_{\tau}(k)}{\lambda_{k}-z^{\left(k_{0}\right)}}\right)-\operatorname{Im}\left(m_{t}\left(z^{\left(k_{0}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right| \\
&=\mathcal{O}\left(N^{\varepsilon}\left(\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right)
\end{aligned}
$$

Now, we just need to prove that (2.3.20). Let $k_{m}$ be the index such that $g_{\tau}\left(k_{m}\right)=\max _{k} g_{\tau}(k)$ and $z=\lambda_{k_{m}}+i \eta$. If we have that

$$
\begin{equation*}
\left|g_{\tau}\left(k_{m}\right)-\sigma_{t}^{2}\left(\mathbf{q}, k_{m}, \eta\right)\right| \leqslant N^{-10} \tag{2.3.38}
\end{equation*}
$$

there is nothing to prove. Now if the left hand side is greater than $N^{-10}$, by finite speed of propagation, $k_{m}$ is in the interval $\llbracket k_{w}-u, k_{w}+u \rrbracket$. Indeed, if it is not then the difference in (2.3.38) would be exponentially small. We then have

$$
\begin{align*}
& \partial_{\tau} g_{\tau}\left(k_{m}\right)=\frac{1}{N} \sum_{\substack{\left|j-k_{m}\right| \leqslant \ell \\
j \neq k_{m}}} \frac{g_{\tau}(j)-g_{\tau}\left(k_{m}\right)}{\left(\lambda_{j}-\lambda_{k_{m}}\right)^{2}} \\
& \quad \leqslant \frac{1}{N \eta} \sum_{\substack{\left|j-k_{m}\right| \leqslant \ell \\
j \neq k_{m}}} \frac{\eta g_{\tau}(j)}{\left(\lambda_{j}-\lambda_{k_{m}}\right)^{2}+\eta^{2}}-\frac{g_{\tau}\left(k_{m}\right)}{N \eta} \sum_{\substack{\left|j-k_{m}\right| \leqslant \ell \\
j \neq k_{m}}} \frac{\eta}{\left(\lambda_{j}-\lambda_{k_{m}}\right)^{2}+\eta^{2}} \\
& \quad \leqslant \frac{1}{\eta} \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{g_{\tau}(k)}{\lambda_{k}-z}\right)-\frac{g_{\tau}\left(k_{m}\right)}{\eta} \operatorname{Im}\left(m_{t}(z)\right)+\mathcal{O}\left(\frac{N^{\varepsilon}}{\eta}\left(\frac{N \eta}{\ell}+\frac{1}{N \eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{m}, \eta\right)\right) \\
& \quad \leqslant \frac{C}{\eta}\left(\sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)-g_{\tau}\left(k_{m}\right)\right)  \tag{2.3.39}\\
& \left.\quad+\mathcal{O}\left(\frac{N^{\varepsilon}}{\eta}\left(\left(\frac{N \eta}{\ell}+\frac{1}{N \eta}\right) \sigma_{t}^{2} \mathbf{q}, k_{m}, \eta\right)+\left(\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right)\right) \tag{2.3.40}
\end{align*}
$$

where we used in the first inequality that $g_{\tau}\left(k_{m}\right)$ is the maximum, in the second inequality that extending the sum to all $j$ adds an error ( $\left.N^{1+\varepsilon} \eta / \ell \sigma_{t}^{2} \mathbf{q}, k_{m}, \eta\right)$ ) using (2.3.32) and Theorem 2.2.2 combined with the estimate from Lemma 2.2.1. Finally in the last inequality we used (2.3.24), $c \leqslant$ $\operatorname{Im}\left(m_{t}(z)\right) \leqslant C$ in the spectral window and that the rigidity errors that appears from changing $\lambda_{k_{m}}$ into $\gamma_{k_{m}, t}$ from Theorem 2.2.6 are smaller than the other terms. Injecting our variance $\sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)$ in (2.3.39) which does not depend of $\tau$,

$$
\begin{aligned}
\partial_{\tau}\left(g_{\tau}\left(k_{m}\right)-\sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right) \leqslant & -\frac{C}{\eta}\left(g_{\tau}\left(k_{m}\right)-\sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right) \\
& +\mathcal{O}\left(\left(\frac{N \eta}{\ell}+\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \frac{N^{\varepsilon}}{\eta} \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right) .
\end{aligned}
$$

Thus, writing $S_{\tau}=g_{\tau}\left(k_{m}\right)-\sigma_{t}\left(\mathbf{q}, k_{w}\right)^{2}$ we get

$$
\partial_{\tau} S_{\tau} \leqslant-\frac{C}{\eta} S_{\tau}+\mathcal{O}\left(\left(\frac{N \eta}{\ell}+\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \frac{N^{\varepsilon}}{\eta} \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)\right) .
$$

Note that $S_{\tau}$ is not necessary differentiable as the maximum is not necesarily unique for instance, but one can get the result by instead considering

$$
\partial_{\tau} S_{\tau}=\underset{s \rightarrow \tau}{\limsup } \frac{S_{s}-S_{\tau}}{s-\tau}
$$

Using Gronwall's lemma, we have if $\eta \ll \tau$,

$$
S_{\tau}=\mathcal{O}\left(N^{\varepsilon}\left(\frac{N \eta}{\ell}+\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{w}{N t}+\sqrt{\eta}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{w}, \eta\right)+N^{-C}\right)
$$

for any $C$. We can do the same reasoning with the infimum. Finally taking the following parameters

$$
\begin{equation*}
\eta=N^{-\varepsilon} \tau, \quad w=\left(N \tau(N t)^{2}\right)^{1 / 3}, \quad \ell=\sqrt{N \tau u} \tag{2.3.41}
\end{equation*}
$$

we get the result for a single particle. Note that with these choices of parameters we have the correct relations: $N^{-1} \ll \eta \ll \tau \ll \ell \ll w \ll N t$.

## Proof of Proposition 2.3.4: Case of $\boldsymbol{n}$ particles

In the previous part of the proof, we looked only at the second moment $\mathbb{E}\left[N\left\langle\mathbf{q}, u_{k}(t)\right\rangle^{2} \mid \boldsymbol{\lambda}\right]$ which corresponds to a single particle in the site $k$. Now, we will do the proof of (2.3.15) by induction on the number of particles.
We can first define the same objects as the single particle case: we will consider the short range dynamics for a small time $\tau \ll t$ with initial condition an average of the eigenvectors moment of $W_{t}$ localized onto a specific window. More precisely define, with $\boldsymbol{\xi}_{0}$ being the configuration with $n$ particles that lies at the center of our window of size $w$ in the sense of the distance (2.3.6),

$$
\begin{align*}
\partial_{\tau} g_{\tau}(\boldsymbol{\xi}) & =\frac{1}{N} \sum_{\substack{|i-j| \leqslant \ell \\
i \neq j}} \frac{g_{\tau}\left(\boldsymbol{\xi}^{i j}\right)-g_{\tau}(\boldsymbol{\xi})}{\left(\lambda_{i}-\lambda_{j}\right)^{2}},  \tag{2.3.42}\\
g_{0}(\boldsymbol{\xi}) & =\left(\operatorname{Av}_{\xi_{0}} f_{t}\right)(\boldsymbol{\xi}) . \tag{2.3.43}
\end{align*}
$$

By the same reasoning as for the one particle case, using Lemmas 2.3.3 and 2.3.1 with $n$ particles, we get

$$
\begin{equation*}
\left|f_{\tau}(\boldsymbol{\xi})-g_{\tau}(\boldsymbol{\xi})\right| \leqslant N^{(n+6) \varepsilon} \frac{C N \tau}{\ell} \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta) \tag{2.3.44}
\end{equation*}
$$

To reason by induction on the number of particles, we need to show the following equation, similar to (2.3.24) in the case of one particle. For $k_{r} \in \mathcal{A}_{r}^{\kappa}$, define $z^{\left(k_{r}\right)}=\gamma_{k_{r}}+i \eta$ and let $\boldsymbol{\xi}$ a configuration of $n$ particles with at least one particle in $k_{r}$, we need to show

$$
\begin{align*}
\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{g_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\lambda_{k}(t+\tau)-z^{\left(k_{r}\right)}}\right) & -\left(a_{\boldsymbol{\xi}} f_{\tau}\left(\boldsymbol{\xi} \backslash k_{r}\right) \sigma_{t}\left(\mathbf{q}, k_{r}, \eta\right)^{2}+\left(1-a_{\boldsymbol{\xi}}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right)  \tag{2.3.45}\\
& =\mathcal{O}\left(N^{(n+6) \varepsilon}\left(\frac{\ell}{w}+\frac{N \tau}{\ell}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right)
\end{align*}
$$

where $\boldsymbol{\xi} \backslash k_{r}$ denote the configuration where we removed one particle in $k_{r}$ from $\boldsymbol{\xi}$.
We apply the same decomposition in three terms as in the single particle case, the first two terms can be bounded the same way and we can bound the left hand side of (2.3.45) by

$$
\begin{align*}
& \left\lvert\, \operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\left(\operatorname{Av}_{\xi_{w}} f_{\tau}\right)\left(\xi^{k_{r}, k}\right)}{\lambda_{k}-z^{\left(k_{r}\right)}}\right)\right. \\
&-\left(a_{\boldsymbol{\xi}} f_{t}\left(\boldsymbol{\xi} \backslash k_{r}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{r}, \eta\right)\right.\left.+\left(1-a_{\boldsymbol{\xi}}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right) \mid \\
&+\mathcal{O}\left(N^{(n+6) \varepsilon}\left(\frac{\ell}{u}+\frac{N \tau}{\ell}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right) \tag{2.3.46}
\end{align*}
$$

Now we need to see that,

$$
\begin{aligned}
\mathrm{Av}_{\boldsymbol{\xi}_{0}} f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right) & =a_{\boldsymbol{\xi}^{k_{r}, k}} f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)+\left(1-a_{\boldsymbol{\xi}^{k_{r}, k}}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right) \\
& =\left(a_{\boldsymbol{\xi}} f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)+\left(1-a_{\boldsymbol{\xi}}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right) \\
& +\left(\left(a_{\boldsymbol{\xi}^{k_{r}, k}}-a_{\boldsymbol{\xi}}\right) f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)+\left(a_{\boldsymbol{\xi}}-a_{\boldsymbol{\xi}^{k_{r}, k}}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right) \\
& =\left(a_{\boldsymbol{\xi}} f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)+\left(1-a_{\boldsymbol{\xi}}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right)+\mathcal{O}\left(\frac{d\left(\boldsymbol{\xi}_{r, k}^{k_{r}}, \boldsymbol{\xi}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)}{N}\right) .
\end{aligned}
$$

We can use the same decomposition into $\left|k-k_{r}\right| \leqslant N \sqrt{\eta}$ and the averaged local law from Theorem 2.2.2 to get

$$
\begin{align*}
\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\operatorname{Av}_{\xi_{w}} f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\lambda_{k}-z^{\left(k_{r}\right)}}\right)=a_{\boldsymbol{\xi}} \operatorname{Im} & \left(\frac{1}{N} \sum_{k=1}^{N} \frac{f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\lambda_{k}-z^{\left(k_{r}\right)}}\right) \\
& +\left(1-a_{\boldsymbol{\xi}}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)+\mathcal{O}\left(\frac{N^{\varepsilon}}{N \eta} \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right) . \tag{2.3.47}
\end{align*}
$$

Consider the sum in the right hand side, recall that there is at least one particle in $k_{r}$ and denote $k_{1}, \ldots, k_{m}$ with $m \leqslant n$, the sites where there is at least one particle in the configuration $\boldsymbol{\xi}$. Recall that $z^{\left(k_{r}\right)}=\gamma_{k_{r}, t}+i \eta$,

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{N} \frac{\eta f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\left(\gamma_{k_{r}, t}-\lambda_{k}\right)^{2}+\eta^{2}}=\frac{1}{N} \sum_{\left.k \notin k_{1}, \ldots k_{m}\right\}} \frac{\eta f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\left(\gamma_{k_{r}, t}-\lambda_{k}\right)^{2}+\eta^{2}}+\mathcal{O}\left(\frac{N^{n \varepsilon}}{N \eta} \sum_{i=1}^{m} \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}^{k_{r}, k_{i}}, \eta\right)\right) \tag{2.3.48}
\end{equation*}
$$

where we used Corollary 2.2 .7 on the indices we removed from the sum. Now we have the following equality for the first sum by definition of $f_{\tau}$,

$$
\begin{equation*}
\frac{1}{\underset{k \notin\left\{k_{1}, \ldots k_{m}\right\}}{N}} \frac{\eta f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\left(\gamma_{k_{r}, t}-\lambda_{k}\right)^{2}+\eta^{2}}=\mathbb{E}\left[\left.\prod_{\substack{1 \leqslant r^{\prime} \leqslant m \\ r^{\prime} \neq r}} \frac{z_{r^{\prime}}^{2 j_{r^{\prime}}}}{a\left(2 j_{r^{\prime}}\right)} \frac{z_{r}^{2\left(j_{r}-1\right)}}{a\left(2\left(j_{r}-1\right)\right)} \sum_{j \notin\left\{k_{1}, \ldots, k_{m}\right\}} \frac{\eta z_{j}^{2}}{N\left(\left(\gamma_{k_{r}, t}-\lambda_{j}\right)^{2}+\eta^{2}\right)} \right\rvert\, \boldsymbol{\lambda}\right] \tag{2.3.49}
\end{equation*}
$$

By Lemma 2.3.5, we have,

$$
\begin{align*}
& \frac{1}{N} \sum_{j \notin\left\{k_{1}, \ldots, k_{m}\right\}} \frac{\eta z_{j}^{2}}{\left(\gamma_{k_{r}, t}-\lambda_{j}\right)^{2}+\eta^{2}}=\frac{1}{N} \sum_{k=1}^{N} \frac{\eta z_{k}^{2}}{\left(\gamma_{k_{r}, t}-\lambda_{k}\right)^{2}+\eta^{2}}+\mathcal{O}\left(\frac{N^{\varepsilon}}{N \eta} \sum_{j=1}^{m} \sigma_{t}^{2}\left(\mathbf{q}, k_{j}, \eta\right)\right)  \tag{2.3.50}\\
& \quad=\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{z_{k}^{2}}{\lambda_{k}-z^{\left(k_{r}\right)}}\right)+\mathcal{O}\left(\frac{N^{\varepsilon}}{N \eta} \sum_{j=1}^{m} \sigma_{t}^{2}\left(\mathbf{q}, k_{j}, \eta\right)\right)  \tag{2.3.51}\\
& \quad=\operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{r}\right)+\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{r}\right)+\frac{N^{\varepsilon}}{N \eta} \sum_{j=1}^{m} \sigma_{t}^{2}\left(\mathbf{q}, k_{j}, \eta\right)\right) \tag{2.3.52}
\end{align*}
$$

Combining (2.3.52) and (2.3.49) and using the bounds on the variations of $\sigma_{t}$ (2.3.14), we get

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{N} \frac{\eta f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\left(\gamma_{k_{r}, t}-\lambda_{k}\right)^{2}+\eta^{2}}=\operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}\left(\mathbf{q}, k_{r}, \eta\right)^{2} f_{\tau}\left(\boldsymbol{\xi} \backslash k_{r}\right)+\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}\right) \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)\right) \tag{2.3.53}
\end{equation*}
$$

Finally, combining (2.3.53) and (2.3.47), we have

$$
\begin{aligned}
\operatorname{Im}\left(\frac{1}{N} \sum_{k=1}^{N} \frac{\operatorname{Av}_{\xi_{0}} f_{\tau}\left(\boldsymbol{\xi}^{k_{r}, k}\right)}{\lambda_{k}-z^{\left(k_{r}\right)}}\right) & =a_{\boldsymbol{\xi}} f_{t}\left(\boldsymbol{\xi} \backslash k_{r}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, k_{r}, \eta\right) \\
& +\left(1-a_{\boldsymbol{\xi}}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)+\mathcal{O}\left(N^{\varepsilon}\left(\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}\right) \sigma_{t}^{2}(\mathbf{q}, \boldsymbol{\xi}, \eta)\right)
\end{aligned}
$$

which, combined with (2.3.46), gives us (2.3.45).
We now follow the same proof as in the case of one particle : we state a maximum principle on the flattened and averaged moment. First define

$$
\begin{equation*}
\boldsymbol{\xi}_{\boldsymbol{m}}=\max _{\substack{\boldsymbol{\xi} \\ \mathcal{N}(\boldsymbol{\xi})=n}} g_{\tau}(\boldsymbol{\xi}), \tag{2.3.54}
\end{equation*}
$$

and let $k_{1}, \ldots, k_{m}$ be the positions of the particles of the configuration $\boldsymbol{\xi}_{\boldsymbol{m}}$ with $m \leqslant n$. We are going
to use our induction hypothesis in the maximum principle inequalities by (2.3.45).

$$
\begin{align*}
& \partial_{\tau} g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right) \leqslant \frac{C}{N} \sum_{\substack{|i-j| \leqslant l \\
i \neq j}} \frac{g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}^{i, j}\right)-g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right)}{\left(\lambda_{i}-\lambda_{j}\right)^{2}} \\
& \quad \leqslant \frac{C}{N} \sum_{r=1}^{m}\left(\frac{1}{\eta} \sum_{\substack{\left|j-k_{r}\right| \leqslant l \\
j \neq k_{r}}} \frac{\eta g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}^{k_{r}, j}\right)}{\left(\lambda_{j}-\lambda_{k_{r}}\right)^{2}+\eta^{2}}-\frac{g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right)}{\eta} \sum_{\substack{\left|j-k_{r}\right| \leqslant l \\
j \neq k_{r}}} \frac{\eta}{\left(\lambda_{j}-\lambda_{k_{r}}\right)^{2}+\eta^{2}}\right) \\
& \quad \leqslant \frac{C}{\eta} \sum_{r=1}^{m}\left[\operatorname{Im}\left(\frac{1}{N} \sum_{j=1}^{N} \frac{g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}^{k_{r}, j}\right)}{\lambda_{j}-z^{\left(k_{r}\right)}}\right)-g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right) \operatorname{Im}\left(s_{\tau}\left(z^{\left(k_{r}\right)}\right)\right)\right]+\mathcal{O}\left(\frac{N \eta}{\ell} \frac{\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}, \eta\right)}{\eta}\right) \\
& \quad \leqslant \frac{C}{\eta} \sum_{r=1}^{m}\left(a_{\boldsymbol{\xi}_{\boldsymbol{m}}} f_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}} \backslash k_{r}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}\left(\mathbf{q}, k_{r}\right)^{2}+\left(1-a_{\boldsymbol{\xi}_{\boldsymbol{m}}}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)\right)  \tag{2.3.55}\\
& \quad-\frac{C}{\eta} \sum_{r=1}^{m} g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right) \operatorname{Im}\left(m_{t}\left(z^{\left(k_{r}\right)}\right)\right)+\mathcal{O}\left(\frac { N ^ { ( n + 6 ) \varepsilon } } { \eta } ( \frac { 1 } { \sqrt { N \eta } } + \frac { \tau } { t } + \frac { \ell } { w } + \frac { N \tau } { \ell } + \frac { N \eta } { \ell } ) \sigma _ { t } ^ { 2 } \left(\mathbf{q}, \boldsymbol{\boldsymbol { \xi } _ { \boldsymbol { m } } , \eta ) )}\right.\right.
\end{align*}
$$

Now, we use the induction assumption on $f_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}} \backslash k_{r}\right)$ which is a $(n-1)$ th moment and obtain

$$
\begin{equation*}
f_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}} \backslash k_{r}\right) \sigma_{t}\left(\mathbf{q}, k_{r}, \eta\right)^{2}=\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}\right)+\mathcal{O}\left(\left(\frac{1}{\sqrt{N \tau}}+\left(\frac{\tau}{t}\right)^{1 / 3}\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}, \eta\right)\right) \tag{2.3.56}
\end{equation*}
$$

Besides, we can easily see that, since $d\left(\boldsymbol{\xi}_{\boldsymbol{w}}, \boldsymbol{\xi}_{\boldsymbol{m}}\right) \leqslant 2 w$, from (2.3.14),

$$
\begin{equation*}
\left|\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}\right)^{2}-\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}\right)^{2}\right| \leqslant \frac{N^{\varepsilon} w}{N t} \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}, \eta\right) \tag{2.3.57}
\end{equation*}
$$

Now, injecting (2.3.56) and (2.3.57) in (2.3.55), we get

$$
\begin{aligned}
& \partial_{\tau}\left(g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right)-\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}, \eta\right)\right) \leqslant-\frac{C}{\eta} \sum_{r=1}^{m}\left(g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right)-\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\mathbf{0}}, \eta\right)\right) \\
& \quad+\mathcal{O}\left(\left(\frac{N \tau}{\ell}+\frac{\ell}{w}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{N \eta}{\ell}+\frac{w}{N t}+\frac{1}{\sqrt{N \tau}}+\left(\frac{\tau}{t}\right)^{1 / 3}\right) \frac{N^{(n+6) \varepsilon}}{\eta} \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}, \eta\right)\right) .
\end{aligned}
$$

Doing the same reasoning as in the proof for one particle, we get, by applying Gronwall's lemma,

$$
\begin{aligned}
& g_{\tau}\left(\boldsymbol{\xi}_{\boldsymbol{m}}\right)=\sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}, \eta\right) \\
& \quad+\mathcal{O}\left(\left(\frac{N \tau}{\ell}+\frac{\ell}{w}+\frac{1}{\sqrt{N \eta}}+\frac{\tau}{t}+\frac{N \eta}{\ell}+\frac{w}{N t}+\left(\frac{1}{\sqrt{N \tau}}+\left(\frac{\tau}{t}\right)^{1 / 3}\right)\right) \sigma_{t}^{2}\left(\mathbf{q}, \boldsymbol{\xi}_{\boldsymbol{m}}, \eta\right)\right)
\end{aligned}
$$

We can again do the same reasoning with the infimum and choosing the parameters as in (2.3.41) the claim from Proposition 2.3.4 follows.

### 2.3.2. Analysis of the perfect matching observable

In this subsection we will again condition on the event $A$ of good eigenvalue paths where the local laws and the finite speed of propagation holds. Consider now a deterministic set of indices $I \subset \llbracket 1, N \rrbracket$. Note that in the definition of the centered overlaps $p_{i i}$, we can only center by a constant not depending
on $i$. However in Theorem 2.1.7, one can see that the expectation of the probability mass of the $i$ theigenvector on $I$ clearly depends on $i$. Thus, we will need to localize our perfect matching observables onto a window of size $w$ chosen later and show that these $p_{i i}$ are, up to an error depending on $w$, centered around the same constant. The size of the window $w$ will be taken so that $N \tau \ll w \ll N t$ similarly to the previous section. More precisely, we will fix an integer $i_{0} \in \mathcal{A}_{r}^{\kappa}$ and consider the set of indices

$$
\mathcal{A}_{w}^{\kappa}\left(i_{0}\right)=\left\{i \in \llbracket 1, N \rrbracket, \gamma_{t, i} \in\left[\gamma_{t, i_{0}}-(1-\kappa) w, \gamma_{t, i_{0}}+(1-\kappa) w\right]\right\}
$$

so that we will take for our centered diagonal overlaps

$$
\begin{equation*}
p_{i i}=\sum_{\alpha \in I} u_{i}(\alpha)^{2}-C_{0} \quad \text { with } \quad C_{0}=\frac{1}{N} \sum_{\alpha \in I} \sigma_{t}^{2}\left(\mathbf{e}_{\alpha}, i_{0}\right), \tag{2.3.58}
\end{equation*}
$$

the overlaps for $i \neq j$ will not change. First consider these overlaps for the matrix $W_{t}$ and define, similarly to the previous subsection

$$
\Phi_{t}(\boldsymbol{\xi})=\frac{1}{\mathcal{M}(\boldsymbol{\xi})} \mathbb{E}\left[\sum_{G \in \mathcal{G}_{\eta}} P(G) \mid \boldsymbol{\lambda}\right] .
$$

This quantity corresponds the perfect matching observable for our initial matrix $W_{t}$ and we make it undergo the dynamics (2.1.28) so that we define

$$
F_{s}(\boldsymbol{\xi})=U_{\mathscr{B}}(0, s) \Phi_{t}(\boldsymbol{\xi})
$$

where $\mathscr{B}$ is defined in (2.3.1). We now prove the result from Theorem 2.1.7 for a Gaussian divisible ensemble for $p_{i_{0} i_{0}}$. We will need the following technical lemma allowing us to bound the $p_{i j}$ by the perfect matching observables.
Lemma 2.3.7 ([BYY18, Lemma 3.6]). Take an even integer $n$, there exists $C>0$ depending on $n$ such that for any $i<j$ and any time $s$ we have

$$
\begin{equation*}
\mathbb{E}\left[p_{i j}(s)^{n} \mid \boldsymbol{\lambda}\right] \leqslant C\left(F_{s}\left(\boldsymbol{\eta}^{(1)}\right)+F_{s}\left(\boldsymbol{\eta}^{(2)}\right)+F_{s}\left(\boldsymbol{\eta}^{(3)}\right)\right) \tag{2.3.59}
\end{equation*}
$$

where $\boldsymbol{\eta}^{(1)}$ is the configuration of $n$ particles in the site i, $\boldsymbol{\eta}^{(2)} n$ particles in the site $j$, and $\boldsymbol{\eta}^{(3)}$ an equal number of particles between the site $i$ and $j$.

We will also use repeatedly the following bound on the eigenvectors which comes from Corollary 2.2.7

$$
\sum_{k \in I} u_{k}(\alpha)^{2} \leqslant N^{\varepsilon} \widehat{I}
$$

The purpose of this section is to prove Theorem 2.1.7 for another matrix ensemble: a deformed Wigner matrix perturbed by a small Gaussian component. More precisely, we state it as the following theorem.

Theorem 2.3.8. Consider $\mathfrak{a}$ and $\omega$ two small positive constants and $\kappa \in(0,1)$, take $t \in \mathcal{T}_{\omega}, D a$ deterministic diagonal matrix given by Definition 2.1.1 and $W$ a Wigner matrix given by Definition 2.1.2. Let $\tau \in \mathcal{T}^{\prime}{ }_{\mathfrak{a}}:=\left[N^{-1+\mathfrak{a}}, N^{-\mathfrak{a}} t\right]$, then if $u_{1}, \ldots, u_{N}$ are the eigenvectors of the matrix

$$
H_{\tau}=D+\sqrt{t} W+\sqrt{\tau} \mathrm{GOE},
$$

define the error

$$
\Xi(\tau)=\frac{\widehat{I}}{\sqrt{N \tau}}+\widehat{I} \frac{\tau}{t}
$$

we have, for any $k, \ell \in \mathcal{A}_{r}^{\kappa}$ with $k \neq \ell$ and any $\varepsilon>0$ and $D>0$,

$$
\mathbb{P}\left(\left|\sum_{\alpha \in I}\left(u_{k}(\alpha)^{2}-\frac{1}{N} \sigma_{t}^{2}(\alpha, k, \tau)\right)\right|+\left|\sum_{\alpha \in I} u_{k}(\alpha) u_{\ell}(\alpha)\right| \geqslant N^{\varepsilon} \Xi(\tau)\right) \leqslant N^{-D}
$$

As one can see in the statement of Theorem 2.3.8, we will need the small time $\tau$ corresponding to the size of the Gaussian perturbation to be of order smaller than $t$ so that the eigenvalues and eigenvectors barely changed during that time. We will later choose a specific $\tau$ and optimize all our different parameters when using the reverse heat flow technique to remove this small Gaussian component. One of these parameters will be a cut-off for the dynamics as in Subsection 2.3.1. Indeed, in order to use a maximum principle on the dynamics, we will split it in the same way: a short-range dynamics with generator $\mathscr{S}$ that will contain most of the information and a long-range part with generator $\mathscr{L}$ we need to control as in [EY15] where $\mathscr{S}$ and $\mathscr{L}$ are defined respectively in (2.3.3) and (2.3.4). Lemma 2.3.1 will help us localize the dynamics onto a small set of configurations. Now the following lemma says that most of the information of the dynamics is given by the short-range, bounding the difference between $\mathscr{B}$ and $\mathscr{S}$. It is analogous to Lemma 3.5 in [BYY18]. First define

$$
S_{I}^{(u, v)}=\sup _{\boldsymbol{\eta} \subset I, u \leqslant s \leqslant v} F_{s}(\boldsymbol{\eta})
$$

Lemma 2.3.9. For any intervals $J_{\mathrm{in}} \subset \mathcal{A}_{w}\left(i_{0}\right)$ and $J_{\text {out }}=\left\{i, d\left(i, J_{\mathrm{in}}\right) \leqslant N^{\varepsilon} \ell\right\} \subset \mathcal{A}_{w}^{\kappa}\left(i_{0}\right)$ since we will take $\ell \ll N w$, any configuration $\boldsymbol{\xi}$ such that $\mathcal{N}(\boldsymbol{\xi})=n$ supported on $J_{\text {in }}$ and any $N^{-1} \ll \tau \ll w$ we have

$$
\begin{equation*}
\left\lvert\,\left(\left(U_{\mathscr{B}}(0, \tau)-U_{\mathscr{S}}(0, \tau)\right) \Phi_{t}(\boldsymbol{\xi}) \left\lvert\, \leqslant N^{\varepsilon} \frac{N \tau}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}+\widehat{I} \frac{w}{t}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}+\frac{\widehat{I}}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-2}{n}}\right)\right.\right.\right. \tag{2.3.60}
\end{equation*}
$$

where $F_{\tau}$ is the perfect matching observable defined in 2.1.2\%.
This bound is used in this form so we can obtain information on a box in space by extracting information from a larger box. Iterating this bound will give us Theorem 2.3.8.

Proof. We will follow the proof from [BYY18]. Define the following flattening operator. For $f$ a function on configurations of $n$ particles and $\boldsymbol{\eta}$ such a configuration,

$$
\left(\text { Flat }_{a} f\right)(\boldsymbol{\eta})=\left\{\begin{array}{l}
f(\boldsymbol{\eta}) \text { if } \boldsymbol{\eta} \subset\left\{i, d\left(i, J_{\text {in }}\right) \leqslant a\right\}  \tag{2.3.61}\\
0 \text { otherwise }
\end{array}\right.
$$

We make the functions vanish outside of a certain interval. We use now Duhamel's formula and write

$$
\left(\left(U_{\mathscr{S}}(0, \tau)-U_{\mathscr{B}}(0, \tau) \Phi_{t}\right)(\boldsymbol{\xi})=\int_{0}^{\tau} U_{\mathscr{S}}(s, \tau) \mathscr{L}(s) F_{s}(\boldsymbol{\xi}) \mathrm{d} s\right.
$$

Now, see that, by definition of the flattening operator and the fact that $\boldsymbol{\xi}$ is supported on $J_{\mathrm{in}}$,

$$
d\left(\operatorname{Supp}\left(\mathscr{L}(s) F_{s}-\operatorname{Flat}_{N^{\varepsilon} \ell}\left(\mathscr{L}(s) F_{s}\right)\right), \boldsymbol{\xi}\right) \geqslant N^{\varepsilon} \ell
$$

With this bound, we can use the finite speed of propagation from Lemma 2.3.1 and obtain, using that $U_{\mathscr{S}}$ is a contraction in $\ell^{\infty}$,

$$
\left|U_{\mathscr{S}}(s, \tau) \mathscr{L}(s) F_{s}(\boldsymbol{\xi})\right| \leqslant \max _{\tilde{\boldsymbol{\eta}} \subset J_{\text {out }}}\left|\left(\operatorname{Flat}_{N^{\varepsilon} \ell}\left(\mathscr{L}(s) F_{s}\right)\right)(\tilde{\boldsymbol{\eta}})\right|+\mathcal{O}\left(e^{-c N^{\varepsilon} / 2}\right)
$$

Thus we need to control $\left|\left(\mathscr{L}(s) F_{s}\right)(\tilde{\boldsymbol{\eta}})\right|$ for $\tilde{\boldsymbol{\eta}}=\left\{\left(i_{1}, j_{1}\right), \ldots\left(i_{m}, j_{m}\right)\right\}$ a configuration of $n \geqslant m$ particles supported in $J_{\text {out }}$.

We have, by definition of $\mathscr{L}$,

$$
\left|\mathscr{L}(s) F_{s}(\tilde{\boldsymbol{\eta}})\right| \leqslant C_{n}\left|\sum_{1 \leqslant p \leqslant m} \sum_{\left|i_{p}-k\right| \geqslant \ell} \frac{F_{s}\left(\tilde{\boldsymbol{\eta}}^{i_{p}, k}\right)}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}\right|+C_{n}\left|F_{s}(\tilde{\boldsymbol{\eta}})\right| \sum_{1 \leqslant p \leqslant m} \sum_{\left|i_{p}-k\right|>\ell} \frac{1}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}
$$

For the second term in the previous inequality, we can use rigidity estimates from Theorem 2.2.6 and a dyadic decomposition and see that

$$
\begin{equation*}
\sum_{k,\left|i_{p}-k\right|>\ell} \frac{1}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}} \leqslant N^{\varepsilon} \frac{N}{\ell} \tag{2.3.62}
\end{equation*}
$$

so that we have the bound

$$
\begin{equation*}
\left|\mathscr{L}(s) F_{s}(\tilde{\boldsymbol{\eta}})\right| \leqslant N^{\varepsilon}\left|\sum_{1 \leqslant p \leqslant m} \sum_{k,\left|i_{p}-k\right| \geqslant \ell} \frac{F_{s}\left(\tilde{\boldsymbol{\eta}}^{i_{p}, k}\right)}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}\right|+N^{\varepsilon} \frac{N}{\ell} S_{J_{\text {out }}}^{(0, \tau)} \tag{2.3.63}
\end{equation*}
$$

For the first sum in (2.3.63), we will first restrict it to the sites $k$ such that there are no particles in the configuration $\tilde{\boldsymbol{\eta}}$, so that we will have $\tilde{\eta}_{k}^{i_{p}, k}=1$. Note that, if we have $\tilde{\eta}_{k} \neq 0$ then by definition of $\tilde{\boldsymbol{\eta}}$ supported on $J_{\text {out }}, \tilde{\boldsymbol{\eta}}^{i_{p}, k}$ is also supported on $J_{\text {out }}$. This gives us the bound

$$
\begin{aligned}
\sum_{k,\left|i_{p}-k\right|>\ell} \frac{F_{s}\left(\tilde{\boldsymbol{\eta}}^{i_{p}, k}\right)}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}} & \leqslant \sum_{\substack{k,\left|i_{p}-k\right|>\ell \\
\tilde{\eta}_{k}=0}} \frac{F_{s}\left(\tilde{\boldsymbol{\eta}}^{i_{p}, k}\right)}{N\left(\lambda_{\left.i_{p}-\lambda_{k}\right)^{2}}\right.}+S_{J_{\text {out }}}^{(0, \tau)} \sum_{\substack{k,\left|i_{p}-k\right|>\ell \\
\tilde{\eta}_{k} \neq 0}} \frac{1}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}} \\
& \leqslant \sum_{\substack{k,\left|i_{p}-k\right|>\ell \\
\tilde{\eta}_{k}=0}} \frac{F_{s}\left(\tilde{\boldsymbol{\eta}}^{i_{p}, k}\right)}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}+C N^{\varepsilon} \frac{N}{\ell^{2}} S_{J_{\text {out }}}^{(0, \tau)}
\end{aligned}
$$

where in the second inequality we used the rigidity of the eigenvalues, which gives us $\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2} \geqslant$ $C(\ell / N)^{2}$ for $\left|i_{p}-k\right|>\ell$, and the fact that there is at most $m$ sites $k$ such that $\tilde{\eta}_{k} \neq 0$. By definition of the perfect matching observables, we can write

$$
\sum_{\substack{k,\left|i_{p}-k\right|>\ell \\ \tilde{\eta}_{k}=0}} \frac{F_{s}\left(\tilde{\boldsymbol{\eta}}^{i_{p}, k}\right)}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}=C(n) \mathbb{E}\left[\left.\sum_{\substack{k,\left|i_{p}-k\right|>\ell \\ \tilde{\eta}_{k}=0}} \sum_{G \in \mathcal{G}_{\tilde{\eta}^{i} p, k}} \frac{\prod_{e \in \mathcal{E}(G)} p(e)}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}} \right\rvert\, \boldsymbol{\lambda}\right]
$$

In order to control this term, we will consider two different types of perfect matchings. Define the following partition of $\mathcal{G}_{\boldsymbol{\eta}}$ into two subsets

$$
\begin{align*}
& \mathcal{G}_{\boldsymbol{\eta}}^{(1)}=\left\{G \in \mathcal{G}_{\boldsymbol{\eta}},\{(k, 1),(k, 2)\} \in \mathcal{E}(G)\right\}  \tag{2.3.64}\\
& \mathcal{G}_{\boldsymbol{\eta}}^{(2)}=\left\{G \in \mathcal{G}_{\boldsymbol{\eta}},\{(k, 1),(k, 2)\} \notin \mathcal{E}(G)\right\} \tag{2.3.65}
\end{align*}
$$


(a) A perfect matching from $\mathcal{G}_{\boldsymbol{\eta}^{i_{2}, k}}^{(1)}$

(b) A perfect matching from $\mathcal{G}_{\boldsymbol{\eta}^{i_{2}, k}}^{(2)}$

We will begin by bounding the contribution from (2.3.64). Note first that, for $G \in \mathcal{G}_{\boldsymbol{\eta}}^{(1)}$, we have

$$
\begin{equation*}
\prod_{e \in \mathcal{E}(G)} p(e)=p_{k k} \times Q_{1}\left((p(e))_{e \in \mathcal{E}(G)}\right) \tag{2.3.66}
\end{equation*}
$$

with

$$
Q_{1}\left((p(e))_{e \in \mathcal{E}(G)}\right)=\prod_{e \in \mathcal{E}(G) \backslash\{(k, 1),(k, 2)\}} p(e)
$$

See also that $Q_{1}$ is a monic monomial of degree $n-1$ so that we can use Lemma 2.3.7 and obtain

$$
\begin{equation*}
\mathbb{E}\left[\sum_{G \in \mathcal{G}_{\boldsymbol{\eta} \backslash i_{p}}} Q_{1}\left((p(e))_{e \in \mathcal{E}(G)} \mid \boldsymbol{\lambda}\right] \leqslant C \sup _{\substack{0 \leqslant s \leqslant \tau \\ \boldsymbol{\eta} \subset J_{\text {out }}, \mathcal{N}(\boldsymbol{\eta})=n-1}}\left|F_{s}(\boldsymbol{\eta})\right| \leqslant C\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}\right. \tag{2.3.67}
\end{equation*}
$$

Combining (2.3.66) and (2.3.67), we now only need to bound

$$
\sum_{\substack{k,\left|k-i_{p}\right|>l, \tilde{\eta}_{k}=0}} \frac{p_{k k}}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}=\sum_{k,\left|k-i_{p}\right|>\ell} \frac{p_{k k}}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}+\mathcal{O}\left(\frac{N}{\ell^{2}}\right)
$$

In order to bound the sum from the right hand side of the previous equation, first define the following functions, for $\left|z-\lambda_{i_{p}}\right| \leqslant N^{-\varepsilon} \ell / N$,

$$
\begin{aligned}
& f(z)=\sum_{k, \gamma_{t, k} \notin\left[E_{1}^{-}, E_{2}^{+}\right]} \frac{p_{k k}}{N\left(z-\lambda_{k}\right)}, \\
& g(z)=\sum_{k, \gamma_{t, k} \notin\left[E_{1}^{-}, E_{1}^{+}\right] \cup\left[E_{2}^{-}, E_{2}^{+}\right]} \frac{p_{k k}}{N\left(z-\lambda_{k}\right)}
\end{aligned}
$$

where $E_{1}=\gamma_{t, i_{p}-\ell}, E_{1}^{-}=\gamma_{t, i_{p}-\ell-N^{\varepsilon}}, E_{1}^{+}=\gamma_{t, i_{p}-\ell+N^{\varepsilon}}, E_{2}=\gamma_{t, i_{p}+\ell}, E_{2}^{-}=\gamma_{t, i_{p}+\ell-N^{\varepsilon}}, E_{2}^{+}=$ $\gamma_{t, i_{p}+\ell+N^{\varepsilon}}$. Let also $\Gamma$ be the rectangle with vertices $E_{1} \pm i \ell / N$ and $E_{2} \pm i \ell / N$. We therefore want to bound, up to a $N^{\varepsilon}$ term,

$$
\sum_{k,\left|k-i_{p}\right|>\ell} \frac{p_{k k}}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}}=\left.\partial_{z} f(z)\right|_{z=\lambda_{i_{p}}}
$$

Now consider $\mathcal{C}_{i_{p}}$ the circle centered in $\lambda_{i_{p}}$ with radius $N^{-\varepsilon} \frac{\ell}{N}$, then by Cauchy's formula, we can write,

$$
\partial_{z} f\left(\lambda_{i_{p}}\right)=\frac{1}{2 \mathrm{i} \pi} \int_{\mathcal{C}_{i_{p}}} \frac{f(z)}{\left(z-\lambda_{i_{p}}\right)^{2}} \mathrm{~d} \xi
$$

By using another Cauchy integral formula on the contour $\Gamma$ for $f$ and seeing that for $\lambda_{\text {int }}$, $z$ inside the contour and $\lambda_{\text {ext }}$ outside of the contour we have, by a residue calculus,

$$
\int_{\Gamma} \frac{\mathrm{d} \xi}{\left(\xi-\lambda_{\mathrm{int}}\right)\left(\xi-\lambda_{i_{p}}\right)}=\int_{\Gamma} \frac{\mathrm{d} \xi}{\left(\bar{\xi}-\lambda_{\mathrm{ext}}\right)\left(\xi-\lambda_{i_{p}}\right)}=0
$$

we can write

$$
\begin{equation*}
\left|\partial_{z} f\left(\lambda_{i_{p}}\right)\right|=\left|\frac{1}{2 \pi} \int_{\Gamma} \frac{g(\xi)}{\left(\xi-\lambda_{i_{p}}\right)^{2}} \mathrm{~d} \xi\right|=\mathcal{O}\left(\frac{N}{\ell}\left|\int_{\Gamma} \frac{\operatorname{Im} g(\xi)}{\xi-\lambda_{i_{p}}}\right| \mathrm{d} \xi\right) \tag{2.3.68}
\end{equation*}
$$

We will first control the part of the contour closest to the real axis. Consider

$$
\Gamma_{1}=\left\{z=E+\mathrm{i} \eta \in \Gamma,|\eta|<N^{\varepsilon} / N\right\}
$$

as in [BYY18] and bounding $p_{k k}$ by $\widehat{I}$, we obtain

$$
\left|\int_{\Gamma_{1}} \frac{\operatorname{Im} g(\xi)}{\xi-\lambda_{i_{p}}}\right|=\mathcal{O}\left(N^{\varepsilon} \frac{\widehat{I}}{\ell}\right)
$$

Now for the rest of the contour, note that we can add the missing eigenvalues to the total sum in $g$ up to adding an error of order $N^{\varepsilon} \widehat{I} / \ell$. Finally we just have to bound

$$
\begin{equation*}
\frac{N}{\ell} \int_{\Gamma \backslash \Gamma_{1}}\left|\operatorname{Im} \sum_{k=1}^{N} \frac{p_{k k}}{N\left(\xi-\lambda_{k}\right)}\right||\mathrm{d} \xi|=\frac{N}{\ell} \int_{\Gamma \backslash \Gamma_{1}}\left|\operatorname{Im} \frac{1}{N} \sum_{\alpha \in I} G_{\alpha \alpha}(\xi)-\frac{\operatorname{Im} m_{t}(\xi)}{\operatorname{Im} m_{t}\left(z_{0}\right)} \frac{1}{N} \sum_{\alpha \in I} \operatorname{Im} g_{\alpha}\left(t, z_{0}\right)\right||\mathrm{d} \xi| \tag{2.3.69}
\end{equation*}
$$

where we used the definition of $p_{k k}$ and of $\sigma_{t}$ and defined $z_{0}=\gamma_{t, i_{0}}+\mathrm{i} \eta_{0}$, with $\eta_{0} \ll t$ is the center of our window of size $w \ll t$ with positive imaginary part. Now, using the entrywise local law from Theorem 2.2.3 and expanding between $z_{0}$ and $\xi$ since $\left|\xi-z_{0}\right| \leqslant w$, we have

$$
\begin{aligned}
& \left|\operatorname{Im} \frac{1}{N} \sum_{\alpha \in I} G_{\alpha \alpha}(\xi)-\frac{\operatorname{Im} m_{t}(\xi)}{\operatorname{Im} m_{t}\left(z_{0}\right)} \frac{1}{N} \sum_{\alpha \in I} \operatorname{Im} g_{\alpha}\left(t, z_{0}\right)\right| \\
& \quad \leqslant\left|\operatorname{Im} \frac{1}{N} \sum_{\alpha \in I}\left(G_{\alpha \alpha}(\xi)-g_{\alpha}(t, \xi)\right)\right|+\left|\frac{1}{N} \sum_{\alpha \in I}\left(\operatorname{Im} g_{\alpha}(t, \xi)-\frac{\operatorname{Im} m_{t}(\xi)}{\operatorname{Im} m_{t}\left(z_{0}\right)} \operatorname{Im} g_{\alpha}\left(t, z_{0}\right)\right)\right| \\
& \quad \leqslant N^{\varepsilon} \frac{\widehat{I}}{\sqrt{N|\operatorname{Im} \xi|}}+N^{\varepsilon} \hat{I} \frac{w}{t} .
\end{aligned}
$$

Injecting this bound in the contour integral, we get the following bound.

$$
(2.3 .69) \leqslant N^{\varepsilon} \widehat{I} \frac{w}{t}+N^{\varepsilon} \frac{\widehat{I}}{\sqrt{N}}
$$

Finally, putting all the contributions together and coming back to (2.3.68), we obtain

$$
\begin{equation*}
\left|\partial_{z} f\left(\lambda_{i_{p}}\right)\right| \leqslant N^{\varepsilon} \frac{N}{\ell}\left(\frac{\widehat{I}}{\ell}+\widehat{I} \frac{w}{t}\right) . \tag{2.3.70}
\end{equation*}
$$

Consider now the contribution from (2.3.65), first see that for $G \in \mathcal{G}_{\eta}^{(2)}$, there exists $q_{1}$ and $q_{2}$ in $\{1, \ldots m\}$, such that

$$
\prod_{e \in \mathcal{E}(G)} p(e)=p_{k i_{q_{1}}} p_{k i_{q_{2}}} \times Q_{2}\left((p(e))_{e \in \mathcal{E}(G)}\right)
$$

with $Q_{2}$ a monic monomials of degree $n-2$. Then using Lemma 2.3.7, we can bound

$$
\mathbb{E}\left[\sum_{G \in \mathcal{G}^{\prime}} Q_{2}\left((p(e))_{e \in \mathcal{E}(G)}\right) \mid \boldsymbol{\lambda}\right]=\mathcal{O}\left(\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{(n-2)}{n}}\right) .
$$

Besides, we can bound the term with the cross-edges in the following way

$$
\sum_{\substack{k,\left|k-i_{p}\right|>\ell \\ \tilde{\eta}_{k}=0}} \frac{p_{i_{q_{1}} k} p_{i_{q_{2}}}}{N\left(\lambda_{i_{p}}-\lambda_{k}\right)^{2}} \leqslant \frac{N}{\ell^{2}} \sum_{k=1}^{N}\left(p_{i_{q_{1}} k}^{2}+p_{i_{q_{2}} k}^{2}\right)=\frac{N}{\ell^{2}} \sum_{\alpha \in I}\left(u_{q_{1}}(\alpha)^{2}+u_{q_{2}}(\alpha)^{2}\right) \leqslant \widehat{I} \frac{N}{\ell^{2}}
$$

Putting everything together, we get

$$
\left\lvert\,\left(\left(U_{\mathscr{B}}(0, \tau)-U_{\mathscr{S}}(0, \tau)\right) \Phi_{t}(\boldsymbol{\xi}) \left\lvert\, \leqslant N^{\varepsilon} \frac{N \tau}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}+\widehat{I} \frac{w}{t}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}+\frac{\widehat{I}}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-2}{n}}\right)\right.\right.\right.
$$

which is exactly the result wanted.
We will first prove the following proposition in order to deduce Theorem 2.1.7.
Proposition 2.3.10. For any $\varepsilon$ and $N$ large enough the following holds. For any intervals $J_{\mathrm{in}} \subset \mathcal{A}_{r}^{\kappa}$ and $J_{\text {out }} \subset\left\{i, d\left(i, J_{\text {in }}\right) \leqslant N^{-\varepsilon} N w\right\}$ we have

$$
\begin{align*}
& S_{J_{\text {in }}}^{(0, \tau)} \leqslant N^{\varepsilon}\left(\frac{\ell}{N w}+\frac{N \tau}{\ell}+\frac{1}{N \tau}\right) S_{J_{\mathrm{out}}}^{(0, \tau)}+N^{\varepsilon}\left(\frac{\widehat{I}}{\sqrt{N \tau}}+\widehat{I} \frac{w}{t}\right)\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}} \\
&+N^{\varepsilon}\left(\frac{\widehat{I}}{N \tau}+\widehat{I} \frac{N \tau}{\ell^{2}}\right)\left(S_{J_{\mathrm{out}}}^{(0, \tau}\right)^{\frac{n-2}{n}} \tag{2.3.71}
\end{align*}
$$

Proof. We will use the short-range dynamics and its finite speed of propagation property in order to localize the maximum principle in $J_{\text {in }}$. We will then use the local laws and Lemma 2.3.9 in order to get a Gronwall type bound. Define the following averaging operator. For $f$ a function on configurations and $\boldsymbol{\eta}$ a configuration,

$$
\begin{equation*}
\operatorname{Av}(f)=\frac{3 N^{\varepsilon}}{N w} \sum_{\frac{1}{3} \frac{N w}{N^{\varepsilon}}<a<\frac{2}{3} \frac{N w}{N^{\varepsilon}}} \operatorname{Flat}_{a}(f) \tag{2.3.72}
\end{equation*}
$$

Note that, if $\boldsymbol{\eta}$ is not included in $J_{\text {out }}$, by definition of the flattening operator, $(\operatorname{Av}(f))(\boldsymbol{\eta})=0$. The purpose of these operators is to change the initial condition in order to remove the particles far from the initial interval $J_{\mathrm{in}}$. Note also that we can write, for any $\boldsymbol{\eta}$,

$$
\operatorname{Av}(f)(\boldsymbol{\eta})=a_{\boldsymbol{\eta}} f(\boldsymbol{\eta})
$$

with $a_{\boldsymbol{\eta}} \in[0,1]$. Note that we have the elementary bound $\left|a_{\boldsymbol{\eta}}-a_{\boldsymbol{\xi}}\right| \leqslant C N^{\varepsilon} / N w$. Define now the following dynamics

$$
\left\{\begin{array}{l}
\partial_{s} \Gamma_{s}=\mathscr{S}(s) \Gamma_{s}, \quad 0 \leqslant s \leqslant \tau  \tag{2.3.73}\\
\Gamma_{0}(\boldsymbol{\eta})=\left(\operatorname{Av} \Phi_{t}\right)(\boldsymbol{\eta})
\end{array}\right.
$$

Now, if one takes a configuration $\boldsymbol{\eta}$ supported on $J_{\text {in }}$, it suffices to show the bound in Proposition 2.3.10 for $\Gamma$. Indeed

$$
\begin{aligned}
\left|F_{\tau}(\boldsymbol{\eta})-\Gamma_{\tau}(\boldsymbol{\eta})\right| & \leqslant\left|\left(U_{\mathscr{B}}(0, \tau) \Phi_{t}-U_{\mathscr{S}}(0, \tau) \Phi_{t}\right)(\boldsymbol{\eta})\right|+\left|U_{\mathscr{S}}(0, \tau)\left(\Phi_{t}-\operatorname{Av} \Phi_{t}\right)(\boldsymbol{\eta})\right| \\
& \leqslant N^{\varepsilon} \frac{C N \tau}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}+\widehat{I} \frac{w}{t}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}+\frac{\widehat{I}}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-2}{n}}\right)+\exp \left(-c N^{\varepsilon}\right)
\end{aligned}
$$

where we bounded the first term by using Lemma 2.3.9 and the second term using the finite speed of propagation. Indeed, since $\boldsymbol{\eta}$ is supported on $J_{\mathrm{in}},(\mathrm{Id}-\mathrm{Av}) \Phi_{t}$ vanishes for any configuration supported on $J_{\text {out }}$. Note that we can use Lemma 2.3.9 since we will take $\ell / N \ll w$. In the rest of the proof, we will prove the bound from Proposition 2.3.10 for $\Gamma_{\tau}$. If we already have for some $C>0$,

$$
\Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right):=\sup _{\boldsymbol{\eta}, \mathcal{N}(\boldsymbol{\eta})=n} \Gamma_{\tau}(\boldsymbol{\eta}) \leqslant N^{-C}
$$

then we have nothing to prove by the argument above and the definition of $F_{\tau}$. However, if this supremum is greater than $N^{-C}$, then by the finite speed of propagation of $\mathscr{S}$, we know that $\boldsymbol{\eta}_{\boldsymbol{m}}$ will be supported in, for instance, $\left\{i, d\left(i, J_{\text {in }}\right) \leqslant \frac{3 N w}{4 N^{\varepsilon}}\right\}$.

Consider now, a parameter $\eta$ that we will choose later and denote also $m \leqslant n$ the number of sites with at least a particle and $j_{1}, \ldots, j_{m}$ those sites. Then, we can write

$$
\begin{align*}
& \partial_{\tau} \Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)=  \tag{2.3.74}\\
& \quad \sum_{0<|j-k| \leqslant \ell} \frac{2 \eta_{m, k}\left(1+2 \eta_{m, j}\right)\left(\Gamma_{\tau}\left(\boldsymbol{\eta}_{m}^{\boldsymbol{k}, \boldsymbol{j}_{p}}\right)-\Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)\right)}{N\left(\lambda_{k}(t+\tau)-\lambda_{j}(t+\tau)\right)^{2}}  \tag{2.3.75}\\
& \quad \leqslant \sum_{\substack{1 \leqslant p \leqslant m \\
k, 0<\left|j_{p}-k\right| \leqslant \ell}} \frac{\eta\left(\Gamma_{\tau}\left(\boldsymbol{\eta}_{m}^{k, j_{p}}\right)-\Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)\right)}{\left(\lambda_{k}-\lambda_{j_{p}}\right)^{2}+\eta^{2}}  \tag{2.3.76}\\
& \quad \leqslant-\frac{C}{N \eta} \sum_{\substack{1 \leqslant p \leqslant m \\
k, 0<\left|j_{p}-k\right| \leqslant \ell}} \operatorname{Im}\left(\frac{\Gamma_{\tau}\left(\boldsymbol{\eta}_{m}^{k, j_{p}}\right)}{\lambda_{k}-z_{j_{p}}}\right)-\frac{1}{N \eta} \Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right) \sum_{\substack{1 \leqslant p \leqslant m \\
k, 0<\left|j_{p}-k\right|<\ell}} \operatorname{Im}\left(\frac{1}{z_{j_{p}}-\lambda_{k}}\right)
\end{align*}
$$

with $z_{j_{p}}=\lambda_{j_{p}}+i \eta$. For the second term, see that for $p \in \llbracket 1, m \rrbracket$, if we choose $\eta$ to be smaller than $\ell / N$,

$$
\#\left\{k, 0<\left|j_{p}-k\right| \leqslant \ell\right\} \geqslant C \ell \geqslant C N \eta \geqslant C \#\left\{k,\left|\lambda_{j_{p}}-\lambda_{k}\right| \leqslant \eta\right\} \geqslant C^{\prime} N \eta
$$

where we used, in the two last inequalities, the rigidity of the eigenvalues. Now we can write

$$
\sum_{\substack{1 \leqslant p \leqslant m \\ k, 0<\left|j_{p}-k\right| \leqslant \ell}} \operatorname{Im}\left(\frac{1}{z_{j_{p}}-\lambda_{k}}\right) \geqslant \sum_{\substack{11 \leqslant p \leqslant m \\ k, 0<\left|\lambda_{j_{p}}-\lambda_{k}\right| \leqslant \eta}} \frac{\eta}{\left(\lambda_{j_{p}}-\lambda_{k}\right)^{2}+\eta^{2}} \geqslant C N .
$$

We now need to control the first term in (2.3.76). To do so, we will split it in the three following terms:

$$
\begin{align*}
& \operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{\left(U_{\mathscr{S}}(0, \tau) \operatorname{Av} \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)-\left(\operatorname{Av} U_{\mathscr{S}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)  \tag{2.3.77}\\
+ & \operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{\left(\operatorname{Av} U_{\mathscr{S}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{\boldsymbol{j}_{p}, \boldsymbol{k}}\right)-\left(\operatorname{Av} U_{\mathscr{B}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)  \tag{2.3.78}\\
+ & \operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{\left(\operatorname{Av} U_{\mathscr{B}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right) \tag{2.3.79}
\end{align*}
$$

To bound the first term, we will use the finite speed of propagation property of $\mathscr{S}$ from Lemma 2.3.1. Indeed, we can write

$$
\left(U_{\mathscr{S}}(0, \tau) \operatorname{Av} \Phi_{t}\right)\left(\boldsymbol{\eta}_{\boldsymbol{m}}^{j_{p}, \boldsymbol{k}}\right)-\left(\operatorname{Av} U_{\mathscr{S}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{\boldsymbol{m}}^{j_{p}, \boldsymbol{k}}\right)=\frac{3 N^{\varepsilon}}{N w} \sum_{\frac{1}{3} \frac{N w}{N^{\varepsilon}}<a<\frac{2}{3} \frac{N w}{N^{\varepsilon}}} \mathscr{U}_{a}\left(\boldsymbol{\eta}_{\boldsymbol{m}}^{j_{p}, \boldsymbol{k}}\right)
$$

with

$$
\mathscr{U}_{a}=U_{\mathscr{S}}(0, \tau) \operatorname{Flat}_{\mathrm{a}} \Phi_{t}-\operatorname{Flat}_{a} U_{\mathscr{S}}(0, \tau) \Phi_{t} .
$$

Fix $a$ and consider three cases, if $\boldsymbol{\eta}_{\boldsymbol{m}}^{\boldsymbol{j}_{p}, \boldsymbol{k}}$ is supported on $\left\{i, d\left(i, J_{\text {In }}\right)>a+N^{\varepsilon} \ell\right\}$ then by definition of Flat ${ }_{a}$ we have

$$
\operatorname{Flat}_{a} U_{\mathscr{S}}(0, \tau) \Phi_{t}=0,
$$

and by Lemma 2.3.1 we have

$$
\left|U_{\mathscr{S}}(0, \tau) \operatorname{Flat}_{a} \Phi_{t}\right| \leqslant \exp \left(-\frac{c N^{\varepsilon}}{2}\right) .
$$

Now if $\boldsymbol{\eta}_{\boldsymbol{m}}^{\boldsymbol{j}_{p}, k}$ is supported on $\left\{i, d\left(i, J_{\text {In }}\right) \leqslant a-N^{\varepsilon} \ell\right\}$ then again by definition of Flata,

$$
\operatorname{Flat}_{a}\left(U_{\mathscr{S}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{\boldsymbol{j}_{p}, \boldsymbol{k}}\right)=\left(U_{\mathscr{S}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{\boldsymbol{j}_{p}, \boldsymbol{k}}\right)
$$

Thus

$$
\left|\mathscr{U}_{a}\left(\eta_{m}^{j_{p}, k}\right)\right| \leqslant\left|U_{\mathscr{S}}(0, \tau)\left(\Phi_{t}-\operatorname{Flat}_{a} \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{j_{p}, k}\right)\right| \leqslant \exp \left(-\frac{c N^{\varepsilon}}{2}\right) .
$$

Finally, if $\boldsymbol{\eta}_{\boldsymbol{m}}^{\boldsymbol{j}_{\boldsymbol{p}}, \boldsymbol{k}}$ is supported on $\left\{i, d\left(i, J_{\text {In }}\right) \leqslant a+\ell N^{\varepsilon}\right\}$, first note that there can only be $2 n \ell N^{\varepsilon}$ such $a$, then one can see that we can use the finite speed of propagation if we remove particle away from $a$ at distance $2 \ell N^{\varepsilon}$ for instance, then

$$
\begin{aligned}
\left|\mathscr{U}_{a}\left(\eta_{m}^{j_{p}, k}\right)\right| & \leqslant\left|\operatorname{Flat}_{a} U_{\mathscr{S}}(0, \tau) \Phi_{t}\right|+\mid \text { Flat }_{a} U_{\mathscr{S}}(0, \tau) \text { Flat }_{a+2 \ell N^{\varepsilon}} \Phi_{t} \mid \\
& +\mid \operatorname{Flat}_{\mathrm{a}} U_{\mathscr{S}}(0, \tau)\left(\Phi_{t}-\text { Flat }_{a+2 \ell N^{\varepsilon}}\right) \mid \\
& \leqslant\left\|\operatorname{Flat}_{a} \Phi_{t}\right\|_{\infty}+\left\|\operatorname{Flat}_{a+2 \ell N^{\varepsilon}}\right\|_{\infty}+\exp \left(-\frac{c N^{\varepsilon}}{2}\right) \\
& \leqslant 2 S_{J_{\text {out }}^{(0, \tau)}}^{(0)}+\exp \left(-\frac{c N^{\varepsilon}}{2}\right),
\end{aligned}
$$

where we used that $U_{\mathscr{S}}$ is a contraction in $\left\|\|_{\infty}\right.$. Finally we can bound (2.3.77),

$$
\begin{equation*}
(2.3 .77) \leqslant N^{\varepsilon} \frac{\ell}{N w} S_{J_{\text {out }}}^{(0, \tau)}+\exp \left(-\frac{c N^{\varepsilon}}{2}\right) \tag{2.3.80}
\end{equation*}
$$

where we used the fact that

$$
\begin{equation*}
\left|\frac{1}{N} \operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right|<\ell}^{N} \frac{1}{z_{j_{p}}-\lambda_{k}}\right)\right| \leqslant\left|\varsigma\left(\tau, z_{j_{p}}\right)\right| \leqslant N^{\varepsilon} \tag{2.3.81}
\end{equation*}
$$

where the Stieltjes transform $\varsigma$ is defined in (2.2.14). For (2.3.78), we will use Lemma 2.3.9. Indeed, first note that in the short-range regime, the set of $k$ such that $\left|j_{p}-k\right| \leqslant \ell$ is included in $\mathcal{A}_{r}^{2 \kappa}$. Then we can bound

$$
\begin{equation*}
(2.3 .78) \leqslant N^{\varepsilon} \frac{N \tau}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}+\widehat{I} \frac{w}{t}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}+\frac{\widehat{I}}{\ell}\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-2}{n}}\right) \tag{2.3.82}
\end{equation*}
$$

where we used the fact that Av is a contraction and (2.3.81).

Finally, in order to bound the third term (2.3.79), we will use the local law for $\Phi_{t}$. First write

$$
\begin{align*}
& \operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{\left(\operatorname{Av} U_{\mathscr{B}}(0, \tau) \Phi_{t}\right)\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)=\operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{a_{\boldsymbol{\eta}_{m}^{j_{p}, k}} F_{\tau}\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right) \\
& \quad=\operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{a_{\eta_{m}} F_{\tau}\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)+\operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{\left(a_{\boldsymbol{\eta}_{m}^{j, k}, k}-a_{\boldsymbol{\eta}_{m}}\right) F_{\tau}\left(\boldsymbol{\eta}_{m}^{j_{p}, k}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right) \\
& \quad=\operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{a_{\eta_{m}} F_{\tau}\left(\boldsymbol{\eta}_{m}^{\boldsymbol{\eta}_{p}, k}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)+\mathcal{O}\left(N^{\varepsilon} \mathbb{1}_{\left|j_{p}-k\right| \leqslant \ell}\left|a_{\eta_{m}}-a_{\boldsymbol{\eta}_{m}^{j_{p}, k}}\right| S_{J_{\text {out }}}^{(0, \tau)}\right) . \tag{2.3.83}
\end{align*}
$$

But we have the bound, for $\left|j_{p}-k\right| \leqslant \ell$,

$$
\left|a_{\boldsymbol{\eta}_{m}}-a_{\boldsymbol{\eta}_{m}^{j_{p}, k}}\right| \leqslant \frac{N^{\varepsilon} d\left(\boldsymbol{\eta}_{m}^{j_{p}, \boldsymbol{k}}, \boldsymbol{\eta}_{m}\right)}{N w} \leqslant \frac{N^{\varepsilon} \ell}{N w}
$$

In order to bound the first term, see first that we can remove the contributions of $k \in\left\{j_{1}, \ldots, j_{p}\right\}$ writing

$$
\operatorname{Im}\left(\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{a_{\boldsymbol{\eta}_{m}} F_{\tau}\left(\boldsymbol{\eta}_{m}^{j_{p}, k}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)=\operatorname{Im}\left(\sum_{\substack{k, 0<\backslash j_{p}-k \mid \leqslant \ell \\ k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \frac{a_{\boldsymbol{\eta}_{m}} F_{\tau}\left(\boldsymbol{\eta}_{m}^{j_{p}, k}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right)+\mathcal{O}\left(\frac{N^{\varepsilon}}{N \eta} S_{J_{\text {out }}}^{(0, \tau)}\right) .
$$

Recall now the definition of $\Phi_{t}$ from (2.1.27) and write,

$$
\begin{equation*}
\sum_{\substack{k, 0<\left|j_{p}-k\right| \leqslant \ell \\ k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \frac{F_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}^{j_{p}, k}\right)}{N\left(z_{j_{p}}-\lambda_{k}\right)}=\frac{1}{\mathcal{M}\left(\eta_{m}^{j_{p}, k}\right)} \mathbb{E}\left[\left.\sum_{\substack{k, 0<\left|j_{p}-k\right| \leq \ell \\ k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \sum_{G \in \mathcal{G}_{\eta_{m}}^{\boldsymbol{j}_{m}, k}} \frac{\prod_{e \in \mathcal{E}(G)} p(e)}{N\left(z_{j_{p}}-\lambda_{k}\right)} \right\rvert\, \lambda\right] . \tag{2.3.84}
\end{equation*}
$$

First consider the contribution of (2.3.64) in the sum in (2.3.84), denote $e_{k}=\{(k, 1),(k, 2)\}$ and write

$$
\begin{align*}
\sum_{\substack{k, 0<\left|j_{p}-k\right| \leqslant \ell \\
k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \sum_{\substack{G \in \mathcal{G}_{\begin{subarray}{c}{(1)} }}^{\eta_{m}, k}}\end{subarray}} \frac{\prod_{e \in \mathcal{E}(G)} p(e)}{N\left(z_{j_{p}}-\lambda_{k}\right)} & =\sum_{\substack{k, 0<\left|j_{j}-k\right| \leqslant \ell \\
k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \sum_{\substack{G \in \mathcal{G}^{(1)} \\
\eta_{m}, k}}\left(\prod_{\substack{e \in \mathcal{E}(G) \backslash\left\{e_{k}\right\}}} p(e)\right) \frac{p_{k k}}{N\left(z_{j_{p}}-\lambda_{k}\right)} \\
& =\left(\sum_{G \in \mathcal{G}_{\eta_{m} \backslash j_{p}}} \prod_{e \in \mathcal{E}(G)} p(e) \sum_{\substack{k, 0<\left|j_{p}-k\right| \leqslant \ell \\
k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \frac{p_{k k}}{N\left(z_{j_{p}}-\lambda_{k}\right)} .\right. \tag{2.3.85}
\end{align*}
$$

To control the last term in (2.3.85), we can use the local law. First write,

$$
\begin{equation*}
\sum_{\substack{k, 0<\left|j_{p}-k\right| \leq \ell \\ k \notin\left\{j_{1}, \ldots, j_{p}\right\}}} \frac{p_{k k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}=\sum_{k=1}^{N} \frac{p_{k k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}+\sum_{k,\left|j_{p}-k\right|>\ell} \frac{p_{k k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}+\mathcal{O}\left(N^{\varepsilon} \frac{\widehat{I}}{N \eta}\right), \tag{2.3.86}
\end{equation*}
$$

where we used the bound $\left|p_{k k}\right| \leqslant N^{\varepsilon} \widehat{I}$. Now, recall the definition of $p_{k k}$ from (2.3.58) so that we have

$$
\begin{aligned}
& \left|\operatorname{Im} \sum_{k=1}^{N} \frac{p_{k k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right|=\left|\operatorname{Im} \frac{1}{N} \sum_{\alpha \in I} G_{\alpha \alpha}\left(z_{j_{p}}\right)-\frac{\operatorname{Im} m_{t}\left(z_{j_{p}}\right)}{\operatorname{Im} m_{t}\left(z_{0}\right)} \frac{1}{N} \sum_{\alpha \in I} \operatorname{Im} g_{\alpha}\left(t, z_{0}\right)\right| \\
& \leqslant\left|\operatorname{Im} \frac{1}{N} \sum_{\alpha \in I}\left(G_{\alpha \alpha}\left(z_{j_{p}}\right)-g_{\alpha}\left(t, z_{j_{p}}\right)\right)\right|+\left|\frac{1}{N} \sum_{\alpha \in I}\left(\operatorname{Im} g_{\alpha}\left(t, z_{j_{p}}\right)-\frac{\operatorname{Im} m_{t}\left(z_{j_{p}}\right)}{\operatorname{Im} m_{t}\left(z_{0}\right)} \operatorname{Im} g_{\alpha}\left(t, z_{0}\right)\right)\right| \\
& \leqslant N^{\varepsilon}\left(\frac{\widehat{I}}{\sqrt{N \eta}}+\widehat{I} \frac{w}{t}\right)
\end{aligned}
$$

where $z_{0}:=\gamma_{t, i_{0}}+\mathrm{i} \eta$. Note that we used the fact that $\boldsymbol{\eta}_{\boldsymbol{m}}$ is supported in $J_{\text {out }}$, so that $\left|z_{0}-z_{j_{p}}\right|=$ $\left|\gamma_{t, i_{0}}-\lambda_{j_{p}}\right| \leqslant N^{\varepsilon} w$. We can then use Lemma 2.3.7 and bound

$$
\sum_{G \in \mathcal{G}_{\eta_{m} \backslash j_{p}}} \prod_{e \in \mathcal{E}(\mathcal{G}} p(e)=\mathcal{O}\left(\sup _{\eta \subset J_{\text {out }}, \mathcal{N}(\boldsymbol{\eta})=n-1}\left|\Phi_{t}(\boldsymbol{\eta})\right|\right)=\mathcal{O}\left(\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}\right)
$$

Now, consider the contribution of (2.3.65) in the sum from (2.3.84). Note that for any graph $G$ in $\mathcal{G}_{\xi}^{(2)}$, there exists $q$ and $q^{\prime}$ in $\{1, \ldots, m\}, a \in\left\{1 \ldots, \eta_{i_{q}}\right\}$ and $b \in\left\{1, \ldots, \eta_{i_{q^{\prime}}}\right\}$, such that $e_{q}:=\{(k, 1),(q, a)\}$ and $e_{q^{\prime}}:=\left\{(k, 2),\left(q^{\prime}, b\right)\right\}$ are edges in $G$. We can then write

$$
\begin{align*}
& \sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \sum_{\substack{G \in \mathcal{G}^{(2)} \\
\eta_{m}^{j_{m}, k}}} \frac{\prod_{e \in \mathcal{E}(G)} p(e)}{N\left(z_{j_{p}}-\lambda_{k}\right)}=\sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \sum_{\substack{G \in \mathcal{G}^{(2)} \\
\eta_{m}^{j, k}}}\left(\prod_{e \in \mathcal{E}(G) \backslash\left\{e_{q}, e_{q^{\prime}}\right\}} p(e)\right) \frac{p_{i_{q}, k} p_{i_{q^{\prime}}, k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}, \\
& =\sum_{q, q^{\prime}=1}^{m}\left(\sum_{G \in \mathcal{H}_{\boldsymbol{\eta}_{m} \backslash \boldsymbol{q}_{p}}^{q}} \prod_{e \in \mathcal{E}(G)} p(e)\right) \sum_{k, 0<\left|j_{p}-k\right| \leqslant \ell} \frac{p_{i_{q}, k} p_{i_{q^{\prime}}, k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}, \tag{2.3.87}
\end{align*}
$$

where we defined the set of graphs $\mathcal{H}_{\eta}^{q, q^{\prime}}$ to be the set of perfect matching of the complete graph on the set of vertices $\mathcal{V}_{\boldsymbol{\eta}}$ where we removed a single particle at the site $i_{q}$ and $i_{q^{\prime}}$. Note that for any graph $G \in \mathcal{H}_{\boldsymbol{\eta}_{m} \backslash j_{p}}^{q, q^{\prime}}, \prod_{e \in \mathcal{E}(G)} p(e)$ is a monomial of degree $n-2$.
Now, we can bound the imaginary part of the second sum in (2.3.87),

$$
\begin{equation*}
\left.\operatorname{Im}\left(\sum_{\substack{\left.k, 0<\left|j_{p}-k\right| \leqslant \ell \\ k \notin j_{1}, \ldots, j_{p}\right\}}} \frac{p_{i_{q}, k} p_{i_{q^{\prime}}, k}}{N\left(z_{j_{p}}-\lambda_{k}\right)}\right) \right\rvert\, \leqslant \frac{C}{N \eta} \sum_{k=1}^{N}\left(p_{i_{q}, k}^{2}+p_{i_{q^{\prime}}, k}^{2}\right)=\mathcal{O}\left(\frac{N^{\varepsilon} \widehat{I}}{N \eta}\right) . \tag{2.3.88}
\end{equation*}
$$

For the last inequality, we used the following identity on eigenvectors

$$
\sum_{k=1}^{N} p_{i, k}^{2}=\sum_{\alpha \in I} u_{i}(\alpha)^{2}
$$

and that for any $\varepsilon>0$,using the entrywise local law from Theorem 2.2.3 on a diagonal entry of the resolvent,

$$
u_{k}(\alpha)^{2} \leqslant N^{-1+\varepsilon} \operatorname{Im}\left(G\left(\tau, \lambda_{k}+\mathrm{i} N^{-1+\varepsilon}\right)_{\alpha, \alpha}\right) \leqslant \frac{N^{\varepsilon}}{N t}
$$

Again, we can bound the other term from (2.3.87) using Lemma 2.3.7,

$$
\sum_{G \in \mathcal{H}_{\boldsymbol{\eta} \boldsymbol{q} \backslash j_{p}}^{q, q^{\prime}}} \prod_{e \in \mathcal{E}(G)} p(e)=\mathcal{O}\left(N^{N_{\boldsymbol{\eta} \subset J_{\mathrm{out}}, \mathcal{N}(\boldsymbol{\eta})=n-2}^{\varepsilon} \sup _{t}\left|\Phi_{t}(\boldsymbol{\eta})\right|}\right)=\mathcal{O}\left(\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-2}{n}}\right)
$$

Finally, putting all these estimates together, we get the Gronwall-type inequality,

$$
\begin{align*}
\partial_{\tau} \Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right) \leqslant-\frac{1}{\eta} \Gamma_{\tau}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)+\mathcal{O} & \left(\frac { N ^ { \varepsilon } } { \eta } \left(\left(\frac{\ell}{N w}+\frac{N \tau}{\ell}+\frac{1}{N \eta}\right) S_{J_{\text {out }}}^{(0, \tau)}\right.\right. \\
& \left.\left.+\left(\frac{\widehat{I}}{\sqrt{N \eta}}+\widehat{I} \frac{w}{t}\right)\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}}+\left(\frac{\widehat{I}}{N \eta}+\frac{N \tau}{\ell^{2}}\right)\left(S_{J_{\text {out }}}^{(0, \tau}\right)^{\frac{n-2}{n}}\right)\right) \tag{2.3.89}
\end{align*}
$$

In order to get a proper bound using Gronwall's lemma, we need to take $\eta \ll \tau$ but to get the best estimates possible, we also have to take $\eta$ as large as possible. Hence, considering $\eta=N^{-\varepsilon} \tau$ we have the bound

$$
\begin{align*}
& S_{J_{\text {in }}}^{(0, \tau)} \leqslant N^{\varepsilon}\left(\frac{\ell}{N w}+\frac{N \tau}{\ell}+\frac{1}{N \tau}\right) S_{J_{\text {out }}}^{(0, \tau)}+N^{2 \varepsilon}\left(\frac{\widehat{I}}{\sqrt{N \tau}}+\widehat{I} \frac{w}{t}\right)\left(S_{J_{\text {out }}}^{(0, \tau)}\right)^{\frac{n-1}{n}} \\
&+N^{\varepsilon}\left(\frac{\widehat{I}}{N \tau}+\widehat{I} \frac{N \tau}{\ell^{2}}\right)\left(S_{J_{\text {out }}}^{(0, \tau}\right)^{\frac{n-2}{n}} \tag{2.3.90}
\end{align*}
$$

which gives the Proposition 2.3.10.
Now that we have the bound from Proposition 2.3.10, we are able to get a bound on the $p_{i j}$ using Lemma 2.3.7. To do so, we can use a sequence of set of indices with decreasing size and apply recursively Proposition 2.3.10. We will also need to choose the right parameters $\ell, w$ and $\tau$.

Proof of Theorem 2.3.8. Consider first any $\varepsilon$ small enough, such that if we write $t=N^{-1+\delta}$ (recall that $t \in \mathcal{T}_{\omega}$ so that $t \gg N^{-1}$ ) we have $\varepsilon<4 \delta / 3$. and a large $D>0$. Then we can take the following parameters :

$$
\begin{equation*}
w=N^{\varepsilon} \tau \quad \text { and } \quad \ell=N \sqrt{\tau w} \tag{2.3.91}
\end{equation*}
$$

note that we have the right bounds between these parameters: $N^{-1} \ll \tau \ll \ell / N \ll w \ll t$, and define the following sequence of sets of indices, defined implicitely,

$$
\left\{\begin{array}{l}
J_{0}=\mathcal{A}_{w}^{\kappa}\left(i_{0}\right) \\
J_{i}=\left\{i: d\left(i, J_{i+1}\right) \leqslant N^{-\varepsilon} N w\right\}
\end{array}\right.
$$

From Proposition 2.3.10 we have the following bound holding with overwhelming probability,

$$
S_{J_{i+1}}^{(0, \tau)} \leqslant N^{-\varepsilon / 2} S_{J_{i}}^{(0, \tau)}+\left(\frac{\widehat{I}}{\sqrt{N \tau}}+\widehat{I} \frac{N^{\varepsilon} \tau}{t}\right)\left(S_{J_{i}}^{(0, \tau)}\right)^{\frac{n-1}{n}}+\widehat{I} \frac{1}{N \tau}\left(S_{J_{i}}^{(0, \tau)}\right)^{\frac{n-2}{n}}
$$

Now see that as long as we have

$$
\left(S_{J_{i}}^{(0, \tau)}\right)^{1 / n} \geqslant C N^{3 \varepsilon / 2} \Xi(\tau)
$$

with $\Xi$ given in (2.1.12), we obtain the recursive bound

$$
S_{J_{i+1}}^{(0, \tau)} \leqslant N^{-\varepsilon / 2} S_{J_{i}}^{(0, \tau)}
$$

But if we take a very large $i$ so that the previous bound cannot hold, for instance $i=\left\lceil 3 \varepsilon^{-1}\right\rceil$, then it means that for such a $i$ we have the bound

$$
\left(S_{J_{i}}^{(0, \tau)}\right)^{1 / n} \leqslant C N^{3 \varepsilon / 2} \Xi .
$$

Now using the definition of $p_{i i}$, we have for $i \in \mathcal{A}_{w}^{\kappa}\left(i_{0}\right)$,

$$
\begin{equation*}
\left|\sum_{\alpha \in I}\left(u_{i}(\alpha)^{2}-\frac{1}{N} \sigma_{t}^{2}(\alpha, i)\right)\right| \leqslant\left|p_{i i}\right|+\widehat{I} \frac{w}{t} \leqslant\left|p_{i i}\right|+\Xi(\tau) \tag{2.3.92}
\end{equation*}
$$

Finally, using Markov's inequality, taking for instance $n=\lfloor 3 D / \varepsilon\rfloor$, and using Lemma 2.3.7 to bound the $p_{i j}$ by $S^{(0, \tau)}$ we have

$$
\begin{equation*}
\mathbb{P}\left(\left|p_{i i}\right|+\left|p_{i j}\right| \geqslant N^{\varepsilon} \Xi(\tau)\right) \leqslant N^{-D} . \tag{2.3.93}
\end{equation*}
$$

The result then follows from combining (2.3.92) and (2.3.93).

### 2.4. Approximation by a Gaussian divisible ensemble

### 2.4.1. Continuity of the Dyson Brownian motion

In Subsection 2.3.1 we showed that the moments of the eigenvectors of the matrix $H_{\tau}$ are asymptotically those of a Gaussian random variable with variance $\sigma_{t}^{2}$. If we would have taken the time $t-\tau$ from the start, the previous section gives us (2.3.15) for $W$ a matrix from the Gaussian Orthogonal Ensemble. Now, since $\tau$ is a small time, recall that $\tau \ll t$, we can use the continuity of the Dyson Brownian motion to show that $H_{\tau}$ and $H_{0}=W_{t}$ have the same local statistics. In order to state a proper continuity lemma we need to have a dynamics with constant second moments and vanishing expectation.

First see that the variance of the centered model is

$$
\mathbb{E}\left[\left(W_{t, i j}-D_{i j}\right)^{2}\right]=\frac{t}{N} .
$$

Consider, for $0 \leqslant s \leqslant \tau$, the following variance-preserving dynamics on symmetric matrices.

$$
\begin{align*}
\mathrm{d}(\tilde{H}(s)-D) & =\frac{\mathrm{d} B}{\sqrt{N}}-\frac{1}{2 t}(\tilde{H}(s)-D) \mathrm{d} s,  \tag{2.4.1}\\
\tilde{H}(0) & =W_{t}=D+\sqrt{t} W . \tag{2.4.2}
\end{align*}
$$

The following lemma gives us a continuity argument between $\tilde{H}(\tau)$ and $W_{t}$. It is similar to Lemma A. 1 in [BY17] or Lemma 4.3 in [HLY15]. We will later use this lemma on the resolvent entries.

Lemma 2.4.1. Denote $\partial_{i j}=\partial_{\tilde{H}_{i j}}$. Take $F$ a smooth function of the matrix entries satisfying

$$
\begin{equation*}
\mathbb{E}\left[\sup _{\theta, 0 \leqslant s \leqslant \tau} \frac{1}{N} \sum_{i \leqslant j}\left(\frac{N\left|(\tilde{H}(s)-D)_{i j}\right|^{3}}{t}+\left|(\tilde{H}(s)-D)_{i j}\right|\right)\left|\partial_{i j}^{3} F\left(\boldsymbol{\theta} \tilde{H}_{s}\right)\right|\right] \leqslant M \tag{2.4.3}
\end{equation*}
$$

where $(\boldsymbol{\theta} H)_{i j}=\theta_{i j} H_{i j}$ with $\theta_{k l}=1$ for $\{k, l\} \neq\{i, j\}$ and $\theta_{i j} \in[0,1]$. Then

$$
\mathbb{E}[F(\tilde{H}(\tau))]-\mathbb{E}[F(\tilde{H}(0))]=\mathcal{O}(\tau) M
$$

Proof. By Itô's formula we have

$$
\partial_{s} \mathbb{E}[F(\tilde{H}(s))]=-\frac{1}{2 N} \sum_{i \leqslant j} \frac{N}{t} \mathbb{E}\left[(\tilde{H}(s)-D)_{i j} \partial_{i j} F\left(\tilde{H}_{s}\right)\right]-\mathbb{E}\left[\partial_{i j}^{2} F\left(\tilde{H}_{s}\right)\right]
$$

Using Taylor expansions, we can write, forgetting the dependence in time for clarity,

$$
\begin{aligned}
\mathbb{E}\left[(\tilde{H}-D)_{i j} \partial_{i j} F(\tilde{H})\right] & =\mathbb{E}\left[(\tilde{H}-D)_{i j} \partial_{i j} F_{\tilde{H}_{i j}=D_{i j}}\right]+\mathbb{E}\left[(\tilde{H}-D)_{i j}^{2} \partial_{i j}^{2} F_{\tilde{H}_{i j}=D_{i j}}\right] \\
& +\mathcal{O}\left(\mathbb{E}\left[\sup _{\boldsymbol{\theta}}\left|(\tilde{H}-D)_{i j}^{3} \partial_{i j}^{3} F(\boldsymbol{\theta} \tilde{H})\right|\right]\right) \\
& =\frac{t}{N} \partial_{i j}^{2} F_{\tilde{H}_{i j}=D_{i j}}+\mathcal{O}\left(\mathbb{E}\left[\sup _{\boldsymbol{\theta}}\left|(\tilde{H}-D)_{i j}^{3} \partial_{i j}^{3} F(\boldsymbol{\theta} \tilde{H})\right|\right]\right)
\end{aligned}
$$

and

$$
\mathbb{E}\left[\partial_{i j}^{2} F\left(\tilde{H}_{s}\right)\right]=\mathbb{E}\left[\partial_{i j}^{2} F_{\tilde{H}_{i j}=D_{i j}}\right]+\mathcal{O}\left(\mathbb{E}\left[\sup _{\boldsymbol{\theta}}\left|(\tilde{H}-D)_{i j} \partial_{i j}^{3} F\left(\boldsymbol{\theta} \tilde{H}_{s}\right)\right|\right]\right)
$$

Putting everything together the claim follows.
This continuity property of the Dyson Brownian motion gives us a control over the eigenvalues and eigenvectors of $\tilde{H}(0)$ and $\tilde{H}_{s}$.

Corollary 2.4.2. Let $\kappa \in(0,1)$ and $m \in \mathbb{N}$. Let $\Theta: \mathbb{R}^{2 m} \rightarrow \mathbb{R}$ be a smooth function satisfying

$$
\sup _{k \in \llbracket 0,5 \rrbracket, x \in \mathbb{R}^{2 m}} \mid \Theta^{(k)}(x)(1+|x|)^{-C}<\infty,
$$

for some $C \tilde{\sim}_{\sim}>0$. Denote $\tilde{u}_{1}(s), \ldots, \tilde{u}_{N}(s)$ the eigenvectors of $\tilde{H}(s)$ associated with the eigenvalues $\tilde{\lambda}_{1}(s), \ldots, \tilde{\lambda}_{N}(s)$. Define, for a small $\mathfrak{a}$ the time domain

$$
\mathcal{T}_{\mathfrak{a}}^{\prime}=\left[\frac{N^{\mathfrak{a}}}{N}, N^{-\mathfrak{a}} \sqrt{\frac{t}{N}}\right]
$$

then for any $\tau \in \mathcal{T}_{\mathfrak{a}}^{\prime}$, there exists $\mathfrak{p}>0$ depending on $\Theta, \mathfrak{a}$, $\kappa$ and $r$ such that

$$
\begin{equation*}
\sup _{I \subset \mathcal{I}_{r}^{\kappa},|I|=m,\|\mathbf{q}\|=1}\left|\left(\mathbb{E}^{\tilde{H}_{s}}-\mathbb{E}^{\tilde{H}_{0}}\right) \Theta\left(\left(N\left(\tilde{\lambda}_{k}-\gamma_{k, t}\right), \frac{N}{\sigma_{t}^{2}(\mathbf{q}, k, \eta)}\left\langle\mathbf{q}, \tilde{u}_{k}\right\rangle^{2}\right)_{k \in I}\right)\right| \leqslant N^{-\mathfrak{p}} \tag{2.4.4}
\end{equation*}
$$

Proof. We prove this corollary using the continuity estimate from Lemma 2.4.1. To do so, we use the techniques introduced in [KY13b] in order to change estimates of the resolvent below microscopic scales, in other words control $G(E+\mathrm{i} \eta)$ for $\eta \ll N^{-1}$, into estimates on eigenvectors. Indeed, it has been shown that such a control of the resolvent combined with an estimate on the number of eigenvalues in a very small interval allows us via integrating the resolvent over such an interval to gain estimates on eigenvectors. We can then split the proof into two results we need to show:
(i) A level repulsion estimate on the eigenvalues for both matrix ensembles of the following form: for $E \in \mathcal{I}_{r}^{\kappa}$ and a small $\xi>0$ there exists $\mathfrak{d}>0$ such that

$$
\mathbb{P}\left(\left|\left\{\lambda_{i} \in\left[E-N^{-1-\xi}, E+N^{-1-\xi}\right]\right\}\right| \geqslant 2\right) \leqslant N^{-\xi-\mathcal{d}}
$$

(ii) Comparison of the resolvent below microscopic scales: for any smooth function $F$ of polynomial growth, there exists a $\mathfrak{c}>0$ and a $\xi>0$ such that for all $N^{-1-\xi}<\eta<t$,

$$
\begin{equation*}
\sup _{\substack{\|\mathbf{q}\|_{2}=1, E_{1}, \ldots, E_{m} \in \mathcal{I}_{r}^{\kappa}}}\left|\left(\mathbb{E}^{\tilde{H}_{\tau}}-\mathbb{E}^{W_{t}}\right) F\left(\left(\frac{1}{\operatorname{Im}\left(\sum_{i=1}^{N} q_{i}^{2} g_{i}\left(t, z_{k}\right)\right)}\left\langle\mathbf{q}, G\left(z_{k}\right) \mathbf{q}\right\rangle\right)_{k=1}^{m}\right)\right| \leqslant N^{-\mathfrak{c}} \tag{2.4.5}
\end{equation*}
$$

where $z_{k}=E_{k}+\mathrm{i} \eta$.
We first prove $(i)$ for the eigenvalues of $W_{t}$. This property can be deduced from gap universality, note that gap universality for Gaussian perturbation of size $t \in \mathcal{T}_{\omega}$ has been shown in [LY17a] (a stronger level repulsion estimate can also be found in [LY17a, Section 5]). In [LY17a, Subsection 2.4], Landon-Yau explains that they can deduce universality for deformed Wigner ensembles. However, they state the result for an initial condition such that $r^{2} \gg t$. It has been confirmed by the authors that it is a simple typographical error and should be read as $r \gg t$. We will nonetheless give an idea of the proof of $(i)$ for the sake of completeness.

As said earlier, we will first apply Lemma 2.4.1 to

$$
F\left(\tilde{H}_{s}\right)=\frac{1}{N} \operatorname{Tr}\left(\tilde{H}_{s}-z\right)^{-1} \quad \text { for } z \text { in } \quad\left\{z=E+\mathrm{i} \eta, E \in \mathcal{I}_{r}^{\kappa}, N^{-1-\xi}<\eta<t\right\}
$$

for $\xi>0$ arbitrarily small. See that in Lemma 2.4.1, we need to bound a functional of the form $F\left(\theta \tilde{H}_{s}\right)$ for $\theta$ a perturbation of two entries of the matrix. Since we will only need bounds such as Theorem 2.2.4 or Corollary 2.2.5, such bounds still hold for the perturbated matrix. So we will explain the bound for the third derivative of $F$ applied directl to $\tilde{H}_{s}$. Note that by definition of $\tilde{H}$, we have $\left|(\tilde{H}-D)_{i j}\right| \prec \sqrt{\frac{t}{N}}$ so that we can bound the left hand side of 2.4 .3 by

$$
\begin{equation*}
\frac{1}{N} \sqrt{\frac{t}{N}} \sum_{i \leqslant j}\left|\partial_{i j}^{3} F\left(\tilde{H}_{s}\right)\right| \tag{2.4.6}
\end{equation*}
$$

Taking the third derivative of $F$ with respect to an entry, we obtain, writing $G=\left(\tilde{H}_{s}-z\right)^{-1}$ for simplicity

$$
\partial_{i j}^{3} F\left(\tilde{H}_{s}\right)=-\frac{1}{N} \sum_{k=1}^{N} \sum_{\boldsymbol{\alpha}, \boldsymbol{\beta}} G_{k \alpha_{1}} G_{\beta_{1} \alpha_{2}} G_{\beta_{2} \alpha_{3}} G_{\beta_{3} k}
$$

where $\left\{\alpha_{\ell}, \beta_{\ell}\right\}=\{i, j\}$ for $\ell=1,2,3$. To bound the sum in the previous equation, we will need the following high probability bound for the off-diagonal entries of the resolvent which follows directly from Theorem 2.2.3

$$
\begin{equation*}
\left|G_{i j}(z)\right| \prec \frac{1}{\sqrt{N \eta}} \sqrt{\left|g_{i}(t, z) g_{j}(t, z)\right|} . \tag{2.4.7}
\end{equation*}
$$

Note that these bounds holds for $\eta \gg N^{-1}$, we will first consider such $\eta$.

Finally we can bound (2.4.6),

$$
\begin{equation*}
\frac{1}{N} \sqrt{\frac{t}{N}} \sum_{i \leqslant j}\left|\partial_{i j}^{3} F\left(\tilde{H}_{s}\right)\right| \prec \frac{N^{2 \xi}}{N^{2}} \sqrt{\frac{t}{N}} \sum_{i \leqslant j} \sum_{k=1}^{N} \sum_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left|g_{k}\right|\left(\left|g_{\alpha_{1}} g_{\beta_{1}} g_{\alpha_{2}} g_{\beta_{2}} g_{\alpha_{3}} g_{\beta_{3}}\right|\right)^{1 / 2} \tag{2.4.8}
\end{equation*}
$$

Now, from Lemma 7.5 of [LY17a], we have

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{N}\left|g_{k}(t, z)\right| \leqslant C \log N \tag{2.4.9}
\end{equation*}
$$

where the constant $C$ only depend on $D$ our diagonal matrix. Besides, in the last product of (2.4.8), there are, by definition of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, three occurrences of $g_{i}$ and three occurrences of $g_{j}$. Thus,

$$
\begin{align*}
(2.4 .8) \leqslant \frac{C N^{2 \xi} \log N}{N} \sqrt{\frac{t}{N}} \sum_{i \leqslant j}\left|g_{i}(t, z) g_{j}(t, z)\right|^{3 / 2} & \leqslant \frac{C N^{2 \xi} \log N}{N t} \sqrt{\frac{t}{N}}\left(\sum_{i=1}^{N}\left|g_{i}(t, z)\right|\right)^{2}  \tag{2.4.10}\\
& \leqslant N^{2 \xi} \log ^{3} N \sqrt{\frac{N}{t}} \tag{2.4.11}
\end{align*}
$$

where we used (2.4.9) in the first inequality, the fact that $\left|g_{j}\right| \leqslant C t^{-1}$ in the second and (2.4.9) again in the final inequality. In order to go below microscopic scales, recall that we used local laws that holds down to mesoscopic scales, we can use the following identity, for $y \leqslant \eta$,

$$
\operatorname{Im}\left(\frac{1}{N} \operatorname{Tr} G(E+\mathrm{i} y)\right) \leqslant \frac{\eta}{y} \operatorname{Im}\left(\frac{1}{N} \operatorname{Tr} G(E+\mathrm{i} \eta)\right)
$$

Finally, using Lemma 2.4.1, we get,

$$
\begin{equation*}
\sup _{E \in \mathcal{I}_{r}^{\mathcal{L}}}\left|\left(\mathbb{E}^{\tilde{H}_{\tau}}-\mathbb{E}^{W_{t}}\right)\left[\frac{1}{N} \operatorname{Tr} G(z)\right]\right| \leqslant N^{5 \xi} \tau \sqrt{\frac{N}{t}} \leqslant N^{-\mathfrak{e}} \tag{2.4.12}
\end{equation*}
$$

for some $\mathfrak{e}>0$ by taking $\tau \in \mathcal{T}_{\mathfrak{a}}^{\prime}$ for $\mathfrak{a}>5 \xi$. We can easily generalize this result to a product of trace, indeed taking

$$
F\left(\tilde{H}_{s}\right)=\prod_{k=1}^{m} F_{k} \quad \text { with } \quad F_{k}=\frac{1}{N} \operatorname{Tr} G\left(z_{k}\right)
$$

we can take the third derivative and write

$$
\begin{align*}
& \partial_{i j}^{3} F=\sum_{k_{1}=1}^{m} \partial_{i j}^{3} F \prod_{k \neq k_{1}} F_{k}+3 \sum_{k_{1}=1}^{m} \sum_{k_{2} \neq k_{1}} \partial_{i j}^{2} F_{k_{1}} \partial_{i j} F_{k_{2}} \prod_{k \neq k_{1}, k_{2}} F_{k} \\
&+\sum_{k_{1}=1}^{m} \sum_{k_{2} \neq k_{1}} \sum_{k_{3} \neq k_{1}, k_{2}} \partial_{i j} F_{k_{1}} \partial_{i j} F_{k_{2}} \partial_{i j} F_{k_{3}} \prod_{k \neq k_{1}, k_{2}, k_{3}} F_{k} . \tag{2.4.13}
\end{align*}
$$

Then, using the first and second derivative of $F_{k}$,

$$
\begin{aligned}
& \partial_{i j} F_{k}=\frac{1}{N} \sum_{k=1}^{N} \sum_{\substack{\alpha, \beta \\
\{\alpha, \beta\}=\{i, j\}}} G_{k, \alpha} G_{\beta, k}, \\
& \partial_{i j}^{2} F_{k}=\frac{1}{N} \sum_{k=1}^{N} \sum_{\substack{\boldsymbol{\alpha}, \boldsymbol{\beta} \\
\left\{\alpha_{k}, \beta_{k}\right\}=\{i, j\}}} G_{k \alpha_{1}} G_{\beta_{1} \alpha_{2}} G_{\beta_{2} k},
\end{aligned}
$$

we can bound (2.4.13) in a similar way and finishing the bound by Lemma 2.4.1. Again, now that we have any polynomial of fixed degree, we can also extend to any smooth function $F$ with polynomial growth.

Now, a consequence of these uniform bounds in $\operatorname{Re}(z)$ between $\tilde{H}_{0}=W_{t}$ and $\tilde{H}_{\tau}$ for $\tau \in \mathcal{T}_{\mathfrak{a}}^{\prime}$ for some small $\mathfrak{a}$ gives us a comparison of the gap distribution between these two matrix ensembles (see [EYY12a] for instance). Namely, there exists $c_{1}>0$ such that for any $O$ a smooth test function of $n$ variables and any index $i$ such that $\gamma_{i, t} \in \mathcal{I}_{r}^{\kappa}$, we have for $N$ large enough and $i_{1}, \ldots, i_{n}$ indices such that $i_{k} \leqslant N^{c_{1}}$,

$$
\begin{equation*}
\left|\left(\mathbb{E}^{W_{t}}-\mathbb{E}^{\tilde{H}_{\tau}}\right)\left[O\left(N \rho_{t}^{(N)}\left(\gamma_{i, t}\right)\left(\lambda_{i}-\lambda_{i, i+i_{1}}\right), \ldots, N \rho_{t}^{(N)}\left(\gamma_{i, t}\right)\left(\lambda_{i}-\lambda_{i+i_{n}}\right)\right)\right]\right| \leqslant N^{-c_{1}} \tag{2.4.14}
\end{equation*}
$$

But $\tilde{H}_{s}$ is a matrix with a small Gaussian component following the conditions of [LY17a], so that we have, for this matrix ensemble, gap universality. Hence, combining this gap universality with the continuity of the Green's function, we obtain gap universality of the matrix ensemble $D+\sqrt{t} W$. In other words, there exists $c_{2}>0$ such that, taking the same assumptions as for (2.4.14), we can write,

$$
\begin{align*}
& \mid \mathbb{E}^{W_{t}}\left[O\left(N \rho_{t}^{(N)}\left(\gamma_{i, t}\right)\left(\lambda_{i}-\lambda_{i, i+i_{1}}\right), \ldots, N \rho_{t}^{(N)}\left(\gamma_{i, t}\right)\left(\lambda_{i}-\lambda_{i+i_{n}}\right)\right)\right] \\
&-\mathbb{E}^{\mathrm{GOE}}\left[O\left(N \rho_{s c}^{(N)}\left(\mu_{i}\right)\left(\lambda_{i}-\lambda_{i, i+i_{1}}\right), \ldots, N \rho_{s c}^{(N)}\left(\mu_{i}\right)\left(\lambda_{i}-\lambda_{i+i_{n}}\right)\right)\right] \mid \leqslant N^{-c_{2}} \tag{2.4.15}
\end{align*}
$$

where $\rho_{s c}$ is the density of Wigner's semicircular law and $\mu_{i}$ its quantiles defined by

$$
\begin{equation*}
\rho_{s c}(x)=\sqrt{4-x^{2}} \mathbb{1}_{[-2,2]}, \quad \int_{-\infty}^{\mu_{i}} \mathrm{~d} \rho_{s c}(E)=\frac{i}{N} \tag{2.4.16}
\end{equation*}
$$

Finally, (2.4.15) combined with Theorem 2.2.6 gives us the level repulsion estimate (i) for the matrix $W_{t}$, indeed consider $E \in \mathcal{I}_{r}^{\kappa}$, and $\ell$ the index such that

$$
\left|\gamma_{\ell, t}-E\right| \leqslant \min _{k \in \mathcal{I}_{r}^{k}}\left|\gamma_{k, t}-E\right|
$$

then, for any $\tilde{\varepsilon}>0$, we have

$$
\begin{aligned}
\mathbb{P}\left(\left|\left\{i, \lambda_{i} \in\left[E-N^{-1-\xi}, E+N^{-1-\xi}\right]\right\}\right| \geqslant 2\right) & \leqslant \sum_{|k-\ell| \leqslant N^{\tilde{\varepsilon}}} \mathbb{P}^{W_{t}}\left(\left|\lambda_{k}-\lambda_{k+1}\right|<N^{-1-\xi}\right) \\
& \leqslant \sum_{|k-\ell| \leqslant N^{\widetilde{\varepsilon}}} \mathbb{P}^{\mathrm{GOE}}\left(\left(\left|\lambda_{k}-\lambda_{k+1}\right|<N^{-1-\xi}\right)+N^{-c_{\varepsilon}+\tilde{\varepsilon}}\right. \\
& \leqslant N^{-2 \xi+\tilde{\varepsilon}}+N^{-c_{\varepsilon}+\tilde{\varepsilon}} \\
& \leqslant N^{-\xi-\delta}
\end{aligned}
$$

for some $\delta>0$ by taking $\tilde{\varepsilon}$ and $\xi>0$ small enough. Note that we used rigidity in the first inequality, gap universality in the second and a level repulsion estimate for GOE matrix which for instance can be found in [EY15].

In order to get the resolvent estimate (ii), we will use Lemma 2.4.1. To do so, we will first explain how to get the bound $M$ for

$$
F\left(\tilde{H}_{s}\right)=\frac{1}{\operatorname{Im}\left(\sum_{i=1}^{N} q_{i}^{2} g_{i}(t, z)\right)}\left\langle\mathbf{q},(\tilde{H}-z)^{-1} \mathbf{q}\right\rangle
$$

for $z \in \mathbb{C}$ down to below microscopic scales. To get the right bound, we will first need to use local laws which hold down to mesoscopic scales $\eta=N^{-1+\xi}$.

Now for the third derivative of $F$, first write

$$
\begin{equation*}
\left|\partial_{i j}^{3} F\left(H_{s}\right)\right|=\left|\frac{1}{\operatorname{Im}\left(\sum_{i=1}^{N} q_{i}^{2} g_{i}(t, z)\right)} \sum_{1 \leqslant a, b \leqslant N} \sum_{\boldsymbol{\alpha}, \boldsymbol{\beta}} q_{a} G_{a \alpha_{1}} G_{\beta_{1} \alpha_{2}} G_{\beta_{2} \alpha_{3}} G_{\beta_{3} b} q_{b}\right| \tag{2.4.17}
\end{equation*}
$$

where $\left\{\alpha_{k}, \beta_{k}\right\}=\{i, j\}$ for $k=1,2,3$. In order to bound the four terms coming up in the previous equation we will need Corollary 2.2.5. Writing (2.2.6) for $\mathbf{v}=\mathbf{q}$ and $\mathbf{w}=\mathbf{e}_{\mathbf{i}}$, we obtain

$$
\left\langle\mathbf{q}, G \mathbf{e}_{\mathbf{i}}\right\rangle=q_{i} g_{i}(t, z)+\mathcal{O}_{\prec}\left(\frac{1}{\sqrt{N \eta}} \sqrt{\operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right) \operatorname{Im}\left(g_{i}(t, z)\right)}\right)
$$

Note that since we want a bound holding down to microscopic scales, the error terms has to be taken into account. In particular, we will consider $\eta$ sufficiently small that we can bound every $(N \eta)^{1 / 2}$ by $N^{\xi / 2}$. In the following computations, we will not bound the errors coming cross terms for simplicity, they can be bounded in a similar way.

We can divide the sum in (2.4.17) in three parts. The first case consists in $\left\{\beta_{1}, \alpha_{2}\right\}=\left\{\beta_{2}, \alpha_{3}\right\}=$ $\{i, j\}$. In this case, note that, necessarily, $\left\{\alpha_{1}, \beta_{3}\right\}=\{i, j\}$ and write

$$
\begin{align*}
\sum_{1 \leqslant a, b \leqslant N} q_{a} G_{a \alpha_{1}} & G_{\beta_{1} \alpha_{2}} G_{\beta_{2} \alpha_{3}} G_{\beta_{3} b} q_{b}=\left\langle\mathbf{q}, G \mathbf{e}_{\boldsymbol{\alpha}_{\mathbf{1}}}\right\rangle G_{\beta_{1} \alpha_{2}} G_{\beta_{2} \alpha_{3}}\left\langle\mathbf{e}_{\boldsymbol{\beta}_{\mathbf{3}}}, G \mathbf{q}\right\rangle \\
& \prec \frac{1}{N \eta} \min \left(\left|g_{i}(t, z)\right|,\left|g_{j}(t, z)\right|\right)^{2}\left\langle\mathbf{q}, G \mathbf{e}_{\boldsymbol{\alpha}_{\mathbf{1}}}\right\rangle\left\langle\mathbf{e}_{\boldsymbol{\beta}_{\mathbf{3}}}, G \mathbf{q}\right\rangle \\
& \prec N^{2 \xi}\left(\min \left(\left|g_{i}(t, z)\right|,\left|g_{j}(t, z)\right|\right)^{2}\left|q_{i} g_{i}(t, z) q_{j} g_{j}(t, z)\right|\right.  \tag{2.4.18}\\
& \left.+\min \left(\left|g_{i}(t, z)\right|,\left|g_{j}(t, z)\right|\right)^{2} \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right) \sqrt{\left|g_{i}(t, z) g_{j}(t, z)\right|}\right) \tag{2.4.19}
\end{align*}
$$

Putting the leading order (2.4.18) in the sum of (2.4.6), we have the bound

$$
\begin{align*}
\sqrt{\frac{t}{N}} \frac{1}{N \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} & \sum_{1 \leqslant i \leqslant j \leqslant N}(2.4 .18)  \tag{2.4.20}\\
& \leqslant \sqrt{\frac{t}{N}} \frac{N^{2 \xi}}{N \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} \sum_{1 \leqslant i \leqslant j \leqslant N}\left|q_{i} q_{j}\right|\left|g_{i}(t, z) g_{j}(t, z)\right|^{2}  \tag{2.4.21}\\
& \leqslant \sqrt{\frac{t}{N}} \frac{C N^{2 \xi}}{N \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} \sum_{1 \leqslant i \leqslant j \leqslant N}\left(q_{i}^{2}+q_{j}^{2}\right)\left|g_{i}(t, z) g_{j}(t, z)\right|^{2}  \tag{2.4.22}\\
& \leqslant \sqrt{\frac{t}{N}} \frac{C N^{2 \xi}}{N \operatorname{Im}\left(\sum_{i=1}^{N} q_{k}^{2} g_{k}(t, z)\right)}\left(\sum_{i=1}^{N} q_{i}^{2}\left|g_{i}(t, z)\right|^{2}\right) \sum_{j=1}^{N}\left|g_{j}(t, z)\right|^{2} . \tag{2.4.23}
\end{align*}
$$

Note that by definition of $g_{i}(t, z)=\left(D_{i}-z-t m_{t}(z)\right)^{-1}$, the fact that $\operatorname{Im} m_{t}(z) \asymp 1$ and $\eta \leqslant t$, we can write

$$
\begin{equation*}
\left|g_{i}(t, z)\right|^{2} \asymp \frac{1}{t} \operatorname{Im}\left(g_{i}(t, z)\right) \tag{2.4.24}
\end{equation*}
$$

Besides we also have from (2.4.9),

$$
\begin{equation*}
\sum_{i=1}^{N}\left|g_{i}(t, z)\right|^{2} \leqslant \frac{C}{t} \sum_{i=1}^{N}\left|g_{i}(t, z)\right| \leqslant \frac{C N}{t} \log N . \tag{2.4.25}
\end{equation*}
$$

Injecting now (2.4.24) and (2.4.25) in (2.4.20), we get the bound

$$
\begin{align*}
\sqrt{\frac{t}{N}} \frac{1}{N \operatorname{Im}\left(\sum_{i=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} \sum_{1 \leqslant i<j \leqslant N}(2.4 .18) & \leqslant C \sqrt{\frac{t}{N}} \frac{N^{2 \xi}}{N} \frac{N}{t^{2}} \log N  \tag{2.4.26}\\
& \leqslant \frac{N^{3 \xi}}{N t} \sqrt{\frac{N}{t}} \tag{2.4.27}
\end{align*}
$$

Looking now at the error term (2.4.19) and injecting it in the sum (2.4.6), we obtain

$$
\begin{align*}
\sqrt{\frac{t}{N}} \frac{1}{N \operatorname{Im}\left(\sum_{i=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} \sum_{1 \leqslant i<j \leqslant N}(2.4 .19) & \leqslant \sqrt{\frac{t}{N}} \frac{N^{2 \xi}}{N} \sum_{1 \leqslant i<j \leqslant N}\left|g_{i}(t, z) g_{j}(t, z)\right|^{3 / 2} \\
& \leqslant \sqrt{\frac{t}{N}} \frac{N^{2 \xi}}{N t}\left(\sum_{i=1}^{N}\left|g_{i}(t, z)\right|\right)^{2} \\
& \leqslant N^{3 \xi} \sqrt{\frac{N}{t}} \tag{2.4.28}
\end{align*}
$$

The second case are the terms where one term is diagonal and the other is an off-diagonal term. More precisely the set $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ such that $\beta_{1}=\alpha_{2}$ and $\beta_{2} \neq \alpha_{3}$ or $\beta_{1} \neq \alpha_{2}$ and $\beta_{2}=\alpha_{3}$. Note that necessarily, in that case, $\alpha_{1}=\beta_{3}$. For instance consider the term

$$
\begin{equation*}
\left\langle\mathbf{q}, G \mathbf{e}_{\alpha_{1}}\right\rangle G_{\beta_{1} \alpha_{2}} G_{\beta_{2} \alpha_{3}}\left\langle\mathbf{e}_{\boldsymbol{\beta}_{\mathbf{3}}}, G \mathbf{q}\right\rangle=\left\langle\mathbf{q}, G \mathbf{e}_{i}\right\rangle G_{j j} G_{i j}\left\langle\mathbf{e}_{i}, G \mathbf{q}\right\rangle \tag{2.4.29}
\end{equation*}
$$

Putting all the leading terms from Theorem 2.2.3, (2.4.7) and (2.2.7), we obtain the bound

$$
\begin{align*}
\left\langle\mathbf{q}, G \mathbf{e}_{i}\right\rangle G_{j j} & G_{i j}\left\langle\mathbf{e}_{i}, G \mathbf{q}\right\rangle \prec\left|q_{i}\right|^{2}\left|g_{i}(t, z)\right|^{2}\left|g_{j}(t, z)\right| \frac{1}{\sqrt{N \eta}} \min \left(\left|g_{i}(t, z)\right|,\left|g_{j}(t, z)\right|\right)  \tag{2.4.30}\\
& \left.+\frac{1}{(N \eta)^{3 / 2}} \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right) \sqrt{\left|g_{i}(t, z) g_{j}(t, z)\right| \mid} g_{j}(t, z) \right\rvert\, \min \left(\left|g_{i}(t, z)\right|,\left|g_{j}(t, z)\right|\right)  \tag{2.4.31}\\
& \leqslant N^{2 \xi}\left(q_{i}^{2}\left|g_{i}(t, z) g_{j}(t, z)\right|^{2}+\operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right)\left|g_{i}(t, z) g_{j}(t, z)\right|^{3 / 2}\right) . \tag{2.4.32}
\end{align*}
$$

Then injecting the bounds (2.4.24) and (2.4.25) in the sum of (2.4.6), one gets

$$
\begin{equation*}
\sqrt{\frac{t}{N}} \frac{N^{2 \xi}}{N \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} \sum_{1 \leqslant i<j \leqslant N} q_{i}^{2}\left|g_{i} g_{j}\right|^{2} \leqslant \frac{C N^{3 \xi}}{N t} \sqrt{\frac{N}{t}} \tag{2.4.33}
\end{equation*}
$$

and for the second term,

$$
\begin{equation*}
\sqrt{\frac{t}{N}} \frac{N^{2 \xi}}{N} \sum_{1 \leqslant i<j \leqslant N}\left|g_{i}(t, z) g_{j}(t, z)\right|^{3 / 2} \leqslant N^{3 \xi} \sqrt{\frac{N}{t}} . \tag{2.4.34}
\end{equation*}
$$

The final case consists of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ such that $\left\{\left\{\beta_{1}, \alpha_{2}\right\},\left\{\beta_{2}, \alpha_{3}\right\}\right\}=\{\{i, i\},\{j, j\}\}$. Note that, in this case, we necessarily have $\alpha_{1} \neq \beta_{3}$. For instance, consider the term

$$
\begin{equation*}
\left\langle\mathbf{q}, G \mathbf{e}_{\boldsymbol{\alpha}_{1}}\right\rangle G_{\beta_{1} \alpha_{2}} G_{\beta_{2} \alpha_{3}}\left\langle\mathbf{e}_{\boldsymbol{\beta}_{3}}, G \mathbf{q}\right\rangle=\left\langle\mathbf{q}, G \mathbf{e}_{i}\right\rangle G_{j j} G_{i i}\left\langle\mathbf{e}_{j}, G \mathbf{q}\right\rangle \tag{2.4.35}
\end{equation*}
$$

Again, taking the leading terms from the local laws from Threom 2.2.3 and Corollary 2.2.5,

$$
\begin{equation*}
\left\langle\mathbf{q}, G \mathbf{e}_{i}\right\rangle G_{j j} G_{i i}\left\langle\mathbf{e}_{j}, G \mathbf{q}\right\rangle \prec\left|q_{i} q_{j}\right|\left|g_{i}(t, z) g_{j}(t, z)\right|^{2}+N^{\xi}\left|g_{i}(t, z) g_{j}(t, z)\right|^{3 / 2} \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right) \tag{2.4.36}
\end{equation*}
$$

Then using similar bounds as the first case one gets

$$
\begin{equation*}
\sqrt{\frac{t}{N}} \frac{1}{N \operatorname{Im}\left(\sum_{k=1}^{N} q_{k}^{2} g_{k}(t, z)\right)} \sum_{1 \leqslant i<j \leqslant N}(2.4 .36) \prec N^{2 \xi}\left(\frac{1}{N t} \sqrt{\frac{N}{t}}+\sqrt{\frac{N}{t}}\right) \tag{2.4.37}
\end{equation*}
$$

Finally, putting together (2.4.27), (2.4.28), (2.4.33), (2.4.34) and (2.4.37), we get the bound, for $\eta=N^{-1+\xi}$.

$$
\begin{equation*}
\sqrt{\frac{t}{N}} \frac{1}{N} \sum_{1 \leqslant i<j \leqslant N} \partial_{i j}^{3} F\left(\tilde{H}_{s}\right) \prec N^{3 \xi} \sqrt{\frac{N}{t}} \tag{2.4.38}
\end{equation*}
$$

In order to get a bound for $\eta$ below microscopic scales, we can use the following inequality, for any $y \leqslant \eta$, which can be found in [EYY12a, Section 8],

$$
|\langle\mathbf{v}, G(E+\mathrm{i} y) \mathbf{w}\rangle| \leqslant C \log N \frac{\eta}{y} \operatorname{Im}\langle\mathbf{v}, G(E+i \eta) \mathbf{w}\rangle
$$

This bounds allows us to get below microscopic scales for $F$ and its derivatives since they only involves such quantity as $\langle\mathbf{v}, G(E+\mathrm{i} y) \mathbf{w}\rangle$. Thus, uniformly in $E \in \mathcal{I}_{r}^{\kappa}$ and $N^{-1-\xi} \leqslant \eta \leqslant t$, we have

$$
\begin{equation*}
M=\mathcal{O}\left(N^{5 \xi} \sqrt{\frac{N}{t}}\right) \tag{2.4.39}
\end{equation*}
$$

Using now Lemma 2.4.1, we can make $W_{t}$ undergo the dynamics $\tilde{H}_{s}$ up to a time $\tau \ll N^{-5 \xi} \sqrt{\frac{t}{N}}$ with $\xi$ arbitrarily small in order to get the right bound.

For a product of resolvent entries, one can do similar computations and bounds. Indeed consider $m \geqslant 0$, and

$$
F\left(\tilde{H}_{s}\right)=\prod_{k=1}^{m} F_{k}\left(\tilde{H}_{s}\right) \quad \text { with } \quad F_{k}\left(\tilde{H}_{s}\right)=\left\langle\mathbf{q}, G\left(z_{k}\right) \mathbf{q}\right\rangle
$$

then one can write the third derivative of $F$ as (2.4.13) and using the fact that

$$
\begin{align*}
\partial_{i j} F_{k} & =-\sum_{\{\alpha, \beta\}=\{i, j\}}\left\langle\mathbf{q}, G \mathbf{e}_{\alpha}\right\rangle\left\langle\mathbf{e}_{\beta}, G \mathbf{q}\right\rangle  \tag{2.4.40}\\
\partial_{i j}^{2} F_{k} & =\sum_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left\langle\mathbf{q}, G \mathbf{e}_{\alpha_{1}}\right\rangle G_{\beta_{1}, \alpha_{2}}\left\langle\mathbf{e}_{\beta_{2}}, G \mathbf{q}\right\rangle \tag{2.4.41}
\end{align*}
$$

where $\left\{\alpha_{i}, \beta_{i}\right\}=\{i, j\}$ and using the same type of bounds as for (2.4.38), we obtain the result (2.4.5) since the extension to any smooth function with polynomial growth is also clear.

### 2.4.2. Reverse heat flow

In Subsection 2.3.2, we showed Theorem 2.3.8, which corresponds to our main result for the matrix $H_{\tau}=W_{t}+\sqrt{\tau}$ GOE for $N^{-1} \ll \tau \ll t$ with a general Wigner matrix $W$ in the definition of $W_{t}$. Thus, the overwhelming probability bound holds for the eigenvectors of this matrix $H_{\tau}$ giving us a strong form of quantum unique ergodicity for the deformed Gaussian divisible ensemble. In order to remove the small Gaussian component in the matrix, we will use the reverse heat flow technique from [EPR ${ }^{+} 10$, ESY11] which allows us to obtain an error as small as we want in total variation between two matrix ensembles. In order to use this technique, we need the smoothness assumption on the matrix $W$ given by Definition 2.1.6. We first introduce some notation for this section.

As before, we let $\nu$ denote the distribution of the entries of $W$, and $\varphi$ denote the density of $\nu$ with respect to $\rho$, the Gaussian distribution with mean zero and variance one, that is, $\mathrm{d} \nu=\varphi \mathrm{d} \rho$. The reverse heat flow technique gives the existence of a probability distribution $\tilde{\nu}_{s}$ for any $s$ small enough such that making $\tilde{\nu}_{s}$ undergo the Ornstein-Uhlenbeck process of generator

$$
A:=\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}-\frac{x}{2} \frac{\partial}{\partial x}
$$

approaches the distribution $\nu$ in total variation.
This process on all the matrix entries induces the Dyson Brownian motion process on the eigenvalues. Thus the following proposition tells us that there exists a distribution of a matrix from the Gaussian divisible process of the form

$$
\widetilde{W}_{s}=\sqrt{1-s} \widetilde{W}+\sqrt{s} \mathrm{GOE}
$$

that approximates as close as polynomially possible a smooth Wigner matrix $W$. The precise statement is written in the following proposition.
Proposition 2.4.3 ([ESY11]). Let $K$ be a positive integer and $\nu=\varphi \varrho$ a distribution smooth in the sense that it follows the conditions (ii) and (iii) of Definition 2.1.6. Then there exists $s_{K}$ a small positive constant depending on $K$ such that for any $0<s \leqslant s_{K}$, there exists a probability density $\psi_{s}$ with mean zero and variance one such that we have the inequality

$$
\begin{equation*}
\int\left|e^{s A} \psi_{s}-\varphi\right| \mathrm{d} \varrho \leqslant C s^{K} \tag{2.4.42}
\end{equation*}
$$

for some positive constant $C$ depending only on $K$. Besides we also have the inequality for the joint probability of all matrix entries in the following sense,

$$
\begin{equation*}
\int\left|e^{s A^{\otimes N^{2}}} \psi_{s}^{\otimes N^{2}}-\varphi^{\otimes N^{2}}\right| \mathrm{d} \varrho \leqslant C N^{2} s^{K} \tag{2.4.43}
\end{equation*}
$$

Now, see that this proposition holds for any fixed $K$ so that, taking $s=N^{-\varepsilon}$ for some small $\varepsilon$ we can choose a large $K$ only depending on $\varepsilon$ (and not on $N$ ) so that we can obtain any polynomial bound between the two matrix ensembles. This property allows us to get overwhelming probability bounds on the eigenvectors since the total variation distance of the distribution of the eigenvector entries is smaller than the total variation distance between the joint probability of the matrix entries.

### 2.5. Proofs of main results

Now that we have the result for the Gaussian divisible ensemble $H_{\tau}$ with $N^{-1} \ll \tau \ll t$ by Section 2.3, combining it with the continuity argument from the last subsection, we are able to prove Theorem 2.1.3 and Corollary 2.1.5. These two results are a consequence of the following proposition showing the convergence of moments for the eigenvectors of $W_{t}$.

## Proposition 2.5.1.

Let $\kappa \in(0,1)$ and $m$ an integer, for a set of indices $I \subset \mathcal{A}_{r}^{\kappa}$, such that $|I|=m$, we have for any deterministic unit vector $\mathbf{q}=\mathbf{q}_{N}$,

$$
\begin{equation*}
\mathbb{E}\left[P\left(\left(\frac{N}{\sigma_{t}(\mathbf{q}, k)^{2}}\left|\left\langle\mathbf{q}, u_{k}\right\rangle\right|^{2}\right)_{k \in I}\right)\right] \underset{N \longrightarrow \infty}{\longrightarrow} \mathbb{E}\left[P\left(\left(\mathcal{N}_{k}^{2}\right)_{k=1}^{m}\right)\right] \tag{2.5.1}
\end{equation*}
$$

with $\left(\mathcal{N}_{k}\right)_{k}$ a family of independent normal random variables.
See now the proof of Theorem 2.1.3 and Corollary 2.1.5 given by Proposition 2.3.4.
Proof of Theorem 2.1.3. Proposition 2.5.1 exactly gives us that the joint moments of the renormalized eigenvectors converge to those of independent normal random variables which is the result of Theorem 2.1.3.

Proof of Corollary 2.1.5. By Proposition 2.3.4 and Corollary 2.4.2, we have the following inequality, for some $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{E}\left[\left|u_{k}(\alpha)^{2}\right|\right]=\frac{1}{N} \sigma_{t}^{2}(\alpha, k)+\mathcal{O}\left(\frac{N^{-\varepsilon}}{N t}\right) \tag{2.5.2}
\end{equation*}
$$

By Markov's inequality, we can write

$$
\begin{align*}
\mathbb{P}\left(\left.\left.\frac{N t}{|A|}\left|\sum_{\alpha \in A}\right| u_{k}(\alpha)\right|^{2}-\frac{1}{N} \sum_{\alpha \in A} \sigma_{t}^{2}(\alpha, k) \right\rvert\,>c\right) & \leqslant \frac{N^{2} t^{2}}{c^{2}|A|^{2}} \mathbb{E}\left[\left.\left|\sum_{\alpha \in A}\right| u_{k}(\alpha)\right|^{2}-\left.\frac{1}{N} \sum_{\alpha \in A} \sigma_{t}^{2}(\alpha, k)\right|^{2}\right] \\
& \leqslant \frac{N^{2} t^{2}}{c^{2}|A|^{2}}(\mathfrak{A}-2 \mathfrak{B}+\mathfrak{C}) \tag{2.5.3}
\end{align*}
$$

We now need to evaluate the three terms in the last inequality using (2.5.2), first we have

$$
\mathfrak{A}:=\mathbb{E}\left[\left(\sum_{\alpha \in A}\left|u_{k}(\alpha)\right|^{2}\right)^{2}\right]=\frac{1}{N^{2}}\left(\sum_{\alpha \in A} \sigma_{t}^{2}(\alpha, k)\right)^{2}+\frac{2}{N^{2}} \sum_{\alpha \in A} \sigma_{t}^{4}(\alpha, k)+\mathcal{O}\left(\frac{N^{-\varepsilon}|A|^{2}}{N^{2} t^{2}}\right) .
$$

Likewise,

$$
\mathfrak{B}:=\frac{1}{N} \sum_{\beta \in A} \sigma_{t}^{2}(\beta, N) \mathbb{E}\left[\sum_{\alpha \in A}\left|u_{k}(\alpha)\right|^{2}\right]=\frac{1}{N^{2}} \sum_{\alpha, \beta \in A} \sigma_{t}^{2}(\alpha, k) \sigma_{t}^{2}(\beta, k)+\mathcal{O}\left(\frac{N^{-\varepsilon}|A|^{2}}{N^{2} t^{2}}\right)
$$

Finally, $\mathfrak{C}$ is just a deterministic term,

$$
\mathfrak{C}:=\left(\frac{1}{N} \sum_{\alpha \in A} \sigma_{t}^{2}(\alpha, k)\right)^{2}
$$

Putting all three terms together, we get

$$
\begin{equation*}
\mathfrak{A}-2 \mathfrak{B}+\mathfrak{C}=\frac{2}{N^{2}} \sum_{\alpha \in A} \sigma_{t}^{4}(\alpha, k)+\mathcal{O}\left(\frac{N^{-\varepsilon}|A|^{2}}{N^{2} t^{2}}\right) \leqslant C\left(\frac{|A|}{N^{2} t^{2}}+\frac{N^{-\varepsilon}|A|^{2}}{N^{2} t^{2}}\right) \tag{2.5.4}
\end{equation*}
$$

The claim then follows from injecting the last inequality in (2.5.3).
We finish now with the proof of Proposition 2.5.1.

Proof of Proposition 2.5.1. By Corollary 2.4.2, we know that for some $\tau \in \mathcal{T}_{\mathfrak{a}}^{\prime}$ there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\left|\mathbb{E}\left[P\left(\left(\frac{N}{\sigma_{t}(\mathbf{q}, k)^{2}}\left|\left\langle\mathbf{q}, u_{k}\right\rangle\right|^{2}\right)_{k \in I}\right)\right]-\mathbb{E}\left[P\left(\left(\frac{N}{\sigma_{t}(\mathbf{q}, k)^{2}}\left|\left\langle\mathbf{q}, u_{k}^{\tilde{H}_{\tau}}\right\rangle\right|^{2}\right)_{k \in I}\right)\right]\right| \leqslant N^{-\varepsilon} \tag{2.5.5}
\end{equation*}
$$

and by Proposition 2.3.4, we know that, recalling the definition of $H_{s}$, for some $\tau^{\prime} \ll t$ there exists a $\varepsilon^{\prime}>0$ such that

$$
\begin{equation*}
\left|\mathbb{E}\left[P\left(\left(\frac{N}{\left.\sigma_{t}(\mathbf{q}, k)^{2}\right)}\left|\left\langle\mathbf{q}, u_{k}^{H_{\tau^{\prime}}}\right\rangle\right|^{2}\right)_{k \in I}\right)\right]-\mathbb{E}\left[P\left(\left(\mathcal{N}_{k}^{2}\right)_{k=1}^{m}\right)\right]\right| \leqslant N^{-\varepsilon^{\prime}} \tag{2.5.6}
\end{equation*}
$$

Now, we need to see that $\tilde{H}_{\tau}$ defined in (2.4.1) has the same law as $H_{\tau^{\prime}}$ for some $\tau^{\prime} \ll t$. Note that we can write the law of the entries of $\tilde{H}_{\tau}$ as

$$
\begin{equation*}
\tilde{H}_{i j}(\tau) \stackrel{d}{=} D_{i j}+e^{-\frac{\tau}{2 t} \sqrt{t} W_{i j}+\sqrt{t\left(1-e^{-\frac{\tau}{t}}\right)} \frac{1}{\sqrt{N}} \mathcal{N}^{(i j)} \text {, } . \text {. }{ }^{(i)}} \tag{2.5.7}
\end{equation*}
$$

where $\left(\mathcal{N}^{(i j)}\right)_{i \leqslant j}$ is a family of independent standard Gaussian random variables. Doing the scaling

$$
\begin{align*}
t^{\prime} & =t e^{-\tau / t}=\mathcal{O}(t), \\
\tau^{\prime} & =\sqrt{t\left(1-e^{-\frac{\tau}{t}}\right)}=\mathcal{O}(\tau) \tag{2.5.8}
\end{align*}
$$

one can write

$$
\tilde{H}_{\tau}=D+\sqrt{t^{\prime}} W+\sqrt{\tau^{\prime}} \mathrm{GOE} .
$$

Finally, we can apply Proposition 2.3.4 to $\tilde{H}$ so that (2.5.6) applies and combining it with (2.5.5) we get the convergence of moments for the eigenvectors of $W_{t}$.

Combining Theorem 2.3.8 and Proposition 2.3.4, we are now able to prove Theorem 2.1.7.
Proof of Theorem 2.1.7. Let $\varepsilon$ and $D$ two positive constants and consider $s=\tau / t$,. There exists then a large $K$, which does not depend on $N$, such that by Proposition 2.4.3 there exists a matrix $\widetilde{W}$ such that the total variation distance between the distribution of $W$ and $\sqrt{1-s} \widetilde{W}+\sqrt{N s}$ GOE is smaller than $N^{-D}$.
Denote $u_{1}, \ldots, u_{N}$ the $L^{2}-$ normalized eigenvectors of $W_{t}=D+\sqrt{t} W$ and $\tilde{u}_{1}, \ldots, \tilde{u}_{N}$ the normalized eigenvectors of $\widetilde{W}_{t}(s)=D+\sqrt{t(1-s)} \widetilde{W}+\sqrt{t s}$ GOE. Now, since we have in the overwhelming probability bound (2.1.13) the $N^{\varepsilon}$ degree of liberty, we can do the scaling $t^{\prime}=\sqrt{t(1-s)}$ as $s \ll 1$ and still get (2.1.13) for the deformed Gaussian divisible ensemble $\widetilde{W}_{t}(s)$, thus one can write

$$
\begin{aligned}
& \mathbb{P}\left(\left|\sum_{\alpha \in I}\left(u_{k}(\alpha)^{2}-\frac{1}{N} \sigma_{t}^{2}(\alpha, k)\right)\right| \geqslant N^{\varepsilon} \Xi(\tau)\right) \\
& \quad \leqslant \mathbb{P}\left(\left|\sum_{\alpha \in I}\left(\tilde{u}_{k}(\alpha)^{2}-\frac{1}{N} \sigma_{t}^{2}(\alpha, k)\right)\right| \geqslant N^{\varepsilon / 2} \Xi(\tau)\right)+\mathbb{P}\left(\left|\sum_{\alpha \in I}\left(u_{k}(\alpha)^{2}-\tilde{u}_{k}(\alpha)\right)\right| \geqslant N^{\varepsilon / 2} \Xi(\tau)\right) \\
& \quad \leqslant N^{-D}
\end{aligned}
$$

where for the last inequality we used the quantum unique ergodicity proved in Theorem 2.3.8 for the deformed Gaussian divisible ensemble of which $\tilde{\mathbf{u}}$ are the eigenvectors and Proposition 2.4.3 in order.

Now, in order to get the error $\Xi$ we now need to optimize the error

$$
\Xi\left(\tau_{0}\right)=\frac{\widehat{I}}{\sqrt{N \tau_{0}}}+\widehat{I} \frac{\tau_{0}}{t}=\frac{\widehat{I}}{(N t)^{1 / 3}}=\Xi \quad \text { with } \quad \tau_{0}=\left(\frac{t^{2}}{N}\right)^{1 / 3}
$$

We can do the same thing for the quantity $\sum_{\alpha \in I} u_{k}(\alpha) u_{l}(\alpha)$ and get the final result.

## Chapter 3

# Fermionic observable for the eigenvector moment flow and fluctuations of eigenvectors of random matrices 

This chapter is based on the article [Ben19]

### 3.1. Introduction

The purpose of this chapter is to study the following quantity: if we denote $W$ a symmetric random matrix with independent entries up to the symmetry and consider $\lambda_{1} \leqslant \cdots \leqslant \lambda_{N}$ its ordered eigenvalues and $\left(u_{1}, \ldots, u_{N}\right)$ the associated eigenvectors, we then want to look at, for a fixed deterministic sequence of indices $k$ and $I \subset \llbracket 1, N \rrbracket$ a $N$-dependent set of indices,

$$
\begin{equation*}
\frac{1}{\sqrt{2|I|}} \sum_{\alpha \in I}\left(N u_{k}(\alpha)^{2}-1\right)=: \tilde{p}_{k k} \tag{3.1.1}
\end{equation*}
$$

It has been shown that eigenvectors entries are normally distributed asymptotically, it was also shown that for a fixed eigenvector, its entries are asymptotically independent in the sense of moments, thus we would expect that this random variables converges in some sense to a Gaussian random variable in light of the central limit theorem.

While the earlier studies of moments of eigenvector give some information of such fluctuations, it is not yet possible to study joint moments between different entries of different eigenvectors such as $u_{k}(1) u_{\ell}(2)$ and thus the correlations between fluctuations for two fixed distinct eigenvectors were not computable. The key new ingredient in this paper is the exhibition of a new moment observable of fluctuations that follows the eigenvector moment flow, a dynamics introduced in [BY17]. In [BYY18], another observable involving fluctuations of eigenvectors such as (3.1.1) and eigenvectors overlaps, for $k \neq \ell$,

$$
\begin{equation*}
\frac{1}{\sqrt{|I|}} \sum_{\alpha \in I} N u_{k}(\alpha) u_{\ell}(\alpha)=: \tilde{p}_{k \ell} \tag{3.1.2}
\end{equation*}
$$

was introduced. By gaining information through the observable from [BYY18] and the one from this chapter we are able to obtain the Gaussianity and decorrelation of fluctuations of type (3.1.1). Even if we expect asymptotic Gaussianity of the mixed overlap (3.1.2), we are able here to only obtain its asymptotic variance. Indeed, the mixed overlap contains information on two distinct eigenvectors and thus obtaining joint moments becomes harder. Note that while our main theorem gives the
asymptotic decorrelation of fluctuations and the variance of the mixed overlap, we actually obtain more information given by different sum of joint moments.

The study of fluctuations of eigenvectors were first on the global scale, in the sense that they involved a macroscopic number of eigenvectors. The first result comes from the eigenvectors of large sample covariance matrices in [Sil90] where it was seen that some form of fluctuations involving all eigenvectors converges weakly to the Brownian bridge. Also, in the case of Gaussian matrices, say symmetric matrices, it was first shown in [DMR12] that the process

$$
\left(\frac{1}{\sqrt{2}} \sum_{\substack{1 \leqslant i \leqslant N s \\ 1 \leqslant j \leqslant N t}}\left(\left|u_{i}(j)\right|^{2}-\frac{1}{N}\right)\right)_{(s, t) \in[0,1]^{2}}
$$

converges to a bivariate Brownian bridge. This result was then generalized to more general model of matrices such as Wigner matrices in [BG12]. Another form of convergence to the Brownian bridge for Wigner matrices was also proved in [BPZ14].

It is however difficult to obtain information on a finite number of eigenvectors and this paper aims to reach a better understanding of correlations between a couple of eigenvectors.

### 3.1.1. Main results

We will study eigenvectors of generalized symmetric Wigner matrices of size $N$ given by the following definition.

Definition 3.1.1. Let $W$ be a $N \times N$ symmetric matrix such that its entries $\left(w_{i j}\right)_{1 \leqslant i \leqslant j \leqslant N}$ are centered independent random variables of variance $s_{i j}$ such that there exists two positive constants $c$ and $C$ such that

$$
\frac{c}{N} \leqslant s_{i j} \leqslant \frac{C}{N} \quad \text { for all } i, j \quad \text { and } \quad \sum_{i, j=1}^{N} s_{i j}=1 \quad \text { for all } j .
$$

We will also assume that the matrix entries have all finite moments in the following sense, for every $p \in \mathbb{N}$ there exists a constant $\mu_{p}$ independent of $N$ such that

$$
\mathbb{E}\left[\sqrt{N} w_{i j}^{p}\right] \leqslant \mu_{p}
$$

The global statistics of eigenvalues for this model are given by the semicircle law, namely if we consider $\lambda_{1} \leqslant \cdots \leqslant \lambda_{N}$ the eigenvalues of $W$, we have the following almost sure convergence

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_{i}} \xrightarrow[N \rightarrow \infty]{\longrightarrow} \rho_{s c} \quad \text { with } \quad \rho_{s c}(x) \mathrm{d} x=\sqrt{4-x^{2}} \mathrm{~d} x \tag{3.1.3}
\end{equation*}
$$

For the local eigenvalues statistics bulk universality has been proved in [EYY12a] and edge universality [BEY14a]. While this concerns eigenvalue statistics, the local behavior of eigenvectors was first considered in the case of Wigner matrices in [TV12b] with a matching condition. For generalized Wigner matrices, it was shown in [KY13b] that if two matrix ensembles have the same four moments, the bulk and edge eigenvectors have asymptotically the same distribution. The moment condition was removed in [BY17] using a dynamical proof to show asymptotic Gaussianity of projections of eigenvectors as stated in the following theorem.

Theorem 3.1.2 ([BY17]). Let $I \subset \llbracket 1, N \rrbracket$ a set of indices such that $|I|=m$, then for any sequence of deterministic vector $\mathbf{q}_{N}$ such that $\left\|\mathbf{q}_{N}\right\|_{2}=1$

$$
\begin{equation*}
\left(\left|\sqrt{N}\left\langle\mathbf{q}, u_{k}\right\rangle\right|\right)_{k \in I} \xrightarrow[N \rightarrow \infty]{ }\left(\left|\mathcal{N}_{i}\right|\right)_{i=1}^{m} \tag{3.1.4}
\end{equation*}
$$

with $\left(\mathcal{N}_{i}\right)$ is family of centered unit variance independent Gaussian random variables and the convergece holds in the sense of moments.

We also have the following convergence of moments, for $k \in \llbracket 1, N \rrbracket$,

$$
\left(\sqrt{N} u_{k}(\alpha)\right)_{\alpha \in I} \xrightarrow[N \rightarrow \infty]{ }\left(\mathcal{N}_{i}\right)_{i=1}^{m}
$$

where this convergence holds modulo the phase choice for the eigenvector $u_{k}$.
Actually, it is possible to use this theorem in order to study the fluctuations $\tilde{p}_{k k}$ as in (3.1.1). Indeed, as we can only hope using our technique to obtain a convergence of moments, Theorem 3.1.2 gives us all the information on moments for a single fixed eigenvector which gives us the following corollary.
Corollary 3.1.3. Let $\varepsilon>0$, let $k_{N} \in \llbracket 1, N \rrbracket$ be a sequence of deterministic indices and $I \subset \llbracket 1, N \rrbracket$ such that $N^{\varepsilon} \leqslant|I| \leqslant N^{1-\varepsilon}$, we have the following convergence in the sense of moments,

$$
\frac{1}{\sqrt{2|I|}} \sum_{\alpha \in I}\left(N u_{k}(\alpha)^{2}-1\right) \underset{N \rightarrow \infty}{\longrightarrow} \mathcal{N}(0,1)
$$

Thus the main contribution of this paper does not concern the Gaussianity of fluctuations of eigenvectors but the correlations between fluctuations.

Theorem 3.1.4. Let $\varepsilon$ be a (small) positive constant. Consider $\left(\mathbf{q}_{i}\right)_{i \in I}$ a family of unit orthogonal vectors. Consider $k_{N}$ and $\ell_{N}$ two distinct deterministic sequences of indices in $\llbracket 1, N \rrbracket$, let $I$ be $a$ $N$-dependent set of indices such that $|I| \leqslant N^{1 / 2-\varepsilon}$ then there exists a $\delta>0$ such that

$$
\begin{equation*}
\mathbb{E}\left[\frac{N^{2}}{2|I|}\left(\sum_{\alpha \in I}\left\langle\mathbf{q}_{\alpha}, u_{k}\right\rangle^{2}-\frac{|I|}{N}\right)\left(\sum_{\alpha \in I}\left\langle\mathbf{q}_{\alpha}, u_{\ell}\right\rangle^{2}-\frac{|I|}{N}\right)\right] \leqslant N^{-\delta} . \tag{3.1.5}
\end{equation*}
$$

Besides, we also have that

$$
\begin{equation*}
\left|\mathbb{E}\left[\left(\frac{N}{\sqrt{|I|}} \sum_{\alpha \in I}\left\langle\mathbf{q}_{\alpha}, u_{k}\right\rangle\left\langle\mathbf{q}_{\alpha}, u_{\ell}\right\rangle\right)^{2}\right]-1\right| \leqslant N^{-\delta} . \tag{3.1.6}
\end{equation*}
$$

Remark 3.1.5. The condition on the cardinality of the set $I$ is technical and the result should hold for any growing set $I$. It comes from the difficulty to bound a technical term involving the eigenvectors and the resolvent. Indeed, the optimal local law and the complete delocalization are not strong enough here to obtain an optimal result, this difficulty more precisely comes from the dependence between the resolvent and eigenvectors.

Our result gives decorrelations of fluctuations of fixed eigenvectors, thus giving a bigger understanding of the whole transfer matrix. Indeed, in order to obtain Theorem 3.1.4, we need to study statistics involving different entries of different eigenvectors for which Theorem 3.1.2 only gives partial information. As for the mixed overlap $\tilde{p}_{k \ell}$, we can not obtain Gaussianity, either with Theorem 3.1.2 or with the additional information we obtain in this paper, but we can compute its variance which was not computable before. These results give us a deeper understanding on the convergence to the eigenvector matrix to a Haar-distributed on a local scale since we consider finitely many eigenvectors. As a corollary, we obtain a probability bound on the mixed overlap (3.1.2).

Corollary 3.1.6. For any $\varepsilon>0$ there exist $a \delta>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{\alpha \in I} u_{k}(\alpha) u_{\ell}(\alpha)\right| \geqslant N^{\varepsilon} \frac{\sqrt{|I|}}{N}\right) \leqslant N^{-\delta} \tag{3.1.7}
\end{equation*}
$$

Proof. The proof is direct by combining 3.1.4 with the Bienaymé-Chebyshev inequality.

### 3.1.2. Method of proof

The proof is based upon the three-step strategy used to prove universality of eigenvalues and eigenvectors of random matrices first introduced in $\left[\mathrm{ERS}^{+}\right.$10, ESY11] (see [EY17, BB19] for recent writings on the subject).

The first step of the strategy is a local law, a local version of the convergence (3.1.3). While the convergence (3.1.3) gives information on the global statistics of eigenvalues, we will need a more local form of this convergence as the consideration of the fluctuations involve a single or two eigenvectors but not the whole spectrum. A local law consists of a high-probability bound on the resolvent of our generalized Wigner matrix controlling it down to the optimal scale $N^{-1+\varepsilon}$ for any $\varepsilon>0$.

Define the resolvent $G$ and the Stieltjes transform of the semicircle law $m$ to be for $z \in \mathbb{C}$ with $\operatorname{Im} z>0$

$$
\begin{equation*}
G(z)=\sum_{k=1}^{N} \frac{\left|u_{k}\right\rangle\left\langle u_{k}\right|}{\lambda_{k}-z} \quad \text { and } \quad m(z)=\int \frac{\mathrm{d} \rho_{s c}(x)}{x-z}=\frac{-z+\sqrt{z^{2}-4}}{2} \tag{3.1.8}
\end{equation*}
$$

where the choice of the square root is given by $m$ being holomorphic in the upper half plane and $m(z) \rightarrow 0$ as $z \rightarrow \infty$. We will need two forms of local law, one will be an averaged local law on the Stieltjes transform of the empirical spectral distribution of $W, s(z)=N^{-1} \operatorname{Tr} G(z)$, the other will be on the resolvent as a quadratic form, also called an isotropic local law.

Theorem 3.1.7 ([EYY12b, BEK $\left.{ }^{+} 14\right]$ ). Consider the following spectral domain, for any (small) $\omega>0$,

$$
\mathcal{D}_{\omega}=\left\{z=E+\mathrm{i} \eta,|E| \leqslant \omega^{-1}, N^{-1+\omega} \leqslant \eta \leqslant \omega^{-1}\right\}
$$

then we have for any positive $\varepsilon$ and $D>0$,

$$
\begin{equation*}
\sup _{z \in \mathcal{D}_{\omega}} \mathbb{P}\left(|s(z)-m(z)| \geqslant \frac{N^{\varepsilon}}{N \eta}\right) \leqslant N^{-D} \tag{3.1.9}
\end{equation*}
$$

and for any vector $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{N}$, for any positive $\varepsilon$ and $D$,

$$
\begin{equation*}
\left.\sup _{z \in \mathcal{D}_{\omega}} \mathbb{P}\left(|\langle\mathbf{v}, G(z) \mathbf{w}\rangle-m(z)\langle\mathbf{v}, \mathbf{w}\rangle| \geqslant N^{\varepsilon}\langle\mathbf{v},]\right\rangle \mathbf{w}\left(\sqrt{\frac{\operatorname{Im} m(z)}{N \eta}}+\frac{1}{N \eta}\right)\right) \leqslant N^{-D} \tag{3.1.10}
\end{equation*}
$$

As a corollary of this theorem, one obtains the complete delocalization of eigenvectors as an overwhelming probability bound. We will need this optimal estimate (up to logarithmic corrections) in order to control eigenvectors.

Corollary 3.1.8. Let $k \in \llbracket 1, N \rrbracket$ and $\mathbf{q} \in \mathbb{R}^{N}$ such that $\|\mathbf{q}\|_{2}=1$, we have, for any $D$ and any $\varepsilon$ positive

$$
\begin{equation*}
\mathbb{P}\left(\left|\left\langle\mathbf{q}, u_{k}\right\rangle\right| \geqslant \frac{N^{\varepsilon}}{\sqrt{N}}\right) \leqslant N^{-D} \tag{3.1.11}
\end{equation*}
$$

The second step of the method consists of the relaxation of our original matrix through the Dyson Brownian motion. It consists of an Ornstein-Uhlenbeck process on the space of symmetric matrices. The main characteristics of this dynamics for our problem is the explicit dynamics of eigenvectors along the process and the short-time to relaxation to the equilibrium measure. For eigenvectors, this measure consists in the Haar measure on orthogonal matrices so that asymptotically we obtain Gaussianity and independence of eigenvectors entries. We will now give our definition for the Dyson Brownian motion.

Definition 3.1.9. Let $B$ be a symmetric $N \times N$ matrix such that $B_{i j}$ for $i<j$ and $B_{i i} / \sqrt{2}$ are standard independent brownian motions. The symmetric Dyson Brownian motion is given by the stochastic differential equation

$$
\begin{equation*}
\mathrm{d} H_{s}=\frac{1}{\sqrt{N}} \mathrm{~d} B_{s}-\frac{1}{2} H_{s} \mathrm{~d} t \tag{3.1.12}
\end{equation*}
$$

Besides, it induces the following dynamics on eigenvalues and eigenvectors: the eigenvalues and eigenvectors of $H_{s}$ have the same distribution as the solutions of this coupled dynamics,

$$
\begin{align*}
\mathrm{d} \lambda_{k} & =\frac{\mathrm{d} \widetilde{B}_{k k}}{\sqrt{N}}+\left(\frac{1}{N} \sum_{\ell \neq k} \frac{1}{\lambda_{k}-\lambda_{\ell}}-\frac{\lambda_{k}}{2}\right) \mathrm{d} s,  \tag{3.1.13}\\
\mathrm{~d} u_{k} & =\frac{1}{\sqrt{N}} \sum_{\ell \neq k} \frac{\mathrm{~d} \widetilde{B}_{k \ell}}{\lambda_{k}-\lambda_{\ell}} u_{\ell}-\frac{1}{2 N} \sum_{\ell \neq k} \frac{\mathrm{~d} s}{\left(\lambda_{k}-\lambda_{\ell}\right)^{2}} u_{k} \tag{3.1.14}
\end{align*}
$$

where $\widetilde{B}$ is an independent copy of $B$.
The explicit form of the dynamics of eigenvectors (3.1.14) is one of the key ingredient in our study. Indeed, while this dynamics by itself is too hard to analyze, one can look at some observables on eigenvector moments which will follow a simpler parabolic equation. This equation, the eigenvector moment flow, was first considered in [BY17] to study eigenvectors of generalized Wigner matrices, then in [BHY17] to study sparse matrices and in [Ben17] to look at the behavior of eigenvectors for deformed Wigner matrices. We will give here a new observable, called the Fermionic observable, which will follow a similar equation.

This Fermionic observable can be stated as an observable directly on the fluctuations (3.1.1) and (3.1.2). Consider $\mathbf{u}_{s}=\left(u_{1}^{s}, \ldots, u_{N}^{s}\right)$ the $L^{2}$ - normalized eigenvectors of $H_{s}$ as in (3.1.12) associated to its ordered eigenvalues $\boldsymbol{\lambda}_{s}=\left(\lambda_{1}(s) \leqslant \cdots \leqslant \lambda_{N}(s)\right)$ and a family of deterministic fixed vectors $\left(\mathbf{q}_{i}\right)_{i \in I}$ non necesarily orthogonal. We will now work with the non-normalized fluctuations, denote for $k \neq \ell$ in $\llbracket 1, N \rrbracket$,

$$
\begin{equation*}
p_{k k}(s)=\sum_{\alpha \in I}\left\langle\mathbf{q}_{i}, u_{k}^{s}\right\rangle^{2}-\frac{|I|}{N} \quad \text { and } \quad p_{k \ell}(s)=\sum_{\alpha \in I}\left\langle\mathbf{q}_{i}, u_{k}^{s}\right\rangle\left\langle\mathbf{q}_{i}, u_{\ell}^{s}\right\rangle . \tag{3.1.15}
\end{equation*}
$$

For $\mathbf{k}=\left(k_{1}, \ldots, k_{n}\right)$ with $k_{i}$ pairwise distinct indices in $\llbracket 1, N \rrbracket$, we will define the following $n \times n$ (symmetric) matrix of fluctuations

$$
P_{s}(\mathbf{k})=\left(\begin{array}{cccc}
p_{k_{1} k_{1}}(s) & p_{k_{1} k_{2}}(s) & \ldots & p_{k_{1} k_{n}}(s)  \tag{3.1.16}\\
\vdots & \vdots & \ldots & \vdots \\
p_{k_{n} k_{1}}(s) & p_{k_{n} k_{2}}(s) & \ldots & p_{k_{n} k_{n}}(s)
\end{array}\right) .
$$

Then our Fermionic observable consists in the expectation of the determinant of our matrix of fluctuations,

$$
\begin{equation*}
f_{s}^{\mathrm{Fer}}(\mathbf{k})=\mathbb{E}\left[\operatorname{det} P_{s}(\mathbf{k}) \mid \boldsymbol{\lambda}\right] . \tag{3.1.17}
\end{equation*}
$$

We will use the following notation in order to describe the dynamics followed by $f_{\text {Fer }}$, it consists of replacing the $i$-th coordinated by another indices, for $\ell \notin\left\{k_{1}, \ldots, k_{n}\right\}$ we will write

$$
\mathbf{k}^{i}(\ell)=\left(k_{1}, \ldots, k_{i-1}, \ell, k_{i+1}, \ldots, k_{n}\right) \quad \text { and } \quad|\mathbf{k}|=\left|\mathbf{k}^{i}(\ell)\right|=n
$$

and we now gives the flow that $f_{s}^{\text {Fer }}$ undergoes.
Theorem 3.1.10. Let $(\mathbf{u}, \boldsymbol{\lambda})$ be the solution to the coupled flows as in Definition 3.1.9 and let $f_{s}^{\text {Fer }}$ be as in (3.1.17), it satisfies the following equation, for $\mathbf{k}$ a pairwise distinct set of indices such that $|\mathbf{k}|=n$,

$$
\begin{equation*}
\partial_{s} f_{s}^{\mathrm{Fer}}(\mathbf{k})=2 \sum_{i=1}^{n} \sum_{\substack{\ell \in \llbracket 1, N \rrbracket \\ \ell \notin\left\{k_{1}, \ldots, k_{n}\right\}}} \frac{f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{i}(\ell)\right)-f_{s}^{\mathrm{Fer}}(\mathbf{k})}{N\left(\lambda_{k_{i}}-\lambda_{\ell}\right)^{2}} \tag{3.1.18}
\end{equation*}
$$

Remark 3.1.11. We call this observable Fermionic by comparing to the observable in [BY17] or in [BYY18]. Indeed this dynamics is very similar, if we take the point of view of a multi-particle random walk in a random environment, the only difference is that we can only consider configurations of particles with at most one particle on each site, also see that the jump of the particles can only be on an empty site so that we have a form of an exclusion principle for the particles.


Figure 3.1: Multi-particle random walk representation of (3.1.18)
We will now develop more on the Bosonic observable introduced in [BYY18]. Indeed, since we want look at both edge and bulk eigenvectors, we will need to prove an a priori bound on the overlap $p_{k k}$ and $p_{k \ell}$ at the edge. Now for $\boldsymbol{\eta}: \llbracket 1, N \rrbracket \rightarrow \mathbb{N}$ a configuration of $n$ particles, define the following set of vertices

$$
\mathcal{V}_{\boldsymbol{\eta}}=\left\{(k, \alpha), 1 \leqslant k \leqslant N, 1 \leqslant \alpha \leqslant 2 \eta_{i}\right\} .
$$

Consider now $\mathcal{G}_{\boldsymbol{\eta}}$ the set of perfect matchings on $\mathcal{V}_{\boldsymbol{\eta}}$. We will denote such a graph $G=\left(\mathcal{V}_{\boldsymbol{\eta}}, \mathcal{E}(G)\right)$. Now for $e \in \mathcal{E}(G)$, write $e=\{(k, \alpha),(\ell, \beta)\}$ and define $p(e)=p_{k \ell,} P(G)=\prod_{e \in \mathcal{E}(G)} p(e)$ and finally

$$
\begin{equation*}
f_{s}^{\mathrm{Bos}}(\boldsymbol{\eta})=\frac{1}{\mathcal{M}(\boldsymbol{\eta})} \mathbb{E}\left[\sum_{G \in \mathcal{G}_{\boldsymbol{\eta}}} P(G) \mid \boldsymbol{\lambda}\right] \tag{3.1.19}
\end{equation*}
$$

where $\mathcal{M}(\boldsymbol{\eta})=\prod_{i=1}^{N}\left(2 \eta_{i}\right)!!$, with $(2 m)$ !! being the number of perfect matchings of the complete graph on $2 m$ vertices. Note that this quantity depend on the eigenvalues trajectories $\boldsymbol{\lambda}$.

(a) A configuration $\boldsymbol{\eta}$ of 6 particles

(b) An example of a perfect matching

$$
G \in \mathcal{G}_{\boldsymbol{\eta}} \text { with } P(G)=p_{i_{1} i_{2}}^{2} p_{i_{2} i_{2}} p_{i_{2} i_{3}}^{2} p_{i_{3} i_{3}}
$$

The previous quantity follows the usual eigenvector moment flow.

Theorem 3.1.12 ([BYY18]). Suppose that $\boldsymbol{u}$ is the solution of the Dyson vector flow (3.1.14) and $f_{s}^{\mathrm{Bos}}(\boldsymbol{\eta})$ is given by (3.1.19). Then it satisfies the equation

$$
\begin{equation*}
\partial_{s} f_{s}^{\mathrm{Bos}}(\boldsymbol{\eta})=\frac{1}{N} \sum_{i \neq j} \frac{2 \eta_{i}\left(1+2 \eta_{j}\right)\left(f_{s}^{\mathrm{Bos}}\left(\boldsymbol{\eta}^{i, j}\right)-f_{s}^{\mathrm{Bos}}(\boldsymbol{\eta})\right)}{\left(\lambda_{i}-\lambda_{j}\right)^{2}} \tag{3.1.20}
\end{equation*}
$$

where $\boldsymbol{\eta}^{i, j}$ is the configuration obtained by moving a particle from the site $i$ to the site $j$.
Another possible representation comes from a Wick theorem on the original observable from [BY17]. Let $\mathbf{q}=\mathbf{q}^{(1)}+\mathrm{i} \sqrt{\frac{|I|}{N}} \mathbf{q}^{(2)}$ be a linear combination of two Gaussian vectors given by the following: consider $\left(\mathcal{N}_{\alpha}\right)_{\alpha \in I}$ and $\left(\mathcal{N}_{\alpha}^{\prime}\right)_{\alpha=1}^{N}$ two independent families of independent centered Gaussian with unit variance and define for $\alpha \in \llbracket 1, N \rrbracket$,

$$
\mathbf{q}_{\alpha}^{(1)}=\mathcal{N}_{\alpha} \mathbb{1}_{\alpha \in I} \quad \text { and } \quad \mathbf{q}_{\alpha}^{(2)}=\mathcal{N}_{\alpha}^{\prime} .
$$

Then we have the following identity, where $\mathbb{E}_{\mathbf{q}}$ denotes the expectation with respect to the two families of Gaussian random variables

$$
\begin{equation*}
f^{\mathrm{Bos}}(\boldsymbol{\eta})=\frac{1}{\mathcal{M}(\boldsymbol{\eta})} \mathbb{E}_{\mathbf{q}}\left[\mathbb{E}\left[\prod_{i=1}^{N}\left\langle\mathbf{q}, u_{k}\right\rangle^{2 \eta_{i}} \mid \boldsymbol{\lambda}\right]\right] \tag{3.1.21}
\end{equation*}
$$

This identity can be derived through a Wick theorem. The Fermionic observable will actually be derived in the same way using a Fermionic Wick theorem and Grassmann variables.

Remark 3.1.13. The Bosonic observable can also be given in a matricial way, define the matrices, for $i, j \in \llbracket 1, n \rrbracket$,

$$
E^{(i j)}=\left(\frac{\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}}{1+\delta_{i j}}\right)_{1 \leqslant k, \ell \leqslant n} \quad \text { and } \quad Q_{s}^{(i j)}=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) p_{k_{i} k_{j}}(s)
$$

Then one can define the following symmetric $2 n \times 2 n$ matrix involving fluctuations

$$
Q_{s}\left(k_{1}, \ldots, k_{n}\right)=\sum_{1 \leqslant i \leqslant j \leqslant N} E^{(i j)} \otimes Q_{s}^{(i j)} \quad \text { for instance } \quad Q_{s}\left(k_{1}, k_{2}\right)=\left(\begin{array}{llll}
p_{k_{1} k_{1}} & p_{k_{1} k_{1}} & p_{k_{1} k_{2}} & p_{k_{1} k_{2}} \\
p_{k_{1} k_{1}} & p_{k_{1} k_{1}} & p_{k_{1} k_{2}} & p_{k_{1} k_{2}} \\
p_{k_{2} k_{1}} & p_{k_{2} k_{1}} & p_{k_{2} k_{2}} & p_{k_{2} k_{2}} \\
p_{k_{2} k_{1}} & p_{k_{2} k_{1}} & p_{k_{2} k_{2}} & p_{k_{2} k_{2}}
\end{array}\right)
$$

Then we can define our Bosonic observable as

$$
f_{s}^{\mathrm{Bos}}(\boldsymbol{\eta})=\frac{1}{\mathcal{M}(\boldsymbol{\eta})} \mathbb{E}\left[\operatorname{Haf} Q_{s}(\boldsymbol{\eta}) \mid \boldsymbol{\lambda}\right]
$$

where the Hafnian is given by the following definition, for $A$ a $2 n \times 2 n$ matrix,

$$
\operatorname{Haf} A=\frac{1}{n!2^{n}} \sum_{\sigma \in \mathfrak{S}_{2 n}} \prod_{j=1}^{n} A_{\sigma(2 j-1), \sigma(2 j)}
$$

### 3.2. Proof of Theorem 3.1.10

### 3.2.1. Preliminaries

The proof of Theorem 3.1.10 involves a supersymmetric representations of our determinant (3.1.17). In order to develop the proof and the tools, we will recall in this subsection notions of Grassmann variables and Gaussians expectations with respect to these variables. Grassmann variables can be seen as anticommutative numbers, we will first consider four families of Grassmann variables $\left\{\eta_{i}, \xi_{i}, \varphi_{i}, \psi_{i}\right\}_{i=1}^{N}$, they follow the relations of commutation for $i, j$ two indices in $\llbracket 1, N \rrbracket$ given by

$$
\eta_{i} \eta_{j}=-\eta_{j} \eta_{i}, \quad \xi_{i} \xi_{j}=-\xi_{j} \xi_{i} \text { and } \quad \eta_{i} \xi_{j}=-\xi_{j} \eta_{i}
$$

and all similar relations between the other families. In particular, see that $\eta_{i}^{2}=\xi_{i}^{2}=\varphi_{i}^{2}=\psi_{i}^{2}=0$ and that the variables $\left\{\eta_{i} \xi_{j}\right\}$ and $\left\{\varphi_{i} \psi_{j}\right\}$ all commute.

Remark 3.2.1. A possible representation of such variables is given by matrices. See for instance the Clifford-Wigner-Jordan representation of these Grassmann variables.

Now that we have defined these Grassmann variables, we will define our generalized projections. Namely, we can define for a $N$-dimensional vector $v$ the following quantity

$$
\begin{equation*}
\langle v\rangle_{\boldsymbol{\eta}}=\sum_{\alpha=1}^{N} v(\alpha) \eta_{\alpha} . \tag{3.2.1}
\end{equation*}
$$

We can also define functions of these Grassmann variables, note that by Taylor expansion and the commutations rules, it is enough to define polynomials of such variables. Thus we will define a function

$$
F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi})=\sum_{I, J, K, L \subset \llbracket 1, N \rrbracket} a_{I, J, K, L} \prod_{i_{1} \in I \cap J} \eta_{i_{1}} \xi_{i_{1}} \prod_{j_{1} \in I \backslash J} \eta_{j_{1}} \prod_{k_{1} \in J \backslash I} \xi_{k_{1}} \prod_{i_{2} \in K \cap L} \varphi_{i_{2}} \psi_{i_{2}} \prod_{j_{2} \in K \backslash L} \varphi_{j_{2}} \prod_{k_{2} \in L \backslash K} \psi_{k_{2}}
$$

where $a_{I, J, K, L}$ will be real numbers for our purpose. By the matricial representation, one can then see such a function as a matrix. From this definition of a function, we can define the integral of a function by,

$$
\int F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}) \prod_{i=1}^{N} \mathrm{~d} \eta_{i} \mathrm{~d} \xi_{i} \mathrm{~d} \varphi_{i} \mathrm{~d} \psi_{i}=a_{[N],[N],[N],[N]}
$$

where we shortened $[N]:=\llbracket 1, N \rrbracket$. As explained earlier, we can define functions through a Taylor expansion. In order to construct a Gaussian expectation, we need to construct the exponential. It is straightforward to define it as

$$
\exp (F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}))=\sum_{m=1}^{\infty} \frac{F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi})^{m}}{m!}=\sum_{m=1}^{m_{0}} \frac{F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi})^{m}}{m!}
$$

for some $m_{0}$ via the commutation relations. We can define our Gaussian expectation as, for an invertible $N \times N$ matrix $\Delta$,

$$
\begin{equation*}
\mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}}^{\Delta}[F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi})]=\int F(\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}) \exp \left(\sum_{i, j=1}^{N} \eta_{i} \Delta_{i j}^{-1} \xi_{j}+\sum_{i=1}^{N} \varphi_{i} \psi_{i}\right) \prod_{i=1}^{2 N} \mathrm{~d} \eta_{i} \mathrm{~d} \xi_{i} \mathrm{~d} \varphi_{i} \mathrm{~d} \psi_{i} \tag{3.2.2}
\end{equation*}
$$

The Fermionic Wick theorem allows us to compute joint Gaussian moments with respect to this superexpectation. We give it here with respect to our Gaussian expectation and the moments we will need later.

Lemma 3.2.2 (Fermionic Wick theorem [ZJ89]). Consider $\left\{\left(i_{k}, j_{k}\right)\right\}_{k=1}^{m} \subset \llbracket 1, N \rrbracket \times \llbracket 1, N \rrbracket$, and $\left\{\eta_{i}, \xi_{i}, \varphi_{i}, \psi_{i}\right\}_{i=1}^{N}$ a family of Grassmann variables, we have

$$
\begin{equation*}
\mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}}^{\Delta}\left[\prod_{k=1}^{m}\left(\eta_{i_{k}}+\mathrm{i} \sqrt{\frac{|I|}{N}} \varphi_{i_{k}}\right)\left(\xi_{j_{k}}+\mathrm{i} \sqrt{\frac{|I|}{N}} \psi_{i_{k}}\right)\right]=\operatorname{det}\left(\left(\Delta-\frac{|I|}{N} \operatorname{Id}_{m}\right)_{i_{k}, j_{\ell}}\right)_{k, \ell=1}^{m} \tag{3.2.3}
\end{equation*}
$$

### 3.2.2. Construction of the Fermionic observable

We will be able to construct an observable based on the families of Grassman variables which will follow (3.1.18). Then by taking the Gaussian expectation defined in (3.2.2) we will obtain the observable (3.1.17) by choosing the right covariance matrix $\Delta$. In the following definitions we will fix a set of indices $I \subset \llbracket 1, N \rrbracket$ and consider $\left(\mathbf{q}_{i}\right)_{i \in I}$ a family of vectors of $\mathbb{R}^{N}$ not necesarily orthogonal.

We will consider the observable, for $\boldsymbol{u}^{s}$ the solution to the Dyson vector flow (3.1.14)

$$
\begin{equation*}
g_{s}^{\mathrm{Fer}}\left(k_{1}, \ldots, k_{n}\right)=\mathbb{E}\left[\left.\prod_{i=1}^{n}\left\langle u_{k_{i}}^{s}\right\rangle_{\boldsymbol{\eta}+\mathrm{i} \sqrt{\frac{I I \mid}{N}} \varphi}\left\langle u_{k_{i}}^{s}\right\rangle_{\boldsymbol{\xi}+\mathrm{i} \sqrt{\frac{I I}{N}} \boldsymbol{\psi}} \right\rvert\, \boldsymbol{\lambda}\right] . \tag{3.2.4}
\end{equation*}
$$

Remark 3.2.3. Note that in this definition, the product is commutative since we have quantities of order 2 in Grassmann variables. See also that this is a similar quantity as the moment observable from [BY17]. Indeed if one considers a configuration with a single particle at sites $k_{1}, \ldots, k_{n}$ then the observable would be written as

$$
g_{s}^{\mathrm{Bos}}\left(k_{1}, \ldots, k_{n}\right)=\mathbb{E}\left[\prod_{i=1}^{n}\left\langle\mathbf{q}, u_{k_{i}}\right\rangle^{2} \mid \boldsymbol{\lambda}\right] .
$$

In order to see that $g_{s}^{\text {Fer }}$ follows a form of the eigenvector moment flow (3.1.18), first see the following proposition from [BY17] which gives us the generator of the Dyson vector flow.

Proposition 3.2.4 ([BY17]). The generator acting on smooth functions of the diffusion (3.1.14) is given by

$$
\begin{equation*}
L_{t}=\sum_{1 \leqslant k<\ell \leqslant N} \frac{1}{N\left(\lambda_{k}-\lambda_{\ell}\right)^{2}} X_{k \ell}^{2} \tag{3.2.5}
\end{equation*}
$$

with the operator $X_{k \ell}$ defined by

$$
\begin{equation*}
X_{k \ell}=X_{k \ell}^{(1)}-X_{k \ell}^{(2)} \quad \text { with } \quad X_{k \ell}^{(1)}=\sum_{\alpha=1}^{N} u_{k}(\alpha) \partial_{u_{\ell}(\alpha)} \quad \text { and } \quad X_{k \ell}^{(2)}=u_{\ell}(\alpha) \partial_{u_{k}(\alpha)} \tag{3.2.6}
\end{equation*}
$$

We will thus need to prove the following lemma, showing that $g_{s}^{\text {Fer }}$ follows the eigenvector moment flow

Lemma 3.2.5. For $g_{s}^{\mathrm{Fer}}$ defined as in (3.2.4) and $\mathbf{k}=\left(k_{1}, \ldots, k_{n}\right)$ with $k_{i} \neq k_{j}$ for $i \neq j$, we have

$$
\begin{equation*}
\partial_{s} g_{s}^{\mathrm{Fer}}(\mathbf{k})=\sum_{i=1}^{n} \sum_{\substack{\ell=1 \\ \ell \notin\left\{k_{1}, \ldots, k_{n}\right\}}}^{N} \frac{g_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{i}(\ell)\right)-g_{s}^{\mathrm{Fer}}(\mathbf{k})}{N\left(\lambda_{k_{i}}-\lambda_{\ell}\right)^{2}} \tag{3.2.7}
\end{equation*}
$$

Proof. As the lemma does not depend on the family of Grassmann variables, we will develop the proof for any families $\boldsymbol{\eta}, \boldsymbol{\xi}$. First see by definition of the operator that since the eigenvectors for $k \notin\left\{k_{1}, \ldots, k_{n}\right\}$ are not considered in the observable $g_{s}^{\mathrm{Fer}}(\mathbf{k})$ we clearly have

$$
X_{k \ell}^{2} g_{s}^{\mathrm{Fer}}(\mathbf{k})=0 \quad \text { for } k \notin\left\{k_{1}, \ldots, k_{n}\right\}
$$

Now, we need to show that for fixed $i, j \in \llbracket 1, n \rrbracket$ we also have $X_{k_{i} k_{j}}^{2} g_{s}^{\mathrm{Fer}}(\mathbf{k})=0$. This equality actually comes from the anticommutativity of the Grassmann variables. First see that we have the relations

$$
X_{k \ell}\left\langle u_{k}\right\rangle_{\boldsymbol{\eta}}=-\left\langle u_{\ell}\right\rangle_{\boldsymbol{\eta}} \quad \text { and } \quad X_{k \ell}\left\langle u_{\ell}\right\rangle_{\boldsymbol{\eta}}=\left\langle u_{k}\right\rangle_{\boldsymbol{\eta}}
$$

Besides, by definition of the operator $X_{k \ell}$ we only need to look at the part of the observable involving the eigenvectors $u_{k}$ and $u_{\ell}$, hence computing the quantity

$$
\begin{aligned}
X_{k_{i} k_{j}}^{2} & \left(\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}\right)=2\left(\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}+\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\right. \\
& -2\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}-\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}-\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}} \\
& \left.-\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}-\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{j}}\right\rangle_{\boldsymbol{\xi}}\right) \\
& =0
\end{aligned}
$$

where we used the fact that $\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}^{2}=0$ and the anticommutativity relations. Finally, we need to compute $X_{k_{i} \ell}^{2} 9_{s}^{\mathrm{Fer}}(\mathbf{k})$ for $i \in \llbracket 1, n \rrbracket$ and $\ell \in \llbracket 1, N \rrbracket \backslash\left\{k_{1}, \ldots, k_{N}\right\}$, to do so we just need to compute

$$
X_{k_{i} \ell}^{2}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}=2\left(\left\langle u_{\ell}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{\ell}\right\rangle_{\boldsymbol{\xi}}-\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}}\right)
$$

which means that we have

$$
X_{k_{i} \ell}^{2} g_{s}^{\mathrm{Fer}}(\mathbf{k})=2\left(g_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{i}(\ell)\right)-g_{s}^{\mathrm{Fer}}(\mathbf{k})\right)
$$

Combining all these equalities, we obtain Lemma 3.2.5.
We now only need to show that we can obtain $f_{s}^{\text {Fer }}$ using our observable $g_{s}^{\text {Fer }}$, this will involve the Fermionic Wick theorem given by Lemma 3.2.2.
Lemma 3.2.6. There exists $\Delta$ such that

$$
\mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \psi}^{\Delta}\left[g_{s}^{\mathrm{Fer}}(\mathbf{k})\right]=f_{s}^{\mathrm{Fer}}(\mathbf{k})
$$

Proof. By definition of $g_{s}^{\mathrm{Fer}}$, we have the following, forgetting the dependence in $s$,

$$
\begin{aligned}
\mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}}^{\Delta} & {\left[\prod_{i=1}^{n}\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\eta}+\mathrm{i}} \sqrt{\frac{|I|}{N}} \boldsymbol{\varphi}\right.}
\end{aligned}{ }^{\left.\left\langle u_{k_{i}}\right\rangle_{\boldsymbol{\xi}+\mathrm{i} \sqrt{\frac{|I|}{N}} \boldsymbol{\psi}}\right]} \begin{aligned}
& \sum_{\substack{i_{1}, \ldots, i_{n} \\
j_{1}, \ldots, j_{n}}}^{N} \mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}}^{\Delta}\left[\prod_{i=1}^{n}\left(\eta_{i_{k}}+\mathrm{i} \sqrt{\frac{|I|}{N}} \varphi_{i_{k}}\right)\left(\xi_{j_{k}}+\mathrm{i} \sqrt{\frac{|I|}{N}} \psi_{j_{k}}\right)\right] \prod_{m=1}^{n} u_{k_{m}}\left(i_{m}\right) u_{k_{m}}\left(j_{m}\right)
\end{aligned}
$$

Now we can use the Fermionic Wick theorem 3.2.2 in order to compute these Gaussian moments,

$$
\mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}}^{\Delta}\left[g_{s}^{\mathrm{Fer}}(\mathbf{k})\right]=\sum_{\substack{i_{1}, \ldots, i_{n} \\ j_{1} \ldots j_{n}}}^{N} \operatorname{det}\left(\left(\Delta-\frac{|I|}{N} \operatorname{Id}\right)_{i_{p} j_{q}} u_{k_{p}}\left(i_{p}\right) u_{k_{q}}\left(j_{q}\right)\right)_{p, q=1}^{n}
$$

Thus by multilinearity of the determinant we obtain that

$$
\begin{aligned}
& \mathcal{E}_{\boldsymbol{\eta}, \boldsymbol{\xi}, \boldsymbol{\varphi}, \boldsymbol{\psi}}^{\Delta}\left[g_{s}^{\mathrm{Fer}}(\mathbf{k})\right]=\operatorname{det}\left(\sum_{i, j=1}^{N}\left(\Delta-\frac{|I|}{N} \mathrm{Id}\right)_{i j} u_{k_{p}}(i) u_{k_{q}}(j)\right)_{p, q=1}^{n} \\
&=\operatorname{det}\left(\sum_{i, j=1}^{N} \Delta_{i j} u_{k_{p}}(i) u_{k_{q}}(j)-\frac{|I|}{N} \mathbb{1}_{k_{p}=k_{q}}\right)_{p, q=1}^{n}
\end{aligned}
$$

Now, we will consider the following covariance matrix

$$
\Delta_{i j}=\sum_{\alpha \in I} q_{\alpha}(i) q_{\alpha}(j) \quad \text { for } i, j \in \llbracket 1, N \rrbracket .
$$

Thus we can finally see that the entries of the matrix we take the determinant of are given by, for $\alpha, \beta \in \llbracket 1, n \rrbracket$,

$$
\sum_{i, j=1}^{N} \Delta_{i j} u_{k_{\alpha}}(i) u_{k_{\beta}}(j)-\frac{|I|}{N} \mathbb{1}_{k_{\alpha}=k_{\beta}}=\sum_{i \in I}\left\langle\mathbf{q}_{i}, u_{k_{\alpha}}\right\rangle\left\langle\mathbf{q}_{i}, u_{k_{\beta}}\right\rangle-\frac{|I|}{N} \mathbb{1}_{k_{\alpha}=k_{\beta}}=p_{k_{\alpha} k_{\beta}}(s)
$$

Remark 3.2.7. We gave here a proof of Theorem 3.1.10 with supersymmetry and a link to the first observable following this equation from [BY17]. However, knowing Proposition 3.2.4, it is possible to give a combinatorial proof of the theorem with no consideration of Grassmann variables but simply of the properties of the determinant. We will give this proof in Appendix 3.5.

### 3.3. Relaxation by the Dyson Brownian motion

In this section, we will make our initial matrix $W$ undergo the Dyson Brownian motion from Definition 3.1.9. The point being to obtain the asymptotic value of $f_{s}^{\mathrm{Fer}}$ after a short time $s$ and see that it coincides with the family $\left(p_{k \ell}\right)_{k \ell}$ being independent Gaussian random variables.

Before beginning the proof, we will state a priori results we need on the $p_{k \ell}(s)$. The overwhelming probability bound for $p_{k \ell}$ was studied for Gaussian divisible ensembles in [BYY18] in order to study band matrices but only consider bulk eigenvectors. While they only consider $|I| \geqslant c N$ for some constant $c>0$, we will adapt the proof to any $|I|$ and we obtain the following result in the case of generalized Wigner matrices. In order to prove this estimate we need a priori bounds on eigenvalues and eigenvectors along the dynamics. This is given by the following lemma

Lemma 3.3.1 ([BY17, Lemma 4.2]). Let $\delta, \xi, \omega>0$ and $t \in\left[N^{-1+\delta}, N^{-\delta}\right]$. Consider $W$ a generalized Wigner matrix and consider the dynamics 3.1.12 $\left(H_{s}\right)_{0 \leqslant s \leqslant t}$ with $H_{0}=W$. Define the resolvent and its normalized trace for $z$ in the upper plane,

$$
G_{s}(z)=\left(H_{s}-z\right)^{-1} \quad \text { and } \quad m_{s}(z)=\frac{1}{N} \operatorname{Tr} G_{s}(z)
$$

It induces a measure on the space of eigenvalues and eigenvectors $(\boldsymbol{\lambda}(s), \boldsymbol{u}(s))$ for $0 \leqslant s \leqslant t$ such that the following event $A_{1}$ holds with overwhelming probability,

- We have rigidity of eigenvalues: $\forall s \in[0, t],\left|\lambda_{k}(s)-\gamma_{k}\right|<N^{-2 / 3+\xi}(\hat{k})^{-1 / 3}$ uniformly in $k \in$ $\llbracket 1, N \rrbracket$.
- The averaged local law holds: for all $s \in[0, t],\left|m_{s}(z)-m(z)\right|<N^{\xi}(N \eta)^{-1}$ and the anisotropic local law holds $\left|\left\langle\mathbf{v}, G_{s}(z) \mathbf{w}\right\rangle-m(z)\langle\mathbf{v}, \mathbf{w}\rangle\right| \leqslant N^{\xi}\langle\mathbf{v}, \mathbf{w}\rangle\left(\sqrt{\operatorname{Im} m(z)(N \eta)^{-1}}+(N \eta)^{-1}\right)$ uniformly in $z \in \mathcal{D}_{\omega}$.
- Eigenvector delocalization holds: $\forall s \in[0, t],\left\langle\mathbf{q}, u_{k}(s)\right\rangle^{2} \leqslant N^{-1+\xi}$ uniformly in $k \in \llbracket 1, N \rrbracket$.

We will now give all our estimates conditionally on this event which occurs with overwhelming probability thus working using these a priori bounds and estimates deterministically.

Lemma 3.3.2. For $k, \ell \in \llbracket 1, N \rrbracket$, we have for any $\varepsilon$ and $D$ positive

$$
\mathbb{P}\left(\left|p_{k k}(s)\right|+\left|p_{k \ell}(s)\right| \geqslant N^{\varepsilon}\left(\frac{|I|}{N \sqrt{N s^{2}}}+\sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right)\right) \leqslant N^{-D}
$$

Remark 3.3.3. The error term is the sum of two terms and it is not clear if one is larger than the other since it depends on the regime of $|I|$ or $s$. However, in the regime we will look at here, it will be the term $\sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}$ which will be dominating. Note that in the case of bulk eigenvectors, we have the following overwhelming probability bound from [BYY18] for a general class of initial condition.

Theorem 3.3.4 ([BYY18]). Let $\alpha>0$, for $k, \ell \in \llbracket \alpha N,(1-\alpha) N \rrbracket$ (an index of the bulk) we have, for any $\varepsilon$ and $D$ positive,

$$
\mathbb{P}\left(\left|p_{k k}(s)\right|+\left|p_{k \ell}(s)\right| \geqslant N^{\varepsilon} \sqrt{\frac{|I|}{N^{2} s}}\right) \leqslant N^{-D}
$$

Before beginning the proof of Lemma 3.3.2, we will need the following lemma relating our fluctuations $p_{k \ell}$ to the Bosonic observable.

Lemma 3.3.5 ([BYY18]). Take an even integer $n$, there exists $C>0$ depending on $n$ such that for any $i<j$ and any time $s$ we have

$$
\begin{equation*}
\mathbb{E}\left[p_{i j}(s)^{n} \mid \boldsymbol{\lambda}\right] \leqslant C\left(f_{s}^{\mathrm{Bos}}\left(\boldsymbol{\eta}^{(1)}\right)+f_{s}^{\mathrm{Bos}}\left(\boldsymbol{\eta}^{(2)}\right)+f_{s}^{\mathrm{Bos}}\left(\boldsymbol{\eta}^{(3)}\right)\right) \tag{3.3.1}
\end{equation*}
$$

where $\boldsymbol{\eta}^{(1)}$ is the configuration of $n$ particles in the site $i$ and no particle elsewhere, $\boldsymbol{\eta}^{(2)} n$ particles in the site $j$, and $\boldsymbol{\eta}^{(3)}$ an equal number of particles between the site $i$ and the site $j$.

Using this lemma we can now adapt the proof of [BYY18, Theorem 2.5] to the edge case. Note that the proof is actually simpler since we do not need to localize the dynamics in the bulk of the spectrum.

Proof of Lemma 3.3.2. Let $\xi>0$. Consider $f^{\mathrm{Bos}}(\boldsymbol{\eta})$ the Bosonic obervable for the eigenvector moment flow. Consider $n$ fixed and look at the configuration $\boldsymbol{\eta}_{\boldsymbol{m}}$ to be such that

$$
f^{\mathrm{Bos}}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)=\sup _{\boldsymbol{\eta}, \mathcal{N}(\boldsymbol{\eta})=n} f^{\mathrm{Bos}}(\boldsymbol{\eta}) \quad \text { and } \quad S_{s}=\sup _{\boldsymbol{\eta}} f_{s}^{\mathrm{Bos}}(\boldsymbol{\eta})
$$

Let $\eta$ be a small parameter such that, if $\eta \in\left[N^{-1+\omega}, \omega^{-1}\right]$ for some small $\omega$. We then have, forgetting about the superscript Bos,

$$
\partial_{s} f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)=\sum_{k \neq \ell} 2 \eta_{k}\left(1+2 \eta_{\ell}\right) \frac{f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}^{\boldsymbol{k}, \boldsymbol{\ell}}\right)-f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)}{N\left(\lambda_{k}-\lambda_{\ell}\right)^{2}} \leqslant \frac{C}{N \eta} \sum_{i=1}^{p} \sum_{\ell \neq k_{i}} \frac{\eta\left(f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}^{\boldsymbol{k}, \boldsymbol{\ell}}\right)-f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)\right)}{\left(\lambda_{k_{i}}-\lambda_{\ell}\right)^{2}+\eta^{2}}
$$

where we denoted $\left(k_{1}, \ldots, k_{p}\right)$ the sites $k$ such that $\eta_{k} \neq 0$. In particular, $p \leqslant n$ and $\sum_{i=1}^{p} \eta_{k_{i}}=n$. Now, we have that

$$
f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right) \frac{1}{N} \sum_{i=1}^{p} \sum_{\ell \neq k_{i}} \frac{\eta}{\left(\lambda_{k_{i}}-\lambda_{\ell}\right)^{2}+\eta^{2}}=\left(\sum_{i=1}^{p} \operatorname{Im} m\left(z_{k_{i}}\right)\right) f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)+\mathcal{O}\left(\frac{N^{\xi}}{N \eta} S_{s}\right)
$$

For the other term, we will use an implicit bound using Hőlder inequalities. Indeed, if we denote $z_{k_{i}}=\lambda_{k_{i}}+\mathrm{i} \eta$,

$$
\operatorname{Im} \sum_{\ell \neq k_{i}} \frac{f_{s}\left(\boldsymbol{\eta}_{m}^{k, \ell}\right)}{N\left(\lambda_{\ell}-z\right)}=\operatorname{Im} \sum_{\ell \notin\left\{k_{1}, \ldots, k_{p}\right\}} \frac{f_{s}\left(\boldsymbol{\eta}_{m}^{k, \ell}\right)}{N\left(\lambda_{\ell}-z\right)}+\mathcal{O}\left(\frac{N^{\xi}}{N \eta} S_{s}\right)
$$

Now, we can expand by the definition of $f_{s}(\boldsymbol{\eta})$ in terms of a sum over perfect matchings. Since we move one particle from $k$ to $\ell$, which is an empty site for the configuration $\boldsymbol{\eta}_{\boldsymbol{m}}$, we only have two particles in the graph on the site $\ell$. Thus, there is two possibilities for the perfect matching, either there is an edge $\{(\ell, 1),(\ell, 2)\}$ or there is not. If there is such an edge, then we can write the contribution of such perfect matchings as

$$
\mathbb{E}\left[\left.Q_{n-1}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right) \operatorname{Im} \sum_{\ell \notin\left\{k_{1}, \ldots, k_{p}\right\}} \frac{p_{\ell \ell}}{N\left(\lambda_{\ell}-z\right)} \right\rvert\, \boldsymbol{\lambda}\right]
$$

Now, we can use the isotropic local law to see that

$$
\operatorname{Im} \sum_{\ell \notin\left\{k_{1}, \ldots, k_{p}\right\}} \frac{p_{\ell \ell}}{N\left(\lambda_{\ell}-z\right)}=\operatorname{Im} \frac{1}{N} \sum_{\alpha \in I}\left\langle\mathbf{q}_{\alpha}, G_{s}(z) \mathbf{q}_{\alpha}\right\rangle-\frac{|I|}{N} \operatorname{Im} m(z)=\mathcal{O}\left(\frac{N^{\xi}|I|}{N \sqrt{N \eta}} .\right)
$$

See that $Q_{n-1}(\boldsymbol{\eta})$ is a sum of monomial of degree $n-1$ involving the fluctuations $p_{k \ell}$. Thus by a Young inequality, using Lemma 3.3.5, we have that

$$
Q_{n-1}(\boldsymbol{\eta})=\mathcal{O}\left(S_{s}^{\frac{n-1}{n}}\right)
$$

Now for perfect matchings where $\{(\ell, 1),(\ell, 2)\}$ is not an edge, we can write the contribution in the following way,

$$
\mathbb{E}\left[\left.Q_{n-2}\left(q_{1}, q_{2}, \boldsymbol{\eta}_{\boldsymbol{m}}\right) \operatorname{Im} \sum_{\ell \notin\left\{k_{1}, \ldots, k_{p}\right\}} \frac{p_{k_{q_{1}} \ell} p_{k_{q_{2}} \ell}}{N\left(\lambda_{\ell}-z\right)} \right\rvert\, \boldsymbol{\lambda}\right] .
$$

We can write, in order to control the sum

$$
\operatorname{Im} \sum_{\ell \notin\left\{k_{1}, \ldots, k_{p}\right\}} \frac{p_{k_{q_{1}} \ell} p_{k_{q_{2}} \ell}}{N\left(\lambda_{\ell}-z\right)}=\mathcal{O}\left(\frac{1}{N \eta} \sum_{\ell=1}^{N}\left(p_{k_{q_{1}} \ell}^{2}+p_{k_{q_{2}} \ell}^{2} \ell\right)=\mathcal{O}\left(\frac{N^{\xi}|I|}{N^{2} \eta}\right)\right.
$$

where we used the complete delocalization property from Lemma 3.1.8 and the fact that

$$
\sum_{\ell=1}^{N} p_{k \ell}^{2}=\sum_{\alpha \in I} u_{k}(\alpha)^{2}=\mathcal{O}\left(N^{\xi} \frac{|I|}{N}\right)
$$

In the same way, using a Young inequality with Lemma 3.3.5, we control the polynomial of degree $n-2$ in terms of $p_{k \ell}$,

$$
Q_{n-2}\left(q_{1}, q_{2}, \boldsymbol{\eta}_{\boldsymbol{m}}\right)=\mathcal{O}\left(S_{s}^{\frac{n-2}{n}}\right)
$$

Thus, combining all these inequalities, we obtain the following Gronwall-type inequality,

$$
\partial_{s} f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right) \leqslant-\frac{C}{\eta}\left(\sum_{i=1}^{p} \operatorname{Im} m\left(z_{k_{i}}\right)\right) f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)+\mathcal{O}\left(\frac{N^{\xi}}{\eta}\left(\frac{1}{N \eta} S_{s}+\frac{|I|}{N \sqrt{N \eta}} S_{s}^{\frac{n-1}{n}}+\frac{|I|}{N^{2} \eta} S_{s}^{\frac{n-2}{n}}\right)\right)
$$

Now, using the fact that for $\eta \geqslant N^{-2 / 3+\varepsilon}$, we have $\operatorname{Im} m(E+\mathrm{i} \eta) \geqslant \sqrt{\eta}$, we obtain by Gronwall's lemma, by taking $\eta=s N^{-\omega}$, for some small $\omega$,

$$
f_{s}\left(\boldsymbol{\eta}_{\boldsymbol{m}}\right)=\mathcal{O}\left(\frac{N^{3 \omega / 2}}{N s^{3 / 2}} S_{s}+\frac{|I| N^{\omega}}{N \sqrt{N s^{2}}} S_{s}^{\frac{n-1}{n}}+\frac{|I| N^{\omega}}{N^{2} s^{3 / 2}} S_{s}^{\frac{n-2}{n}}\right)
$$

Now, using the same machinery as in [BYY18, Theorem 2.5], we obtain that

$$
\left|p_{k k}\right|+\left|p_{k \ell}\right|=\mathcal{O}\left(N^{\xi} \frac{|I|}{N \sqrt{N s^{2}}}+N^{\xi} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right)
$$

which gives the lemma.

We will give the asymptotic value of $f^{\mathrm{Fer}}$ in the following lemma, while this is a simple computation, we will give a short proof in order to see a recursion relation. Indeed, it is this recursion relation which will occur in the later proof.

Lemma 3.3.6. Consider $A_{n}=\mathbb{E}[\operatorname{det} G]$ where $G$ is a symmetric $n \times n$ matrix with independent entries (up to the symmetry) given by $\mathrm{G}_{i j} \sim \mathcal{N}(0,1)$ for $i \neq j$ and $\mathrm{G}_{i i} \sim \mathcal{N}(0,2)$. Then we have

$$
A_{n}= \begin{cases}(-1)^{n / 2} n!! & \text { if } n \text { is even } \\ 0 & \text { otherwise }\end{cases}
$$

Proof. We will see a recursion relation of order 2 by developing according to some rows and columns. We will write in the following $M_{(i)}^{(j)}$ the matrix $M$ where we removed the line $i$ and the column $j$. We can then develop the determinant in the following way

$$
\begin{array}{r}
A_{n}=\mathbb{E}[\operatorname{det} \mathrm{G}]=\mathbb{E}\left[\sum_{i=1}^{n} \mathrm{G}_{1, i}(-1)^{i+1} \operatorname{det} \mathrm{G}_{(1)}^{(i)}\right]=\sum_{i=1}^{n} \sum_{j=1}^{n-1}(-1)^{i+j} \mathbb{E}\left[\mathrm{G}_{1, i} \mathrm{G}_{j+1,1}\right] \mathbb{E}\left[\operatorname{det} \mathrm{G}_{(1, j+1)}^{(i, 1)}\right] \\
=-\sum_{i=2}^{n} A_{n-2}
\end{array}
$$

And this recursion formula gives us the result knowing that

$$
A_{1}=0 \quad \text { and } \quad A_{2}=-1
$$

The following theorem will show that our determinant is asymptotically close to $A_{n}$ and thus confirming the idea that, in the sense of moments, the family of $\left(p_{k \ell}\right)$ are independent Gaussian. However, the knowledge of these moments is not enough to say that the whole family behaves that way. We will actually only use the case $n=2$ to obtain Theorem 3.1.4 but we state here the theorem for any value of $n$. Note that we will now work on the overwhelming probability even $A_{2}$ which corresponds to the intersection of $A_{1}$ where the estimate from Proposition 3.3.2 holds.

Theorem 3.3.7. Let $n \in \mathbb{N}$ and $f_{s}^{\mathrm{Fer}}$ as in (3.2.4), there exists a $\vartheta_{n}>0$ such that

$$
\begin{equation*}
\sup _{\mathbf{k},|\mathbf{k}|=n}\left|f_{s}^{\mathrm{Fer}}(\mathbf{k})-\left(\frac{\sqrt{|I|}}{N}\right)^{n} A_{n}\right|=\mathcal{O}\left(\left(\frac{\sqrt{|I|}}{N}\right)^{n} N^{-\vartheta_{n}}\right) . \tag{3.3.2}
\end{equation*}
$$

Note that in the proof we will always do a maximum principle in order to obtain our leading order but the same estimates can be done on the infimum of our observable so that we get our result.

Proof of Theorem 3.3.7. Let $\xi>0$. We will also use a recursion formula in order to obtain the value of our Fermionic observable. and thus need to obtain an estimate on the observable for small $n$, the size of the determinant. For $n=1$, we have that $f_{s}^{\mathrm{Fer}}(k)=\mathbb{E}\left[p_{k k} \mid \boldsymbol{\lambda}\right]$. We can obtain an estimate by using a maximum principle on $f_{s}^{\mathrm{Fer}}$. Consider $k_{m}$ the index such that

$$
f_{s}^{\mathrm{Fer}}\left(k_{m}\right)=\sup _{k \in \llbracket 1, N \rrbracket} f_{s}^{\mathrm{Fer}}(k)
$$

Then we have, since $f_{s}^{\mathrm{Fer}}$ follows the dynamics (3.1.18), we have for any $\eta>0$,

$$
\partial_{s} f_{s}^{\mathrm{Fer}}\left(k_{m}\right)=2 \sum_{\ell \neq k_{m}} \frac{f_{s}^{\mathrm{Fer}}(\ell)-f_{s}^{\mathrm{Fer}}\left(k_{m}\right)}{N\left(\lambda_{\ell}-\lambda_{k_{m}}\right)^{2}} \leqslant \frac{2}{\eta} \mathbb{E}\left[\left.\frac{1}{N} \sum_{\ell \neq k_{m}} \frac{\left(p_{\ell \ell}-p_{k_{m} k_{m}}\right) \eta}{\left(\lambda_{\ell}-\lambda_{k_{m}}\right)^{2}+\eta^{2}} \right\rvert\, \boldsymbol{\lambda}\right]
$$

Now, one can see that

$$
p_{k_{m} k_{m}} \frac{1}{N} \sum_{\ell \neq k_{m}} \frac{\eta}{\left(\lambda_{\ell}-\lambda_{k_{m}}\right)^{2}+\eta^{2}}=p_{k_{m} k_{m}} \operatorname{Im} m\left(z_{k_{m}}\right)+\mathcal{O}\left(\frac{N^{\xi}}{N \eta} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right)
$$

where we introduced the notation $z_{k_{i}}=\lambda_{k_{i}}+I \eta$. For the other term, we will use the isotropic local law from (3.1.10),

$$
\begin{array}{r}
\frac{1}{N} \sum_{\ell \neq k_{m}} \frac{p_{\ell \ell} \eta}{\left(\lambda_{\ell}-\lambda_{k_{m}}\right)^{2}+\eta^{2}}=\frac{1}{N} \sum_{i \in I}\left\langle\mathbf{q}_{i}, G\left(z_{k_{m}}\right) \mathbf{q}_{i}\right\rangle-\frac{|I|}{N} \operatorname{Im} m\left(z_{k_{m}}\right)+\mathcal{O}\left(\frac{N^{\xi}}{N \eta} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right) \\
=\mathcal{O}\left(\frac{N^{\xi}|I|}{N \sqrt{N \eta}}+\frac{N^{\xi}}{N \eta} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right)
\end{array}
$$

Thus, we obtain the following gronwall type inequality,

$$
\partial_{s} f_{s}^{\mathrm{Fer}}\left(k_{m}\right)=-\frac{2 \operatorname{Im} m\left(z_{k_{m}}\right)}{\eta} f_{s}^{\mathrm{Fer}}\left(k_{m}\right)+\mathcal{O}\left(\frac{|I| N^{\xi}}{N \eta \sqrt{N \eta}}+\frac{N^{\xi}}{N \eta^{2}} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right)
$$

which gives us that, as long as we consider $\eta \ll s$,

$$
f_{s}^{\mathrm{Fer}}\left(k_{m}\right)=\mathcal{O}\left(\frac{|I| N^{\xi}}{N \sqrt{N \eta}}+\frac{N^{\xi}}{N \eta} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}\right)
$$

Now, for any $\varepsilon>0$ small enough, we can consider $\eta=N^{-\varepsilon} s$ and $s$ be taken such that, $N^{-1} \ll s \ll 1$ and

$$
\frac{|I|}{N \sqrt{N s}} \vee \frac{1}{N s} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}} \ll \frac{\sqrt{|I|}}{N}
$$

Note that these choices of parameters are possible since we consider $|I| \ll \sqrt{N}$. Thus, the case $n=1$ goes in the direction of Lemma 3.3.6.

We will now study the case $n=2$, in this case we can write our Fermionic observable as

$$
f_{s}^{\mathrm{Fer}}\left(k_{1}, k_{2}\right)=\mathbb{E}\left[p_{k_{1} k_{1}} p_{k_{2} k_{2}}-p_{k_{1} k_{2}}^{2} \mid \boldsymbol{\lambda}\right] .
$$

We will use a maximum principle for this observable since it follows the parabolic equation (3.1.18) and obtain the result by a Gronwall argument. Consider $\mathbf{k}^{\mathbf{m}}=\left(k_{1}^{m}, k_{2}^{m}\right)$ the multi-index corresponding to the maximum of the function $f_{s}^{\mathrm{Fer}}$ so that

$$
f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)=\sup _{\mathbf{k},|\mathbf{k}|=2} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)
$$

Then we have, since $f_{s}^{\mathrm{Fer}}$ follows (3.1.18) and $\mathbf{k}^{\mathbf{m}}$ is the index for which $f_{s}^{\mathrm{Fer}}$ is the maximum, for any positive $\eta$,

$$
\begin{aligned}
& \partial_{s} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)=2 \sum_{i=1}^{2} \sum_{\ell \notin\left\{k_{1}^{m}, k_{2}^{m}\right\}} \frac{f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)-f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)}{N\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}} \\
& \leqslant \frac{2}{\eta} \sum_{i=1}^{2} \frac{1}{N} \sum_{\ell \notin\left\{k_{1}^{m}, k_{2}^{m}\right\}} \frac{\left(f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)-f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)\right) \eta}{\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}+\eta^{2}}
\end{aligned}
$$

Now, we will consider only the terms in the first sum of the right hand side for readability. First note that adding this parameter $\eta$ made imaginary part arise. Namely, we have the formula

$$
\frac{1}{N} \sum_{\ell \notin\left\{k_{1}^{m}, k_{2}^{m}\right\}} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right) \frac{\eta}{\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}+\eta^{2}}=f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right) \operatorname{Im} m\left(z_{k_{i}}\right)+\mathcal{O}\left(\frac{N^{\xi}}{N \eta} \frac{|I|}{N^{2} s^{3 / 2}}\right)
$$

where we used Theorem 3.3.4 for the error term. Now, we need to control the term involving $f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)=\mathbb{E}\left[p_{k_{3-i} k_{3-i}} p_{\ell \ell}-p_{k_{3-i} \ell} \mid \boldsymbol{\lambda}\right]$. In the following we will look at the term $i=1$, the term $i=2$ can be bounded in exactly the same way. Thus we can write
$\left.\frac{1}{N} \sum_{\ell \notin\left\{k_{1}^{m}, k_{2}^{m}\right\}} \frac{\left(p_{\ell \ell} p_{k_{2} k_{2}}-p_{\ell k_{2}}^{2}\right) \eta}{\left(\lambda_{k_{1}}-\lambda_{\ell}\right)^{2}+\eta^{2}}=p_{k_{2} k_{2}} \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell \ell}}{N\left(\lambda_{\ell}-z_{k_{1}}\right)}-\operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell k_{2}}^{2}}{N\left(\lambda_{\ell}-z_{k_{1}}\right)}+\mathcal{O}\left(\frac{N^{\xi}}{N \eta} \frac{|I|}{N^{2} s^{3 / 2}}\right)\right)$.
Now we can write these two sums in terms of the resolvent defined in (3.1.8) and control them with the isotropic local law (3.1.10). Indeed, by definition of our overlaps we have

$$
\begin{align*}
& \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell \ell}}{N\left(\lambda_{\ell}-z_{k_{1}}\right)}=\operatorname{Im} \sum_{\alpha \in I} \sum_{\ell=1}^{N} \frac{\left\langle\mathbf{q}_{\alpha}, u_{\ell}\right\rangle^{2}}{N\left(\lambda_{\ell}-z_{k_{1}}\right)}-\frac{|I|}{N} \operatorname{Im} m\left(z_{k_{1}}\right) \\
&=\frac{1}{N} \operatorname{Im}\left(\sum_{\alpha \in I}\left(\left\langle\mathbf{q}_{\alpha}, G\left(z_{k_{1}}\right) \mathbf{q}_{\alpha}\right\rangle-m\left(z_{k_{1}}\right)\right)\right)=\mathcal{O}\left(\frac{N^{\xi}|I|}{N \sqrt{N \eta}}\right) . \tag{3.3.4}
\end{align*}
$$

For the second term in (3.3.3), we can also write it in terms of the resolvent

$$
\begin{align*}
& \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell k_{2}}^{2}}{N\left(\lambda_{\ell}-z_{k_{1}}\right)}=\frac{1}{N} \sum_{\alpha, \beta \in I}\left\langle\mathbf{q}_{\alpha}, u_{k}\right\rangle\left\langle\mathbf{q}_{\beta}, u_{k}\right\rangle \operatorname{Im}\left\langle\mathbf{q}_{\alpha}, G\left(z_{k_{1}}\right) \mathbf{q}_{\beta}\right\rangle \\
& =\frac{1}{N} \sum_{\alpha \in I}\left\langle\mathbf{q}_{\alpha}, u_{k}\right\rangle^{2} \operatorname{Im} m\left(z_{k_{1}}\right)+\mathcal{O}\left(\frac{|I|^{2}}{N^{2}} \frac{N^{3 \xi}}{\sqrt{N \eta}}\right)=\frac{|I|}{N^{2}} \operatorname{Im} m\left(z_{k_{1}}\right)+\mathcal{O}\left(\frac{N^{\xi}}{N} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}+\frac{|I|^{2}}{N^{2}} \frac{N^{3 \xi}}{\sqrt{N \eta}}\right) \tag{3.3.5}
\end{align*}
$$

where we used in these inequalities the isotropic local law from (3.1.10), the delocalization property (3.1.11) and Theorem 3.3.4 and the fact that $\operatorname{Im} m(z)$ is of order smaller than one. Now, combining the estimates we obtain the inequality,

$$
\begin{aligned}
\partial_{s} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)=-\frac{C}{\eta}\left(f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)\right. & \left.+\frac{|I|}{N^{2}}\right) \\
& +\mathcal{O}\left(\frac{1}{\eta}\left(\frac{N^{3 \xi}}{N \eta} \frac{|I|}{N^{2} s^{3 / 2}}+\frac{|I|}{N \sqrt{N \eta}}+\frac{1}{N} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}+\frac{|I|^{2}}{N^{2}} \frac{1}{\sqrt{N \eta}}\right)\right)
\end{aligned}
$$

Now, consider a positive $\varepsilon>0$ small enough so that we can take $\eta=s N^{-\varepsilon}$ and $s$ such that $N^{-2 / 3} \ll$ $s \ll 1$ such that all the terms in the parenthesis are of order smaller that $\frac{|I|}{N^{2}}$. This bound is possible only since we took $|I| \ll \sqrt{N}$ for the term $\frac{|I|^{2}}{N^{2}} \frac{1}{\sqrt{N \eta}}$. And we finally obtain by Gronwall's lemma, since we have for $\eta \geqslant N^{-2 / 3+\varepsilon}, \operatorname{Im} m(E+\mathrm{i} \eta) \geqslant \sqrt{\eta}$,

$$
f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathrm{m}}\right)=-\frac{|I|}{N^{2}}+\mathcal{O}\left(\frac{|I|}{N^{2}} N^{-\vartheta_{2}}\right)
$$

for some $\vartheta_{2}>0$. Thus, the case $n=2$ has been proved and we obtain the same initial conditions as in Lemma 3.3.6. Consider now the case where $n$ is an integer greater than 2. For the general case, we will develop our Fermionic observable via the Leibniz formula, for $\mathbf{k}$ such that $|\mathbf{k}|=n$ and $\mathfrak{S}_{n}$ the set of permutations of $\llbracket 1, n \rrbracket$,

$$
f_{s}^{\mathrm{Fer}}(\mathbf{k})=\mathbb{E}\left[\operatorname{det} P_{s}(\mathbf{k}) \mid \boldsymbol{\lambda}\right]=\sum_{\sigma \in \mathfrak{S}_{n}} \epsilon(\sigma) \mathbb{E}\left[\prod_{i=1}^{n} p_{k_{i} k_{\sigma(i)}}(s) \mid \boldsymbol{\lambda}\right]
$$

As earlier, we will use a maximum principle technique in order to obtain the leading order for Theorem 3.3.7. Consider $\mathbf{k}^{m}$ maximizing $f_{s}^{\mathrm{Fer}}(\mathbf{k})$ and write

$$
\begin{align*}
& \partial_{s} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)=2 \sum_{i=1}^{n} \sum_{\ell \notin\left\{k_{1}^{m}, \ldots, k_{n}^{m}\right\}} \frac{f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)-f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)}{N\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}} \\
& \leqslant \frac{2}{\eta} \sum_{i=1}^{n} \sum_{\ell \notin\left\{k_{1}^{m}, \ldots, k_{n}^{m}\right\}} \frac{\left(f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)-f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)\right) \eta}{N\left(\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}+\eta^{2}\right)} . \tag{3.3.6}
\end{align*}
$$

Now, we can also write that since $n$ is fixed independent of $N$,

$$
\frac{1}{N} \sum_{\ell \notin\left\{k_{1}^{m}, k_{2}^{m}\right\}} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right) \frac{\eta}{\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}+\eta^{2}}=f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right) \operatorname{Im} m\left(z_{k_{i}}\right)+\mathcal{O}\left(\frac{N^{n \xi}}{N \eta}\left(\frac{|I|}{N^{2} s^{3 / 2}}\right)^{n / 2}\right)
$$

In order to control $f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)$, we will partition $\mathfrak{S}_{n}$ into three sets which will give different contributions to the result, note that we will make the permutations on the set given by the indices in $\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)$ but since the number of indices stay constant and equals $n$, this dependence does not matter in our computations,

$$
\begin{aligned}
& \mathfrak{S}_{n}^{(1)}(\ell)=\left\{\sigma \in \mathfrak{S}_{n}: \sigma(\ell)=\ell\right\}, \\
& \mathfrak{S}_{n}^{(2)}(\ell)=\left\{\sigma \in \mathfrak{S}_{n}: \sigma(\ell)=\sigma^{-1}(\ell) \quad \text { and } \quad \sigma(\ell) \neq \ell\right\}, \\
& \mathfrak{S}_{n}^{(3)}(\ell)=\mathfrak{S}_{n} \backslash\left(\mathfrak{S}_{n}^{(1)} \sqcup \mathfrak{S}_{n}^{(2)}\right) .
\end{aligned}
$$

Now see that we can write, for a fixed $i \in \llbracket 1, n \rrbracket$,

$$
\frac{1}{N} \sum_{\ell \notin\left\{k_{1}^{m}, \ldots, k_{n}^{m}\right\}} \frac{\eta f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)}{\left(\lambda_{k_{i}^{m}}-\lambda_{\ell}\right)^{2}+\eta^{2}}=\frac{1}{N} \operatorname{Im} \sum_{\ell=1}^{N} \frac{f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)}{\left(\lambda_{\ell}-z_{k_{i}^{m}}\right)}+\mathcal{O}\left(\frac{N^{n \xi}}{N \eta}\left(\frac{|I|}{N^{2} s^{3 / 2}}\right)^{n / 2}\right)
$$

Now, by developing $f_{s}^{\mathrm{Fer}}\left(\left(\mathbf{k}^{\mathbf{m}}\right)^{i}(\ell)\right)$ according to the Leibiniz formula and separating this sum in three terms with respect to the prior partition of $\mathfrak{S}_{n}$, we now have to control these terms, the first one can be written as

$$
(\mathrm{I}):=\sum_{\sigma \in \mathfrak{S}_{n}^{(1)}(i)} \epsilon(\sigma)\left(\prod_{\substack{j=1 \\ j \neq i}}^{n} p_{k_{j} k_{\sigma(j)}}\right) \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell \ell}}{N\left(\lambda_{\ell}-z_{k_{i}}\right)}=\mathcal{O}\left(\frac{N^{n \xi}|I|}{N \sqrt{N \eta}}\left(\frac{|I|}{N^{2} s^{3 / 2}}\right)^{(n-1) / 2}\right)
$$

using the local law from (3.1.10). Now, for the contribution of $\mathfrak{S}_{n}^{(2)}$ we have to control

$$
\begin{aligned}
&(\mathrm{II}):= \sum_{\sigma \in \mathfrak{S}_{n}^{(2)}(i)} \epsilon(\sigma)\left(\prod_{\substack{j \neq i \\
j \neq \sigma(i)}} p_{k_{j} k_{\sigma(j)}}\right) \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell k_{\sigma(i)}}^{2}}{N\left(\lambda_{\ell}-z_{k_{i}}\right)} \\
&= \frac{|I|}{N^{2}} \operatorname{Im} m\left(z_{k_{i}}\right) \sum_{\sigma \in \mathfrak{S}_{n}^{(2)}(i)} \epsilon(\sigma)\left(\prod_{\substack{j \neq i \\
j \neq \sigma(i)}} p_{k_{j} k_{\sigma(j)}}\right)+\mathcal{O}\left(\left(\frac{N^{n \xi}}{N} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}+\frac{|I|^{2} N^{n \xi}}{N^{2} \sqrt{N \eta}} \times\right)\right. \\
&\left.\times\left(\frac{|I|}{N^{2} s^{3 / 2}}\right)^{(n-2) / 2}\right)
\end{aligned}
$$

where we used the estimate (3.3.5) and Theorem 3.3.4. It is possible to see (II) as a sum over the possible $\sigma(i)$ in the product so that we can write it as a sum of determinant of size $n-2$ in order to conclude later by induction. Indeed, we have

Note that in the previous equation we obtain a minus sign from the signatures of the permutations. Indeed, as the estimate removed the cycle $\left(k_{i} k_{\sigma(i)}\right)$, it removed two elements from the set so that if one writes the signature as $\epsilon(\sigma)=(-1)^{n-\mathscr{C}(\sigma)}$ with $\mathscr{C}(\sigma)$ the number of cycles of the permutation $\sigma$, the new signature becomes $(-1)^{n-2-\mathscr{C}(\sigma)+1}=-\epsilon(\sigma)$. It remains to bound the last term coming from $\mathfrak{S}_{n}^{(3)}$,

$$
(\mathrm{III})=\sum_{\sigma \in \mathfrak{S}_{n}^{(3)}(i)} \epsilon(\sigma)\left(\prod_{\substack{j \neq i \\ j \neq \sigma^{-1}(j)}} p_{k_{j} k_{\sigma(j)}}\right) \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell k_{\sigma(i)}} p_{k_{\sigma^{-1}(i)} \ell}}{N\left(\lambda_{\ell}-z_{k_{i}}\right)}
$$

Now, we can write the last sum as,

$$
\begin{aligned}
& \operatorname{Im} \sum_{\ell=1}^{N} \frac{p_{\ell k_{\sigma(i)}} p_{k_{\sigma^{-1}(i)} \ell}}{N\left(\lambda_{\ell}-z_{k_{i}}\right)}=\frac{1}{N} \sum_{\alpha, \beta \in I}\left\langle\mathbf{q}_{\alpha}, u_{k_{\sigma(i)}}\right\rangle\left\langle\mathbf{q}_{\beta}, u_{k_{\sigma^{-1}(i)}}\right\rangle \operatorname{Im}\left\langle\mathbf{q}_{\alpha}, G\left(z_{k_{i}}\right) \mathbf{q}_{\beta}\right\rangle \\
& \quad=\frac{1}{N} \operatorname{Im} m(z) p_{k_{\sigma(i)}} p_{k_{\sigma^{-1}}(i)}+\mathcal{O}\left(\frac{N^{\xi}|I|}{N^{2} \sqrt{N \eta}}+\frac{N^{3 \xi}|I|^{2}}{N^{2} \sqrt{N \eta}}\right)=\mathcal{O}\left(\frac{N^{3 \xi}}{N} \sqrt{\frac{|I|}{N^{2} s^{3 / 2}}}+\frac{|I|^{2}}{N^{2} \sqrt{N \eta}}\right)
\end{aligned}
$$

which gives us that

$$
(\mathrm{III})=\mathcal{O}\left(N^{(n+3) \xi}\left(\frac{1}{N} \sqrt{\frac{|I|}{N^{2} s}}+\frac{|I|^{2}}{N^{2} \sqrt{N \eta}}\right)\left(\frac{|I|}{N^{2} s^{3 / 2}}\right)^{(n-2) / 2}\right)
$$

Finally, putting all these estimates together in (3.3.6) , we obtain the following inequality

$$
\begin{aligned}
& \partial_{s} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right) \leqslant-\sum_{i=1}^{n} \operatorname{Im} m\left(z_{k_{i}}\right) \frac{C}{\eta}\left(f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{m}\right)+\frac{|I|}{N^{2}} \sum_{\substack{i_{0}=1 \\
i_{0} \neq i}}^{n} \mathbb{E}\left[\operatorname{det} P_{s}^{\left(i, i_{0}\right)}\left(\boldsymbol{i} i_{0}\right)\right.\right. \\
&\boldsymbol{\lambda}]) \\
&+\mathcal{O}\left(\frac{1}{\eta}\left(\frac{N^{(n+3) \xi}}{N \eta}+\sqrt{\frac{|I|}{s^{3(n-1) / 2} N \eta}}+\frac{1}{\sqrt{s^{3(n-1) / 2}|I|}}+\frac{|I|}{\sqrt{s^{3(n-2) / 2} N \eta}}\right)\left(\frac{\sqrt{|I|}}{N}\right)^{n}\right)
\end{aligned}
$$

Now, we are going to use our induction hypothesis, since $\mathbb{E}\left[\operatorname{det} P_{s}{ }_{\left(i, i, i_{0}\right)}^{(i,} \mid \boldsymbol{\lambda}\right]$ corresponds to the Fermionic observable with a configuration of $n-2$ particles (we removed a particle in $i$ and in $i_{0}$ ), thus we will suppose that there exists a $\vartheta_{n-2}$ such that for any $i$ and $i_{0}$

$$
\mathbb{E}\left[\operatorname{det} P_{s\left(i, i_{0}\right)}^{\left(i, i_{0}\right)} \mid \boldsymbol{\lambda}\right]=\left(\frac{\sqrt{|I|}}{N}\right)^{(n-2)} A_{n-2}+\mathcal{O}\left(\left(\frac{\sqrt{|I|}}{N}\right)^{n-2} N^{-\vartheta_{n-2}}\right)
$$

So that, since we got the right initial conditions earlier, we obtain that

$$
\begin{aligned}
& \partial_{s} f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right) \leqslant-\sum_{i=1}^{n} \operatorname{Im} m\left(z_{k_{i}}\right) \frac{C}{\eta}\left(f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)-\left(\frac{\sqrt{|I|}}{N}\right)^{n} A_{n}\right) \\
& +\mathcal{O}\left(\frac{N^{(n+3) \xi}}{\eta}\left(\frac{1}{N \eta}+\sqrt{\frac{|I|}{s^{3(n-1) / 2} N \eta}}+\frac{1}{\sqrt{s^{3(n-1) / 2}|I|}}+\frac{|I|}{\sqrt{s^{3(n-2) / 2} N \eta}}+N^{-\vartheta_{n-2}}\right)\left(\frac{\sqrt{|I|}}{N}\right)^{n}\right)
\end{aligned}
$$

So that, by taking $\eta=s N^{-\varepsilon}$ for some small $\varepsilon>0$, we have by Gronwall's lemma,

$$
\begin{aligned}
& f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{\mathbf{m}}\right)=\left(\frac{\sqrt{|I|}}{N}\right)^{n}\left(A_{n}\right. \\
& \quad+\mathcal{O}\left(N^{(n+3) \xi}\left(\frac{N^{\varepsilon+(n+3) \xi}}{N s}+\sqrt{\frac{|I| N^{\varepsilon}}{N s^{(3 n-1) / 2}}}+\frac{1}{\sqrt{s^{3(n-1) / 2}|I|}}+\frac{|I| N^{\varepsilon}}{\sqrt{N s^{(3 n-4) / 2}}}+N^{-\vartheta_{n-2}}\right)\right)
\end{aligned}
$$

Thus taking $\varepsilon>0$ small enough and $s$ such that

$$
s \geqslant N^{\varepsilon} \max \left\{\left(N^{\varepsilon} \frac{|I|{ }^{\frac{2}{3}}}{\frac{2}{3 n-1}}, \frac{1}{|I|^{\frac{2}{3(n-1)}}},\left(\frac{|I|^{2} N^{\varepsilon}}{N}\right)^{\frac{2}{3 n-4}}, \frac{N^{\varepsilon}}{N}\right\} \quad \text { and } \quad s \leqslant N^{-\varepsilon}\right.
$$

we obtain the result.

Now that we have the leading order for our Fermionic observable, we can obtain Theorem 3.1.4 for the class of matrices given by $H_{s}$ for $s \in\left[N^{-1+\varepsilon}, N^{-\varepsilon}\right]$ for some $\varepsilon>0$.
Proposition 3.3.8. Let $\varepsilon>0$, there exists $s \in\left[N^{-1+\varepsilon}, N^{-\varepsilon}\right]$ such that Theorem 3.1.4 holds for $H_{s}$.
Proof. By the analysis of the Fermionic observable in Theorem 3.3.7, we know that there exists $\delta>0$ such that

$$
\begin{equation*}
\mathbb{E}\left[p_{k k} p_{\ell}\right]-\mathbb{E}\left[p_{k \ell}^{2}\right]=-\frac{|I|}{N^{2}}+\mathcal{O}\left(\frac{|I|}{N^{2}} N^{-\delta}\right) \tag{3.3.7}
\end{equation*}
$$

Now, while we studied our Fermionic observable it was also possible to study the Bosonic observable from [BYY18] which in the case of two particles consists of, for $k$ and $\ell$ two distinct indices in $\llbracket 1, N \rrbracket$,

$$
f_{s}^{\mathrm{Bos}}(k, \ell)=\mathbb{E}\left[p_{k k} p_{\ell \ell}+2 p_{k \ell}^{2} \mid \boldsymbol{\lambda}\right] \quad \text { and } \quad f_{s}^{\mathrm{Bos}}(k, k)=\frac{1}{3} \mathbb{E}\left[p_{k k}^{2} \mid \boldsymbol{\lambda}\right]
$$

and it follows the usual eigenvector moment flow so that by a similar analysis, we can obtain

$$
\begin{equation*}
\mathbb{E}\left[p_{k k} p_{\ell}\right]+2 \mathbb{E}\left[p_{k \ell}^{2}\right]=2 \frac{|I|}{N^{2}}+\mathcal{O}\left(\frac{|I|}{N^{2}} N^{-\delta^{\prime}}\right) \tag{3.3.8}
\end{equation*}
$$

for some positive $\delta^{\prime}$. So that, combining (3.3.7) and (3.3.8), we obtain our result for the eigenvector of the matrix $H_{s}$.

Remark 3.3.9. While we used the Bosonic observable only in the case of two particles, one could do a similar analysis as for the Fermionic observable and see that the moments behaves as the $p_{k \ell}$ were independent Gaussian. Using the construction from Remark 3.1.13, if you consider $\mathrm{G}^{\prime}$ constructed in the same way but with independent centered unit variance Gaussian instead of the $p_{k_{i} k_{j}}$ and write $B_{n}(\mathbf{k})=\mathcal{M}(\mathbf{k})^{-1} \mathbb{E}\left[\right.$ hafG $\left.^{\prime}\right]$ we have a similar convergence than Theorem 3.3.7

$$
\left|f_{s}^{\mathrm{Bos}}(\mathbf{k})-\left(\frac{\sqrt{|I|}}{N}\right)^{n} B_{n}(\mathbf{k})\right|=\mathcal{O}\left(\left(\frac{\sqrt{|I|}}{N}\right)^{n} N^{-\vartheta_{n}^{\prime}}\right)
$$

### 3.4. Proof of Theorem 3.1.4

We have now our result for the Gaussian divisible ensemble

$$
H_{s}(W)=e^{-s / 2} W+\sqrt{1-e^{-s}} \mathrm{GOE}
$$

with $s$ a small parameter (in particular $s \leqslant N^{-\varepsilon}$ for some $\varepsilon$ ) and any $W$ being a generalized Wigner matrix. The point of this section is to remove the Gaussian term in order to obtain the result for our original matrix $W$. We will do so by using a moment matching scheme and the density of the Gaussian divisible ensemble. The main point being that we can find a generalized Wigner matrix $W_{0}$ such that $H_{s}\left(W_{0}\right)$ has the same first moments as $W$ and finish the proof by a Green function comparison theorem. We will give this theorem now, a variant of [KY13b, Theorem 1.10] which can be found in [BY17, Theorem 5.2]. It needs as an assumption a level repulsion estimate. The following theorem states that the level repulsion estimate holds for generalized Wigner matrices, it can be found in [EY15, BEY14a].
Theorem 3.4.1 ([EY15, BEY14a]). Consider $W$ a generalized Wigner matrix and $\lambda_{1} \leqslant \cdots \leqslant \lambda_{N}$ its ordered eigenvalues. There exists $\alpha_{0}>0$ such that for any $0<\alpha<\alpha_{0}$, there exists $\delta>0$ such that for any $E \in(-2,2)$, see that we have $\gamma_{k} \leqslant E \leqslant \gamma_{k+1}$ for some $k \in \llbracket 1, N \rrbracket$, we have

$$
\mathbb{P}\left(\left|\left\{i, \lambda_{i} \in\left[E-N^{-2 / 3} \hat{k}^{-1 / 3}, E+N^{-2 / 3} \hat{k}^{-1 / 3}\right]\right\}\right| \geqslant 2\right) \leqslant N^{-\alpha-\delta}
$$

with $\hat{k}=\min (k, N-k+1)$.

Remark 3.4.2. Note that this result has only been technically proved in the regime where either $\hat{k} \leqslant N^{1 / 4}$ for the edge case or in the bulk of the spectrum. But as remarked in [BY17], this estimate can be proved to any regime of $k$ with minor modifications in the proof.

This uniform level repulsion estimate for $W$ allows us to use the generalization of the following Green function comparison theorem

Theorem 3.4.3 ([BY17]). Consider $W$ and $W^{\prime}$ two generalized wigner ensembles such that the first three moments of off-diagonal entries of $W$ and $W^{\prime}$ are equal and that the first two moments of diagonal entries of $W$ and $W^{\prime}$ are equal. Suppose also that there exists a positive a such that for any $i \neq j$,

$$
\left|\mathbb{E}\left[w_{i j}^{4}\right]-\mathbb{E}\left[w_{i j}^{\prime}{ }^{4}\right]\right| \leqslant N^{-2-a}
$$

Let $\alpha>0$, then there exists $\varepsilon=\varepsilon(a)>0$ such that for any $k \in \mathbb{N}$ and any $\mathbf{q}_{1}, \ldots, \mathbf{q}_{k}$ and any indices $j_{1}, \ldots, j_{k} \in \llbracket \alpha N,(1-\alpha) N \rrbracket$ we have

$$
\left(\mathbb{E}^{W}-\mathbb{E}^{W^{\prime}}\right) O\left(N\left\langle\mathbf{q}_{1}, u_{j_{1}}\right\rangle^{2}, \ldots, N\left\langle\mathbf{q}_{k}, u_{j_{k}}\right\rangle^{2}\right)=\mathcal{O}\left(N^{-\varepsilon}\right)
$$

for any smooth function $O$ with polynomial growth,

$$
\left|\partial^{m} O(x)\right| \leqslant C(1+|x|)^{C}
$$

for some $C$ and for any $m \in \mathbb{N}^{k}$ such that $|m| \leqslant 5$.
We can now give the proof of our main result.
Proof of Theorem 3.1.4. We have proved that our result holds for any matrix from the Gaussian divisible ensemble $H_{s}\left(W_{0}\right)$ for any generalized Wigner matrix $W_{0}$ and $s \in\left[N^{-\delta}, N^{-\varepsilon}\right]$ for some positive $\delta<\varepsilon$. Now, in order to use the Green function comparison theorem for eigenvector Theorem 3.4.3, we simply need to be able to construct a matrix $W_{0}$ such that the assumption of Theorem 3.4.3 hold for the matrices $H_{s}\left(W_{0}\right)$ and $W$. Such a construction can be seen in [EYY11, Lemma 3.4] and the result has been proved.

### 3.5. Combinatorial proof of Theorem 3.1.10

Proof of Theorem 3.1.10. First define

$$
g(\boldsymbol{\eta})=\sum_{\sigma \in \mathfrak{S}_{n}} \epsilon(\sigma) \prod_{i=1}^{n} p_{i_{k} i_{\sigma(k)}} \quad \text { so that } \quad f_{s}^{\mathrm{Fer}}(\boldsymbol{\eta})=\mathbb{E}[g(\boldsymbol{\eta}) \mid \boldsymbol{\lambda}]
$$

We therefore need to show the following two equality

$$
\begin{align*}
X_{i_{k} j}^{2} g(\boldsymbol{\eta}) & =2\left(g\left(\boldsymbol{\eta}^{i_{k} j}\right)-g(\boldsymbol{\eta})\right) \quad \text { for } \quad k \in\{1 \ldots, n\}, j \notin\left\{i_{1}, \ldots, i_{n}\right\}  \tag{3.5.1}\\
X_{i_{k} i_{\ell}}^{2} g(\boldsymbol{\eta}) & =0 \quad \text { for } \quad k, \ell \in\{1, \ldots, n\} \tag{3.5.2}
\end{align*}
$$

Part of the reasoning will be done via induction. We will first describe the proof for two particles. For simplicity, we will describe one of the joint moments of the family $\left(p_{k \ell}\right)$ as a graph corresponding to a permutation in the determinant. For instance, for two particles, we have two distinct graphs.


Thus we can write our fermionic observable for these two particles as

$$
g_{t}(\boldsymbol{\eta})=p_{i_{1} i_{1}} p_{i_{2} i_{2}}-p_{i_{1} i_{2}}^{2}=(1)-\text { (2). }
$$

Note that we have a sign difference between the terms because of the changing signature between these two permutations. Now, see that the generator $X$ operates on our family of overlaps $\left(p_{i_{k} i_{\ell}}\right)$ in the following way

$$
\begin{gather*}
X_{i_{k} i_{\ell}} p_{i_{k} i_{k}}=-2 p_{i_{k} i_{\ell}}=-X_{i_{k} i_{\ell}} p_{i_{\ell} i_{\ell}}, X_{i_{k} i_{\ell}} p_{i_{k} i_{\ell}}=p_{i_{k} i_{k}}-p_{i_{\ell} i_{\ell}}  \tag{3.5.3}\\
X_{i_{k} i_{\ell}} p_{i_{k} j}=-p_{i_{\ell} j}, X_{i_{k} i_{\ell}} p_{i_{\ell} j}=p_{k j} .
\end{gather*}
$$

With these algebraic relations, one can easily see that we have (3.5.1) for $g_{t}(\boldsymbol{\eta})$. One can also easily deduce (3.5.2) with these simple relations, however, in order to explain the more detailed approach of the case of $n$ particles, we will disclose the proof in more details. We can first operate $X$ on both of the terms in $g_{t}(\boldsymbol{\eta})$ and see that

$$
\begin{equation*}
X_{i_{1} i_{2}}^{2}\left(p_{i_{1} i_{1}} p_{i_{2} i_{2}}\right)=2\left(p_{i_{1} i_{1}}^{2}+p_{i_{2} i_{2}}^{2}-2\left(p_{i_{1} i_{1}} p_{i_{2} i_{2}}+2 p_{i_{1} i_{2}}^{2}\right)\right)=X_{i_{1} i_{2}}^{2} p_{i_{1} i_{2}}^{2} \tag{3.5.4}
\end{equation*}
$$

First see that (3.5.4) gives us that $X_{i_{1} i_{2}}^{2} g_{t}(\boldsymbol{\eta})=0$ and the proof for two particles is clear. However, to introduce the notations we will use in the case of $n$ particles, we will write (3.5.4) as the following, using the graphical representation from the previous table,

$$
X_{i_{1} i_{2}}^{2}{ }^{(1)}=2\left(p_{i_{1} i_{1}}^{2}+p_{i_{2} i_{2}}^{2}-2(1)+2(2)\right)=X_{i_{1} i_{2}}^{2}{ }^{(2)} .
$$

Consider now the case of $n$ particles on $\left\{i_{1}, \ldots, i_{n}\right\}$. By induction, we can only look at the permutations in the sum where either $\ell\left(i_{k}\right)+\ell\left(i_{\ell}\right)=n$ or $\ell\left(i_{k}\right)=\ell\left(i_{\ell}\right)=n$ where $\ell(j)$ is the length of the cycle containing $j$. Note that the second condition is there to take in account the fact that $i_{k}$ and $i_{\ell}$ can be in the same cycle. Also see that by definition of $X_{i_{k} i_{\ell}}$, we will only be interested in the sites $i_{k}, i_{\sigma(k)}, i_{\sigma^{-1}(k)}, i_{\ell}, i_{\sigma(\ell)}$ and $i_{\sigma^{-1}(\ell)}$.

First consider the permutations such that $\ell\left(i_{k}\right)$ or $\ell\left(i_{\ell}\right)$ is equal to 1 , such a permutation wil be represented by (1) or (2) in the following table.


These four graphs will be the one involved when applying $X^{2}$ to (1). Note that while we display $i_{\sigma^{-1}(\ell)}$ and $i_{\sigma(\ell)}$ as distinct points, they could potentially be the same. The dashed red line represent the rest of the permutation, note also that we have two distinct cycles for the graphs (1) and (2) while
there is a single cycle for the graphs (3) and (4) so that $\epsilon(1)=\epsilon($ (2) $)=-\epsilon(3)=-\epsilon(4)$.For simplicity, consider the notations

$$
\begin{aligned}
P_{\ell}^{(1)} & =p_{i_{\ell} i_{\ell}} p_{i_{\sigma^{-1}(\ell)} i_{\ell}} p_{i_{\ell} i_{\sigma(\ell)}} \\
P_{k}^{(1)} & =p_{i_{k} i_{k}} p_{i_{\sigma^{-1}(\ell)}} i_{k} p_{i_{k} i_{\sigma(\ell)}}
\end{aligned}
$$

Now, using the relations (3.5.3) we obtain

$$
\begin{array}{ll}
X_{i_{k} i_{\ell}}^{2}{ }^{(1)}=2\left(P_{\ell}^{(1)}+P_{k}^{(1)}-(2(1)+2(3)+2(4)),\right. & X_{i_{k} i_{\ell}}^{2}{ }^{(2)}=2\left(P_{\ell}^{(1)}+P_{k}^{(1)}-\left(2^{(2)}+2(3)+2(4)\right)\right) \\
X_{i_{k} i_{\ell}}^{2}{ }^{(3)}=2\left(P_{\ell}^{(1)}+P_{k}^{(1)}-\left({ }^{(1)}+(2)+3(3)+(4)\right),\right. & X_{i_{k} i_{\ell}}^{2}{ }^{(4)}=2\left(P_{\ell}^{(1)}+P_{k}^{(1)}-\left({ }^{(1)}+(2)+(3)+3(4)\right)\right)
\end{array}
$$

So that finally, taking in account the different signatures, we finally have

$$
X_{i_{k} i_{\ell}}^{2}\left(2^{(1)}+2{ }^{(2)}-2{ }^{(3)}-2(4)=0\right.
$$

Note that we have a coefficient of 2 in front of each graph because both $\sigma$ and $\sigma^{-1}$ follows the same graph. Now, we will consider permutations where $\ell\left(i_{k}\right)$ and $\ell\left(i_{\ell}\right)$ are greater than 1 . Thus we will consider such a permutation as the graph (5) in the following table.


In this table, we represented all the permutations which will be relevant when applying $X_{i_{k} i_{\ell}}$ to a general permutation of type (5). The different colors explains the different behavior of the permutation on the rest of the sites that will not be seen by the operator $X$ but will be relevant when counting the signatures on the different graphs. We first introduce the following notations as earlier

$$
\begin{aligned}
& P_{\ell}^{(2)}=p_{i_{\sigma^{-1}(k)} i_{\ell}} p_{i_{\ell} i_{\sigma(k)}} p_{i_{\sigma^{-1}(\ell)} i_{\ell}} p_{i_{\ell} i_{\sigma(\ell)}} \\
& P_{k}^{(2)}=p_{i_{\sigma^{-1}(k)} i_{k}} p_{i_{k} i_{\sigma(k)}} p_{i_{\sigma^{-1}(\ell)} i_{k}} p_{i_{k} i_{\sigma(\ell)}}
\end{aligned}
$$

Now, if we apply $X_{i_{k} i_{\ell}}$ to a permutation such that the cycle of $i_{k}$ and of $i_{\ell}$ are greater than 1 we obtain the following set of equations:

$$
\begin{aligned}
& X_{i_{k} i_{\ell}}^{2}{ }^{\text {(5) }}=2\left(P_{k}^{(2)}+P_{\ell}^{(2)}-(2(5)+\text { (6) }+ \text { (7) }+ \text { (8) }+ \text { (9) })\right), \\
& X_{i_{k} i_{\ell}}^{2}{ }^{(6)}=2\left(P_{k}^{(2)}+P_{\ell}^{(2)}-(2 \text { (6) }+ \text { (5) }+ \text { (7) }+ \text { (8) }+ \text { (10) })\right. \text {, } \\
& X_{i_{k} i_{\ell}}^{2}{ }^{(7)}=2\left(P_{k}^{(2)}+P_{\ell}^{(2)}-\left(2{ }^{(7)}+\text { (5) }+ \text { (6) }+ \text { (9) }+ \text { (10) }\right)\right), \\
& X_{i_{k} i_{\ell}}^{2}{ }^{\text {® }}=2\left(P_{k}^{(2)}+P_{\ell}^{(2)}-\left(2^{8}+\text { (5) }+ \text { (6) }+ \text { (9) }+ \text { (10) }\right)\right), \\
& X_{i_{k} i_{\ell}}^{2}{ }^{(9)}=2\left(P_{k}^{(2)}+P_{\ell}^{(2)}-(2 \text { (9) }+ \text { (5) }+ \text { (7) }+ \text { (8) }+ \text { (9) })\right) \text {, } \\
& X_{i_{k} i_{\ell}}^{2}{ }^{(10)}=2\left(P_{k}^{(2)}+P_{\ell}^{(2)}-(2(10)+\text { (6) }+ \text { (7) }+ \text { (8) }+ \text { (10) })\right. \text {, }
\end{aligned}
$$

Now, in order to put all these equations together, one needs to see the number of permutations following these graphs and their respective signature. Both of these values depend on the number of cycles, which is equal to 1 or 2 in these cases, of the permutations and thus depend on the corresponding color in the previous table. We finally have

$$
\begin{aligned}
& \text { Green case: } \quad \epsilon(\text { (5) }) X_{i_{k} i_{\ell}}^{2}(2 \text { (5) }- \text { (6) }- \text { (7) }- \text { (8) }- \text { (9) }+2 \text { (10) })=0 \text {. } \\
& \text { Red Case: } \quad \epsilon(\text { (6) }) X_{i_{k} i_{\ell}}^{2}(2 \text { © }- \text { (5) }- \text { (7) }- \text { (8) }+29-(\mathbb{1 0})=0 \text {. } \\
& \text { Blue Case: } \quad \epsilon(7)) X_{i_{k} i_{\ell}}^{2}(27-\text { (5) }- \text { (6) }+28-\text { (9) - (10) })=0 \text {. }
\end{aligned}
$$

Combining this result with the case where $\ell\left(i_{k}\right)$ or $\ell\left(i_{\ell}\right)$ is equal to 1 gives us the result for any permutation which finally gives

$$
X_{i_{k} i_{\ell}}^{2} g_{t}(\boldsymbol{\eta})=0 .
$$

### 3.6. Case of Hermitian matrices

In this paper, we focused and developed the proof for symmetric random matrices, but the proof holds for Hermitian matrices as well. While the maximum principle technique can clearly be directly applied to the Hermitian case, we will focused here in the definition of the Fermionic observable for the Hermitian Dyson Brownian motion. The Dyson vector flow in this case have a different generator and it is not necessarily clear that the determinant will still. Indeed, the Bosonic observable has a different form for Hermitian matrices [BYY18, Appendix] since we obtain the permanent of a matrix instead of a Hafnian. We will now give the Dyson flow of eigenvalues and eigenvectors for Hermitian matrices.

Definition 3.6.1. Let $B$ be a Hermitian $N \times N$ matrix such that $\operatorname{Re} B_{i j}, \operatorname{Im} B_{i j}$ for $i<j$ and $B_{i i} / \sqrt{2}$ are standard independent brownian motions. The Hermitian Dyson Brownian motion is given by the stochastic differential equation

$$
\begin{equation*}
\mathrm{d} H_{s}=\frac{\mathrm{d} B_{s}}{\sqrt{2 N}}-\frac{1}{2} H_{s} \mathrm{~d} t . \tag{3.6.1}
\end{equation*}
$$

Besides, it induces the following dynamics on eigenvalues and eigenvectors,

$$
\begin{align*}
\mathrm{d} \lambda_{k} & =\frac{\mathrm{d} \widetilde{B}_{k k}}{\sqrt{2 N}}+\left(\frac{1}{N} \sum_{\ell \neq k} \frac{1}{\lambda_{k}-\lambda_{\ell}}-\frac{\lambda_{k}}{2}\right) \mathrm{d} s,  \tag{3.6.2}\\
\mathrm{~d} u_{k} & =\frac{1}{\sqrt{2 N}} \sum_{\ell \neq k} \frac{\mathrm{~d} \widetilde{B}_{k \ell}}{\lambda_{k}-\lambda_{\ell}} u_{\ell}-\frac{1}{2 N} \sum_{\ell \neq k} \frac{\mathrm{~d} s}{\left(\lambda_{k}-\lambda_{\ell}\right)^{2}} u_{k} \tag{3.6.3}
\end{align*}
$$

where $\widetilde{B}$ is distributed as $B$.
The generator for the Hermitian Dyson vector flow is also known and given in the following proposition.

Proposition 3.6.2 ([BY17]). The generator acting on smooth functions of the diffusion (3.6.3) is given by

$$
\begin{equation*}
L_{t}=\frac{1}{2} \sum_{1 \leqslant k<\ell \leqslant N} \frac{1}{N\left(\lambda_{k}-\lambda_{\ell}\right)^{2}}\left(X_{k \ell} \bar{X}_{k \ell}+\bar{X}_{k \ell} X_{k \ell}\right) \tag{3.6.4}
\end{equation*}
$$

with the operator $X_{k \ell}$ defined by

$$
X_{k \ell}=\sum_{\alpha=1}^{N}\left(u_{k}(\alpha) \partial_{u_{\ell}(\alpha)}-\bar{u}_{\ell}(\alpha) \partial_{\bar{u}_{\ell}(\alpha)}\right) \quad \text { and } \quad \bar{X}_{k \ell}=\sum_{\alpha=1}^{N}\left(\bar{u}_{k}(\alpha) \partial_{\bar{u}_{\ell}(\alpha)}-u_{\ell}(\alpha) \partial_{u_{\ell}(\alpha)}\right)
$$

We will show that the determinant of fluctuations is again an observable which follows the Fermionic eigenvector moment flow. In the Hermitian case, if one considers $\left(u_{1}, \ldots, u_{N}\right)$ the eigenvectors associated to the eigenvalues $\lambda_{1} \leqslant \cdots \leqslant \lambda_{N}$ of $H_{s}$ given by (3.6.1), we will define the fluctuations and mixed overlap by, for a family $\left(\mathbf{q}_{\alpha}\right)_{\alpha \in I} \in\left(\mathbb{R}^{N}\right)^{|I|}$,

$$
p_{k k}=\sum_{\alpha \in I}\left|\left\langle\mathbf{q}_{\alpha}, u_{k}\right\rangle\right|^{2}-\frac{|I|}{2 N} \quad \text { and } \quad p_{k \ell}=\sum_{\alpha \in I}\left\langle\mathbf{q}_{\alpha}, u_{k}\right\rangle\left\langle\mathbf{q}_{\alpha}, \bar{u}_{\ell}\right\rangle \text { for } k \neq \ell
$$

Note in particular that we have $p_{k \ell} \neq p_{\ell k}$ but $p_{k \ell}=\overline{p_{\ell k}}$. Now, we will define the same observable, for $\mathbf{k}=\left(k_{1}, \ldots, k_{n}\right)$, with $k_{i} \neq k_{j}$,

$$
\begin{equation*}
f_{s}^{\mathrm{Fer}}(\mathbf{k})=\mathbb{E}\left[\operatorname{det} P_{s}(\mathbf{k}) \mid \boldsymbol{\lambda}\right] \tag{3.6.5}
\end{equation*}
$$

with $P_{s}(\mathbf{k})$ given by (3.1.16), note that it becomes a Hermitian matrix instead of a symmetric matrix in the symmetric case. We then have the same fact that $f_{s}^{\mathrm{Fer}}$ follows the eigenvector moment flow.

Theorem 3.6.3. Let $(\mathbf{u}, \boldsymbol{\lambda})$ be the solution to the coupled flows as in Definition 3.6.1 and let $f_{s}^{\mathrm{Fer}}$ be as in (3.6.5), it satisfies the following equation, for $\mathbf{k}$ a pairwise distinct set of indices such that $|\mathbf{k}|=n$,

$$
\begin{equation*}
\partial_{s} f_{s}^{\mathrm{Fer}}(\mathbf{k})=\sum_{i=1}^{n} \sum_{\substack{\ell \in \llbracket 1, N \rrbracket \\ \ell \notin\left\{k_{1}, \ldots, k_{n}\right\}}} \frac{f_{s}^{\mathrm{Fer}}\left(\mathbf{k}^{i}(\ell)\right)-f_{s}^{\mathrm{Fer}}(\mathbf{k})}{N\left(\lambda_{k_{i}}-\lambda_{\ell}\right)^{2}} \tag{3.6.6}
\end{equation*}
$$

The proof of Theorem 3.6.3 can also be done using Grassmann variables and a Fermionic Wick theorem as in Section 3.2 or by carefully expanding the determinant and following the contribution of each permutation as in Appendix 3.5. We will not develop the proof here as it is very similar but it is interesting to note that the determinant and the Fermionic eigenvector moment flow is universal regarding the symmetry of the system contrary to the Bosonic observable. Indeed, we saw the definition of the Bosonic observable via (3.1.19) or a matricial representation in Remark 3.1.13 for the symmetric Dyson flow, but the Bosonic observable in the Hermitian case is different.

While we can also define it as a sum over (colored) graphs similarly to (3.1.19) another possible definition can be given in the following way: Let $\boldsymbol{\eta}$ be a configuration of $n$ particles, denote the position of the sites where each particle is situated as $\left(k_{1}, \ldots, k_{n}\right)$ (note that we can have $k_{i}=k_{j}$ for some $i$ 's and $j$ 's) then we can define

$$
f^{\mathrm{Bos}}(\boldsymbol{\eta})=\frac{1}{\mathcal{M}(\boldsymbol{\eta})} \mathbb{E}\left[\operatorname{per} P_{s}(\boldsymbol{\eta}) \mid \boldsymbol{\lambda}\right] \quad \text { with } \quad P_{s}(\boldsymbol{\eta})=\left(p_{k_{i} k_{j}}\right)_{1 \leqslant i, j \leqslant n} \quad \text { and } \quad \mathcal{M}(\boldsymbol{\eta})=\prod_{i=1}^{N} \eta_{i}!
$$

where per denote the permanent of the matrix,

$$
\operatorname{per} A=\sum_{\sigma \in \mathfrak{S}_{n}} \prod_{i=1}^{n} A_{i, \sigma(i)}
$$

## Part II

Eigenvalues of nonlinear matrix models

## Chapter 1

## Introduction

In the previous part of this thesis, we studied Wigner-type random matrices: symmetric matrices with independent entries. While these type of matrices have a lot of applications in mathematical physics, other models of random matrices occur in multivariate statistics. Sample covariance matrices were actually the first model of random matrices introduced in mathematics in the seminal work of Wishart [Wis28]. We give a description of this model in the next section as well as a presentation of the method of moments to compute the asymptotic empirical eigenvalue distribution.

### 1.1. Sample covariance matrices

### 1.1.1. Wishart distribution

We begin by introducing the corresponding integrable model called the Wishart distribution. Let $\Sigma$ be a symmetric positive definite matrix and $X$ be a $n \times p$ random matrix where each column $X_{i}$ for $i \leqslant n$ are independently distributed according to a $p$-variate centered Gaussian distribution with covariance $\Sigma$. We then consider the following $p \times p$ matrix

$$
M=\sum_{i=1}^{n} X_{i} X_{i}^{*}=X X^{*}
$$

and say that $M$ is distributed according to the Wishart distribution with $n$ degrees of freedom and write $M \sim W_{p}(\Sigma, n)$. This construction actually gives the following joint distribution of the entries $M_{i i}$ and $M_{i j}$.

Theorem 1.1.1. Let $\Sigma$ be a symmetric positive definite $p \times p$ matrix and $n \geqslant p$. If $M \sim W_{p}(\Sigma, n)$ then $M$ has the following probability density function (according to the Lebesgue distribution)

$$
f_{W}(M)=\frac{1}{2^{n p / 2} \operatorname{det}(\Sigma)^{n / 2} \Gamma_{p}\left(\frac{n}{2}\right)} \operatorname{det}(M)^{(n-p-1) / 2} e^{-\frac{1}{2} \Sigma^{-1} M}
$$

where the multivariate Gamma distribution $\Gamma_{p}$ is defined by

$$
\Gamma_{p}\left(\frac{n}{2}\right)=\pi^{p(p-1) / 4} \prod_{i=1}^{p} \Gamma\left(\frac{n+1-i}{2}\right) .
$$

Now, one can see that if we consider $\Sigma=\operatorname{Id}_{p}$ the probability density function becomes a symmetric function of the eigenvalues of the matrix $M$. If we denote $\lambda_{1}, \ldots, \lambda_{p}$ the eigenvalues of the matrix $M$
they have the following joint eigenvalue distribution

$$
\frac{1}{Z_{n, p}} \prod_{i=1}^{p} \lambda_{i}^{(n-p-1) / 2} e^{-\frac{1}{2} \sum_{i=1}^{p} \lambda_{i}} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|
$$

From the joint eigenvalue distribution above, it is possible to compute the asymptotic empirical spectral distribution of the Wishart distribution. It was actually computed for general distribution of entries in [MP67, Wac78].
Theorem 1.1.2 ([MP67]). Suppose that $M \sim W_{p}\left(\operatorname{Id}_{p} / n, n\right)$ and that $p / n \rightarrow \gamma \geqslant 1$. Denote $\lambda_{1}, \ldots, \lambda_{p}$ the eigenvalues of $M$ and its empirical spectral distribution $\mu_{n, p}=\frac{1}{p} \sum_{i=1}^{p} \delta_{\lambda_{i}}$, we have the following weak convergence

$$
\begin{equation*}
\mu_{n, p} \rightarrow \mu_{\gamma}:=\frac{\sqrt{\left(\lambda_{+}-x\right)_{+}\left(x-\lambda_{-}\right)_{+}}}{2 \pi x \gamma} \mathrm{~d} x \text { almost surely } \tag{1.1.1}
\end{equation*}
$$

with

$$
\lambda_{+}=(1+\sqrt{\gamma})^{2} \quad \text { and } \quad \lambda_{-}=(1-\sqrt{\gamma})^{2}
$$

Note that if we have $\gamma<1$, we have a mass at zero since the rank of the matrix $M$ is $n$, there is $p-n$ zero eigenvalues which corresponds asymptotically to a mass of $(1-\gamma)$ at 0 for the limiting empirical spectral distribution, in other words the limiting eigenvalue distribution is given by

$$
\mu_{n, p} \rightarrow(1-\gamma) \delta_{0}+\mu_{\gamma}
$$

The convergence of the empirical eigenvalue distribution does not imply the convergence of the largest (or smallest) eigenvalue to the support. These convergences were proved in more generality than Gaussian entries in several papers: the case of the largest eigenvalue was first proved in [Gem80, YBK88], for the convergence of the smallest singular value of $X$, it was first proved in the Gaussian case in [Sil85]. To show these types of convergence, the method of moments is often used and is explained in the next subsection.

For local eigenvalue statistics, it has been proved that correlation functions as defined in (1.1.2) converges after rescaling to different determinantal processes for the Wishart distribution: in the bulk of the spectrum, via the study of classes of orthogonal polynomials [NW91, NW92a, NW92b] and for the largest eigenvalue [Joh00, Joh01b], it has the same asymptotics as the Gaussian Orthogonal Ensemble. For the smallest singular value there are two distinct behaviors depending on the presence of eigenvalues at zeros, in other words if $\gamma=1$ (called the hard edge case) or $\gamma>1$ (the soft edge case). For $\gamma>1$ there are no eigenvalues at zeros and the fluctuations of the smallest eigenvalue is still given by the Tracy-Widom distribution with the corresponding scaling [For93, TW94a]. For the hard edge case, the behavior is different as the scaling is now $p^{2}$, the limiting distribution of the smallest singular value is given by an exponential law if $p=n$ [Ede88] and the distribution of the $m$ smallest singular values can be described using Bessel kernels when $n=p+\alpha$ for any fixed $\alpha$ [For93, TW94b]. We state this result here for complex Gaussian sample covariance matrices and for $n=p$ for simplicity

Theorem 1.1.3 ([Ede88, For93]). Let $m \geqslant 1$ be a fixed integer and $\sigma_{1} \leqslant \cdots \leqslant \sigma_{r}$ be the singular values of $\frac{1}{\sqrt{n}} X \in \mathbb{C}^{n \times n}$. For any bounded symmetric function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ we have

$$
\mathbb{E}\left[\sum_{1 \leqslant i_{1} \leqslant \ldots \leqslant i_{m} \leqslant n} f\left(4 n^{2} \sigma_{i_{1}}^{2}, \ldots, 4 n^{2} \sigma_{i_{m}}^{2}\right)\right] \rightarrow \int_{\mathbb{R}^{n}} f\left(t_{1}, \ldots, t_{m}\right) \operatorname{det}\left(K_{\operatorname{Bess}}\left(t_{i}, t_{j}\right)\right)_{i, j=1}^{m} \mathrm{~d} t_{1} \ldots \mathrm{~d} t_{m}
$$

where $K_{\text {Bess }}$ is given in terms of Bessel function by

$$
K_{\mathrm{Bess}}(t, s)=\frac{J_{0}(\sqrt{t}) \sqrt{s} J_{1}(\sqrt{s})-J_{1}(\sqrt{s}) \sqrt{t} J_{0}(\sqrt{t})}{2(t-s)} \quad \text { with } \quad J_{k}(t)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\mathrm{i}(k s-t \sin s)} \mathrm{d} s
$$

For the smallest singular value we have the exact formula,

$$
\mathbb{P}\left(n^{2} \sigma_{1}^{2} \leqslant t\right)=1-e^{-t} .
$$

While convergence of the largest eigenvalue to the edge of the spectrum was proved for $\Sigma=$ Id a remarkable phase transition occur when deviating from this model. This so-called Baik-Ben Arous-Péché phase transition discovered in [BBAP05] describes the possible separation of the largest eigenvalue from the bulk of the spectrum. We here describe the result in the simplest form but note that the result in [BBAP05] and subsequent results of this type are stronger. Since we state the result as in [BBAP05], one should consider the complex Wishart distribution instead of the real one,

Theorem 1.1.4 ([BBAP05]). Let $\ell_{1}$ be a real number and we take for our covariance matrix

$$
\Sigma=\operatorname{diag}\left(\ell_{1}, 1, \ldots, 1\right) .
$$

We then have three distinct behaviors for the largest eigenvalue depending on the value of $\ell_{1}$.

1. If $\ell_{1}<1+\sqrt{\gamma}$, then for any $x \in \mathbb{R}$,

$$
\mathbb{P}\left(\frac{p^{2 / 3}}{\sigma_{1}}\left(\lambda_{n}-(1+\sqrt{\gamma})^{2}\right) \leqslant x\right) \rightarrow \mathrm{TW}_{2}(x) \quad \text { with } \quad \sigma_{1}=\sqrt{\gamma}\left(1+\frac{1}{\sqrt{\gamma}}\right)^{4 / 3}
$$

where $\mathrm{TW}_{2}$ is the asymptotic probability density function of the largest eigenvalue of the GUE.
2. If $\ell_{1}=1+\sqrt{\gamma}$, then for any $x \in \mathbb{R}$,

$$
\mathbb{P}\left(\frac{p^{2 / 3}}{\sigma_{1}}\left(\lambda_{n}-(1+\sqrt{\gamma})^{2}\right) \leqslant x\right) \rightarrow\left(\mathrm{TW}_{1}(x)\right)^{2}
$$

where $\mathrm{TW}_{1}$ is the asymptotic probability density function of the largest eigenvalue of the GOE.
3. If $\ell_{1}>1+\sqrt{\gamma}$, then for any $x \in \mathbb{R}$,

$$
\mathbb{P}\left(\frac{\sqrt{p}}{\sigma_{2}}\left(\lambda_{n}-\left(\ell_{1}+\frac{\gamma \ell_{1}}{\left(\ell_{1}-1\right)}\right)^{2}\right) \leqslant x\right) \rightarrow \mathbb{P}(\mathcal{N}(0,1) \leqslant x) \quad \text { with } \quad \sigma_{2}=\sqrt{\ell_{1}^{2}-\frac{\gamma \ell_{1}^{2}}{\left(\ell_{1}-1\right)^{2}}} .
$$

One can see that while the largest eigenvalue still converges to the edge of the Marčenko-Pastur distribution for $\ell_{1} \leqslant 1+\sqrt{\gamma}$ and has fluctuations of order $p^{2 / 3}$, the largest eigenvalue separate from the rest of the spectrum when $\ell_{1}>1+\sqrt{\gamma}$ and have Gaussian fluctuations of order $p^{1 / 2}$.

There has been numerous generalizations of this phenomenon and we do not give a comprehensive list of these results. For real sample covariance matrices, the locations of the largest eigenvalue after a finite-rank deformation was studied in [BS06] regardless of the entry distribution and the fluctuations were given in [Pau07] for Gaussian matrices. Detailed asymptotics for finite $n$ and $p$ were given in [Nad08]. This phase transition also occurs for the Wigner ensembles: it was first proved in [Péc06] for Hermitian Gaussian Wigner matrices deformed by a rank one perturbation. In [FP07], both the symmetric and Hermitian case were considered for rank one deformation for entries with symmetric distribution. This result was generalized in [CDMF09] for any finite rank deformation and the nonuniversality of fluctuations of eigenvalues separated from the spectrum was exhibited. The distribution of fluctuations actually depends on the entry distribution beyond its second moment for some specific deformation. A general phase transition result which holds for numerous models of random matrices was later obtained in [BGN11].

### 1.1.2. Universality results

Universality with respect to matrix entries. The previous subsection focused on the Wishart distribution which corresponds to the integrable model for sample covariance matrices. The limiting eigenvalue distribution given in Theorem 1.1.2 was showed in [MP67] for more general random variables. Indeed, it holds for matrices with centered random variables with finite second moment [Wac78, Yin86] which is optimal (as the distribution depends on the second moment of the matrix entries). The convergence of the largest eigenvalue to the edge of the support was already proved for broader random variables than Gaussian distribution in [Gem80, YBK88]. However, the convergence of the smallest singular value was proved for general random variables in [BY93].

Universality results for local eigenvalue statistics in the bulk of the spectrum have been proved in the similar fashion than the Wigner ensembles explained in Part I. The method introduced in [Joh01a] using explicit formula has been used for complex sample covariance matrices in [BAP05] in order to show bulk universality for deformation of order one of sample covariance matrices by a Gaussian matrix. This deformation was then removed in [Péc12] using similar exact fomula in the complex case. Bulk universality was also proved for covariance matrices with a moment matching condition in [TV12a]. The dynamical method presented in the previous part was also generalized to both real and complex sample covariance matrices in [ESYY12, PY14].

When considering the largest eigenvalue, the scheme introduced by Soshnikov in [Sos99] for Wigner ensembles was applied to sample covariance matrices in [Sos02] to obtain universality for the fluctuations of the largest eigenvalue when $\gamma=1+\mathcal{O}\left(N^{-1 / 3}\right)$ and for symmetric entry distribution. The condition on $\gamma$ was then removed in [Péc09] where the Tracy-Widom fluctuations of the largest eigenvalue was proved for any $\gamma \in(0, \infty)$. The condition on the symmetry of the entry was removed in [PY14] using a Green function comparison theorem.

To study the fluctuations of the smallest eigenvalue, we saw that different behaviors occur for the Wishart distribution when $\gamma$ is equal to 1 (hard edge) or not (soft edge). For the soft edge case, under symmetry of entry distribution, the Tracy-Widom fluctuations were proved in [FS10] for the smallest eigenvalue and this condition was also removed in [Wan12, PY14]. For the hard edge case, universality for the smallest singular value was proved in [TV10] using ideas coming from combinatorics and theoretical computer science showing that the distribution computed in [Ede88] is universal.

Universality with respect to $\Sigma$. We stated here all the results for $\Sigma=\mathrm{Id}$ corresponding to uncorrelated population entries. The seminal work of Marčenko and Pastur [MP67] gives the asymptotic eigenvalue distribution as the solution of an integral equation depending on the spectrum $\Sigma$.

Theorem 1.1.5. Under some assumptions on the covariance matrix $\Sigma$, denote $\left(\sigma_{1}, \ldots, \sigma_{p}\right)$ its eigenvalues and its empirical eigenvalue distribution

$$
\pi_{p}=\frac{1}{p} \sum_{i=1}^{p} \sigma_{i}
$$

Let $m$ be the number of distinct positive eigenvalues of $\Sigma$ and denote these eigenvalues $\left\{s_{1}>\cdots>s_{m}\right\}$. The asymptotic deterministic eigenvalue density $\varrho_{n}$, characterized by its Stieltjes transform $m_{n}$, is given by the following equation, for each $z \in \mathbb{C}_{+}$the upper half-plane,

$$
\begin{equation*}
z=\gamma \sum_{i=1}^{m} \frac{\pi_{p}\left(\left\{s_{i}\right\}\right)}{m_{n}(z)+\frac{1}{s_{i}}}-\frac{1}{m_{n}(z)} \quad \text { with the condition } \operatorname{Im} m(z)>0 \tag{1.1.2}
\end{equation*}
$$

Note that the asymptotic eigenvalue density here though deterministic depends on $n$ as the equation itself depends on $n$. In the case where $\pi_{p}$ converges to some distribution we can write the exact
asymptotic global density. For instance, in the case where $\Sigma=\operatorname{Id}_{p}$ we saw that we can compute the solution of (1.1.2) and obtain (1.1.1). Thus, while the exact formula from Theorem 1.1.2 is not universal, we have a universal way with respect to the covariance structure to characterize the global density of eigenvalues.

The behavior at the soft edge of the spectrum of this model has been widely studied beyond the case where $\Sigma=\mathrm{Id}$. Note that we do not consider the possible eigenvalue which separates from the spectrum here. In the case of the Wishart distribution when entries are Gaussian, Tracy-Widom fluctuations were first proved for the largest eigenvalue for complex entries in [EK07, Ona08] using the explicit Harish-Chandra-Itzykson-Zuber formula. For complex Gaussian entries, the case of all soft and hard edges were studied in [HHN16]. For real Gaussian entries, Tracy-Widom fluctuations for the largest eigenvalue were proved in [LS16] using a comparison scheme with the uncorrelated model $\Sigma=\mathrm{Id}$. This paper also gives the result for general real random variables but diagonal $\Sigma$. For random variables which follows a moment matching condition and general $\Sigma$, a similar Green function comparison theorem as in [TV12a] was used to show Tracy-Widom fluctuations for the largest eigenvalue in [BPZ15]. Finally, for general random variables and for general $\Sigma$, universality at every soft edge was proved in [KY17].

### 1.2. The method of moments

In this section we give a brief idea on how to use the method of moments for sample covariance matrices to prove Theorem 1.1.2 for a rather general class of entry distribution. The next chapter is based around this method for a more intricate model of random matrices. The strategy of the method of moments is to show the convergence of the $k$ th-moment of the empirical eigenvalue distribution to the $k$ th moment of the Marčenko-Pastur distribution. The key observation to use this strategy is the following identity: first denote $\mu_{n}=n^{-1} \sum_{i=1}^{n} \delta_{\lambda_{i} / p}$ the empirical eigenvalue distribution and see that

$$
m_{k}\left(\mu_{n}\right):=\int x^{k} \mathrm{~d} \mu_{n}(x)=\frac{1}{n p^{k}} \sum_{i=1}^{n} \lambda_{i}^{k}=\frac{1}{n} \operatorname{Tr}\left(\frac{1}{p} M\right)^{k} .
$$

Thus we can compute asymptotic moments of the empirical eigenvalue distribution by considering tracial moments of our matrix $M$. The other key observation is the development of the tracial moment. Indeed we have

$$
\frac{1}{n} \operatorname{Tr}\left(\frac{1}{p} M\right)^{k}=\frac{1}{n p^{k}} \sum_{i_{1}, \ldots, i_{k}=1}^{n} M_{i_{1} i_{2}} M_{i_{2} i_{3}} \ldots M_{i_{k-1} i_{k}} M_{i_{k} i_{1}} .
$$

Now, since the entries of $M$ are given by $M_{i j}=\sum_{k=1}^{p} X_{i k} X_{j k}$,

$$
\begin{equation*}
m_{k}\left(\mu_{n}\right)=\frac{1}{n p^{k}} \sum_{i_{1}, \ldots, i_{k}=1}^{n} \sum_{j_{1}, \ldots, j_{k}=1}^{p} X_{i_{1} j_{1}} X_{i_{2} j_{1}} X_{i_{2} j_{2}} X_{i_{3} j_{2}} \ldots X_{i_{p} j_{p}} X_{i_{1} j_{p}} . \tag{1.2.1}
\end{equation*}
$$

In order to show convergence of the (random) moment $m_{k}\left(\mu_{n}\right)$, we first prove convergence of its expectation and finish by showing that its variance is vanishing asymptotically. First, we need to know the moments of the Marčenko-Pastur distribution from Theorem 1.1.2 given by the following proposition.

Proposition 1.2.1. Let $k$ be an integer and $\mu_{\gamma}$ be the distribution defined by (1.1.1). We have

$$
m_{k}\left(\mu_{\gamma}\right):=\int x^{k} \mathrm{~d} \mu_{\gamma}(x)=\sum_{r=0}^{k} \frac{\gamma^{r}}{r+1}\binom{k-1}{r}\binom{k}{r} .
$$

Thus the first part of the proof consists in proving convergence of the expected moments of the empirical eigenvalue distribution: for any integer $k$,

$$
\bar{m}_{k}\left(\mu_{n}\right):=\mathbb{E}\left[m_{k}\left(\mu_{n}\right)\right] \underset{n \rightarrow \infty}{ } m_{k}\left(\mu_{\gamma}\right)
$$

Now, we can see the product of $X$ entries in (1.2.1) as some weight on closed paths on the complete bipartite graph $\mathscr{B}(n, p)$. The complete bipartite graph $\mathscr{B}(n, p)$ is the graph whose edges join any pairs $i \in \llbracket 1, n \rrbracket$ and $j \in \llbracket 1, p \rrbracket$. A closed path of length $2 k$ starting (and ending) at $i_{0}$ on this graph which we denote $\ell$ is a sequence of indices

$$
\ell=i_{1}, j_{1}, i_{2}, j_{2}, \ldots, i_{k}, j_{k}, i_{1}
$$

so that if we define the weight

$$
w(\ell)=\mathbb{E}\left[X_{i_{1} j_{1}} X_{i_{2} j_{1}} X_{i_{2} j_{2}} X_{i_{3} j_{2}} \ldots X_{i_{p} j_{p}} X_{i_{1} j_{p}} .\right]
$$

and denote $\mathscr{L}$ the set of all closed path on $\mathscr{B}(n, p)$ we have

$$
\bar{m}_{k}\left(\mu_{n}\right)=\frac{1}{n p^{k}} \sum_{\ell \in \mathscr{L}} w(\ell)
$$



Figure 1.1: Example of a closed path of length 8 on the bipartite complete graph

Now, since the entries of $X$ are centered and independent, in order to have a non zero weight $w(\ell)$ for a given path $\ell$, each edge needs to appear at least twice in the path. Since the path is of length $2 k$ and each edge appear twice, we have at most $k$ distinct edges in the path and at most $k+1$ distinct vertices. However, if the number of vertices $m=m_{1}+m_{2} \leqslant k$ with $m_{1}$ indices $i$-labeled vertices and $m_{2} j$-labeled vertices then the total number of choices for this indices is given by $\mathcal{O}\left(n^{m_{1}} p^{m_{2}}\right)$ so that with the renormalization given by $n^{-1} p^{-k}$, the contribution of such closed paths vanishes. Finally, if we denote $\mathscr{L}_{k+1}$ the set of closed paths on the bipartite graph where each edge occurs at least twice and with $k+1$ vertices we have

$$
\bar{m}_{k}=\frac{1}{n p^{k}} \sum_{\ell \in \mathscr{L}_{k+1}} w(\ell)+o(1)
$$

We can represent each closed path with $k+1$ vertices as an oriented double tree where one of every two vertices is either labeled by $i$ 's or by $j$ 's. This representation is given in Figure 1.2. Note that this double tree only depends on the order we read the indices and not on the actual values of indices, we call this order the shape of the tree. Thus, if we suppose that we have $r+1 i$-labeled vertices and


Figure 1.2: Double tree representation of a closed path on the bipartite complete graph.
$k-r j$-labeled vertices, the total number of choices for these vertices is given by $n^{r+1} p^{k-r}(1+o(1))$ and we have

$$
\begin{aligned}
\bar{m}_{k} & =\frac{1+o(1)}{n p^{k}} \sum_{r=0}^{k-1} n^{r+1} p^{k-r} \#\{\text { shapes of double tree with } r+1 i \text {-vertices and } k-r j \text {-vertices }\} \\
& =(1+o(1)) \sum_{r=0}^{k-1} \gamma^{r} \#\{\text { shapes of double tree with } r+1 i \text {-vertices and } k-r j \text {-vertices }\}
\end{aligned}
$$

It finally only remains to show

$$
\#\{\text { shapes of double tree with } r+1 i \text {-vertices and } k-r j \text {-vertices }\}=\frac{1}{r+1}\binom{k}{r}\binom{k-1}{r}
$$

In order to count these shapes of double trees we encode them bijectively with another set of paths denoted by a finite a sequence $\left(s_{q}\right)_{q=1}^{2 k}$ with the following rules

- If $q$ is even then $s_{q} \in\{0,1\}$ with $s_{2 k}=0$ and if $q$ is odd then $s_{q} \in\{-1,0\}$.
- $\sum_{q=1}^{m} s_{q} \geqslant 0$ for any $m \geqslant 1$ and $\sum_{q=1}^{2 k} s_{q}=0$.
- $\#\left\{q: s_{q}=1\right\}=\#\left\{q: s_{q}=-1\right\}=r$.

The way to encode a double tree by such a sequence is done by doing the following: consider only the $i$-labeled vertices in the tree except for the root (the first index $i_{1}$ since its value is forced by the constraint $s_{2 k}=0$ ); for each $i$-labeled vertex, mark the edge leading to it; now that the edges are marked, read the tree according to his shape and put $s_{q}=-1$ if the marked edge is going down and $s_{q}=1$ if the edge is going up in the tree. This is illustrated in Figure 1.3.

Now, the fact that we have a double tree gives the first condition on the path and since we have $r+1 i$-labeled vertices we obtain the third condition. The second condition is not as clear but it can be seen that a path not satisfying the second condition cannot give a double tree. In order to count these paths, one can see that if we do not consider the second condition (which states that the path does not go below zero) we only have to choose $r$ steps going up among $k-1$ possible positions and $r$ steps going down among $k$ possible positions. Thus the total number of paths following the first and third rule is given by $\binom{k-1}{r}\binom{k}{r}$. By a reflection principle, one can count the sequences of steps which do not follow the second rule and see that they are equal to $\binom{k-1}{r-1}\binom{k}{r+1}$ so that we finally have the


Figure 1.3: Bijection between a double tree with $r+1=4 i$-vertices and a path going from zero and back by going up $r=3$ times. We marked the edges which encode the up and down steps in the path.
identity:
$\#$ \{shapes of double tree with $r+1 i$-vertices and $k-r j$-vertices $\}$

$$
=\binom{k-1}{r}\binom{k}{r}-\binom{k-1}{r-1}\binom{k}{r+1}=\frac{1}{r+1}\binom{k}{r}\binom{k-1}{r}
$$

and the convergence of the expected moments is done.
In order to prove convergence of the $k$-th moment of the empirical eigenvalue distribution we need to show a weak form of concentration of the moments toward its expectation and this can be done by simply showing that $\operatorname{Var}\left(m_{k}\left(\mu_{n}\right)\right)=o(1)$. From this, using Bienaymé-Chebyshev inequality, we can show that, for any $\varepsilon>0$,

$$
\mathbb{P}\left(\left|m_{k}\left(\mu_{n}\right)-m_{k}(\mu)\right|>\varepsilon\right) \xrightarrow[n \rightarrow \infty]{ } 0
$$

Note that this gives convergence in probability of the moments. To show an almost sure convergence, we can prove a stronger bound on the variance: $\operatorname{Var}\left(m_{k}\left(\mu_{n}\right)\right)=\mathcal{O}\left(n^{-2}\right)$ and finish with the BorelCantelli lemma. The control of the variance of the moments can be done similarly by expanding the variance and counting the contributing graphs in the sum.

## Chapter 2

# Eigenvalue distribution of nonlinear matrix models 

This chapter is based on a joint work with S. Péché [BP19].

### 2.1. Introduction

Deep learning has shined through a large list of succesful applications over the past five years or so (see for instance applications in image or speech recognition [KSH12, $\mathrm{HDY}^{+} 12$ ] or translation [WSC ${ }^{+}$16]). However, the theoretical and mathematical understanding of deep learning has had a slow progress. The main difficulty comes from the complexity of studying highly non-convex functions of a very large number of parameters $\left[\mathrm{CHM}^{+} 15\right]$. Thus, a possible idea to understand better such large complex systems is to approximate the elements of the system by random variables as it is done in statistical physics and thermodynamics. Indeed, even Wigner's original idea of introducing random symmetric or Hermitian matrices was to understand the energy levels of large nuclei whose study was too complicated.

In [BGC16, CBG16] for instance, a random matrix approach has been used to do a theoretical study of spectral clustering by looking at the Gram matrix $W W^{*}$ where the columns of $W$ are given by random vectors. They compute the asymptotic deterministic empirical distribution of this matrix which allows the analysis of the spectral clustering algorithm in large dimensions.

For random neural networks, there are two distinct parts of the system that are large, the number of samples $m$ and the number of parameters $n$. We then need to consider rectangular matrices of size $n \times m$. Random matrix thoery usually applies to large matrices where the number of samples and that of parameters grow in the same way: one considers the regime where $n / m$ goes to some constant $\phi$. The study of random matrix models for random neural networks was done in [LLC18, PW17], it consists of nonlinear random matrix models of the form

$$
M=\frac{1}{m} Y Y^{*} \in \mathbb{R}^{n_{1} \times n_{1}} \quad \text { with } \quad Y_{i j}=f\left(\frac{1}{\sqrt{n_{0}}}(W X)_{i j}\right) \quad \text { for } \quad 1 \leqslant i \leqslant n_{1}, \quad 1 \leqslant j \leqslant m
$$

where $f$ is a nonlinear activation function, $W$ is the $n_{1} \times n_{0}$ matrix corresponding to the weights and $X$ the $n_{0} \times m$ matrix of the data. There are several possibilities to incorporate randomness in this model. In [LLC18], the authors considered random weights with deterministic data. The weights are given by functional of Gaussian and they studied eigenvalues through concentration inequalities for finite $n_{0}, n_{1}$ and $m$ and the function $f$ is Lipschitz continuous. We give the limiting asymptotic empirical eigenvalue distribution in terms of Stieltjes transform as the following theorem

Theorem 2.1.1 ([LLC18]). Consider $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ the eigenvalues of $M$. Its empirical eigenvalue distribution $\mu_{m}=\frac{1}{m} \sum_{i=1}^{m} \delta_{\lambda_{i}}$ then converges almost surely in distribution to $\bar{\mu}$ defined through its Stieltjes transform by

$$
m_{\bar{\mu}}(z)=\frac{1}{m} \operatorname{Tr}\left(\frac{n_{1}}{m} \frac{\bar{M}}{1+s(z)}-z I_{m}\right)^{-1} \text { with } \bar{M}=\mathbb{E}[M]
$$

and $s(z)$ is the solution such that $\operatorname{Im} s(z)>0$ of

$$
s(z)=\frac{1}{m} \operatorname{Tr}\left(\bar{M}\left(\frac{n_{1}}{m} \frac{\bar{M}}{1+s(z)}-z I_{m}\right)^{-1}\right)
$$

Note that the dependence in $f$ comes from the deterministic matrix $\bar{M}$. This type of eigenvalue distribution is not new to random matrix theory as it corresponds to sample covariance matrix with general population of type $T X X^{*} T^{*}$ with $T$ a deterministic matrix such that $T T^{*}=\bar{M}$ [SB95]. Thus the nonlinearity coming from applying the function $f$ entrywise is not clearly seen in the eigenvalue distribution.

The main difference with general sample covariance matrices is the non universality of the eigenvalue distribution. Indeed, the deterministic matrix $\bar{M}$ depend on the distribution of $W$, beyond its first two moments. In [LLC18], a discussion is made on the effect of the fourth moments of the distribution for the efficiency of the neural networks.

On the other side, in [PW17], the randomness comes from both the matrices $W$ and $X$ as they are chosen to be independent random matrices with Gaussian entries. Interestingly, they obtain the asymptotic eigenvalue spectral distribution via a self-consistent equation for the Stieltjes transform of degree 4. This equation corresponds to a quartic equation. In some special cases of the parameters, one recovers the recursion for the Marčenko-Pastur with parameter $\phi / \psi$ :

$$
z m(z)^{2}+\left(\left(1-\frac{\psi}{\phi}\right) z-1\right) m(z)+\frac{\psi}{\phi}=0 .
$$

This eigenvalue distribution is that of Wishart matrices. Thus, there exists a class of functions such that the nonlinear matrix model is simply given by a linear model with only one degree of randomness. It was then conjectured in [PW17] that choosing such an activation function could speed up training through the network. The fourth degree of the recursion relation can disappear for another class of functions and we then obtain a cubic equation. This cubic equation corresponds to the product Wishart matrix, indeed it can be seen that $f$ is linear and the resulting matrix is simply $Z Z^{*}$ with $Z=W X$. The eigenvalue distribution of such matrices has been computed in [AIK13, DC14]. However in all generality, a new type of eigenvalue distribution was given as the solution of a fourth order equation.

The aim of this paper is to study the asymptotic empirical eigenvalue distribution of such nonlinear functionals of random matrices $f(W X)$ where $f$ is applied entrywise and to extend the result established by [PW17] to non Gaussian matrices. Such a study is also of interest in random matrix theory itself as it introduces a new class of ensembles of random matrices as well as a new class for universality. We also consider the case of several layers for a specific class of activation function.

### 2.2. Description of the model

Consider a random matrix $X \in \mathbb{R}^{n_{0} \times m}$ a random matrix with i.i.d elements with distribution $\nu_{1}$. Let also $W \in \mathbb{R}^{n_{1} \times n_{0}}$ be a random matrix with $i . i . d$ entris with distribution $\nu_{2} . W$ is called the weight matrix. Both distribution are centered and we denote the variance of each distribution by

$$
\begin{equation*}
\mathbb{E}\left[X_{i j}^{2}\right]=\sigma_{x}^{2} \quad \text { and } \quad \mathbb{E}\left[W_{i j}^{2}\right]=\sigma_{w}^{2} \tag{2.2.1}
\end{equation*}
$$

We also need the following assumption on the tail of $W$ and $X$ : there exist constants $\vartheta_{w}, \vartheta_{x}>0$ and $\alpha>1$ such that for any $t>0$ we have

$$
\begin{equation*}
\mathbb{P}\left(\left|W_{11}\right|>t\right) \leqslant e^{-\vartheta_{w} t^{\alpha}} \quad \text { and } \quad \mathbb{P}\left(\left|X_{11}\right|>t\right) \leqslant e^{-\vartheta_{x} t^{\alpha}} . \tag{2.2.2}
\end{equation*}
$$

Note that in light of the central limit theorem it gives us that there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{\sqrt{n_{0}}} \sum_{k=1}^{n_{0}} W_{1 k} X_{k 1}\right|>t\right) \leqslant C e^{-t^{2} / 2} \tag{2.2.3}
\end{equation*}
$$

We now consider a smooth function $f: \mathbb{R} \rightarrow \mathbb{R}$ with zero Gaussian mean in the sense that

$$
\begin{equation*}
\int f\left(\sigma_{w} \sigma_{x} x\right) \frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}} \mathrm{~d} x=0 \tag{2.2.4}
\end{equation*}
$$

As an additional assumption, we also suppose that there exists positive constants $C_{f}$ and $c_{f}$ and $A_{0}>0$ such that for any $A \geqslant A_{0}$ and any $n \in \mathbb{N}$ we have,

$$
\begin{equation*}
\sup _{x \in[-A, A]}\left|f^{(n)}(x)\right| \leqslant C_{f} A^{c_{f} n} . \tag{2.2.5}
\end{equation*}
$$

We consider the following random matrix,

$$
\begin{equation*}
M=\frac{1}{m} Y Y^{*} \in \mathbb{R}^{n_{1} \times n_{1}} \quad \text { with } \quad Y=f\left(\frac{W X}{\sqrt{n_{0}}}\right) \tag{2.2.6}
\end{equation*}
$$

where $f$ is applied entrywise. We suppose that the dimensions of both the columns and the rows of each matrix grow together in the following sense: there exist positive constants $\phi$ and $\psi$ such that

$$
\frac{n_{0}}{m} \underset{m \rightarrow \infty}{ } \phi, \quad \frac{n_{0}}{n_{1}} \xrightarrow[m \rightarrow \infty]{ } \psi
$$

Now we can give the limiting empirical eigenvalue distribution of the matrix $M$. It consists in a deterministic compactly supported measure. Denote by $\left(\lambda_{1}, \ldots, \lambda_{n_{1}}\right)$ the eigenvalues of $M$ given by (2.2.6) and

$$
\begin{equation*}
\mu_{n_{1}}=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \delta_{\lambda_{1}} \tag{2.2.7}
\end{equation*}
$$

its empirical eigenvalue distribution
Theorem 2.2.1. There exists a deterministic compactly supported measure $\mu$ such that we have

$$
\mu_{n_{1}}^{(f)} \xrightarrow[n_{1} \rightarrow \infty]{ } \mu \quad \text { weakly almost surely. }
$$

The moments of the asymptotic empirical eigenvalue distribution depend on the two following parameters of the function $f$

$$
\begin{equation*}
\theta_{1}(f)=\int f^{2}\left(\sigma_{w} \sigma_{x} x\right) \frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}} \mathrm{~d} x \quad \text { and } \quad \theta_{2}(f)=\left(\sigma_{w} \sigma_{x} \int f^{\prime}\left(\sigma_{w} \sigma_{x} x\right) \frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}} \mathrm{~d} x\right)^{2} \tag{2.2.8}
\end{equation*}
$$

Theorem 2.2.2. The measure $\mu$ is characterized through a self-consistent equation for its Stieljes transform $G$ defined for $z \in \mathbb{C} \backslash \mathbb{R}$ by

$$
\begin{aligned}
G(z) & :=\int \frac{\mathrm{d} \mu(x)}{x-z}, \quad \text { denote also } \quad H(z) \\
H_{\phi}(z) & :=1-\phi+\phi-\frac{\psi-1}{\psi}+\frac{z}{\psi} G(z), \\
\text { and } \quad H_{\psi}(z) & :=1-\psi+\psi H(z)
\end{aligned}
$$

We have the following fourth-order self-consistent equation,

$$
H(z)=1+\frac{H_{\phi}(z) H_{\psi}(z)\left(\theta_{1}(f)-\theta_{2}(f)\right)}{\psi z}+\frac{H_{\phi}(z) H_{\psi}(z) \theta_{2}(f)}{\psi z-H_{\phi}(z) H_{\psi}(z) \theta_{2}(f)},
$$

with $\theta_{1}(f)$ and $\theta_{2}(f)$ are defined in (2.2.8).
Remark 2.2.3. The measure $\mu$ is characterized by its moments which is given in (2.3.18) below.


Figure 2.1: Examples of eigenvalue distribution for different activation function and parameters for Gaussian random variables. Note that the activation functions are centered and normalized so that $\theta_{1}(f)=1$. In the second figure, we have $\theta_{2}(f)=0$ and the asymptotic empirical eigenvalue distribution is given by the Marčenko-Pastur distribution of shape parameter $\phi / \psi /$.

The model given by (2.2.6) consists in passing the data covariance matrix through one layer of a neural network as we apply the function $f$ a single time. However, we could put the matrix $Y$ through the network again and obtain a new covariance matrix. It was conjectured in [PW17] that for activation functions such that $\theta_{2}(f)=0$ the eigenvalue distribution stays invariant and we obtain the Marčenko-Pastur distribution at each layer. We give here a positive answer to this conjecture. We denote by $L$ the number of layers and consider, for $p \in \llbracket 0, L-1 \rrbracket$ a family of independent matrices $W^{(p)} \in \mathbb{R}^{n_{p+1} \times n_{p}}$ where $\left(n_{p}\right)_{p}$ is a family of growing sequences of integers such that there exists $\left(\phi_{p}\right)_{p}$ and $\left(\psi_{p}\right)_{p}$ such that

$$
\frac{n_{0}}{m} \underset{m \rightarrow \infty}{ } \phi \quad \frac{n_{p}}{n_{p+1}} \xrightarrow[m \rightarrow \infty]{ } \psi_{p}
$$

We suppose that all matrix entries $\left(W_{i j}^{(p)}\right)_{i j}$ are $i . i . d$ with variance $\sigma_{w}^{2}$. Define the sequence of random matrices

$$
\begin{equation*}
Y^{(p+1)}=f\left(\frac{\sigma_{x}}{\sqrt{\theta_{1}(f)}} \frac{W^{(p)} Y^{(p)}}{\sqrt{n_{p}}}\right) \in \mathbb{R}^{n_{p+1} \times m} \quad \text { with } \quad Y^{(0)}=X . \tag{2.2.9}
\end{equation*}
$$

The normalization is there in order to keep the same variance for $Y$ entries along every layer. Indeed, we need to use the fact that $f$ is centered with respect to the Gaussian distribution with the variance
given by $\sigma_{w}^{2} \sigma_{x}^{2}$. Now, one can define

$$
M^{(L)}=\frac{1}{m} Y^{(L)} Y^{(L)} \quad \text { and } \quad \mu_{n_{L}}^{(L)}=\frac{1}{n_{L}} \sum_{i=1}^{n_{L}} \delta_{\lambda_{i}^{(L)}}
$$

where $\left(\lambda_{k}^{(L)}\right)$ are the eigenvalues of $M^{(L)}$. We then have the following theorem under the additional assumption that the function $f$ is bounded.

Theorem 2.2.4. Suppose that $f$ is a bounded smooth function such that (2.2.4) and (2.2.5) hold and $\theta_{2}(f)=0$, then the asymptotic eigenvalue distribution of $\mu_{n_{L}}^{(L)}$ is given almost surely by the MarčenkoPastur distribution of shape parameter $\frac{\phi}{\psi_{0} \psi_{1} \cdots \psi_{L-1}}$.

The next section is dedicated to proving Theorem (2.2.1) for polynomials using the moment method. We first consider the case where $f$ is a polynomial in order to compute the moments and will generalize to other functions using a polynomial approximation in Section 2.4. In Section 2.5, we show that the largest eigenvalue of our model for a single layer sticks to the edge of the support of $\mu$ by considering high moments of the matrix [FK81, Sos99, Sos02]. Finally, in Section 2.6 we first give a description of the expected moments after two layers for polynomials and then prove Theorem 2.2.4.

### 2.3. Moment method when $f$ is a polynomial

The point of this section is to compute the moments of the empirical eigenvalue distribution of the matrix $M$ when the activation is a polynomial. The following statement will compute the expected moment of the distribution in this case using a graph enumeration. We will extend the result to other functions $f$ in Section 2.4
Theorem 2.3.1. Let $f=\sum_{k=1}^{K} \frac{a_{k}}{k!}\left(x^{k}-k!!\mathbb{1}_{k}\right.$ even $)$ be a polynomial such that (2.2.4) holds. The degree of $f, K$, can grow with $n_{1}$ but suppose that

$$
\begin{equation*}
K=\mathcal{O}\left(\frac{\log n_{1}}{\log \log n_{1}}\right) \tag{2.3.1}
\end{equation*}
$$

Let $\mu_{n_{1}}^{(f)}$ be defined in (2.2.7) and its expected moments

$$
\bar{m}_{q}:=\mathbb{E}\left[\left\langle\mu_{n_{1}}^{(f)}, x^{q}\right\rangle\right]=\mathbb{E}\left[\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \lambda_{i}^{q}\right] .
$$

We then have the following asymptotics

$$
\begin{equation*}
\bar{m}_{q}=\sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}(f)^{b} \theta_{2}(f)^{q-b} \psi^{I_{i}+1-q} \phi^{I_{j}}(1+o(1)) \tag{2.3.2}
\end{equation*}
$$

where $\mathcal{A}\left(q, I_{i}, I_{j}, b\right)$ denote the number of admissible graphs with $2 q$ edges, $I_{i} i$-identifications, $I_{j} j$ identifications and $b$ cycles of size 1 defined in Definition 2.3.2 below and $\theta_{1}$ and $\theta_{2}$ are defined in (2.2.8).

Note that in this theorem we take the degree of polynomial to grow with $n$ as in (2.3.1) but see that this theorem holds for any fixed $q$. It is possible that we can get a stronger assumption than (2.3.1) in the sense that $K$ could grow faster with $n_{1}$. However, this bound is enough to do the polynomial approximation we will need later. Note that we will use a Taylor-Lagrange approximation on our final function $f$.

### 2.3.1. Case where $f$ is a monomial of odd degree

We first consider the case where $f(x)=\frac{x^{k}}{k!}$ for $k$ odd. In this section, we explain the combinatorics needed to compute the moments of the spectral measure of $M$ in the case where $f$ is an odd monomial. To that aim we need some definitions from graph theory. We will assume first that the entries of $W$ and $X$ are bounded in the following sense: there exists a $A>0$ such that

$$
\max _{i j}\left|W_{i j}\right|+\left|X_{i j}\right| \leqslant A \quad \text { almost surely. }
$$

## Basic definitions

For this activation function, the entries of $Y=f\left(W X / \sqrt{n_{0}}\right)$ are of the form

$$
\begin{equation*}
Y_{i j}=\frac{1}{k!}\left(\frac{W X}{\sqrt{n_{0}}}\right)_{i j}^{k}=\frac{1}{n_{0}^{k / 2} k!}\left(\sum_{\ell=1}^{n_{0}} W_{i k} X_{k j}\right)^{k}=\frac{1}{n_{0}^{k / 2} k!} \sum_{\ell_{1}, \ldots \ell_{k}=1}^{n_{0}} \prod_{p=1}^{k} W_{i \ell_{p}} X_{\ell_{p} j} . \tag{2.3.3}
\end{equation*}
$$

We want to study the normalized tracial moments of the matrix $M$. Thus we want to consider, for a positive integer $q$,

$$
\begin{equation*}
\frac{1}{n_{1}} \mathbb{E}\left[\operatorname{Tr} M^{q}\right]=\frac{1}{n_{1} m^{q}} \mathbb{E}\left[\operatorname{Tr}\left(Y Y^{*}\right)^{q}\right]=\frac{1}{n_{1} m^{q}} \mathbb{E} \sum_{i_{1}, \ldots, i_{q}=1}^{n_{1}} \sum_{j_{1}, \ldots, j_{q}=1}^{m} Y_{i_{1} j_{1}} Y_{i_{2} j_{1}} Y_{i_{2} j_{2}} Y_{i_{3} j_{2}} \ldots Y_{i_{q} j_{q}} Y_{i_{1} j_{q}} \tag{2.3.4}
\end{equation*}
$$

Thus injecting (2.3.3) in the previous equation we obtain the following development of the tracial moment of $M$

$$
\begin{equation*}
\frac{1}{n_{1}} \mathbb{E}\left[\operatorname{Tr} M^{q}\right]=\frac{1}{n_{1} m^{q} n_{0}^{k q}(k!)^{2 q}} \mathbb{E} \sum_{i_{1}, \ldots, i_{q}}^{n_{1}} \sum_{j_{1}, \ldots, j_{q}}^{m} \sum_{\ell_{\ell_{1}^{1}, \ldots \ell_{k}^{1}}^{\ell_{p}}}^{n_{1}^{2 q} \ldots \ldots e_{k}^{2 q}} \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{1}} X_{\ell_{p}^{1} j_{1}} \prod_{p=1}^{k} W_{i_{2} \ell_{p}^{2}} X_{\ell_{p}^{2} j_{1}} \cdots \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{2 q}} X_{\ell_{p}^{2 q} j_{q}} \tag{2.3.5}
\end{equation*}
$$

We encode each term in of the sums as a graph with $\#\left\{i_{1}, \ldots, i_{q}, j_{1}, \ldots, j_{q}\right\}$ red vertices and $2 k q$ blue vertices. We can represent the vertices in a graph such as Figure 2.2a. Since the $W_{i j}$ and $X_{i j}$ are centered and independent, we need at least two of each of them in the summand in equation (2.3.5). Thus, the main contribution comes from those summands maximizing the number of pairwise distinct indices. We define these admissible graphs, corresponding to the leading order, as the following.

Definition 2.3.2. An admissible graph corresponding to a summand in (2.3.4) is a sequence of simple even cycles of red vertices labeled by the $\left\{i_{1}, \ldots, i_{q}\right\}$ and $\left\{j_{1}, \ldots, j_{q}\right\}$ such that each factor $Y_{i_{p_{1}} j_{p_{2}}}$ correspond to a red edge. The cycles are joined to another by a common vertex.

Remark 2.3.3. Such an admissible graph always has $2 q$ red edges. It can also be seen as a tree of cycles also called a cactus graph. These graphs appeared also in random matrix theory in the theory of traffics when expanding injective traces [CDM16].

We call a red edge a niche. Each niche is decorated by $k$ blue vertices from which leaves a blue edge corresponding to a term $W_{i \ell} X_{\ell j}$ in (2.3.5). Thus to compute the spectral moment one needs to match the blue edges so that each entry arises with multiplicity greater than 2 . The matching of $\ell$ indices in (2.3.5) corresponds to a matching of the blue vertices.

As we can see each admissible graph as a tree of decorated red cycles, the basic figure is given by such a cycle:

Basic figure :
 For general admissible graphs, they may be coincidences among the $i$ 's or the $j$ 's.

## The simplest admissible graph: a cycle of length $2 q$

In this subsection, we assume that the $i$ and $j$ indices are pairwise distinct and consider the associated contribution to the spectral moment. In this case, we can really encode the products in the summand as in Figure 2.2a. Since we need at least two occurences of each matrix entry, say for instance $W_{i_{1}, \ell_{1}^{1}}$, it needs to occur at least an other time in the product. There are then two different ways it can happen:
(i) There exists $p \in\{2, \ldots, k\}$ such that $\ell_{p}^{1}=\ell_{1}^{1}$.
(ii) There exists $p \in\{1, \ldots, k\}$ such that $\ell_{p}^{2 q}=\ell_{1}^{1}$. Applying the same reasoning for $X_{\ell_{1}^{1}, j_{1}}$, there exists $p^{\prime} \in\{1, \ldots, k\}$ such that $\ell_{p^{\prime}}^{2}=\ell_{1}^{1}$.

We will see that the dominant term corresponds to the maximization of the number of pairwise distinct indices. The way to have the most pairwise distinct indices without vanishing is to perform the most perfect matchings inside each niche. Note that since we supposed that $k$ was odd, there is necessary an occurence of case (ii) which corresponds to the cycle of size $2 q$ as in Figure 2.2a. Thus we can construct the graphs corresponding to the dominant term in the following way, which is illustrated in Figure 2.2a:

- Choose an index $\ell_{p}$ in each niche which will be in the only cycle of the graph.
- Do a perfect matching of the rest of the indices inside each niche.


Case $q>1$. We have the following computation for the corresponding contribution on the moment, since every entry exactly occurs two times in the products, using (2.2.1), we obtain

$$
E_{q}(k)=\frac{\left(\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)!!\right)^{2 q} n_{0}}{n_{1} m^{q} n_{0}^{k q}(k!)^{2 q}} \frac{m!}{(m-q)!} \frac{n_{1}!}{\left(n_{1}-q\right)!} \frac{n_{0}!}{\left(n_{0}-(k-1) q\right)!}
$$

To obtain this formula, note that we choose the $i$-labels over $n_{1}$ possible indices and the $j$-labels over $m$ indices. Now, we also choose the $\ell$-labels over $n_{0}$ indices but one has to be careful not to overmatch indices on adjacent niches. Finally, we have to determine the blue vertices forming the cycle parcouring each niche, there are $k^{2 q}$ possible ways to do so. The number of perfect matchings on the rest of the vertices in each niche is then equal to $((k-1)!!)^{2 q}$.
We obtain that

$$
\begin{equation*}
E_{q}(k)=\left(\frac{\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)!!}{k!}\right)^{2 q} \psi^{1-q}+\mathcal{O}\left(\left(\frac{\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)!!}{k!}\right)^{2 q} \frac{q+k}{n_{0}}\right) \tag{2.3.6}
\end{equation*}
$$

Note that we have in the case of $f$ a monomial of odd degree, by (2.2.8), we can write

$$
E_{q}(k)=\theta_{2}^{q}(f) \psi^{1-q}+\mathcal{O}\left(\theta_{2}^{q}(f) \frac{q+k}{n_{0}}\right) \quad \text { since } \quad \theta_{2}(f)=\left(\frac{\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)!!}{k!}\right)^{2}
$$

Case $q=1$. The behavior in the case where $k=1$ is slightly different and will be useful to study the general case later. Indeed in this case, we can do any perfect matching between the $2 k$ blue vertices since there is no difference between any factor $W$ or $X$ in the summand in (2.3.5). The graph can bee seen in Figure 2.3a. Thus, the contribution of the moments in this case is the following

$$
E_{1}(k)=\frac{\left(\sigma_{w} \sigma_{x}\right)^{2 k}(2 k)!!}{(k!)^{2}}+\mathcal{O}\left(\frac{k^{2}(2 k-2)!!}{n_{0}(k!)^{2}}\right)=\theta_{1}(f)+\mathcal{O}\left(\frac{k^{2}(2 k-2)!!}{n_{0}(k!)^{2}}\right)
$$

where the error comes from the fact that the second order is performing a perfect matching on all sites except two and then identifying the two remaining blue vertices to already matched pairs.


> (a) Contribution in the case where $q=1$

(b) Subleading term in the case $q=$ 1.

We now show that $E_{q}$ is indeed the typical contribution from the basic cycle, that is all other matchings will lead to a negligible contribution with respect to $E_{q}$. There are four different phenomena that can give a lower order contribution. Firstly, there could be more than one cycle linking every niche such as Figure 2.2b. Also, in at least one niche there could be more identifications between $\ell$-indices, which raises moments of entries of $W$ and $X$. There could be an identification between the index of the cycle and an index from a perfect matching inside a niche. Finally, there could also be identifications between two distinct niches, note we can only get higher moments in the case where the two niches are adjacent. While these four behaviors can happen simultaneously, we will see the contribution separately since it would induce an even smaller order if counted together.

There is more than one cycle between niches. In this case, we can compute the contribution $E_{q}^{(1)}$ on the moments in the following way. Suppose there are cycles. Note that necessarily $c$ is odd since $k$ is odd and entries are centered, then we can write, if we suppose that indices $\ell$ not in cycles are
being perfectly matched,

$$
\left.\begin{array}{rl}
E_{q}^{(1)}=\frac{\left(k^{c}(k-c)!!\right)^{2 q}}{n_{1} m^{q} n_{o}^{k q}(k!)^{2 q}} \sum_{\substack{i_{1}, \ldots, i_{q} \\
\text { pairwise pairwise } \\
\text { distinct distinct }}}^{n_{1}} \sum_{\substack{j_{1}, \ldots, j_{q}}}^{m} \sum_{\ell_{0}, \ldots, \ell_{c}}^{n_{0}} \sum_{\ell_{1}^{1}, \ldots \ell^{1} \frac{k-c}{2}}^{n_{0}}\left(\sigma_{w} \sigma_{x}\right)^{2 k q} \\
\ell_{1}^{2 q} \ldots \ell_{\frac{k-c}{2 q}}^{2}
\end{array}\right\} \begin{aligned}
& \quad=\frac{\left(\left(\sigma_{w} \sigma_{x}\right)^{k} k^{c}(k-c)!!\right)^{2 q}}{n_{1} m^{q} n_{0}^{k q-c}(k!)^{2 q}} \frac{m!}{(m-q)!} \frac{n_{1}!}{\left(n_{1}-q\right)!} \frac{n_{0}!}{\left(n_{0}-(k-c) q\right)!}
\end{aligned}
$$

In order to understand the very first term, note that we have to select in each niche $c$ blue vertices in order to create the cycles and we then do a perfect matching in the rest of the vertices. Hence, we can see that

$$
\begin{equation*}
E_{q}^{(1)}=\frac{\left(\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-c)!!\right)^{2 q} \psi^{1-q}}{n_{0}^{(c-1)(q-1)}(k!)^{2 q}}(1+o(1)) \tag{2.3.7}
\end{equation*}
$$

Thus this is of smaller order than (2.3.6) when the number of cycles is strictly greater than 1 as in Figure 2.2b for instance. Indeed, if one considers the ratio

$$
\frac{E_{q}^{(1)}}{E_{q}}=\mathcal{O}\left(\frac{1}{n_{0}^{(c-1)(q-1)}}\left(\frac{(k-c)!!}{(k-1)!!}\right)^{2 q}\right)
$$

The graph in each niche is not a perfect matching. For this case, we said that the leading order is given by a perfect matching in each niche where we removed the vertex which belongs to the cycle. This graph gives only second moments of the matrix entries but note that we could have instead higher moments. Suppose that in one niche we have an identification between $a_{1}, \ldots, a_{b}$ entries such that $a_{1}+\cdots+a_{b}=k-1$. For ease we suppose that $a_{1}=\cdots=a_{b_{1}}=2$ and $a_{b_{1}+1}, \ldots, a_{b}>2$ for some $b_{1} \in \llbracket 1, b-1 \rrbracket$. We also suppose that this occurs in the niche $\left\{i_{1}, j_{1}\right\}$ as illustrated in Figure 2.4.


Figure 2.4: Niche where the induced graph is not a perfect matching which raises a fourth moment in the case where $k=7$

In this case, we can compare the contribution $E_{q}^{(2)}$ of all such matchings to the contribution of the perfect matching where $a_{1}=\cdots=a_{(k-1) / 2}=2$ that is $E_{q}$,

$$
\begin{aligned}
\frac{E_{q}^{(2)}}{E_{q}}=\sum_{b=1}^{\frac{k-1}{2}-1} \sum_{b_{1}=1}^{b-1} \sum_{\substack{a_{b_{1}+1 \ldots a_{b}>2} \\
\sum a_{j}=k-1-2 b_{1}}} \frac{(k-1)!}{(k-1)!!\prod_{i=1}^{b} a_{i}!} & \frac{n_{0}!}{\left(n_{0}-\left(1+b+\frac{k-1}{2}(2 q-1)\right)\right)!} \times \\
& \times \frac{\left(n_{0}-(1+(k-1) q)!\right.}{n_{0}!} \frac{\prod_{b_{1}+1}^{b} \mathbb{E}\left|W_{11}\right|^{a_{p}} \mathbb{E}\left|X_{11}\right|^{a_{p}}}{\left(\sigma_{w} \sigma_{x}\right)^{2\left(\frac{k-1}{2}-b_{1}\right)}}
\end{aligned}
$$

For the first term in the summand, it corresponds to assigning the $k-1$ remaining blue vertices (after the choice of the cycle) into $b$ classes of size $a_{1} \ldots a_{b}$ compared with simply doing a perfect matching between these vertices. We can bound it in the following way

$$
\frac{(k-1)!}{(k-1)!!\prod_{i=1}^{b} a_{i}} \leqslant C \frac{2^{\frac{k-1}{2}-b_{1}}\left(\frac{k-1}{2}\right)!}{\prod_{i=b_{1}+1}^{b} a_{i}} \leqslant C\left(\frac{k-1}{2}\right)^{\frac{k-1}{2}-b} \frac{2^{\frac{k-1}{2}-b_{1}}}{\prod_{i=b_{1}+1}^{b} a_{i}} \leqslant C(k-1)^{\left(\frac{k-1}{2}-b\right)} .
$$

In the first equality we used the fact that $a_{1}=\cdots=a_{b_{1}}=2$ and the definition of the double factorial. In the next equality we expanded the factorial and in the last inequality we used the fact that $a_{i} \geqslant 3$ for $i>b_{1}$.
Now, for the second term, we compare the number of possible choices for $\ell$ indices.

$$
\frac{\left(n_{0}-(1+(k-1) q)!\right.}{\left(n_{0}-\left(1+b+\frac{k-1}{2}(2 q-1)\right)\right)!} \leqslant \frac{1}{n_{0}^{\frac{k-1}{2}-b}} e^{-\frac{C(k q)^{2}}{N}}
$$

Finally, the last term in the summand corresponds to the different moments we obtain since only variances intervene in the leading contribution while higher moments can appear inside the niche $\left\{i_{1}, j_{1}\right\}$,

$$
\begin{equation*}
\frac{\prod_{b_{1}+1}^{b} \mathrm{E}\left|W_{11}\right|^{a_{p}} \mathrm{E}\left|X_{11}\right|^{a_{p}}}{\left(\sigma_{w} \sigma_{x}\right)^{2\left(\frac{k-1}{2}-b_{1}\right)}} \leqslant \frac{A^{2 \sum_{i \geqslant b_{1}+1} a_{i}}}{\prod_{i \geqslant b_{1}+1} \sigma_{w}^{a_{i}} \sigma_{x}^{a_{i}}}=\left(\frac{A^{4}}{\sigma_{w}^{2} \sigma_{x}^{2}}\right)^{\frac{k-1}{2}-b_{1}} \tag{2.3.8}
\end{equation*}
$$

Now that the terms in the summand are bounded, we need to bound the combinatorial factor coming from the sums, we can do that in the following way

$$
\sum_{\substack{b_{1}=1}}^{b-1} \sum_{\substack{a_{b_{1}+1}, \ldots, a_{b} \geqslant 3 \\ \sum a_{j}=k-1-2 b_{1}}} \leqslant \sum_{b_{1}=1}^{b-1}\binom{k-1-3 b-b_{1}+b-b_{1}-1}{b-b_{1}-1} \leqslant \sum_{b_{1}=1}^{b-1}(k-1)^{k-1-3 b+b_{1}} \leqslant(k-1)^{2\left(\frac{k-1}{2}-b\right)}
$$

where we used in the first inequality that $\sum_{j}\left(a_{j}-3\right)=k-1-2 b_{1}-3\left(b-b_{1}\right)$. Finally, putting all these contributions together, we obtained the following comparison between $E_{q}^{(2)}$ and $E_{q}$,

$$
\begin{equation*}
\frac{E_{q}^{(2)}}{E_{q}} \leqslant \sum_{b=1}^{\frac{k-1}{2}-1}\left(\frac{C A^{4}}{\sigma_{w}^{2} \sigma_{x}^{2}} \frac{(k-1)^{3}}{n_{0}}\right)^{3\left(\frac{k-1}{2}-b\right)}=\mathcal{O}\left(\frac{C k^{3}}{n_{0}}\right) \tag{2.3.9}
\end{equation*}
$$

Since we have that $k^{3}=o\left(n_{0}\right)$. Note that we supposed here that we have a perfect matching in all other niches and a single cycle to compute the contribution on the moments. This is not mandatory for the computation and we would just get a contribution of even smaller order in this case.

There are identifications between matchings from different niches Assume there are identifications between matchings of different niches. If the niches are not adjacent then such matchings would not increase the moments of the entries of $W$ or $X$. However, matchings between adjacent niches may result into moments of higher order of the entries instead of the variance. We can then perform the same analysis as the previous one where we replace $k-1$ (the remaining indices after the choice of the cycle in one niche) to $2 k-2$ corresponding to the number of vertices of two adjacent niches. And we recover the same order for the error as in (2.3.9).

There are identifications between the cycle and perfect matchings inside niches. We will now bound the contribution of possible identifications between the cycle parcouring every niche and the other $\ell$ indices. Suppose that these identifications happen in $d$ niches, and for $p \in\{1, \ldots, d\}$, we identify the index from the cycle with $2 b_{p}$ blue vertices from the niche. Note that we take an even number of identifications. Indeed if we would have an odd number, in order to obtain a non-vanishing term, we would need to either create another cycle or perform more identifications inside the niches. These possibilities are bounded by the two previous considerations. Thus, we can bound the contribution in the following way

$$
\begin{aligned}
& \frac{E_{q}^{(3)}}{E_{q}}=\sum_{d=1}^{2 q} \sum_{b_{1}, \ldots, b_{d}=1}^{\frac{k-1}{2}}\binom{2 q}{d}\left[\prod_{p=1}^{d}\binom{k-1}{b_{p}}\right] \prod_{i=1}^{d} \mathbb{E}\left|W_{11}\right|^{2+2 b_{p}} \mathbb{E}\left|X_{11}\right|^{2+2 b_{p}} \times \\
& \times \frac{((k-1)!!)^{2 q-d} \prod_{p=1}^{d}\left(\left(k-2 b_{p}-1\right)!!\right)}{n_{0}^{\sum_{p=1}^{d} b_{p}}((k-1)!!)^{2 q}\left(\sigma_{w} \sigma_{x}\right)^{2 d+\sum_{p=1}^{d} 2 b_{p}}} .
\end{aligned}
$$

This comes from the choices of the niches and the identifications we will do in each niche, the perfect matchings we perform in the other niches. Finally, we suppose that we perform perfect matchings in the rest of the $d$ niches. Firstly, we can use the bounds

$$
\begin{equation*}
\prod_{p=1}^{d} \frac{1}{b_{p}!} \leqslant 1, \quad \prod_{i=1}^{d} \mathbb{E}\left|W_{11}\right|^{2+2 b_{p}} \mathbb{E}\left|X_{11}\right|^{2+2 b_{p}} \leqslant A^{4 d+4 \sum b_{p}} \quad \text { and } \quad \frac{(k-1)!!^{2 q-d} \prod_{p=1}^{d}\left(k-1-2 b_{p}\right)!!}{(k-1)!!2 q} \leqslant 1 . \tag{2.3.10}
\end{equation*}
$$

Using these bound we obtain that

$$
\frac{E_{q}^{(3)}}{E_{q}} \leqslant \sum_{d=1}^{2 q}\binom{2 q}{d}\left(\frac{A^{4}}{\sigma_{w}^{2} \sigma_{x}^{2}}\right)^{d} \sum_{b_{1}, \ldots, b_{p}=1}^{\frac{k-1}{2}}\left(\frac{A^{4}(k-1)}{2 \sigma_{w}^{2} \sigma_{x}^{2} n_{0}}\right)^{\sum b_{p}}=\sum_{d=1}^{2 q}\binom{2 q}{d}\left(\frac{A^{4}}{\sigma_{w} \sigma_{x}} \sum_{b=1}^{\frac{k-1}{2}}\left(\frac{A^{4}(k-1)}{2 \sigma_{w}^{2} \sigma_{x}^{2} n_{0}}\right)^{b}\right)^{d}
$$

Now since we have that $k \ll n_{0}$, we obtain that

$$
\frac{E_{q}^{(3)}}{E_{q}}=\mathcal{O}\left(\frac{C k}{n_{0}}\right)
$$

## Contribution of general admissible graphs

We will now suppose that there are $I_{i}$ identifications between the vertices indexed by $i$ labels and $I_{j}$ identifications between the vertices indexed by $j$ labels. Note that by our definition, such a graph is admissible if and only if it consists of $I_{i}+I_{j}+1$ cycles. See for example Figures 2.5 a and 2.5 b . As we saw earlier in the case of a simple cycle, the case of a cycle of size 1 has to be considered separately, thus we also suppose that the number of cycles of size 1 is given as a parameter $b$.

We can do a similar analysis in the case of general admissible graphs because we can realize blue identifications inside each cycle as they are well defined. Indeed, our red admissible graph being a cactus tree, in other words a tree of cycles, there is no ambiguity to define our red cycles. For instance, compare Figures 2.5 a and 2.5 b with Figure 2.5c where there are several possible choices of cycles. Thus, if we denote $\mathcal{A}\left(q, I_{i}, I_{j}, b\right)$ the number of admissible graphs with $2 q$ red edges, with $I_{i} i$-identifications and $I_{j} j$-identifications and with $b$ cycles of size 1 , we can write the contribution coming from all ad-


Figure 2.5: Examples of admissible and non-admissible graphs
missible graphs as

$$
\begin{aligned}
E_{q}^{\prime}(k)=\frac{1+o(1)}{n_{1} m^{q} n_{0}^{k q}} \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \frac{n_{1}!}{\left(n_{1}-q+I_{i}\right)!} & \frac{m!}{\left(m-q+I_{j}\right)!} \times \\
& \times \mathcal{A}\left(k, q, I_{i}, I_{j}, b\right) \theta_{1}^{b}(f) n_{0}^{k b} \theta_{2}^{q-b}(f) n_{0}^{(k-1)(q-b)+I_{i}+I_{j}+1-b}
\end{aligned}
$$

Looking at the first order in the equation we obtain the following

$$
E_{q}^{\prime}(k)=\sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}(f)^{b} \theta_{2}(f)^{q-b} \psi^{I_{i}+1-q} \phi^{I_{j}}(1+o(1)) .
$$

Note that the same error terms arise as before due to additional possible identifications: their contribution is then negligible as before as soon as matchings are still performed inside each cycle. Another contribution may arise actually due to an $i$-identification or a $j$-identification. One indeed has to check that performing cross-cycle blue identifications is subleading.
Suppose, we are around an $i$-identification as in Figure 2.6, these blue edges will match entries of $W$ to get a non-vanishing moments. However, in order to match the corresponding $X$ entries, some new identifications are needed. Either inside a niche, the matching is not a perfect matching and we have a lower order as in (2.3.9) or one has a cycle going along two cycles instead of two separate cycles, it consists of identifying two blue cycles and thus losing an order of $n_{0}$.


Figure 2.6: Subleading blue identifications around an $i$-identification

## Contribution from non-admissible graphs

In this subsection we will control the contribution of non-admissible graphs which we denote $E_{q}^{(N A)}$
To explain how we proceed we first come back to admissible graphs. An admissible graph can be encoded into a rooted tree $T=(V, E)$ as follows. Consider such a tree: one replaces each edge with a cycle of length $2 L$ with $L \geqslant 1$ though one may have to choose where cycles are identified along a cycle. These cycles will be called the fundamental cycles, they correspond to the cycles where we will perform a matching on the blue vertices. Note that in this case, we have the identity

$$
I_{i}+I_{j}+1=\sum_{v \in V}(d(v)-1)+1=2|E|-|V|+1=|E|
$$

where $d(v)$ denotes the degree of the vertex $v$ in the tree and we used the fact that $|V|=|E|+1$ and $\sum_{v \in V} d(v)=2|E|$. In other words, this previous identity means that the total number of fundamental cycles in an admissible graph is given by $I_{i}+I_{j}+1$.

A non-admissible graph can be encoded in a similar fashion but in a more complicated way. Indeed, we need to now consider a multigraph $G=\left(V, E_{1}, E_{2}\right)$ where $E_{1}$ denotes the set of single edges and $E_{2}$ the set of multiple edges and perform the same construction where each edge corresponds to a cycle of a certain length. We will first consider $E=\left\{E_{1}, E_{2}\right\}$ the set of all edges where we removed the multiplicity of each edge so that $G^{\prime}=(V, E)$ is now a graph. Now, if we denote the surplus $s\left(G^{\prime}\right)$ to be the minimal number of edges we need to remove to $G^{\prime}$ in order to obtain a tree, we see that $s\left(G^{\prime}\right)=I_{i}+I_{j}+1-|E|$.

The problem with non-admissible graphs is the fact that there are multiple ways to determine fundamental cycles. Thus, we will count the number of non-admissible graphs labeled by its fundamental cycles. First note that if we know which are the fundamental cycles in our non-admissible graph, we can simply see it as an admissible graph with additional identifications, we can then consider such an admissible graph. It can then be obtained in the following way and see Figure 2.7 for an illustration:

Consider the tree $T$ encoding the admissible graph, we can then choose two edges and glue them together in the sense of identifying one vertex of one edge to one of the other. This performed an additional identification in the initial graph and will encode a non-admissible graph. Now, while these two cycles (corresponding to these two edges) are identified at an additional vertex, there could be more identifications for the same two cycles by choosing additional vertices in each cycle to be again identified. So finally doing this step a single time, the number of possible ways to choose two cycles which are then identified at $r$ pairs of vertices is at most:

$$
\begin{equation*}
C\binom{E}{2}(2 q)^{r} \leqslant q^{r+2} \tag{2.3.11}
\end{equation*}
$$

Since we need to choose two edges and then two vertices. However, see that we lose a power of $n_{1}$ (or $m$ ) for each additional identification as we lose a choice of index without gaining a cycle. This is a $o(1)$ for $q^{3} \ll n_{0}$ and doing this step multiple times will just lower the order. Finally, the number of non-admissible graphs labeled by its fundamental cycles and weighted by $n_{1}^{a}$ where $a$ is the number of additional identifications is $\mathcal{O}\left(q^{3} / n_{0}\right)$ times the number of admissible graphs with the same fundamental cycles.

Now, once the fundamental cycles are identified, cross identifications between blue edges from distinct niches (or fundamental cycles) are subleading unless in the following case: there are multiple cycles of length 2. For these multiple cycles of length 2 , we have $p k b l u e$ vertices to match together where $p$ is the number of these cycles. While the leading order is given by performing a perfect matching between these vertices such as in Figure 2.8, we can do any kind of matching and use the similar analysis we did for (2.3.9). Suppose that we have an identification between $a_{1}, \ldots, a_{b}$ entries


Figure 2.7: In the first picture we represent an admissible graph with its encoding tree. The two dashed lines correspond to the two edges we will glue together. The second graph correspond to the glued tree which is not a tree anymore since we created a cycle. Now the last step consists in choosing the number of identifications we want to make between the two cycles, here we have three total identifications. We keep the encoding graph to see what the choices of fundamental cycles are for this non-admissible graph. Note that we only represented the red vertices which join two cycles together but there are more red vertices inside each cycle.
such that $a_{1}+\cdots+a_{b}=p k$. For ease we suppose that $a_{1}=\cdots=a_{b_{1}}=2$ and $a_{b_{1}+1}, \ldots, a_{b}>2$ for some $b_{1} \in \llbracket 1, b-1 \rrbracket$, then we can bound the contribution by

$$
\begin{equation*}
\sum_{p=2}^{q} \sum_{b=1}^{\frac{m(e) k}{2}} \frac{1}{n_{0}^{p-1}} \sum_{\substack{b_{1}=1}}^{b} \sum_{\substack{a_{b_{1}+1, \ldots, a_{b}>2} \\ \sum a_{i}=p k-2 b_{i}}} \frac{(p k)!}{((2 k)!!)^{p / 2} b!\prod_{i=b_{1}+1}^{b} a_{i}} \frac{n_{0}^{b} \prod_{i=b_{1}+1}^{b} \mathbb{E}\left|W_{11}\right|^{\mid a_{i}} \mathbb{E}\left|X_{11}\right|^{a_{i}}}{n_{0}^{k p / 2}\left(\sigma_{w}^{2} \sigma_{x}^{2}\right)^{k p / 2-b}} \tag{2.3.12}
\end{equation*}
$$

The factor of $n_{0}^{1-p}$ comes from the additional identifications between $i$ 's and $j$ 's in order to obtain a multiple edge. For instance in Figure 2.8 we have less identifications in the admissible graph than in the corresponding non-admissible graph. The first term in the summand consists in comparing the different possible matchings to performing a perfect matching in every single cycle and we can bound from above by

$$
\frac{(p k)!}{((2 k)!!)^{p / 2} b!\prod_{i=b_{1}+1}^{b} a_{i}} \leqslant(C p)^{k p}
$$

The second term now comes from the number of $\ell$ indices chosen and the ratio of moments and we bound it in the same way as in (2.3.9),

$$
\frac{\prod_{b_{1}+1}^{b} \mathbb{E}\left|W_{11}\right|^{a_{p}} \mathbb{E}\left|X_{11}\right|^{a_{p}}}{n_{0}^{k p / 2-b}\left(\sigma_{w} \sigma_{x}\right)^{2(k p / 2-b)}} \leqslant \frac{A^{2 \sum_{i \geqslant b_{1}+1} a_{i}}}{n_{0}^{k p / 2-b} \prod_{i \geqslant b_{1}+1} \sigma_{w}^{a_{i}} \sigma_{x}^{a_{i}}}=\left(\frac{A^{4}}{n_{0} \sigma_{w}^{2} \sigma_{x}^{2}}\right)^{\frac{k p}{2}-b} .
$$

Also in the same way as in (2.3.9), we can bound the combinatorial factor coming from the sums as

$$
\sum_{\substack{b_{1}=1 \\ b}} \sum_{\substack{a_{b_{1}+1}, \ldots, a_{b}>2 \\ \sum a_{i}=p k-2 b_{i}}} \leqslant(m(e) k)^{2\left(\frac{p k}{2}-b\right)} .
$$

Finally, putting all the contribution together we have

$$
\begin{equation*}
n_{0} \sum_{p=2}^{q}\left(\frac{C p^{k}}{n_{0}}\right)^{p} \sum_{b=1}^{p k / 2}\left(\frac{A^{4} p^{2} k^{2}}{n_{0} \sigma_{w}^{2} \sigma_{x}^{2}}\right)^{\frac{k p}{2}-b}=\mathcal{O}\left(\frac{q^{2 k}}{n_{0}}\right) \tag{2.3.13}
\end{equation*}
$$

where we used the fact that the leading order comes from the fact that $b=\frac{k m(e)}{2}$.


Figure 2.8: Different behavior between an admissible graph and a multiple edge.

Thus, the total contribution for non admissible graph, by combining the choices of fundamental cycles (2.3.11) and the combinatorial change coming from multiple single cycles (2.3.13) we obtain a total contribution of

$$
\begin{equation*}
\frac{E_{q}^{(\mathrm{NA})}}{E_{q}}=\mathcal{O}\left(\frac{q^{3}\left(1+q^{2 k}\right)}{n_{0}}\right) \tag{2.3.14}
\end{equation*}
$$

### 2.3.2. Case where $f$ is a monomial of even degree

In the case of an even monomial we center the function $f$, to do so we substract a constant given by the corresponding expectation. We will then consider centered monomial of the form

$$
f(x)=\frac{x^{k}-k!!}{k!} \quad \text { so that } \quad \theta_{1}(f)=\frac{\left(\sigma_{w} \sigma_{x}\right)^{2 k}}{(k!)^{2}}\left((2 k)!!-(k!!)^{2}\right) \quad \text { and } \quad \theta_{2}(f)=0
$$

Here, the fact that $\theta_{2}(f)$ vanishes means that all admissible graphs which have at least one cycle of size greater than 1 will be subleading so that we will see admissible graphs consisting only in cycles of size 1 such as Figure 2.5b for instance.

Note that we have seen earlier that we can write

$$
\mathbb{E}\left[\frac{1}{k!}\left(\frac{(W X)_{i j}}{\sqrt{n_{0}}}\right)^{k}\right]=\frac{1}{n_{0}^{k / 2} k!} \mathbb{E} \sum_{\ell_{1}, \ldots, \ell_{k}=1}^{n_{0}} \prod_{p=1}^{k} W_{i \ell_{p}} X_{\ell_{p} j}=\frac{k!!}{k!}\left(\sigma_{w} \sigma_{x}\right)^{k}\left(1+\mathcal{O}\left(\frac{1}{n_{0}}\right)\right)
$$

Thus, by developing the tracial moments of $M$ we obtain the following formula,

$$
\begin{align*}
& \frac{1}{n_{1}} \mathbb{E}\left[\operatorname{Tr} M^{q}\right]=\left(1+\mathcal{O}\left(\frac{1}{n_{0}}\right)\right) \frac{1}{n_{1} m^{q}} \mathbb{E} \sum_{i_{1}, \ldots, i_{q}}^{n_{1}} \sum_{j_{1}, \ldots, j_{q}}^{m}\left[\frac{1}{n_{0}^{k q}(k!)^{2 q}} \sum_{\ell_{1}^{1}, \ldots \ell_{k}^{1}}^{n_{0}} \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{1}} X_{\ell_{p}^{1} j_{1}} \times\right. \\
&\left.\times \prod_{p=1}^{k} W_{i_{2} \ell_{p}^{2}} X_{\ell_{p}^{2} j_{1}} \cdots \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{2 q}} X_{\ell_{p}^{2 q} j_{q}}-c_{0}^{2 q}\right] \tag{2.3.15}
\end{align*}
$$

Note that we can actually write $c_{0}$ as a sum over possible admissible graphs, where blue vertices form a perfect matching in each niche as in Figure 2.9a. Note that this is now possible since each niche contains an even number of vertices. Thus at the first order, we can write

$$
c_{0}^{2 q}=\left(1+\mathcal{O}\left(\frac{1}{n_{0}}\right)\right) \mathbb{E} \sum_{\substack{\ell_{1}^{1}, \ldots \ell_{k}^{1} \\ \ell_{k}^{2 q} \ldots \ldots \ell_{k}^{q} \\ \text { forman } \\ \text { matching in iect each } \\ \text { niche }}}^{n_{0}} \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{1_{1}}} X_{\ell_{p}^{1} j_{1}} \prod_{p=1}^{k} W_{i_{2} \ell_{p}^{2}} X_{\ell_{p}^{2} j_{1}} \cdots \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{2 q}} X_{\ell_{p}^{2 q} j_{q}}
$$


(a) Leading order graph before centering

(b) Leading order graph after centering.

We can then see that the graphs corresponding to the expectation are the admissible graphs where blue vertices make a perfect matching inside each niche. Thus the leading order graphs after centering will be those which have two cycles between the niches and a perfect matching with the rest of the vertices in each niche as in Figure 2.9b or additional identifications inside niches. Note that this comes from the fact that we want to maximize the number of distinct $\ell$-indices and the previous subsection, since we have seen that adding more cycles or not doing perfect matchings in the niches are subleading. In the same way we will first see the contribution of one red cycle on the moments to then deduce the contribution of all admissible graphs. Thus we find that, in the case of a cycle with $2 q$ vertices for $q>1$,

$$
\begin{aligned}
E_{q}(k)= & \frac{1}{n_{0}^{q-1}}\left(\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)(k-2)!!\right)^{2 q} \psi^{1-q}+o\left(\frac{\hat{\theta_{2}}(f)}{n_{0}^{q-1}}\right)=\frac{1}{n_{0}^{q-1}} \hat{\theta}_{2}(f)^{q} \psi^{1-q}+\mathcal{O}\left(\frac{\hat{\theta_{2}}(f)}{n_{0}^{q-1}}\right) \\
& \text { with } \hat{\theta}_{2}(f)=\left(\frac{\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)(k-2)!!}{k!}\right)^{2}=\left(\sigma_{w} \sigma_{x} \int f^{\prime \prime}\left(\sigma_{x} \sigma_{x} x\right) \frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}} \mathrm{~d} x\right)^{2}
\end{aligned}
$$

In this case, we obtain $(k-2) q+2$ distinct $\ell$-indices. See that in the leading order before centering we would obtain $k q$ distinct indices as we perform a perfect matching in every niche. Since such identifications are forbidden by the centering, if we do not create a cycle between niches but identify blue vertices inside the same niche we can only obtain at most $(k-4) q+2 q$ distinct indices which is of lower order than Figure 2.9b. Now if we only create one cycle, we need to perform at least identifications between three vertices in each niche since we would have an odd number of blue vertices left and the number of distinct indices becomes at most $(k-4) q+2 q+1$ which is also of lower order than Figure 2.9b. Thus we can summarize the distinct subleading behaviors as the following

Two cycles: at most $k-2 q+2$ distinct indices.
One cycle: at most $k-2 q+1$ distinct indices.
No cycle: at most $k-2 q$ distinct indices.
See that the contribution of a red cycle of size greater than 2 for $f$ being an even monomial is of smaller order than when it is an odd monomial. Now, in the same way, the case of a simple cycle with 2 vertices is slightly different because of the centering. Indeed, the centering prevents the graphs from performing a perfect matching inside each niche, thus at least one (thus two) vertices has to be connected to the other niche. Note also that any perfect matching where the two niches are connected is of the same order, thus we obtain for the leading order

$$
E_{1}(k)=\frac{\left(\sigma_{w} \sigma_{x}\right)^{2 k}}{(k!)^{2}}\left((2 k)!!-(k!!)^{2}\right)+\mathcal{O}\left(\frac{(2 k-2)!!k^{2}}{(k!)^{2} n_{0}}\right)=\theta_{1}(f)+\mathcal{O}\left(\frac{(2 k-2)!!k^{2}}{(k!)^{2} n_{0}}\right) .
$$



Figure 2.10: Contribution in the case $q=1$ for an even monomial.
For the general case of admissible graphs with possible identifications, we can do similar computations as those in the previous subsection by seeing that the contribution is just a product over the different cycles. Thus, the leading order of a $q$-moment, corresponding to the admissible graphs with $2 q$ edges can be written as

$$
\begin{aligned}
& E_{q}(k)=\frac{1+p(1)}{n_{1} m^{q} n_{0}^{k q}} \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \frac{n_{1}!}{\left(n-q+I_{i}\right)!} \frac{m!}{\left(m-q+I_{j}\right)!} \times \\
& \times \mathcal{A}\left(q, k, I_{i}, I_{j}, b\right) \theta_{1}(f)^{b} n_{0}^{k b} \hat{\theta}_{2}(f)^{q-b} n_{0}^{2\left(I_{i}+I_{j}+1-b\right)+(k-2)(q-b)}
\end{aligned}
$$

which gives asymptotically,

$$
\begin{aligned}
E_{q}(k) & =(1+o(1)) \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \frac{\mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}(f)^{b} \hat{\theta}_{2}(f)^{q-b} \phi^{I_{j}} \psi^{I_{i}+1-q}}{n_{0}^{q-\left(I_{i}+I_{j}+1\right)}} \\
& =(1+o(1)) \sum_{\substack{I_{i}, I_{j}=0 \\
I_{i}+I_{j}+1=q}} \mathcal{A}\left(q, I_{i}, I_{j}, I_{i}+I_{j}+1\right) \theta_{1}(f)^{I_{i}+I_{j}+1} \phi^{I_{j}} \psi^{I_{i}+1-q} \\
& =(1+o(1)) \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}(f)^{b} \theta_{2}(f)^{q-b} \psi^{I_{i}+1-q} \phi^{I_{j}}
\end{aligned}
$$

where we used in the last equality the fact that $\theta_{2}(f)=0$ in order to retrieve the expression (2.3.2). Note again that we did not give here all the errors since we have computed them in the previous subsection, the case of even monomials can be done similarly. Thus we can see that only the graphs which corresponds to a tree of simple cycles contribute to the moments.

Note that there is no difference for the study of non-admissible graphs as it only concerns red vertices while the polynomial involves only blue vertices.

### 2.3.3. Case where $f$ is a polynomial

We will now suppose that we can write

$$
f(x)=\sum_{k=1}^{K} a_{k} f_{k}(x) \quad \text { with } \quad f_{k}(x)=\frac{x^{k}-k!!\mathbb{1}_{k} \text { even }}{k!} \quad \text { and } \quad \sup _{k \in \llbracket 1, K \rrbracket}\left|a_{k}\right| \leqslant C^{k} \quad \text { for some } C .
$$

In particular, our parameters are in this case

$$
\begin{aligned}
& \theta_{1}(f)= \sum_{\substack{k_{1}, k_{2}=1 \\
k_{1}+k_{2} \text { even }}}^{K} \frac{a_{k_{1}} a_{k_{2}}\left(\sigma_{w} \sigma_{x}\right)^{k_{1}+k_{2}}\left(\left(k_{1}+k_{2}\right)!!-k_{1}!!k_{2}!!1_{k_{1} \text { even }}\right)}{k_{1}!k_{2}!} \\
& \theta_{2}(f)=\left(\sum_{k=1}^{K} \frac{a_{k}\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)!!1_{k o d d}}{k!}\right)^{2}
\end{aligned}
$$

Note that for any polynomial, by expanding the moment as in (2.3.5), we have to compute the following quantity, for any $k_{1}, \ldots, k_{2 q}$ integers,

$$
\begin{align*}
\frac{1}{n_{1}} \mathbb{E}\left[\operatorname{Tr} M^{q}\right]= & \sum_{k_{1}, \ldots, k_{2 q}=1}^{K} \frac{a_{k_{1}} \ldots a_{k_{2 q}}}{n_{1} m^{q} \prod_{i=1}^{2 q} k_{i}!} \times \\
& \times \mathbb{E} \sum_{i_{1}, \ldots, i_{q}}^{n_{1}} \sum_{j_{1}, \ldots, j_{q}}^{m} \sum_{\ell_{1}^{1}, \ldots \ell_{k}^{1}}^{n_{0}} f_{k_{1}}\left(\frac{W X}{\sqrt{n_{0}}}\right)_{i_{1} j_{1}} f_{k_{2}}\left(\frac{W X}{\sqrt{n_{0}}}\right)_{i_{2} j_{1}} \ldots f_{k_{2 q}}\left(\frac{W X}{\sqrt{n_{0}}}\right)_{i_{1} j_{q}} \tag{2.3.16}
\end{align*}
$$

In order to compute the dominant term of this moment, first note that the centering creates disparity between even and odd monomials. Indeed, if we consider one red cycle, we now have $2 q$ niches of different sizes, namely $k_{1}, \ldots, k_{2 q}$. We will first bound these moments in order to see that, in each cycle, the niches with an even number of vertices are subleading so that the dominant term in the asymptotic expansion of the moment corresponds to admissible graphs with only odd niches when expanding the polynomial.


Figure 2.11: Admissible graph in the case of a polynomial with $\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=(4,3,2,5)$.

The behavior in a cycle can be understood as follows: there has to be at least one cycle between in each niche for the odd or the centered even niches. Now, in each odd niche, we saw that the dominant term is to realize a perfect matching in the $k_{i}-1$ vertices remaining in the niche from (2.3.9). However, in the even niches, since there is already a cycle, there remains an odd number of vertices to be matched either with an existing cycle or a matching and the leading order is to perform a perfect matching in the $k_{i}-2$ remaining vertices. Thus we obtain, if we consider the number of choices of indices for red and blue vertices in one configuration $k_{1}, \ldots, k_{2 q}$ denoted $C\left(k_{1}, \ldots, k_{2 q}\right)$,

$$
C\left(k_{1}, \ldots, k_{2 q}\right)=\frac{n_{0}^{-\sum_{i=1}^{2 q} \frac{k_{i}}{2}}}{n_{1} m^{q}} n_{1}^{q} m^{q} n_{0}^{1+\sum_{k_{i} \text { odd }} \frac{k_{i}-1}{2}+\sum_{k_{i} \text { even }} \frac{k_{i}-2}{2}}=\frac{\psi^{1-q}}{n_{0}^{\frac{\# k_{i} \mathrm{even}}{2}}}
$$

This contribution can be understood in the following way, we have the normalization and then we have to choose the $q i$-indices, the $q j$-indices, the $\ell$-index coming from the cycle, if the niche consists of an odd monomial we perform a perfect matching in the rest of the niche, if it is an even monomial we can only perform a perfect matching on $\left(k_{i}-2\right) / 2$ of the remaining vertices as we need to match one vertex elsewhere by the centering. Thus, if we consider the contribution of cycles of size $q>1$ for the
polynomial $P=\sum \frac{a_{k}}{k!}\left(X^{k}-k!!1_{k \text { even }}\right)$, we get the following asymptotic expansion for the moments

$$
\begin{aligned}
(2.3 .16) & =\frac{1+\mathcal{O}\left(\frac{1}{\sqrt{n_{0}}}\right)}{n_{1} m^{q}} \sum_{\substack{k_{1}, \ldots, k_{2 q} \\
k_{i} \text { odd }}}\left[\prod_{i=1}^{2 q} \frac{a_{k_{i}}}{k_{i}!}\right] \frac{1}{\sum_{0}^{\sum_{i, k_{i} \text { odd }} \frac{k_{i}}{2}}} n_{1}^{q} m^{q} n_{0}^{1+\sum_{i, k_{i} \text { odd }}^{\frac{k_{i}-1}{2}} \prod_{i, k_{i} \text { odd }}\left(\sigma_{w} \sigma_{x}\right)^{k_{i}} k_{i}\left(k_{i}-1\right)!!} \\
& =\psi^{1-q}\left(\sum_{k \text { odd }} a_{k}\left(\sigma_{w} \sigma_{x}\right)^{k} k(k-1)!!\right)^{2 q}\left(1+\mathcal{O}\left(\frac{1}{\sqrt{n_{0}}}\right)\right)=\psi^{1-q} \theta_{2}^{q}(f)+\mathcal{O}\left(\frac{\theta_{2}^{q}(f)}{\sqrt{n_{0}}}\right),
\end{aligned}
$$

as we now explain, in the case of a cycle consisting of two edges decorated by $k_{1}$ and $k_{2}$ blue vertices, there are three different possibilities:
(i) $k_{1}$ and $k_{2}$ are odd: $\left(\sigma_{x} \sigma_{w}\right)^{k_{1}+k_{2}}\left(k_{1}+k_{2}\right)$ !!.
(ii) $k_{1}$ and $k_{2}$ are even: $\left(\sigma_{w} \sigma_{x}\right)^{k_{1}+k_{2}}\left(\left(k_{1}+k_{2}\right)!!-k_{1}!!k_{2}!!\right)$.
(iii) $k_{1}$ is even and $k_{2}$ is odd: the leading term in the asymptotic expansion is of order $n_{0}^{-1 / 2}$. Thus, the 1-moment for $f$ a polynomial is

$$
\begin{array}{r}
\sum_{\substack{k_{1}, k_{2}=1 \\
k_{1}+k_{2} \text { even }}}^{K}\left(\frac{a_{k_{1}} a_{k_{2}}}{k_{1}!k_{2}!}\left(\sigma_{w} \sigma_{x}\right)^{k_{1}+k_{2}}\left(\left(k_{1}+k_{2}\right)!!-k_{1}!!k_{2}!!1_{k_{1} \text { even }}\right)+\mathcal{O}\left(\frac{\left(k_{1}+k_{2}\right)\left(k_{1}+k_{2}-1\right)!!}{\sqrt{n_{0} k_{1}!k_{2}!}}\right)\right) \\
=\theta_{1}(f)+\mathcal{O}\left(\frac{K}{\sqrt{n_{0}}}\right)
\end{array}
$$

where we used the fact that for any $k_{1}$ and $k_{2},\left(k_{1}+k_{2}\right)!!/\left(k_{1}!k_{2}!\right)$ is bounded. While these analysis work in the case of a single cycle, we can do the same generalization to any admissible graphs as before. Thus we get the following $q$-moment in the case of a polynomial

$$
m_{q}:=\frac{1}{n_{1}} \mathbb{E}\left[\operatorname{Tr} M^{q}\right]=(1+o(1)) \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}^{b}(f) \theta_{2}^{q-b}(f) \psi^{I_{i}+1-q} \phi^{I_{j}} .
$$

### 2.3.4. Convergence of moments in probability

In the previous subsection, we proved convergence of the expected moments of the empirical eigenvalue distribution. In order to prove convergence of the actual moments of this distribution we will do as in the proof of Wigner's theorem.
Lemma 2.3.4. Let $f(x)=\sum_{k}^{K} a_{k} x^{k}$ be a polynomial activation function and consider the associated matrix $M$ with enpirical eigenvalue distribution $\mu_{n_{1}}$. Denote by $m_{q}$ th moments

$$
m_{q}=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \lambda_{i}^{q}=\frac{1}{n_{1}} \operatorname{Tr} M^{q} \quad \text { and } \quad \bar{m}_{q}=\mathbb{E}\left[m_{q}\right]
$$

we then have, for any $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|m_{q}-\bar{m}_{q}\right|>\varepsilon\right) \underset{n_{1} \rightarrow \infty}{ } 0 \tag{2.3.17}
\end{equation*}
$$

Actually, we even have that

$$
\operatorname{Var} m_{q}=\mathcal{O}\left(\frac{\left(q^{2} K^{2}+q^{4}\right) C^{q}}{n_{1}^{2}}\right)
$$

for some constant $C$.

Proof. We can write the variance of the moments in the following way

$$
\operatorname{Var} m_{q}=\mathbb{E}\left[\left(\frac{1}{n_{1}} \operatorname{Tr} M^{q}\right)^{2}\right]-\bar{m}_{q}^{2}=\frac{1}{n_{1}^{2}} \sum_{\mathcal{G}_{1}, \mathcal{G}_{2}} \sum_{\ell_{1}, \ell_{2}} \mathbb{E}\left[M_{\mathcal{G}_{1}}\left(\boldsymbol{\ell}_{\mathbf{1}}\right) M_{\mathcal{G}_{2}}\left(\ell_{\mathbf{2}}\right)\right]-\mathbb{E}\left[M_{\mathcal{G}_{1}}\left(\ell_{\mathbf{1}}\right)\right] \mathbb{E}\left[M_{\mathcal{G}_{2}}\left(\ell_{\mathbf{2}}\right)\right]
$$

with $\mathcal{G}_{p}=\left(G_{p}, \mathbf{i}_{\mathbf{p}}, \mathbf{j}_{\mathbf{p}}\right)$ are labeled graphs with the $i$-labels and $j$-labels given respectively by $\mathbf{i}_{\mathbf{p}}, \mathbf{j}_{\mathbf{p}}$. For a given labeled graph $\mathcal{G}=(G, \mathbf{i}, \mathbf{j})$ and a matching $\ell$, the notation $M_{\mathcal{G}}(\boldsymbol{\ell})$ corresponds to the following product after expansion

$$
M_{\mathcal{G}}(\ell)=\sum_{k_{1}, \ldots, k_{2 q}=1}^{K} \frac{a_{k_{1}} \ldots a_{k_{2 q}}}{m^{q} \sum_{0}^{\sum_{i} k_{i} / 2}} \prod_{p=1}^{k_{1}} W_{i_{1} \ell_{p}^{1}} X_{\ell_{p}^{1} j_{1}} \prod_{p=1}^{k_{2}} W_{i_{2} \ell_{p}^{2}} X_{\ell_{p}^{2} j_{1}} \cdots \prod_{p=1}^{k_{2 q}} W_{i_{1} \ell_{p}^{2 q}} X_{\ell_{p}^{2 q} j_{q}} .
$$

Now, note that the shape of the graph and the possible expansion of the polynomial $f$ does not depend on $n_{0}, n_{1}$ or $m$. See also that the previous considerations still hold and the dominant term can only be given by admissible graphs where the polynomial expansion consist only of odd monomials.

By independence of the matrix entries $W$ and $X$ and by the definition of the variance as a sum on pairs of graphs, we only need to consider graphs $\mathcal{G}_{1}, \mathcal{G}_{2}$ which share a common edge $X_{\ell j}$ or $W_{i \ell}$ for some $i, j$, and $\ell$. Suppose that $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ have $2 q$ edges. For simplicity and to explain the computation we will suppose that they are both a cycle and $f$ is an odd monomial $x^{k}$. Note that the generalization comes from the fact that admissible graph are a tree of cycles and non-admissible graphs are of lower order from (2.3.14). If we suppose that the coincidence between the two graphs comes from an $i$-label and a $\ell$-label, in other words an entry $W_{i \ell}$, we have different possibilities.

The first case consists in taking the two red cycles and attaching them at a fixed vertex $i_{0}$. We then perform an identification cross-cycle as in Figure 2.6 in order to match two entries $W_{i_{0} \ell_{0}}$ together from $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$. Now that we matched these $W$ entries, note that the corresponding $X$ entries have not been matched yet since we performed an identification between two distinct niches adjacent to $i_{0}$. We then need to identify this vertex with another vertex from an adjacent niche (and then creating a blue cycle going over the whole red cycle) or to another vertex in the same niche. Finally, it can be seen as simply performing the dominant matching into each graph, identifying two $i$ indices and then identifying two blue edges from niches adjacent to $i$. Finally we can compute the contribution of these graphs in the covariance as

$$
\sum_{\ell_{1}, \ell_{2}} \operatorname{Cov}^{(1)}\left(M_{\mathcal{G}_{1}}\left(\ell_{1}\right), M_{\mathcal{G}_{2}}\left(\ell_{2}\right)\right)=\mathcal{O}\left(q^{2} k^{2} \psi^{1-2 q} \theta_{2}(f)^{2 q}\left(\frac{\mathbb{E} W_{11}^{4}}{\sigma_{w}^{4}}-1\right)\right)
$$

Indeed, in each graph we perform the typical matching corresponding to a blue cycle going over every niche and perfect matchings between the remaining indices in each niche. Now the fact that we identify two $W_{i_{0} \ell_{0}}$ entries create a moment of order 4 when we compute $\mathbb{E}\left[M_{\mathcal{G}_{1}} M_{\mathcal{G}_{2}}\right]$. we then have to cpint the number of possible choices for indices: we have $n_{1}^{2 q-1}$ choices for the $i$ indices as we identify two from $\mathcal{G}_{1}$ and $\mathcal{G}_{2}, m^{2 q}$ for the $j$ indices, $n_{0}^{2+4 q(k-1) / 2-1}$ choices for the $\ell$ indices ( 2 cycles, $4 q$ niches and an identification between the two graphs). Since we have a normalization of $m^{-2 q} n_{0}^{-2 k q}$, combining the whole yields a factor $\psi^{1-2 q}$ asymptotically. In the same way, for general polynomial and admissible graphs, for such an identification we would obtain that

$$
\frac{1}{n_{1}^{2}} \sum_{\mathcal{G}_{1}, \mathcal{G}_{2}} \sum_{\ell_{1}, \ell_{2}} \operatorname{Cov}^{(1)}\left(M_{\mathcal{G}_{1}}\left(\ell_{1}\right), M_{\mathcal{G}_{1}}\left(\ell_{1}\right)\right)=\mathcal{O}\left(\frac{q^{2} k^{2}}{n_{1}^{2} \psi}\left(1-\frac{\phi}{\psi}\right) \mathfrak{m}_{q}^{2}\left(\frac{\mathbb{E} W_{11}^{4}}{\sigma_{w}^{4}}-1\right)\right)=\mathcal{O}\left(\frac{q^{2} k^{2} C^{q}}{n_{1}^{2}}\right)
$$

for some $C>0$. Indeed, we get the $q^{2} k^{2}$ from the choices for the edge we want to identify between the two graphs, the constant factor in $\phi$ and $\psi$ consists in the choice of choosing a $\{i, \ell\}$ edge or a $\{j, \ell\}$
edge. Then the previous computation in the case of a cycle can be generalized to all graphs as the construction only involves one cycle in each graph. For the second equality we used (2.3.19) proved in the next subsection.

The second case consists in identifying two red vertices in each graph. We need to choose two red vertices belonging to the same cycle in each graph and we identify the pair from one graph to the other pair. The whole graph $\mathcal{G}$ created by this construction is not admissible as we have two identifications and two fundamental cycles. We thus need to choose the fundamental cycles.

The fundamental cycles we choose for this red graph are given by the cycles between the two vertices with edges belonging to both graphs in each cycle. Since we need to choose a pair of vertices in each graph we have $q^{4}$ choices. In each fundamental cycles, we perform the typical blue matching and we have an edge between a niche from $\mathcal{G}_{1}$ and a niche from $\mathcal{G}_{2}$ (corresponding to the cycle going over every niche for instance). Thus we have a common $W$ or $X$ entry between the two graphs and the contribution in the covariance does not vanish. Considering the $q^{4}$ choices for the red vertices, we can see that we have

$$
\frac{1}{n_{1}^{2}} \sum_{\mathcal{G}_{1}, \mathcal{G}_{2}} \sum_{\ell_{1}, \ell_{\mathbf{2}}} \operatorname{Cov}^{(1)}\left(M_{\mathcal{G}_{1}}\left(\ell_{\mathbf{1}}\right), M_{\mathcal{G}_{2}}\left(\ell_{\mathbf{2}}\right)\right)=\mathcal{O}\left(\frac{q^{4} C^{q}}{n_{1}^{2}}\right)
$$

We have the same power of $n_{1}$ as the lose a choice of red vertex index (since we choose two in each graph) but we gain a choice of blue vertex (since we do not perform additional identifications). Finally, we obtain that

$$
\operatorname{Var} m_{q}=\mathcal{O}\left(\frac{\left(q^{2} k^{2}+q^{4}\right) C^{q}}{n_{1}^{2}}\right)
$$

Using Bienaymé-Chebyshev inequality, one easily deduces (2.3.17).

(a) In this figure, the two highlighted cycles correspond to the graph $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ which are attached to a common vertex $i_{0}$. We perform a typical blue matching in each graph and then add an identification between the two graphs. The highlighted edges in orange corresponds the common edges between the two graphs which raise a moment of order 4 .

(b) In this figure, the two highlighted cycles correspond to the graph $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ which are attached to two vertices $i_{0}$ and $i_{0}^{\prime}$. The graph is non-admissible and we choose the fundamental cycles so that neither $\mathcal{G}_{1}$ or $\mathcal{G}_{2}$ are fundamental cycles. The typical matching in the chosen cycles create common edges between the two graphs highlighted in orange in the figure. Note that in this case we do not obtain moments of order 4.

### 2.3.5. Passage to sub-Gaussian random variables

We performed the computation of the limiting expected moments and of the covariance in the case of bounded random variables. However, note that while high moments of $W$ or $X$ can appear in the
error terms, as in (2.3.8), (2.3.10) and (2.3.12) we have the following bound for our moments

$$
\mathbb{E}\left[\left|X_{11}\right|^{k}\right] \leqslant C^{k} k^{k / \alpha}
$$

for some constant $C$ and the same boud holds for the entries of $W$. Thus it consists simply in taking all the errors and replacing $A$ by $k^{1 / \alpha}$. Since we always compare in the errors (2.3.8), (2.3.10) and (2.3.12) powers of $A$ to powers of $n_{1}$, and $k$ is of order $\frac{\log n_{1}}{\log \log n_{1}}$ all the errors are still a $o(1)$.

### 2.3.6. Weak convergence of the empirical spectral measure

In this subsection, we will see that the sequence given by the limiting moments of the empirical eigenvalue distribution $\mu_{n_{1}}$ characterize a compactly supported measure $\mu$.

Lemma 2.3.5. There exists a measure $\mu$ such that for any $q \in \mathbb{N}$, defining the sequence

$$
\begin{equation*}
\mathfrak{m}_{q}:=\sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}(f)^{b} \theta_{2}(f)^{q-b} \psi^{I_{i}+1-q} \phi^{I_{j}} \tag{2.3.18}
\end{equation*}
$$

we have

$$
\int x^{q} \mathrm{~d} \mu(x)=\mathfrak{m}_{q}
$$

Besides, the measure $\mu$ is characterized by this sequence of moments and compactly supported.
Proof. This is simply a consequence of Carleman's condition. Indeed, We have a simple bound for the moment $\mathfrak{m}_{q}$, namely, there exists a constant $C$ such that

$$
\begin{equation*}
\mathfrak{m}_{q} \leqslant C^{q} \tag{2.3.19}
\end{equation*}
$$

In particular, note that we have

$$
\sum_{q=1}^{\infty} \frac{1}{\mathfrak{m}_{2 q}^{1 / 2 q}}=\infty
$$

which guarantee this sequence of moments to be moments of a probability measure $\mu$ and the condition above is sufficient to say that the measure is determinate or characterized by its moments. Note that the bound (2.3.19) also gives that the measure has compact support. It thus remains to show (2.3.19), this comes from a bound on the total number of unlabeled cactus graphs. Indeed, it has been shown that regardless of the number of identifications or simple cycles, we have the following asymptotic for $\Theta(q)$ the number of unlabeled cactus graphs with $q$ vertices from [FU56], there exists numerical constants $\delta>0$ and $\xi>1$ such that

$$
\Theta(q) \sim \frac{3 \delta}{4 \sqrt{\pi}} \frac{\xi^{q+3 / 2}}{q^{5}}
$$

Now using this asymptotic, we know that for a large constant $C$ we have the bound (2.3.19).
Now, since we know that $\mu$ is a determinate measure, and we have the convergence of expected moments with the variance bound from Lemma 2.3.4. We have the corresponding almost sure weak convergence

Theorem 2.3.6. For any continuous bounded function $g$ we have

$$
\int g \mathrm{~d} \mu_{n_{1}} \xrightarrow[n_{1} \rightarrow \infty]{ } \int g \mathrm{~d} \mu \quad \text { almost surely. }
$$

### 2.3.7. Recursion relation for the Stieltjes transform

Consider the Stieltjes transform of the limiting empirical eigenvalue distribution of $M$ defined by Lemma 2.3.5,

$$
G(z)=\int \frac{\mathrm{d} \mu(x)}{x-z}
$$

One can also write it as the following generating function of moments, since from the bound (2.3.19) the following equality makes sense at least on a neighborhood of infinity,

$$
G(z)=\frac{1}{z}+\sum_{q=1}^{\infty} \frac{\mathfrak{m}_{q}}{z^{q+1}}
$$

Using that

$$
\mathfrak{m}_{q}=\psi^{1-q} \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}^{b}(f) \theta_{2}^{q-b}(f) \psi^{I_{i}} \phi^{I_{j}}
$$

one can write the Stieltjes transform as

$$
G(z)=\frac{1-\psi}{z}+\frac{\psi}{z} H(z) \quad \text { with } \quad H(z)=\sum_{q=0}^{\infty} \frac{1}{(\psi z)^{q}} \sum_{I_{i}, I_{j}=0}^{q} \sum_{b=0}^{I_{i}+I_{j}+1} \mathcal{A}\left(q, I_{i}, I_{j}, b\right) \theta_{1}^{b}(f) \theta_{2}^{q-b}(f) \psi^{I_{i}} \phi^{I_{j}}
$$

Fix a vertex $v$ and denote $q_{0}$ the length of one of the fundamental cycles containing $v$. Suppose first that we have $q_{0}>1$, this cycle contains $2 q_{0}$ edges with $q_{0}$ vertices labeled with $i$ and $q_{0}$ vertices labeled with $j$. On each vertex labeled with $i$, either a graph is attached and we have a $i$-identification on this vertex, or nothing is attached. Thus, considering the formula above, we have that the contributions for identifications for each vertex is

$$
H_{\psi}(z):=1-\psi+\psi H(z) \quad \text { for } i \text {-labels and } \quad H_{\phi}(z):=1-\phi+\phi H(z) \quad \text { for } j \text {-labels. }
$$

Also, one can see in the leading order of the moment that a cycle of length $q_{0}$ give a contribution of $\left(\frac{\xi}{\psi z}\right)^{q_{0}}$. Now, if the cycle is of length 1 , in the same way, there is a single $i$-labeled vertex and a single $j$-labeled vertex which can give a contribution of $H_{\psi}$ and $H_{\phi}$ but the contribution of a simple cycle is not given in terms of $\xi$ but by $\frac{\eta}{\psi z}$. Thus, we have the following recursion relation for $H$,

$$
\begin{aligned}
& H(z)=1+\frac{H_{\phi}(z) H_{\psi}(z) \theta_{1}}{\psi z}+\sum_{q_{0}=2}^{\infty}\left(\frac{H_{\phi}(z) H_{\psi}(z) \theta_{2}}{\psi z}\right)^{q_{0}} \\
&=1+\frac{H_{\phi}(z) H_{\psi}(z)\left(\theta_{1}-\theta_{2}\right)}{\psi z}+\frac{H_{\phi}(z) H_{\psi}(z) \theta_{2}}{\psi z-H_{\phi}(z) H_{\psi}(z) \theta_{2}}
\end{aligned}
$$

### 2.4. Polynomial approximation for general activation function

In this section, we will now go from the activation function being a polynomial where we could use the moment method to a wider class of activation functions, thus proving Theorem 2.2.1. Note that for simplicity, we will consider $\sigma_{w}=\sigma_{x}=1$ but the general case is true by simple renormalization.

(a) Contributions for the recursion formula in the case of a large cycle $\left(q_{0}=3\right)$

(b) Contribution for the recursion formula in the case of a simple cycle.

Proof of Theorem 2.2.1. We begin by defining the following polynomial which approximates $f$ up to a constant, for $x \in \mathbb{R}$ we define

$$
\begin{equation*}
P_{k}(x):=\sum_{j=1}^{n} f^{(j)}(0) \frac{x^{j}-j!!}{j!}=\sum_{j=0}^{k} f^{(j)}(0) \frac{x^{j}}{j!}-a_{n} \quad \text { with } \quad a_{n}=\sum_{j=0}^{k} f^{(j)}(0) \frac{j!!}{j!} \tag{2.4.1}
\end{equation*}
$$

with the convention that $j!!=0$ for $j$ odd and $0!!=1$. This choice is made so that the polynomial is centered with respect to the Gaussian distribution. Thus, using a Taylor's theorem, we obtain the following approximation for any $A>0$

$$
\begin{equation*}
\sup _{x \in[-A, A]}\left|\left(f(x)-a_{k-1}\right)(x)-P_{k-1}(x)\right| \leqslant C_{f} \frac{A^{\left(1+c_{f}\right) k}}{k!} \tag{2.4.2}
\end{equation*}
$$

Now, we will compare the Hermitized version of our matrix $M$, if we define

$$
\begin{equation*}
Y^{\left(a_{k}\right)}=f\left(\frac{W X}{\sqrt{n_{0}}}\right)-a_{k}, \quad \text { and } \quad Y_{k}=P_{k}\left(\frac{W X}{\sqrt{n_{0}}}\right) \tag{2.4.3}
\end{equation*}
$$

we want to control the following $\left(m+n_{1}\right) \times\left(m+n_{1}\right)$ symmetric matrix

$$
\mathcal{E}=\frac{1}{\sqrt{m}}\left(\begin{array}{cc}
0 & Y^{\left(a_{k-1}\right)}-Y_{k}  \tag{2.4.4}\\
\left(Y^{\left(a_{k-1}\right)}-Y_{k}\right)^{*} & 0
\end{array}\right) .
$$

If we consider the spectral radius of this matrix $\rho(\mathcal{E})$, we have the following bound

$$
\begin{equation*}
\rho(\mathcal{E}) \leqslant \frac{1}{\sqrt{m}} \max \left\{\max _{1 \leqslant i \leqslant n_{1}} \sum_{j=1}^{m}\left|\left(Y^{\left(a_{k-1}\right)}-Y_{k}\right)_{i j}\right|, \max _{1 \leqslant i \leqslant m} \sum_{j=1}^{n_{1}}\left|\left(Y^{\left(f-a_{k-1}\right)}-Y^{\left(P_{k-1}\right)}\right)_{j i}\right|\right\} \tag{2.4.5}
\end{equation*}
$$

Now consider the event, for $\delta_{1} \in\left(0, \frac{1}{2}\right)$,

$$
\begin{equation*}
\mathcal{A}_{n_{1}}\left(\delta_{1}\right)=\bigcap_{1 \leqslant i \leqslant n_{1}} \bigcap_{1 \leqslant j \leqslant m}\left\{\left|\left(\frac{W X}{\sqrt{n_{0}}}\right)_{i j}\right| \leqslant\left(\log n_{1}\right)^{1 / 2+\delta_{1}}\right\} \tag{2.4.6}
\end{equation*}
$$

On this event, we have, considering the approximation (2.4.2),

$$
\rho(\mathcal{E}) \leqslant C_{f} \sqrt{m} \frac{\left(\log n_{1}\right)^{k\left(1 / 2+\delta_{1}\right)\left(1+c_{f}\right)}}{k!}
$$

We thus need to consider $k$ such that the right hand side of the previous inequality goes to zero. We can then take

$$
\begin{equation*}
k \geqslant c_{0} \frac{\log n_{1}}{\log \log n_{1}} \quad \text { with } \quad c_{0}>\frac{1}{2\left(1-\left(1+c_{f}\right)\left(\frac{1}{2}+\delta_{1}\right)\right)} . \tag{2.4.7}
\end{equation*}
$$

We obtain, by using Stirling formula, that there exists a $\delta_{2}>0$ such that for any $\varepsilon>0$ we have

$$
\rho(\mathcal{E})=\mathcal{O}\left(\frac{n_{1}^{\varepsilon}}{n_{1}^{\delta_{2}}}\right)
$$

By taking $\varepsilon$ small enough we then see that, on the event $\mathcal{A}_{n_{1}}\left(\delta_{1}\right)$ and with $k$ as in $(2.4 .7), \rho(\mathcal{E}) \rightarrow 0$. It remains to see that the event $\mathcal{A}_{n_{1}}\left(\delta_{1}\right)$ occurs with high probability which comes from the additional assumption we put on the entries $W_{i j}$ and $X_{i j}$. Indeed,

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{A}_{n_{1}}\left(\delta_{1}\right)^{c}\right) & =\mathbb{P}\left(\text { there exist } i, j \text { such that }\left|\left(\frac{W X}{\sqrt{n_{0}}}\right)_{i j}\right|>\left(\log n_{1}\right)^{1 / 2+\delta_{1}}\right) \\
& \leqslant n_{1} m \mathbb{P}\left(\left|\left(\frac{W X}{\sqrt{n_{0}}}\right)_{11}\right|>\left(\log n_{1}\right)^{1 / 2+\delta_{1}}\right)^{1} \\
& \leqslant C n_{1} m e^{-\left(\log n_{1}\right)^{1+2 \delta_{1} / 2}}
\end{aligned}
$$

which goes to zero faster than any polynomial in $n_{1}$. Thus, since we know the limiting empirical eigenvalue distribution of the matrix $M$ constructed with the centered polynomial $P_{n}$ as activation function, we know the limiting distribution for $M$ constructed with $f-a_{k}$ instead. But if we denote $\mathbf{e}_{p}={ }^{t}(1, \ldots, 1) \in \mathbb{R}^{p}$ we have that

$$
\begin{equation*}
Y^{\left(a_{k}\right)}-Y=a_{k} \mathbf{e}_{n_{1}}^{t} \mathbf{e}_{m} \tag{2.4.8}
\end{equation*}
$$

Hence, $Y^{\left(a_{k}\right)}$ is just a rank one deformation of $Y$ and we know by the rank inequalities (see [BS10] for instance) that they have the same limiting empirical eigenvalue distribution.

### 2.5. Behavior of the largest eigenvalue

### 2.5.1. Convergence of the largest eigenvalue to the edge of the support

In this section we show that the largest eigenvalue of $M$ sticks to the support of $\mu$. We denote by $u_{+}$ the top edge of this support. This is the statement of the following theorem.

Theorem 2.5.1. Let $M$ be constructed as in (2.2.6) and denote $\lambda_{1}$ its largest eigenvalue. Then

$$
\lambda_{1} \xrightarrow[n_{1} \rightarrow \infty]{ } u_{+} \quad \text { in probability. }
$$

The proof of Theorem 2.5 .1 is again based on a preliminary polynomial approximation of $f$. Note that as in the previous section we will take $\sigma_{w}=\sigma_{x}=1$ for simplicity of writing. One considers the centered Taylor-Lagrange approximation polynomial $P_{k}$ defined in (2.4.1) and consider also $Y^{\left(a_{k}\right)}$ and $Y_{k}$ defined in (2.4.3). Define then

$$
\begin{equation*}
R_{k}:=\frac{1}{m} Y^{\left(a_{k}\right)}\left(Y^{\left(a_{k}\right)}\right)^{*}-\frac{1}{m} Y_{k} Y_{k}^{*} \tag{2.5.1}
\end{equation*}
$$

The spectral radius of $R_{k}$ can be bounded from above on the very high probability event $\mathcal{A}_{n_{1}}\left(\delta_{1}\right)$ defined in (2.4.6) by

$$
\begin{equation*}
\rho\left(R_{k-1}\right) \leqslant C_{f} \sqrt{m} \frac{\left(\log n_{1}\right)^{\left(1+c_{f}\right)\left(1 / 2+\delta_{1}\right) k}}{k!} \tag{2.5.2}
\end{equation*}
$$

The above goes to 0 as $n_{0}$ tends to infinity provided that $k \geqslant c_{0} \frac{\log n_{1}}{\log \log n_{1}}$ for a constant $c_{0}>1$. From now on, we fix such a degree $k$ for the approximation. Then, the largest eigenvalue of $Y^{\left(a_{k}\right)}\left(Y^{\left(a_{k}\right)}\right)^{*} / m$ will be suitably approximated by that of $M_{k}=Y_{k} Y_{k}^{*} / m$.

Our next task is to show that the largest eigenvalue of $M_{k}$ cannot exceed $u_{+}+\delta$ for any $\delta>0$ with probability arbitrarily close to 1 . This is done in the next proposition using the method of high moments [FK81] and Markov's inequality :

$$
\begin{equation*}
\mathbb{P}\left(\lambda_{1}\left(M_{k}\right)>u_{+}+\delta\right) \leqslant \frac{\mathbb{E} \operatorname{Tr} M_{k}^{2 q}}{\left(u_{+}+\delta\right)^{2 q}} \tag{2.5.3}
\end{equation*}
$$

Proposition 2.5.2. Let $0<\alpha_{1}<\alpha_{2}$ and $q=q\left(n_{1}\right)$ a sequence such that $q\left(n_{1}\right) \leqslant\left(\log n_{1}\right)^{1+\alpha_{1}}$. Assume that $k \leqslant k_{0}:=\frac{1}{1+\alpha_{2}} \frac{\log n_{1}}{\log \log n_{1}}$, then

$$
\mathbb{E}\left[\operatorname{Tr} M_{k}^{2 q}\right]=n_{1} \mathfrak{m}_{2 q}\left(P_{k}\right)(1+o(1))
$$

Assume that $k \geqslant k_{0}$, then there exists a constant $C>0$ such that

$$
\mathbb{E}\left[\operatorname{Tr} M_{k}^{2 q}\right] \leqslant n_{1} \mathfrak{m}_{2 q}\left(P_{k_{0}}\right)(1+o(1))
$$

where $\mathfrak{m}_{q}$ is defined as (2.3.18) and $\mathfrak{m}_{2 q}\left(P_{k_{0}}\right)$ denotes the moment where the activation function is given by $P_{k_{0}}$.

Proof. We know that for $q$ up to order $\left(\log n_{1}\right)^{1+\alpha_{1}}$ and $k<k_{0}$ we have that

$$
\bar{m}_{2 q}^{\left(P_{k}\right)}=\mathfrak{m}_{2 q}\left(P_{k}\right)(1+o(1))
$$

which gives the first result of the proposition. This comes from Section 2.3 and in particular the bound (2.3.13) which gives that our convergence of moments is true up to $q$ and $k$ such that $q^{k} \ll n_{0}$ which holds for our choice of $q$ and $k$.

However, in order to obtain the correct polynomial approximation we will need our degree $k$ to be larger than $\frac{\log n_{1}}{\log \log n_{1}}$, this is not a problem because of our choice of polynomial. Indeed, for such high degrees, the $k$ ! normalization will make the contribution of very high degrees vanish. This can be seen, for instance, by looking at the parameters $\theta_{1}$ and $\theta_{2}$ where the polynomial appears in the moment and in the errors. Consider $k>k_{0}$, then we can write, if we normalize so that the variances are equal to 1 ,

$$
\theta_{1}\left(P_{k}\right)=\mathbb{E}\left[P_{k}(\mathcal{N})^{2}\right]=\mathbb{E}\left[\left(P_{k}(\mathcal{N})-P_{k_{0}}(\mathcal{N})\right)^{2}\right]+\mathbb{E}\left[P_{k_{0}}(\mathcal{N})^{2}\right]+2 \mathbb{E}\left[P_{k_{0}}(\mathcal{N})\left(P_{k}(\mathcal{N})-P_{k_{0}}(\mathcal{N})\right]\right.
$$

where $\mathcal{N}$ is a standard Gaussian random variable. By the Cauchy-Schwarz inequality, we now simply need to bound the first term,

$$
\mathbb{E}\left[\left(P_{k}(\mathcal{N})-P_{k_{0}}(\mathcal{N})\right)^{2}\right]=\sum_{\substack{i, j=k_{0}+1 \\ i+j \text { even }}}^{k} a_{i} a_{j} \frac{(i+j)!!}{i!j!}
$$

which goes to zeros exponentially by Stirling's formula. Thus we can see that we have for any $D>0$,

$$
\theta_{1}\left(P_{k}\right)=\theta_{1}\left(P_{k_{0}}\right)+\mathcal{O}\left(N^{-D}\right)
$$

and the same thing holds for $\theta_{2}\left(P_{k}\right)$. In the leading order of the moment, this is the only part where the polynomial intervene since the admissible graphs do not depend on the activation function. However, since we choose $k$ large, actually large enough for $q^{k} \gg n_{0}$, we need to check that the errors do not explode and actually vanish for $f_{k_{0}}=\sum_{i>k_{0}} \frac{a_{i}}{i!} x^{k}$. We saw from the previous analysis that the largest error comes from (2.3.14), for such a polynomial $f_{k_{0}}$, we can see that we thus need to bound the two quantities for $k_{i}, k_{j}>k_{0}$

$$
\frac{k_{i}\left(k_{i}-1\right)!!}{k_{i}!} \frac{q^{k_{i}}}{n_{0}} \quad \text { and } \quad \frac{\left(k_{i}+k_{j}\right)!!}{k_{i}!k_{j}!} \frac{q^{k_{i}+k_{j}}}{n_{0}} .
$$

We will bound the first one but the second one can be bounded in the same way. Note that these bound comes from the two different behaviors in the case of a cycle of length 2 and larger cycles. Now using Stirling's formula we can see that

$$
\frac{k_{i}\left(k_{i}-1\right)!!}{k_{i}!} \frac{q^{k_{i}}}{n_{0}}=\mathcal{O}\left(\frac{\sqrt{k_{i}}}{n_{0}}\left(\sqrt{e} \frac{q}{\sqrt{k_{i}}}\right)^{k_{i}}\right)
$$

This bound is decreasing in $k_{i}$ so that we need to check its order for $k_{i}=k_{0}=\frac{1}{1+\alpha_{2}} \frac{\log n_{1}}{\log \log n_{1}}$. And we obtain the following bound,

$$
\frac{k_{i}\left(k_{i}-1\right)!!}{k_{i}!} \frac{q^{k_{i}}}{n_{0}}=\mathcal{O}\left(\frac{\psi\left(n_{1}\right)}{n_{1}^{-\frac{1+2\left(\alpha_{2}-\alpha_{1}\right)}{2\left(1+\alpha_{2}\right)}}}\right)
$$

with the function $\psi$ given by

$$
\psi\left(n_{1}\right)=\sqrt{\frac{1}{1+\alpha_{2}} \frac{\log n_{1}}{\log \log n_{1}}}\left(\frac{e}{1+\alpha_{2}} \log \log n_{1}\right)^{\frac{1}{2\left(1+\alpha_{2}\right)} \frac{\log n_{1}}{\log \log n_{1}}}=\mathcal{O}\left(n_{1}^{\varepsilon}\right)
$$

for any $\varepsilon>0$. Thus, recalling that $\alpha_{2}>\alpha_{1}$ we have that for any $\varepsilon>0$,

$$
\frac{k_{i}\left(k_{i}-1\right)!!}{k_{i}!} \frac{q^{k_{i}}}{n_{0}}=\mathcal{O}\left(\frac{n_{1}^{\varepsilon}}{n_{1}^{-\frac{1+2\left(\alpha_{2}-\alpha_{1}\right)}{2\left(1+\alpha_{2}\right)}}}\right)=o(1)
$$

by taking $\varepsilon$ small enough.
Proof of Theorem 2.5.1. First, see that we know from the convergence of the empirical eigenvalue distribution that for any $\delta>0$,

$$
\mathbb{P}\left(\lambda_{1}\left(M_{k}\right)<u_{+}-\delta\right) \rightarrow 0
$$

Now, for the other inequality we saw from (2.5.3) that we simply need to bound $\mathbb{E} \operatorname{Tr} M_{k}^{2 q}$ using Proposition 2.5.2. We can see that even for $k>\frac{\log n_{1}}{\log \log n_{1}}$, we have the bound $\bar{m}_{2 q}^{\left(P_{k}\right)} \leqslant 2 u_{+}^{2 q}$ from Proposition 2.5.2. Now, injecting this bound for the control of the largest eigenvalue we have that

$$
\mathbb{P}\left(\lambda_{n_{1}}\left(M_{k}\right)>u_{+}+\delta\right) \leqslant 2 n_{1}\left(\frac{u_{+}}{u_{+}+\delta}\right)^{2 q} \xrightarrow[n_{1} \rightarrow \infty]{ } 0
$$

Thus we have that convergence of the largest eigenvalue of $M_{k}$ to the edge of the support which also gives convergence of the largest eigenvalue of $Y^{\left(a_{k}\right)}$ by the bound of the spectral radius from (2.5.2). Now we want to control the largest eigenvalue of $M=Y Y^{*} / m$ and we have seen that it is a
rank one perturbation of $Y$ by (2.4.8). Such a perturbation can possibly change the behavior of the largest eigenvalue but the perturbation here is small, indeed since our activation function $f$ has a zero Gaussian mean we have that

$$
\sum_{j=0}^{\infty} f^{(j)}(0) \frac{j!!}{j!}=\mathbb{E}\left[\sum_{j=0}^{\infty} f^{(j)}(0) \frac{\mathcal{N}^{j}}{j!}\right]=\mathbb{E}[f(\mathcal{N})]=0
$$

with $\mathcal{N}$ a standard Gaussian random variable. Thus, we have that there exists a $C>0$ such that

$$
\left|a_{k}\right|=\left|\sum_{j=0}^{k} f^{(j)}(0) \frac{j!!}{j!}\right|=\left|\sum_{j=k}^{\infty} f^{(j)}(0) \frac{j!!}{j!}\right| \leqslant \frac{C^{(k-1)}}{(k-1)^{(k-1) / 2}}
$$

We know that we can take $k$ of order $c_{0} \frac{\log n_{1}}{\log \log n_{1}}$ for any $c_{0}>0$ by Proposition 2.5.2. In this case we obtain that for any $\varepsilon>0$ we have $a_{k}=\mathcal{O}\left(n^{-c_{0} / 2+\varepsilon}\right)$. Now, we will use the Hoffman-Wielandt inequality for singular values to finish, indee we have

$$
\left|\sqrt{\lambda_{1}\left(Y^{\left(a_{k}\right)}\right)}-\sqrt{\lambda_{1}(Y)}\right| \leqslant \sqrt{\sum_{i=1}^{n_{1}}\left(\sqrt{\lambda_{i}\left(Y^{\left(a_{k}\right)}\right)}-\sqrt{\lambda_{i}(Y)}\right)^{2}} \leqslant\left\|Y^{\left(a_{k}\right)}-Y\right\|
$$

with $\|A\|^{2}=\operatorname{Tr} A A^{*}$. But since we exactly know our rank one deformation we have that

$$
\left\|Y^{\left(a_{k}\right)}-Y\right\|=\sqrt{a_{k}^{2} m n_{1}}=\mathcal{O}\left(\frac{C}{n_{1}^{c_{0} / 2-2-\varepsilon}}\right)
$$

We finally obtain our result by taking $c_{0}>2+2 \varepsilon$.

### 2.6. Propagation of eigenvalue distribution through multiple layers

In this section, we will study the eigenvalue distribution of the following nonlinear matrix model consisting of the covariance data after passing through several layers of the neural network. It has been conjectured in [PW17] that we have stability of eigenvalue distribution through the layers in the case where $\theta_{2}(f)=0$. We give here a positive answer to this conjecture with the corresponding normalization to obtain stability and we also obtain a general formula for the moments in the case of going through two layers. The case of a single layer has been considered in Theorems 2.2.1 and 2.2.2 where we described the asymptotic empirical eigenvalue distribution in the one layer case. We explicit a combinatorial formula in the case of going through another layer and we see that if $\theta_{1}(f) \neq 0$ we obtain moments that differs from the single layer moments.

### 2.6.1. Eigenvalue distribution of $Y^{(2)}$

In the following theorem, we will give the moments of the empirical eigenvalue distribution of the matrix

$$
\begin{equation*}
M^{(2)}=\frac{1}{m} Y^{(2)}\left(Y^{(2)}\right)^{*} \in \mathbb{R}^{n_{2} \times n_{2}}, \quad \mu_{n_{2}}^{(2)}=\frac{1}{n_{2}} \sum_{i=1}^{n_{2}} \delta_{\lambda_{i}^{(2)}} \tag{2.6.1}
\end{equation*}
$$

where $\lambda_{n_{0}}^{(2)} \leqslant \cdots \leqslant \lambda_{1}^{(2)}$ are the eigenvalues of $M^{(2)}$. Define its expected moments

$$
\bar{m}_{q}^{(2)}:=\mathbb{E}\left[\left\langle\mu_{n_{2}}^{(2)}, x^{q}\right\rangle\right]=\mathbb{E}\left[\frac{1}{n_{2}} \sum_{i=1}^{n_{2}} \lambda_{i}^{(2)^{q}}\right]
$$

Theorem 2.6.1. Let $f=\sum_{k=1}^{K} \frac{a_{k}}{k!}\left(x^{k}-k!!\mathbb{1}_{k}\right.$ even $)$ be a polynomial such that $(2.2 .4)$ holds and $q$ an integer. The degree of $f, K$, can grow with $n_{1}$ but suppose that

$$
\begin{equation*}
K \leqslant \frac{\log n_{1}}{\log \log n_{1}} \tag{2.6.2}
\end{equation*}
$$

We then have the following asymptotics

$$
\begin{align*}
\bar{m}_{q}^{(2)}=(1+o(1)) \sum_{I_{i}, I_{j}=0}^{q} & \sum_{b_{0}=0}^{I_{i}+I_{j}+1}\left(\psi_{0} \psi_{1}\right)^{I_{i}+1-q} \phi^{I_{j}} \theta_{2}^{q-b_{0}}(f) \theta_{1}^{b_{0}}(f) \\
& \sum_{\mathbf{m}} \mathcal{A}\left(q, I_{i}, I_{j}, \mathbf{m}, b_{0}\right) \prod_{i=2}^{q}\left(\sum_{I_{\ell}=0}^{i} \sum_{b_{1}=0}^{I_{\ell}+1} \mathcal{A}\left(i, I_{\ell}, 0, b_{1}\right) \psi_{0}^{I_{\ell}}\left(\frac{\theta_{2}(f)}{\theta_{1}(f)}\right)^{i-b_{1}}\right)^{m_{i}} \tag{2.6.3}
\end{align*}
$$

where $\mathcal{A}\left(q, I_{i}, I_{j}, b\right)$ denotes the number of admissible graphs with $2 q$ edges, $I_{i} i$-identifications, $I_{j} j$ identifications and $b$ cycles of size 1 as in Definition 2.3.2, the sum over $\mathbf{m}=\left(m_{2}, \ldots, m_{q}\right)$ is over $q$-uplets such that $\sum i m_{i}=q-b_{0}$ and $\sum m_{i}=I_{i}+I_{j}+1-b_{0}, \mathcal{A}\left(q, I_{i}, I_{j}, \mathbf{m}, b_{0}\right)$ corresponds to the number of admissible graphs with the additional condition that there is $m_{i}$ cycles of length $i$.

As in the previous section, we will first consider the case of an odd monomial of the form $f(x)=\frac{x^{k}}{k!}$. Note that the same argument as Subsection 2.3.2 gives that the even monomial are subleading so that the contribution of odd monomial gives the leading order in the asymptotic expansion. We can write the entries of $Y^{(2)}$ as

$$
\begin{align*}
Y_{i j}^{(2)}=\frac{1}{k!}\left(\frac{\sigma_{x}}{\sqrt{\theta_{1}(f)}} \frac{W^{(1)} Y^{(1)}}{\sqrt{n_{1}}}\right)^{k}=\frac{\sigma_{x}^{k}}{n_{1}^{k / 2} k!\theta_{1}(f)^{k / 2}} & \left(\sum_{k=1}^{n_{1}} W_{i k}^{(1)} Y_{k j}^{(1)}\right)^{k} \\
& =\frac{\sigma_{x}^{k}}{n_{1}^{k / 2} k!\theta_{1}(f)^{k / 2}} \sum_{\ell_{1}, \ldots, \ell_{k}=1}^{n_{1}} \prod_{p=1}^{k} W_{i \ell_{p}}^{(1)} Y_{\ell_{p} j}^{(1)} \tag{2.6.4}
\end{align*}
$$

Then, developing the expected moment of the empirical eigenvalue distribution we obtain the following

$$
\frac{1}{n_{2}} \mathbb{E}\left[\operatorname{Tr}\left(M^{(2)}\right)^{q}\right]=\frac{1}{n_{0} m^{q}} \mathbb{E} \sum_{i_{1}, \ldots, i_{q}=1}^{n_{2}} \sum_{j_{1}, \ldots, j_{q}=1}^{m} Y_{i_{1} j_{1}}^{(2)} Y_{i_{2} j_{1}}^{(2)} Y_{i_{2} j_{2}}^{(2)} Y_{i_{3} j_{2}}^{(2)} \ldots Y_{i_{q} j_{q}}^{(2)} Y_{i_{1} j_{q}}^{(2)}
$$

Thus injecting (2.6.4) in the previous equation we obtain the following development of the tracial moment of $M$

$$
\begin{align*}
& \frac{1}{n_{2}} \mathbb{E}\left[\operatorname{Tr}\left(M^{(2)}\right)^{q}\right]= \\
& =\frac{\sigma_{x}^{2 k q}}{n_{2} m^{q} n_{1}^{k q}(k!)^{2 q} \theta_{1}(f)^{k q}} \mathbb{E} \sum_{i_{1}, \ldots, i_{q}}^{n_{2}} \sum_{j_{1}, \ldots, j_{q}}^{m} \sum_{\substack{1 \\
\ell_{1}^{1}, \ldots \ell_{k}^{1} \\
\ell_{1}^{2 q} \ldots \ell_{k}^{2 q}}}^{n_{1}} \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{1}}^{(1)} Y_{\ell_{p}^{1} j_{1}}^{(1)} \prod_{p=1}^{k} W_{i_{2} \ell_{p}^{2}}^{(1)} Y_{\ell_{p}^{2} j_{1}}^{(1)} \cdots \prod_{p=1}^{k} W_{i_{1} \ell_{p}^{2 q}}^{(1)} Y_{\ell_{p}^{2 q} j_{q}}^{(1)} \tag{2.6.5}
\end{align*}
$$

We call the terms contributing in a non negligible way typical. Now, we can give a graphical representation of these terms as in the previous sections. We will see that the contributing graphs are actually the same admissible graphs from Definition 2.3.2. However, there are less constraints in the choices of the blue edges. Indeed, the entries of the matrix $Y$ are not independent and thus we do not need
each entry to be matched with at least another. This constraint however holds for the entries of the matrix $W^{(1)}$.

We will first suppose that all the $i$-labeled vertices and $j$-labeled vertices are pairwise distinct and explain the combinatorics in this simpler case. We can see that the largest number of distinct $\ell$ indices we can get is $k q$ by doing the following:

- Match at least two indices from different adjacent niches of an $i$-label index and perform a perfect matching between the $2 k-2$ remaining indices. This type of matching gives $k q$ different $\ell$ indices and match every $W^{(1)}$ entry with another. This is illustrated in the leftmost graph in Figure 2.14. Note that this type of matching gives the most distinct indices but is actually not necessarily of leading order (see Figure 2.15 for an illustration) and is not the sole leading order.
- Similarly to having possible identifications between $i$-labeled and $j$-labeled vertices in the single layer case, it will be possible to perform identifications between the blue edges and obtain something contributing in the dominant term in the asymptotic expansion (see Figure 2.16 for an illustration). This behavior will be explained in the second step when we develop the entries of $Y^{(1)}$.

A typical matching of $\ell$ indices corresponds to one such that all $W_{i j}$ arises twice. This matching on the $W$ entries induces one on the entries of $Y^{(1)}$. This corresponding joint moment thus induces another graph between $j$-labeled and $\ell$-labeled vertices. The $i$-labeled vertices do not appear in the graph as they corresponded to the entries of $W$. This graph can be constructed from the initial graph by seeing which niches a blue edge links together. For instance, in Figure 2.14, we can see that $\ell_{2}$ links the same niche adjacent to $j_{2}$ while $\ell_{1}$ links the niches adjacent to $j_{1}$ and $j_{2}$.


Figure 2.14: Graph obtained after a blue matching in the initial graph. The green edges, corresponding to bridges between niches, induce a cycle in the final graph. The remaining edges coming from matched pairs inside a niche will create simple cycles attached to $j$ labeled indices. The basic graph obtained after another step is thus the following: one large cycle coming from bridges between niches and $k-1$ simple cycles attached to each $j$-labeled vertex.

In Figure 2.14, we can see that the matching on the initial graph induces another admissible graph. Note that it does not consist in one cycle but in a cycle (in green on the figure) where we attached to each $j$-labeled vertex $k-1$ cycles of length 2. However, in Figure 2.15, we can see that a blue matching on the initial cycle which maximizes the number of distinct indices gives a non-admissible graph. This comes from the fact that we have too many edges linking the same two distinct niches.

As we will see, the matching on the final graph will be subleading if we obtain a non-admissible graph. The following lemma gives us the typical matching on the initial graph. It states that the leading order is actually given by the matchings as in Figure 2.14.


Figure 2.15: Non-admissible graph obtained after a blue matching which induces a maximum number of distinct indices in the initial cycle. We can see that several green bridges between the same niches create a non-admissible graph and is thus subleading via the analysis from the previous section.

Lemma 2.6.2. Consider a cycle of length greater than 2, then the typical matchings on the blue vertices consist in the following:

- There is a single edge linking two niches adjacent to the same $i$-labeled vertex which we will call a bridge.
- Remaining edges inside a niche are matched according to a perfect matching.
- We can add identifications between only bridges.

If the cycle is of length 2 then we perform a perfect matching between the $2 k$ blue vertices in the cycle.
Proof. The proof is actually given by the construction of the second graph and the fact that admissible graphs are the dominant term in the asymptotic expansion. We will first see that any other matching gives a non-admissible second layer graph. Indeed, first see that if we have more than one bridge between two distinct niches, we will obtain too many paths from the two corresponding $j$-labeled indices which breaks the tree structure of an admissible graph. The same reasoning holds for possible identifications between bridges and a matched pairs inside a niche. If we identify two matched pairs inside a niche, we can see via the construction of the graph that it will create double edges as we would obtain an entry of $Y^{(1)}$ to the power of 4 .

However, note that in the cycle of size $q$, we can add identifications between the $q$ bridges and keep having an admissible graph. Indeed, one can see that such identifications do not increase the number of paths from a $j$-label vertex to another and the tree structure of the graph is conserved. In other words, every edge belongs to a unique cycle. This behavior is illustrated inf Figure 2.16 where we perform identifications between bridges and still obtain an admissible graph.

We need to see now that non-admissible graphs are subleading in the asymptotic expansion. In the case where the first red graph (on the $i$ and $j$ indices) is non-admissible the considerations from Subsection 2.3.1 hold and state that their contribution is subleading. Indeed, we first need to choose the fundamental cycles of the graph and then perform a matching. We saw that it involves at most an error of $q^{k} / n_{0}$ which is a $o(1)$.

Now, even if the initial red graph is admissible, we saw that some matchings on the blue vertices can create a non-admissible graph for the second layer as in Figure 2.15. We now need to see that the contribution of these matchings is also subleading. As in Subsection 2.3.1, we have additional identifications between the vertices and we need to choose the fundamental cycles. We saw also that the largest error comes from the possible multiple cycles of length 2 attached together as in Figure 2.8.

Fix a vertex $j_{0}$, if we match together $2 p \ell$ indices together in the niche adjacent to $j_{0}$, we saw in (2.3.13) that the corresponding error will be given by $\mathcal{O}\left(n_{0}\left(k(2 p)^{k} / n_{0}\right)^{p}\right)$. However, we can now have
up to $2 k$ indices matched together so that the contribution of non admissible graphs in this case is given by

$$
\sum_{p=2}^{k} n_{0}\left(\frac{k(2 p)^{k}}{n_{0}}\right)^{p}=o(1) \quad \text { for } \quad k \leqslant \frac{\log n}{\log \log n}
$$

It actually decays faster than any polynomial for such $k$. Note that this actually is the only case which differs from Subsection 2.3 .1 as the multiplicity of the cycle of length 2 can be $k$ and thus we can match up to $2 k^{2}$ indices together in this multiple cycle.


Figure 2.16: Admissible graph obtained by a matching in the initial graph with an identification between the two bridges. While we identified two $\ell$ vertices, and thus lost an order of $n_{1}$, this matching is still of leading order because we gained a cycle in the induced graph.

We are now able to give the contribution of one cycle through this two layers construction. It consists in first doing a typical matching as in Lemma 2.6.2 on the initial graph and then perform a typical matching on the induced admissible graph as in Subsection 2.3.1.
Lemma 2.6.3. The contribution to the expected moment $\mathbb{E}\left\langle\mu_{n_{2}}, x^{k}\right\rangle$ of one cycle of size $q$ is given by the following: if $q>1$,

$$
E_{q}(f)=\theta_{2}^{q}(f) \sum_{I_{\ell}=0}^{q} \sum_{b_{1}=0}^{q} \mathcal{A}\left(q, I_{\ell}, 0, b_{1}\right) \psi_{0}^{I_{\ell}+1-q} \psi_{1}^{1-q}\left(\frac{\theta_{2}(f)}{\theta_{1}(f)}\right)^{q-b_{1}}
$$

and if $q=1$,

$$
E_{1}(f)=\theta_{1}(f)
$$

Proof. We will begin by the case of $q=1$. We have a cycle of length 2 as in Figure 2.3a and we saw that the dominant term in the asymptotic expansion consists in performing a perfect matching between all edges. We can thus see that the contribution coming from this first construction is given by

$$
\frac{\sigma_{x}^{2 k}}{n_{2} m n_{1}^{k}} n_{2} m n_{1}^{k}\left(\sigma_{w}^{2 k}(2 k)!!\right)=\theta_{1}(f)(1+o(1))
$$

Now, this construction on the initial graph will give us another graph as in Figure 2.17. Note that the orders of $n$ in the previous contribution comes from the choices for the $i$ index, the $j$ index and the $\ell$ indices. We see that the graph obtained from a cycle of length 2 will be an admissible graph where all $j$ 's are identified to a single vertex and $k$ cycles of length 2 are attached to it (corresponding to the $k$ blue edges in the initial cycle).

Now that we have our second layer graph constructed, we can do the same reasoning as before and develop the entries $Y^{(1)}$ as a product of entries of $W^{(0)}$ and $X$. Since we have an admissible graph, we now that the dominant term in the asymptotic expansion will be to perform a perfect matching in all
cycles of length 2 as in the Section 2.3 and illustrated in Figure 2.17. Thus we will add a contribution of

$$
\frac{1}{n_{0}^{k^{2}} \theta_{1}(f)^{k}} n_{0}^{k^{2}}\left(\sigma_{w}^{2 k} \sigma_{x}^{2 k}(2 k)!!\right)^{k}=1+o(1)
$$

Here, the normalization in $n_{0}^{-k^{2}}$ comes from the total number of entries in the joint moment coming from the initial graph: there are $2 k$ entries with a normalization of $n_{0}^{-k / 2}$. We then have to choose $n_{0}^{k^{2}}$ indices in the second graph. Finally, we obtain for the final contribution for a cycle of length 2

$$
E_{1}(f)=\theta_{1}(f)(1+o(1))
$$



Figure 2.17: Construction and matching on the second layer graphs from a matching on the initial graph. One can see that the first graph gives a combinatorial factor of $(2 k)!$ ! while the second graph will give a factor of $(2 k)!^{k}$.

For the case of $q>1$, we saw in Lemma 2.6.3 that the typical matchings consist in one bridge between niches, perfect matchings inside the niches and possible identifications between the bridges (as in Figure 2.16 for instance). Thus, we can sum over the number of identifications $I_{\ell}$ we do between the bridges and $b_{1}$ the number of cycles of length 2 we obtain after construction of the induced graph. We see that we can obtain any admissible graph with $2 q$ edges, $b$ simple cycles and $I_{\ell}$ identifications while there are no additional $j$-identifications.

First see the contribution if we do $I_{\ell}$ identifications coming from the initial graph:

$$
\begin{equation*}
\frac{\sigma_{x}^{2 k q}}{n_{2} m^{q} n_{1}^{k q}} n_{2}^{q} m^{q} n_{1}^{k q-I_{\ell}}\left(\sigma_{w}^{k} k(k-1)!!\right)^{2 q}=\frac{1}{n_{1}^{I_{\ell}} n_{2}^{1-q}} \theta_{2}(f)^{q} \tag{2.6.6}
\end{equation*}
$$

Indeed, we have $q$ choices for the $i$ 's and $j$ 's labels and $k q-I_{\ell}$ choices for the $\ell$ indices. The choices of the bridges between niches gives $k^{2 q}$ and the perfect matchings in the remaining vertices in each niche gives $(k-1)!!^{2 q}$.

Now, we can have any admissible graph with $I_{\ell}$ identifications and $b_{1}$ cycles of length 2 . Note that there are two types of cycles of length 2 in the second layer graph (which is illustrated by having distinct colors in Figure 2.16). The cycles of length 2 coming from possible identifications between the bridges (in green) and the cycles of length 2 coming from all the matched pairs inside each niche (in blue). These last cycles will always appear and does not depend on the shape of the admissible graph coming from the bridges. Thus, while we sum the number of cycles of length 2 in the second layer graph $b_{1}$ between 0 and $q$, the total number of cycles of length 2 will be $b_{1}+q(k-1)$.
Thus for $I_{\ell}$ and $b_{1}$ fixed, and for an admissible graph with $2 q$ edges, $I_{\ell}$ identifications and $b_{1}$ cycles of
length 2 , the additional contribution will be given by

$$
\begin{align*}
\frac{1}{n_{0}^{k^{2} q} \theta_{1}(f)^{k q}} n_{0}^{I_{\ell}+1-b_{1}+\left(q-b_{1}\right)(k-1)} n_{0}^{k b_{1}} n_{0}^{q k(k-1)}\left(\sigma_{w}^{k} \sigma_{x}^{k} k(k-1)!!\right)^{2\left(q-b_{1}\right)} \times \\
\times\left(\sigma_{w}^{2 k} \sigma_{x}^{2 k}(2 k)!!\right)^{b_{1}}\left(\sigma_{w}^{2 k} \sigma_{x}^{2 k}(2 k)!!\right)^{(k-1) q}=n_{0}^{I_{\ell}} n_{0}^{1-q}\left(\frac{\theta_{2}(f)}{\theta_{1}(f)}\right)^{q-b_{1}} \tag{2.6.7}
\end{align*}
$$

To understand this contribution, see the following: we have and admissible graph with $I_{\ell}+1$ cycles including $b_{1}$ cycles of length 2 . In the $I_{\ell}+1-b_{1}$ cycles of length greater than 2 , we know that the dominant term is to perform a cycle parcouring each niche and perfect matchings between the remaining vertices in each niche. So if we look at a cycle of length $q_{i}$ we obtain a contribution of

$$
n_{0}^{1+(k-1) q_{i}}\left(\sigma_{w}^{k} \sigma_{x}^{k} k(k-1)!!\right)^{2 q_{i}}
$$

Since it holds for any cycle of length greater than 2 , and we have $I_{\ell}+1$ of them, we can do the product over every such cycles and see that $\sum q_{i}=q-b_{1}$. Now, for each of the $b_{1}$ cycles of length 2 , we perform a perfect matching inside each cycle and obtain

$$
n_{0}^{k b_{1}}\left(\sigma_{w}^{2 k} \sigma_{x}^{2 k}(2 k)!!\right)^{b_{1}}
$$

Finally it remains the $q(k-1)$ cycles of length 2 coming from the matched pairs in the initial graph. We also perform a perfect matching in each of these cycles which gives

$$
\begin{equation*}
n_{0}^{q(k-1) k}\left(\sigma_{w}^{2 k} \sigma_{x}^{2 k}(2 k)!!\right)^{q(k-1)} \tag{2.6.8}
\end{equation*}
$$

Now, we can see that this last contribution only depends on $I_{\ell}$ and $b_{1}$ so that we can sum over admissible graph and obtain

$$
\sum_{I_{\ell}=0}^{q} \sum_{b_{1}=0}^{q} \mathcal{A}\left(q, I_{\ell}, 0, b_{1}\right)\left(\frac{n_{0}}{n_{2}}\right)^{1-q}\left(\frac{n_{0}}{n_{1}}\right)^{I_{\ell}} \theta_{2}^{q}(f)\left(\frac{\theta_{2}(f)}{\theta_{1}(f)}\right)^{q-b_{1}}
$$

and we obtain the final result by seeing that $\frac{n_{0}}{n_{2}} \rightarrow \psi_{0} \psi_{1}$ and $\frac{n_{0}}{n_{1}} \rightarrow \psi_{0}$.
Now that we have the contribution for a given cycle of size $q$, it is easy to generalize to any admissible graph. Indeed, we will see that we can perform every matching and construct the induced graph for every cycle independently. Note that for any admissible graph, the induced graph is not necessarily connected but for a typical matching where we perform in each cycle a matching as in Lemma 2.6.2 we will obtain a forest of admissible graphs. This is illustrated in Figure 2.18. The fact that the induced graph is not connected is of no importance to compute the moment as the dominant contribution, as we have seen in the Section 2.3, consists of performing matchings independently in each cycle.

Proof of Theorem 2.6.1. We will begin to see that we can perform the typical matchings independent in each cycle. This statement is less clear than in Section 2.3 since we can perform cross-cycles blue edges without diminishing the number of $\ell$ indices in the initial graph. However, we lose a choice of index in the induced graph. Indeed, consider two cycles of length $2 q_{1}$ and $2 q_{2}$ that are attached on a vertex. If the vertex corresponds to a $j$ index then the argument as in Figure 2.6 still holds since we need to match the $W$ entries corresponding to $i$ vertices by independence. We can then suppose that the vertex is a certain $i$-labeled vertex $i_{0}$.


Figure 2.18: Admissible graph which induces a non connected second layer graph. However, note that the leading order matching in the initial graph induces each connected part of the second layer graph to be an admissible graph. We can thus do the analysis of admissible graphs by looking at each cycle separately.

If we perform the matchings independently in each cycle we have: $2\left(q_{1}+q_{2}\right)-1$ choices for the red vertices (remember that they are attached to a common vertex), in each cycle we have $k q_{i}$ choices of blue vertices, in the induced graph for each cycle we have $1+(k-1) q_{i}+k(k-1) q_{i}$ choices since we have the choice for the cycle going over every niche, the choices for the matched pairs in each niche and the choices in the $k-1$ cycles of length 2 attached to each $j$ vertex. Finally we have a total of $1+\left(q_{1}+q_{2}\right)\left(2+k^{2}+k-1\right)$ choices of indices.

If we perform cross-cycles edges between the cycles at the common vertex $i_{0}$ then we still have in the initial graph $\left(q_{1}+q_{2}\right)(2+k)-1$ choices. However, the induced graph consists now of one cycle of length $2\left(q_{1}+q_{2}\right)$. In this cycle we now have 1 choice for the cycle parcouring each niche, $(k-1)\left(q_{1}+q_{2}\right)$ for the matched pairs in each niche and $k(k-1)\left(q_{1}+q_{2}\right)$ choices for the cycles of length 2 attached to each $j$ vertex. We then have a total of $\left(q_{1}+q_{2}\right)\left(2+k^{2}+k-1\right)$ choices to make. Thus, we can see that we lose a power of $n_{0}$ by performing cross-cycles edges.

As we saw from Lemma 2.6.3, the contribution of one cycle only depends on its length with a different behavior if it is of length 2 or not. In order to compute the contribution of an admissible graph, it thus depends on the length of its cycles. Thus we will denote, for an admissible graph $\mathcal{G}$ with $2 q$ edges and $b_{0}$ cycles of length $2, \mathbf{m}(\mathcal{G})=\left(m_{2}(\mathcal{G}), \ldots, m_{q}(\mathcal{G})\right)$ where

$$
\begin{gathered}
m_{i}(\mathcal{G})=\text { number of cycles of length } 2 i \text { in } \mathcal{G} \text { in particular } \sum_{i=2}^{q} i m_{i}(\mathcal{G})=q-b_{0} \\
\text { and } \sum_{i=2}^{q} m_{i}(\mathcal{G})=I_{i}+I_{j}+1-b_{0} .
\end{gathered}
$$

Using the same reasoning as in Lemma 2.6.3, we are able to compute the limiting expected moment, we obtain

$$
\begin{aligned}
& \bar{m}_{q}=\frac{1+o(1)}{n_{2} m n_{1}^{k q}} n_{0}^{k^{2} q} \\
& \sum_{I_{i}, I_{j}=0}^{q} \sum_{b_{0}=0}^{I_{i}+I_{j}+1} n_{2}^{q-I_{i}} m^{q-I_{j}} \sum_{\mathbf{m}} \mathcal{A}\left(q, I_{i}, I_{j}, \mathbf{m}, b_{0}\right) \times \\
& \times\left[\prod_{i=2}^{q}\left(\sum_{I_{\ell}=0}^{i} \sum_{b_{1}=0}^{I_{\ell}+1} \mathcal{A}\left(i, I_{\ell}, 0, b_{1}\right) n_{1}^{k i-I_{\ell}} n_{0}^{I_{\ell}+1+(k-1)\left(i-b_{1}\right)-b_{1}+k b_{1}+i k(k-1)}\left(\frac{\theta_{2}(f)}{\theta_{1}(f)}\right)^{i-b_{1}} \theta_{2}^{i}(f)\right)^{m_{i}}\right] \times \\
& \times n_{1}^{k b_{0}} n_{0}^{k^{2} b_{0}} \theta_{1}^{b_{0}}(f)
\end{aligned}
$$

This identity comes from applying Lemma 2.6 .3 to each cycle independently. Now, using the fact that
$\sum_{i} i m_{i}=q-b_{0}$ and that $\sum m_{i}=I_{i}+I_{j}+1-b_{0}$ and simplifying this expression, we obtain the following formula for the expected moment,

$$
\begin{aligned}
\bar{m}_{q}=(1+o(1)) \sum_{I_{i}, I_{j}=0}^{q} & \sum_{b=0}^{I_{i}+I_{j}+1}\left(\psi_{0} \psi_{1}\right)^{I_{i}+1-q} \phi_{0}^{I_{j}} \theta_{2}^{q-b_{0}}(f) \theta_{1}^{b_{0}}(f) \times \\
& \times \sum_{\mathbf{m}} \mathcal{A}\left(q, I_{i}, I_{j}, \mathbf{m}, b_{0}\right) \prod_{i=2}^{q}\left(\sum_{I_{\ell}=0}^{i} \sum_{b_{1}=0}^{I_{\ell}+1} \mathcal{A}\left(i, I_{\ell}, 0, b_{1}\right) \psi_{0}^{I_{\ell}}\left(\frac{\theta_{2}(f)}{\theta_{1}(f)}\right)^{i-b_{1}}\right)^{m_{i}}
\end{aligned}
$$

which gives the final result.

### 2.6.2. Invariance of the distribution in the case when $\theta_{2}(f)$ vanishes

In the last subsection we computed the moments of the eigenvalue distribution of the covariance data matrix after two layers. While this formula does not seem to be constructive, it is interesting to look at the special case of $\theta_{2}(f)=0$. Indeed, for the first-layer covariance data matrix, from Theorem 2.2.1, we obtain that the limiting eigenvalue distribution is given by the Marčenko-Pastur distribution with shape $\frac{\phi}{\psi}$. We can see this by looking at the limiting moments when $\theta_{2}(f)$ vanishes and this is given by the following lemma

Lemma 2.6.4. Let $q$ be a positive integer we have the following equality

$$
\sum_{\substack{I_{j} I_{i}=0 \\ I_{i}+I_{j}+1=q}}^{q-1} \mathcal{A}\left(q, I_{i}, I_{j}, q\right) \psi^{1-q+I_{i}} \phi^{I_{j}} \theta_{1}^{q}(f)=\theta_{1}^{q}(f) \sum_{k=0}^{q-1}\left(\frac{\phi}{\psi}\right)^{k} \frac{1}{k+1}\binom{q}{k}\binom{q-1}{k}=\theta_{1}^{q}(f)\left\langle x^{q}, \mu_{\phi / \psi}\right\rangle
$$

where $\mu_{\phi / \psi}$ is the Marčenko-Pastur distribution with shape parameter $\frac{\phi}{\psi}$.
Proof. Firstly, see that we can slightly rewrite the left hand side,

$$
\sum_{\substack{I_{j} I_{i}=0 \\ I_{i}+I_{j}+1=q}}^{q-1} \mathcal{A}\left(q, I_{i}, I_{j}, q\right) \psi^{1-q+I_{i}} \phi^{I_{j}} \theta_{1}^{q}(f)=\theta_{1}^{q}(f) \sum_{k=0}^{q-1}\left(\frac{\phi}{\psi}\right)^{k} \mathcal{A}(q, q-k-1, k, q) .
$$

Now it only remains to see that

$$
\begin{equation*}
\mathcal{A}(q, q-k-1, k, q)=\frac{1}{k+1}\binom{q}{k}\binom{q-1}{k} . \tag{2.6.9}
\end{equation*}
$$

This fact comes from considering the right representation of admissible graphs. Here, we look at admissible graphs with $2 q$ edges, $q$ simple cycles, $k j$-identifications and $q-k-1 i$-identifications. The only admissible graphs following these conditions are graphs made of simple cycles with $q-k j$-labeled vertices and $k+1 i$-labeled vertices. Thus we can count this at double trees, in the sense that one of every two vertices are $i$-labeled and the others are $j$-labeled, with the corresponding amount of each type of vertex. This number is known [CYY08] and is actually given by (2.6.9).


Figure 2.19: When an admissible graph is only given by simple cycles we can entirely encode it by a double tree where the two colors gives us the choice of which vertices are $i$-labeled and which one are $j$-labeled.

Note that the computation performed in Lemma 2.6.4 exactly corresponds to computing our limiting moment in the case of $\theta_{2}(f)=0$. Indeed, in our formula for $\mathfrak{m}_{q}$, we see that if $\theta_{2}(f)$ vanishes, the only remaining terms consist in the graphs where $b=q$ which corresponds to graphs where all cycles have length 2.

This fact then means that if we consider a function $f$ such that $\theta_{2}(f)=0$, the distribution (up to a change in variance and shape) stays the same for our covariance data matrix after going through one layer of the network. Indeed, if one considers the matrix $\frac{1}{m \sigma_{x}^{2}} X X^{*}$, the asymptotic eigenvalue distribution is given by $\mu_{\phi}$ the Marčenko-Pastur distribution with shape parameter $\phi$. Now, after a layer of the network, we see that $\frac{1}{m \theta_{1}(f)} Y Y^{*}$ is given by $\mu_{\phi / \psi}$. This observation was made in [PW17] where it was conjectured that the distribution would stay invariant through several layers of the spectrum for this family of activation function. We can already answer the question for the second layer as we computed the expected moments in the previous subsection. Indeed, if one look at the formula for the expected moment (2.6.3) for the deterministic limiting moment, we obtain for $\theta_{2}(f)=0$

$$
\begin{aligned}
\mathfrak{m}_{q}^{(2)}:=\theta_{1}^{q}(f) \sum_{k=0}^{q-1}\left(\frac{\phi}{\psi_{0} \psi_{1}}\right)^{k} \mathcal{A}(q, q & -k-1, k, q) \\
& =\theta_{1}^{q}(f) \sum_{k=0}^{q-1}\left(\frac{\phi}{\psi_{0} \psi_{1}}\right)^{k} \frac{1}{k+1}\binom{q}{k}\binom{q-1}{k}=\theta_{1}^{q}(f)\left\langle x^{q}, \mu_{\phi /\left(\psi_{0} \psi_{1}\right)}\right\rangle
\end{aligned}
$$

So we can see that we have the following behavior for the eigenvalue distribution depending on the activation function in the case of $\theta^{(2)}(f)$ vanishes for zeros to two layers of the neural network

| $\theta_{2}(f)$ | Data Covariance Matrix | Eigenvalue distribution |
| :---: | :---: | :---: |
|  | $\frac{1}{m \sigma_{x}^{2}} X X^{*}$ | $\mu_{\phi}$ |
| $\theta_{2}^{(0)}=0$ | $\frac{1}{m \theta_{1}^{(0)}(f)} Y^{(1)} Y^{(1)^{*}}$ | $\mu_{\phi / \psi_{0}}$ |
| $\theta_{2}^{(1)}=0$ | $\frac{1}{m \theta_{1}(f)} Y^{(2)} Y^{(2)^{*}}$ | $\mu_{\phi /\left(\psi_{0} \psi_{1}\right)}$ |

Thus we can conjecture the following pattern, for $L$ the number of layers the data has gone through, we have the following limiting distribution if $\theta_{2}(f)=0$ for the matrix

$$
\begin{equation*}
M^{(L+1)}=\frac{1}{m \theta_{1}(f)} Y^{(L+1)} Y^{(L+1)^{*}} \tag{2.6.10}
\end{equation*}
$$

has for limiting eigenvalue distribution $\mu_{\phi / \prod_{i=0}^{\ell} \psi_{i}}$ the Marčenko-Pastur distribution with shape parameter $\frac{\phi}{\psi_{0} \psi_{1} \cdots \psi_{\ell}}$. This is the statement of the following theorem. Again we will first describe the moments with polynomial activation function and finish via a polynomial approximation.
Theorem 2.6.5. Let $f=\sum_{k=1}^{K} \frac{a_{k}}{k!}\left(x^{k}-k!!\mathbb{1}_{k}\right.$ even $)$ be a polynomial such that $(2.2 .4)$ holds. The degree of $f, K$, can grow with $n_{1}$ but suppose that

$$
\begin{equation*}
K=\leqslant \frac{1}{L-1} \frac{\log n_{1}}{\log \log n_{1}} \tag{2.6.11}
\end{equation*}
$$

Denote the empirical eigenvalue distribution of $M^{(L)}$ constructed as in (2.6.10), $\mu_{n_{L}}^{(L)}=\frac{1}{n_{L}} \sum_{i=1}^{n_{L}} \delta_{\lambda_{i}^{(\ell)}}$ and its expected moments

$$
\bar{m}_{q}^{(L)}:=\mathbb{E}\left[\left\langle\mu_{n_{L}}^{(L)}, x^{q}\right\rangle\right]=\mathbb{E}\left[\frac{1}{n_{L}} \sum_{i=1}^{n_{L}} \lambda_{i}^{(L)^{q}}\right]
$$

We then have the following asymptotics

$$
\begin{equation*}
\bar{m}_{q}^{(L)}=\left(\sum_{k=1}^{q-1}\left(\frac{\phi}{\prod_{i=0}^{L-1} \psi_{i}}\right)^{k} \frac{1}{k+1}\binom{q}{k}\binom{q-1}{k}+\theta_{2}(f) T(q, k, L)\right)(1+o(1)) \tag{2.6.12}
\end{equation*}
$$

where $T(q, k, L)$ is a nonexplicit factor.
Proof. We will again first develop the arguments in the case of a monomial of odd degree since the case of an even monomial is completely similar (we only consider graphs with simpple cycles). The reasoning is actually similar to that of Theorem 2.6.1 as we will study and count the admissible graphs along each layer. However, if we look at the expression we want for our limiting formula, since we are actually only interested in the case where $\theta_{2}=0$, we want to exhibit the leading order where no $\theta_{2}$ appears. It can easily be seen from the previous arguments that this consists in looking only at admissible graphs made of cycles of length 2 (and corresponding to double trees as in Figure 2.19).

The process is actually simpler than in the proof of 2.6 .1 since we only look at graph with cycles of length 2. For the first step of the procedure see that by the construction explained above we will obtain a forest of star admissible graph where each graph is given by a unique $j$-labeled vertex attached to a certain number of cycles of length 2 . Indeed, we saw that we should perform matching independently in each cycle to obtain the dominant term. To obtain a larger cycles in the induced graph, we need a bridge between cycles which is subleading as we perform a cross-cycle edge.

Consider now a connected component of the induced forest which corresponds to a unique $j$ vertex. The number of cycles of length 2 attached to $j$ consists in the total number of cycles adjacent to $j$ in the previous steps multiplied by $k$ (since we have $k$ blue edges in each simple cycle). From this first process we then get the following contribution for this first two steps

$$
\begin{aligned}
& \frac{\sigma_{x}^{2 k q+2 k^{2} q}(1+o(1))}{n_{L} m^{q} \theta_{1}(f)^{q+k q+k^{2} q}} \sum_{\substack{I_{i}, I_{j} \\
I_{i}+I_{j}+1=q}} \mathcal{A}\left(q, I_{j}, I_{j}, q\right) n_{L}^{q-I_{i}} \times \\
\times & m^{q-I_{j}} \frac{1}{n_{L-1}^{k q}} n_{L-1}^{k q}\left(\sigma_{w}^{2 k}(2 k)!!\right)^{q} \frac{1}{n_{L-2}^{k^{2} q}} n_{L-2}^{k^{2} q}\left(\sigma_{w}^{2 k}(2 k)!!\right)^{k q}=(1+o(1)) \sum_{k=0}^{q-1} \mathcal{A}(q, q-k-1, k, q)\left(\frac{n_{L}}{m}\right)^{k} .
\end{aligned}
$$

To understand this contribution see that we have $n_{L}^{q-I_{i}}$ choices needed to label the $i$-labeled vertices and $m^{q-I_{j}}$ for the $j$-labeled vertices, then for the powers of $n_{L-1}$ we have the normalization and the
corresponding number of $\ell$ indices to choose. Finally in each cycle of length 2 we perform a perfect matching between the two niches, we have $q$ cycles of length 2 in the initial graph and $k q$ such cycles in the forest obtained. See Figure 2.20 for an illustration.

Now, we can perform the third step of the procedure, we now have a forest of these star admissible graphs where each graph has only one $j$ vertex. We saw that the $j$ vertex is now attached to $k$ times the number it was attached to in the previous step. Thus, the total number of cycles of length 2 in the forest is given by $k^{3} q$. We can perform this for each layer the data covariance matrix goes through as the only thing changing is the number of cycles of length 2 attached to each $j$ vertex.


Figure 2.20: Effect on going through several layers for admissible graphs with only cycles of length 2. The first step consists of separating each $j$-labeled vertex into his own graph where he is attached to cycles of length 2 . The number of these cycles is the number of matched pairs in every cycles adjacent to $j$. At each layer after the first one, we multiply by $k$ (here 3 ) the number of cycles attached. For instance, in the initial graph, $j_{1}$ is attached to 2 simple cycles with $2 \times 3=6$ blue edges. Thus, in the next step, $j_{1}$ will be attached to 6 simple cycles and for the next step $6 \times 3=18$ simple cycles.

We can then see that at the layer $L_{0}$ we multiply by the term

$$
\frac{1}{n_{L_{0}}^{k^{L-L_{0}} q} \theta_{1}^{k^{L-L_{0}} q}} n_{L_{0}}^{k^{L-L_{0} q}} \theta_{1}^{k^{L-L_{0}} q}(f)
$$

Thus the whole contribution can be written in the following way

$$
\sum_{k=0}^{q-1}\left(\frac{n_{\ell}}{m}\right)^{k} \mathcal{A}(q, q-k-1, k, q)
$$

And we obtain our final result by seeing that

$$
\left(\frac{n_{\ell}}{m}\right) \rightarrow \frac{\phi}{\psi_{0} \psi_{1} \ldots \psi_{\ell-1}} \quad \text { and } \quad \mathcal{A}(q, q-k-1, k, q)=\frac{1}{k+1}\binom{r}{k}\binom{r-1}{k}
$$

Now, in the statement of the theorem we do not explicit the leading contribution of admissible graphs with at least one cycle of length greater than 2 . We only need now to get an estimate on the other possible errors and show that they are a $o(1)$. The errors in the computation can only come from subleading matching on the graph at each possible step. Since we now know that the dominant term at each step is given by admissible graphs the whole analysis of errors from Section 2.3 stays true. However, the main difference comes from the number of vertices at each step which is $k^{L_{0}} q$ instead of just $k q$. Note that it still only consists of a power of $k$ which grows slower than any power of $n_{1}$.

Again, the leading contribution of the errors comes from possible multiple edges arising in the graph. Say that a given $j$ vertex is first connected to $r$ cycles of length 2 in the initial graph. At the step $L_{0}$, it is now connected to $k^{L_{0}-1} r$ cycles of length 2 . Thus if at this stage we connect blue indices together, say $p$ of them we will obtain at the next step a multiple edge of multiplicity $2 p$. We have a total of $2 k^{L_{0}} r$ blue indices to match at this stage since we have $2 k$ vertices per cycle of length 2 . Thus,
by comparing the contribution of such matchings with the typical matching we obtain, similarly to (2.3.13),

$$
\sum_{p=2}^{k^{L_{0}} r} n_{0}\left(\frac{C k p^{k}}{n_{0}}\right)^{p}=o(1) \quad \text { for } \quad k \leqslant \frac{1}{L_{0}} \frac{\log n_{1}}{\log \log n_{1}}
$$

Now $L_{0}$ ranges from 1 to $L-1$ so that we obtain the bound that we need $k \leqslant \frac{1}{L-1} \frac{\log n_{1}}{\log \log n_{1}}$.
This analysis of admissible graphs consisting in a tree of cycles of length 2 gives us that the Marčenko-Pastur distribution can be attained in any layer of the network by choosing the corresponding activation function.

Proof of Theorem 2.2.4. We showed that for a polynomial for up to degree $\frac{1}{L-1} \frac{\log n_{1}}{\log \log \left(n_{1}\right)}$, the expected moments of the eigenvalue distribution are given by the moments of the Marčenko-Pastur distribution with the correct shape parameter. We will first see that the variance of the moments is of order $k^{L} / n_{1}^{2}$ in order to show convergence of the actual moments. The principle is similar to that of Lemma 2.3.4 as we will count the corresponding graphs such that their covariance is non zero.

We can perform the same expansion as in Lemma 2.3.4 and see that we have for the first layer

$$
\begin{equation*}
\operatorname{Var} m_{q}^{(L)}=\frac{1}{n_{1}^{2}} \sum_{\mathcal{G}_{1}, \mathcal{G}_{2}} \sum_{\boldsymbol{\ell}_{\mathbf{1}}, \ell_{\mathbf{2}}} \mathbb{E}\left[M_{\mathcal{G}_{1}}^{(L)}\left(\boldsymbol{\ell}_{\mathbf{1}}\right) M_{\mathcal{G}_{2}}^{(L)}\left(\boldsymbol{\ell}_{\mathbf{2}}\right)\right]-\mathbb{E}\left[M_{\mathcal{G}_{1}}^{(L)}\left(\boldsymbol{\ell}_{\mathbf{1}}\right)\right] \mathbb{E}\left[M_{\mathcal{G}_{2}}^{(L)}\left(\boldsymbol{\ell}_{\mathbf{2}}\right)\right] \tag{2.6.13}
\end{equation*}
$$

with

$$
M_{\mathcal{G}}^{(L)}(\ell)=\sum_{k_{1}, \ldots, k_{2 q}=1}^{K} \frac{a_{k_{1}} \ldots a_{k_{2 q}}}{m^{q} n_{0}^{\sum_{i} k_{i} / 2} \prod_{p=1}^{k_{1}} W_{i_{1} \ell_{p}^{1}}^{(L)} Y_{\ell_{p}^{1} j_{1}}^{(L)} \prod_{p=1}^{k_{2}} W_{i_{2} \ell_{p}^{2}}^{(L)} Y_{\ell_{p}^{2} j_{1}}^{(L)} \cdots \prod_{p=1}^{k_{2 q}} W_{i_{1} \ell_{p}^{2 q}}^{(L)} Y_{\ell_{p}^{2 q} j_{q}}^{(L)} . . . . . . .}
$$

Now, in order to have a non vanishing contribution in the variance (2.6.13), we need to have additional identifications between the two graphs. Indeed, we need either at a given layer $L_{0}$ to have an entry of $W^{\left(L_{0}\right)}$ to be matched between $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ or at the last layer to have identifications between the $X$ entries. It is possible to have identifications between $Y^{\left(L_{0}\right)}$ but after expansion into entries of $W^{\left(L_{0}-1\right)}$ and $Y^{\left(L_{0}-1\right)}$ we can obtain independent matchings. Thus, to have a non vanishing term, we would need to have other additional identifications in the layers beyond $L_{0}$. Since at each step we would lose an order $\left.\mathcal{O}\left(q^{2}(k)^{2 L_{0}}\right) / n_{0}\right)$ (from the choice of which vertices to identify and the fact that we have one less choice of index), we see that it would be of higher order to simply identify $X$ entries in the two last layers.

Thus, since our moments are still given by admissible graphs a similar analysis can be done as in Lemma 2.3.4: we can right at the first layer identify a $i$ and $j$ vertices to obtain an identification on the $W^{(L)}$ entries or choose two $W^{\left(L_{0}\right)}$ entries to identify at a given layer $L_{0}$ (or $X$ entries at the last layers $L_{0}=1$ ) and thus we obtain

$$
\operatorname{Var} m_{q}^{(L)}=\mathcal{O}\left(\frac{q^{4}+q^{2} \sum_{L_{0}=1}^{L} k^{2 L_{0}}+\sum_{L_{0}=1}^{L} k^{4 L_{0}}}{n_{0}^{2}} C^{q}\right)=\mathcal{O}\left(\frac{k^{4 L+4}}{n_{0}^{2}}\right)
$$

since $q$ is fixed here.
Let us now extend the result to a bounded function $f$. As in Section 2.4, we consider a polynomial $P_{k}$ such that, for some $A>0$,

$$
\sup _{x \in[-A, A]}\left|\left(f(x)-a_{k}\right)-P_{k}(x)\right| \leqslant C_{f} \frac{A^{\left(1+c_{f}\right) k}}{(n+1)!}
$$

Now, we can consider $Y^{\left(L, a_{k}\right)}$ the matrix constructed as (2.2.9) with $f-a_{k}$ as an activation function and $Y^{\left(L, P_{k}\right)}$ the same matrix constructed with $P_{k}$. Note that we consider the same sampling of $W$ and $X$ for the construction of this model. We describe the case of $L=2$ as we can recursively do the same reasoning for a higher number of layers, for simplicity we also forget the change of variance $\sigma_{x} / \sqrt{\theta_{1}(f)}$ at each layer. As we saw in Section 2.4 , we simply need to bound

$$
\frac{1}{\sqrt{m}} \max _{1 \leqslant i \leqslant n_{2}} \sum_{j=1}^{m}\left|Y_{i j}^{\left(2, a_{k}\right)}-Y_{i j}^{\left(2, P_{k}\right)}\right|=\frac{1}{\sqrt{m}} \max _{1 \leqslant i \leqslant n_{2}} \sum_{j=1}^{m}\left|f\left(\frac{W^{(1)} Y^{\left(1, a_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}-a_{k}-P_{k}\left(\frac{W^{(1)} Y^{\left(1, P_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}\right|
$$

We split the right hand side into two parts and write

$$
\begin{align*}
& \left|Y_{i j}^{\left(2, a_{k}\right)}-Y_{i j}^{\left(2, P_{k}\right)}\right| \\
\leqslant & \left|f\left(\frac{W^{(1)} Y^{\left(1, a_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}-f\left(\frac{W^{(1)} Y^{\left(1, P_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}\right|+\left|f\left(\frac{W^{(1)} Y^{\left(1, P_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}-a_{k}-P_{n}\left(\frac{W^{(1)} Y^{\left(1, P_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}\right| \tag{2.6.14}
\end{align*}
$$

For the first term on the right hand side of the previous equation, we bound it from the polynomial approximation. Indeed, we consider the following event

$$
\mathcal{A}_{1}\left(\delta_{1}\right)=\bigcap_{i=1}^{n_{1}} \bigcap_{j=1}^{m}\left\{\left|\left(\frac{W^{(0)} X}{\sqrt{n_{0}}}\right)_{i j}\right| \leqslant\left(\log n_{1}\right)^{1 / 2+\delta_{1}}\right\} \bigcap\left\{\left|W_{i j}^{(1)}\right| \leqslant(\log n)^{1 / \alpha+\delta_{1}}\right\}
$$

This event occurs with overwhelming probability for any $\delta_{1}>0$ in the sense that its probability decays faster than any polynomial. Now, on this event we can bound

$$
\left|\left(\frac{W^{(1)} Y^{\left(1, a_{k}\right)}}{\sqrt{n_{1}}}\right)_{i j}-\left(\frac{W^{(1)} Y^{\left(1, P_{n}\right)}}{\sqrt{n_{1}}}\right)_{i j}\right| \leqslant C^{n} \sqrt{n_{1}}\left(\log n_{1}\right)^{1 / \alpha+\delta_{1}} \frac{\left(\log n_{1}\right)^{\left(1 / 2+\delta_{1}\right) n}}{n!}
$$

where we expand the entries and use the polynomial approximation. If $n=c_{0} \frac{\log n_{1}}{\log \log n_{1}}$ for some contant $c_{0}>1$ this also decays faster than any polynomial. Even though we can only consider $n \leqslant \frac{1}{L-1} \frac{\log n_{1}}{\log \log n_{1}}$, note that this constraint on $n$ is not a problem by the considerations in the proof of Proposition 2.5.2. Finally, using the fact that $f$ has a bounded derivative on the event $\mathcal{A}_{2}\left(\delta_{2}\right)$ defined in (2.6.15), the first term in $(2.6 .14)$ goes to zero providing that $\mathcal{A}_{2}$ occurs with high probability.

For the second term in (2.6.14), by the previous analysis and as in Section 2.4 we only need to prove that the following event occurs with probability tending to one:

$$
\begin{equation*}
\mathcal{A}_{2}\left(\delta_{2}\right)=\bigcap_{i=1}^{n_{2}} \bigcap_{j=1}^{m}\left\{\frac{1}{\sqrt{n_{1}}} \sum_{\ell_{1}=1}^{n_{1}} W_{i \ell_{1}}^{(1)} P_{n}\left(\frac{1}{\sqrt{n_{0}}} \sum_{\ell_{0}=1}^{n_{0}} W_{\ell_{1} \ell_{0}}^{(0)} X_{\ell_{0} j}\right) \leqslant\left(\log n_{1}\right)^{1 / 2+\delta_{1}}\right\} \tag{2.6.15}
\end{equation*}
$$

Since we suppose that $f$ is bounded we know that on the event $\mathcal{A}_{1}\left(\delta_{1}\right)$ (which occurs with very high probability) we have that $\sup _{i j}\left|Y_{i j}^{\left(1, P_{k}\right)}\right| \leqslant C$. Besides, since $W_{i \ell_{1}}^{(1)}$ has zero expectation, has a subGaussian tail and is independent of the entries of $W^{(0)}$ and $X$, the random variable $\left(W^{(1)} Y^{(1)}\right)_{i j}$ is sub-Gaussian as well. So that we obtain that there exists a $C>0$ such that

$$
\mathbb{P}\left(\sum_{\ell_{1}=1}^{n_{1}} W_{i \ell_{1}}^{(1)} P_{n}\left(\frac{1}{\sqrt{n_{0}}} \sum_{\ell_{0}=1}^{n_{0}} W_{\ell_{1} \ell_{0}}^{(0)} X_{\ell_{0} j}\right)>\sqrt{n_{1}}\left(\log n_{1}\right)^{1 / 2+\delta_{1}}\right) \leqslant C e^{-c\left(\log n_{1}\right)^{1+2 \delta_{1}}}
$$

And finally $\mathbb{P}\left(\mathcal{A}_{2}\left(\delta_{2}\right)\right) \geqslant 1-n_{1}^{-D}$ for any $D>0$.
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