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All units are expressed in a system where $\hbar=c=1$.

## PHYSICS PROCESSES:

ES $\quad$ Elastic Scattering $(l p \rightarrow l p)$ : process in which a nucleon $p$ is probed by a lepton $l$ in such way that the nucleon is left intact. This process allows to access the nucleon form-factors.

DIS Deep Inelastic Scattering ( $l p \rightarrow l X$ ): process in which the content of a nucleon is probed by a lepton, the nucleon is left broken. This process allows to access the Parton Distribution Functions.

SIDIS Semi-Inclusive Deep Inelastic Scattering ( $l p \rightarrow l X h$ ): extension of DIS in which a hadron in tagged in the final state. This process allows to access the Transverse-Momentum Dependent parton distribution functions and fragmentation functions of the nucleon.

DY $\quad$ Drell-Yan $(q \bar{q} \rightarrow l \bar{l})$ : process in which a quark from a hadron and an anti-quark from another hadron annihilate and the resulting photon or Z boson decays to two leptons. This process allows to access Parton Distribution Functions and Transverse-Momentum Dependent parton distribution functions.

DVCS Deeply Virtual Compton Scattering $(l p \rightarrow l p \gamma)$ : process in which the content of a nucleon is probed by a lepton in such way that the nucleon is left intact and radiates a real photon. This process allows to access the nucleon Compton form-factors and GPDs.

HEMP Hard Exclusive Meson Production ( $l p \rightarrow l p m$ ): process in which the content of a nucleon is probed by a lepton in such way that the nucleon is left intact and a meson is emitted. This process allows to access the nucleon GPDs as well.

BH $\quad$ Bethe-Heitler $(l p \rightarrow l p \gamma)$ : process similar to elastic scattering with an additional radiative photon emitted by either the incoming or outgoing lepton. This process has the same initial and final states as DVCS and therefore contributes to the experimental cross-section $\mathrm{d} \sigma(l p \rightarrow l p \gamma)$.

## DISTRIBUTIONS:

FF Form-Factor

PDF Parton Distribution Function

GTMD Generalised Transverse Momentum Dependent parton distribution function
TMD Transverse-Momentum Dependent parton distribution function
GPD Generalised Parton Distribution function
CFF Compton Form-Factor

## KINEMATIC VARIABLES:

Denoting $k$ and $k^{\prime}$ the momenta of incoming and outgoing lepton, $q=k-k^{\prime}$ the momentum carried by the virtual photon, $p$ and $p^{\prime}$ the momenta of incoming and recoiling proton respectively and $q^{\prime}$ the momentum of the real photon emitted out of the DVCS process, one defines:

$$
\begin{array}{rlr}
Q^{2} & =-q^{2} & \text { hard photon virtuality, } \\
x_{B} & =\frac{Q^{2}}{2 p \cdot q} \\
v & =k^{0}-k^{\prime 0}=q^{0} & \text { Bjorken } x, \\
t & =\left(q^{\prime}-q\right)^{2}=\left(p^{\prime}-p^{\prime}\right)^{2} & \text { lepton energy transfer, } \\
\xi & \simeq \frac{x_{B}}{2-x_{B}} & \text { nucleon squared momentum transfer, } \\
\phi & \text { parton half longitudinal momentum transfer, } \\
s & =(p+q)^{2}=\left(p^{\prime}+q^{\prime}\right)^{2} & \text { angle between the lepton scattering plane } \\
W & =\sqrt{s} \quad \text { squared energy available in the centre-of-mass frame, }
\end{array}
$$

EXPERIMENTS AND FACILITIES:

CERN European Organisation for Nuclear Research
LHC Large Hadron Collider
COMPASS COmmon Muon Proton Apparatus for Structure and Spectroscopy
HERA Hadron-Electron Ring Accelerator
H1 and ZEUS Experiment at HERA, in collider mode

HERMES Experiment at HERA, using polarised electron on fixed targets (polarised gaseous targets)

Jefferson Laboratory
CLAS Experiment at JLab, using polarised electron on polarised or unpolarised targets

In their attempt to make sense of the measurable reality, contemporary physicist resort to two main tools: reductionism and unification, the former hopefully paving the way to the latter. The basic theory of visible matter is organised accordingly, built around fundamental particles that combine and interact throughout certain fundamental laws to recreate the universe as we perceive it.

This theory is named the Standard Model and explains in principle all particle physics. In the Standard Model, interactions are formulated in terms of relativistic quantum field theories based upon gauge invariance. It splits the world into two kinds of particles: the gauge bosons on one side, that convey interactions, namely photons for electromagnetic interaction, W and Z bosons for the weak interaction, gluons for the strong interaction; aside with elementary particles called fermions: leptons and quarks. The Brout-Englert-Higgs boson explains the mass of fermions and the electroweak spontaneous gauge symmetry breaking.


Figure 1: Comparison of cross section measurements and their associated theoretical predictions and uncertainties for a wide class of processes and observables, as obtained by the ATLAS experiment at the LHC. (Fig. from [64]).

The Standard Model is powerful to describe a wide range of phenomena at different energy scales, and it is striking to compare the vast amount of experimental measurements performed in the past fifty years to their theoretical predictions (see figure 1). It is unable, nonetheless, to capture gravitation, and theoreticians are struggling to reunite gravitation with the three other fundamental forces: the electromagnetic, the weak and the strong interactions. The theory describing the first two ones is called electroweak theory, while we refer as Quantum ChromoDynamics (QCD) for the last one.

This nice and united model which allows very accurate predictions of how the universe does behave still has a few drawbacks. Hadronic physics - i.e. the study of confined states of QCD consists in a sort of challenge in that regard. Perfectly integrated within the overall particle physics formalism, it respects both principle stated above: reductionism, since it is expressed in terms of elementary particles (quarks and gluons), and unification, since these particles behave according to the common and universal rules of the Standard Model. Surprisingly, though, it is presently impossible to derive analytically the macroscopic properties of hadrons, such as mass, out of the quark masses and equations of QCD.

Interestingly, the reductionist paradigm fails as we are unsuccessful to scale-up from quarks and gluons to hadrons. This situation gets even more uncanny when considering that lattice QCD - a numerical implementation of QCD rules and particles - reaches confinement while we do not achieve its formal derivation from the QCD Lagrangian : as if we had written the proper equations but we were unable to use them. That sort of failure is generically and coyly described as emergent phenomena, and one can easily get why, denying the physicist a convenient display of reality, it motivates indeed a huge research effort.

At least do we understand, a little, why we do fail in this scaling. Part of it is due to the


Figure 2: Summary of measurements of $\alpha_{S}$ as a function of the energy scale Q . The respective degree of QCD perturbation theory used in the extraction of $\alpha_{S}$ is indicated in parenthesis. (Fig. from [64]). fact that, contrary to QED, the coupling constant of QCD $\left(\alpha_{s}\right)$ cannot always be considered to be 'small'. It is only asymptotically free, that means it tends toward zero for very high energy or small range interaction ( $<0.2 \mathrm{fm}$ ), while it is close to one for most hadronic phenomena (fig. 2). This forbids any simple use of perturbative expansions for solving problems relative to the internal structure of hadrons, and forces theoreticians to develop more advanced tools to tackle those.

This thesis will attempt to account for the experimental effort lead by the COMPASS collaboration to increase our knowledge in the matter, and I will expose in the following the status of the deeply-virtual Compton scattering (DVCS) cross section measurement performed by the collaboration on the data collected in 2016.

In a first chapter, I will present the theoretical context used to describe hadrons, in particular through the scope of Generalised Parton Distributions and their study via deep-virtual Compton scattering. In chapter 2, I will present the experimental apparatus used by the COMPASS collaboration to achieve this measurement. In a third chapter, I will present my work related to the determination of the target position and the time-of-flight recoil proton detector calibration. In a fourth chapter, I will present the analysis of the single-photon production events for the 2016 run. In a last chapter I will present results related to the Monte-Carlo simulation of the experiment and introduce the procedure to extract the DVCS cross section out of the collected data.

## THE STRUCTURE OF HADRONS

### 1.1 THE PARTONIC STRUCTURE OF HADRONS

The first indication pointing towards the structural complexity of hadrons have been brought by electron-proton elastic scattering (ES) experiments. They provided direct evidence that the proton was not point-like, but has instead a finite size of around 1 fm [38]. The ES cross section can be parametrised by elastic Form Factors, describing the spatial distribution of charges and currents inside the proton [37]. Our knowledge on the internal structure of the proton was complemented by the systematic study of hadrons spectroscopy. Classifying hadrons in terms of mass, spin, and other quantum numbers gave birth to the theory of quarks. This theory turned out to be confirmed by measurements of deep inelastic scattering (DIS) cross section colliding high energy leptons on protons. The DIS cross section exhibits a behaviour characteristic of an interaction that occurs on free and point-like constituents of the proton, historically called partons which were soon identified to be quarks. This property, called scaling and asymptotic freedom, lead to interpret DIS cross section in terms of Parton Distribution Functions (PDFs) [65] representing the probability density for a parton to carry a given longitudinal momentum fraction of the proton.

While cross sections, structure functions and form factors are observables that are experimentally measured, all distributions used to interpret those measurements, connecting them to QCD degrees of freedom, are not. The extraction of quark and gluon distributions (e.g. parton distribution functions) relies on the possibility to separate the contribution of the probe from the one of the target in measured quantities. This property is called factorisation and is a cornerstone of hadronic physics: it makes distributions universal, that means independent of the process throughout which they are extracted. A huge theoretical effort was set-up in the past twenty years in order to connect Form Factors and PDFs, pursuing two main ambitions: construct equivalents of the Wigner distributions for Quantum Field Theories that would parametrise the complete phase-space for the hadron constituents, and ensure such distributions to be independent of the process in which they are measured. I will try here to summarise this enterprise, following mostly the both concise and very comprehensive presentations given by Markus Diehl [22,24] and Nabil Chouika [20]. I also got inspiration from the PhD theses of my colleagues Maxime Defurne [21] and Cédric Mezrag [49].

## Wigner distributions

Wigner distributions are quantum-mechanics extensions of the classical phase-space distributions $f(p, q, t)$, where $t$ stands for the time, $p$ is a generalised momentum and $q$ a generalised position. In classical mechanics, $f$ can be interpreted in a probabilistic way: it provides the density of particles expected to have the position $q$ and the momentum $p$ at time $t$.

The Wigner distribution for $\psi$ a pure state wave function is defined in [67] as:

$$
\begin{equation*}
\rho(\boldsymbol{p}, \boldsymbol{q}, t)=\int \mathrm{d}^{3} \boldsymbol{r} \mathrm{e}^{-i p \cdot r} \psi^{*}\left(\boldsymbol{q}-\frac{1}{2} r, t\right) \psi\left(q+\frac{1}{2} r, t\right) \tag{1}
\end{equation*}
$$

This function cannot be considered a probability anymore since it is no longer positive, it is a correlation function that encodes quantum interference. Nonetheless, integrating along one variable allows one to recover the probability density of the other:

$$
\begin{align*}
\int \frac{\mathrm{d}^{3} \boldsymbol{p}}{(2 \pi)^{3}} \rho(\boldsymbol{p}, \boldsymbol{q}, t) & =\psi^{*}(\boldsymbol{q}, t) \psi(\boldsymbol{q}, t)  \tag{2}\\
\int \mathrm{d}^{3} \boldsymbol{q} \rho(\boldsymbol{p}, \boldsymbol{q}, t) & =\widetilde{\psi}^{*}(\boldsymbol{p}, t) \widetilde{\psi}(\boldsymbol{p}, t) \tag{3}
\end{align*}
$$

where $\widetilde{\psi}(\boldsymbol{p}, t)$ is the Fourier transform of $\psi(\boldsymbol{q}, t)$.
The Wigner distribution relates the density operator $\hat{\rho}$ through a Wigner transform:

$$
\begin{equation*}
\rho(\boldsymbol{p}, \boldsymbol{q}, t)=\int \mathrm{d}^{3} \boldsymbol{r} \mathrm{e}^{-i p . r}\left\langle\boldsymbol{q}+\frac{1}{2} r\right| \hat{\rho}(t)\left|\boldsymbol{q}-\frac{1}{2} r\right\rangle \tag{4}
\end{equation*}
$$

which allows one to generalise the Wigner distribution to any mixed state $\hat{\rho}$.
The most general relativistic equivalent of Wigner distributions ${ }^{1}$ in momentum space is a bi-linear quark correlator [25]:

$$
\begin{equation*}
H(k, P, \Delta)=(2 \pi)^{-4} \int \mathrm{~d}^{4} z \mathrm{e}^{i z k}\left\langle p\left(P+\frac{1}{2} \Delta\right)\right| \bar{q}\left(-\frac{1}{2} z\right) \Gamma \mathcal{W} q\left(\frac{1}{2} z\right)\left|p\left(P-\frac{1}{2} \Delta\right)\right\rangle \tag{5}
\end{equation*}
$$

With $p$ a hadron state, $P, k$ and $\Delta$ three four-momenta, $q$ and $\bar{q}$ two quark field operators, $\Gamma$ a given Dirac matrix and $\mathcal{W}$ a Wilson line to ensure gauge-invariance between the fields at different points. Momentum assignments are shown in figure 3.


Figure 3: Momentum assignments in the general quark correlation function (eq. 5). (Fig. from [25].)

## Factorisation

Whatever experimental process is used to probe the content of the hadron, the direction between the probe and the hadron will always be singled out, hence splitting the space between this longitudinal direction and its transverse plane, breaking the three-dimension rotationalinvariance of the distribution. Even though all quantities discussed in the following are defined in a covariant way, it appears convenient to use a reference frame in which the hadron is moving fast along the positive $z$-direction in order to allow physics interpretation. Lightcone coordinates are therefore suitable and we will note $v^{ \pm}=\left(v^{0} \pm v^{3}\right) / \sqrt{2}$ the longitudinal component and $v=\left(v^{1}, v^{2}\right)$ the transverse components of any fourvector $v$.

[^1]

Figure 4: Factorisation consists in separating the hard part of the interaction accounting for quasi-free partons (in yellow) from the soft collinear part accounting for spectator partons. Separation is done accordingly to the factorisation scale $\mu_{F}$ : for $k_{T}$ the transverse momentum component of an internal line, $k_{T}<\mu_{F}$ implies the line belongs to the soft part, while $k_{T}>\mu_{F}$ implies the line belongs to the hard one. (Fig. from [24].)

Factorisation is the key ingredient to make use of such distribution. Its principle is summarised from ref. [24,25]. It relies in separating the two scales of our physics: a high momentum scale - named hard part - which translates the probe interaction with one particular parton v.s. a soft part - describing the spectator partons of the interaction (see figure 4). In the hard part of the process, quarks and gluons are treated according to perturbative QCD. They are considered on-shell $\left(k^{-}=0\right)$ and therefore distributions are used integrated over $k^{-}$. Quark fields are evaluated at time $z^{+}=0$, where they can be interpreted as quasi-free partons just before interacting. Depending on the sign of $k^{+}-\Delta^{+} / 2$ and $k^{+}+\Delta^{+} / 2$ the matrix element of figure 3 describes the emission and re-absorption of a quark, an anti-quark or either the emission or absorption of a quark/anti-quark pair ([25]).

A factorised cross section, under these hypothesis, happens to be the convolution between the soft part of a graph as described above, and a hard scattering part. The different perturbative orders appear in the hard scattering part, while the different twists are selected in the soft part according to $\Gamma$. If we note $k_{T}$ the transverse component of an internal line of momentum $k$, hard graphs should not contain collinear $\left(k_{T}=0\right)$ lines, and soft collinear graphs should not contain hard line. One has to introduce a factorisation scale $\mu_{F}$ and and integrating applies a cutoff as follows: $k_{T}>\mu_{F}$ for the hard part and $k_{T}<\mu_{F}$ for the soft part (see figure 4). $\mu_{F}$, as defined, is the one scale that physically separates what is considered the object from the probe. It is very important to notice that the hard and soft parts depend upon $\mu_{F}$ in such way that it vanishes in physics observable.

This separation makes the soft part of the graph independent of the process in which it is involved, that is to say it makes it universal. In particular, when it comes to relate an experimental process to some matrix elements, the distribution describing the hadron is completely independent of the perturbative order of the hard part of the interaction. The consequence of that is twofold: on one hand, it is possible to measure such a distribution through one channel and then use it as a known function when it appears in another physics context. This is exactly what happens when Parton Distribution Functions or Fragmentation Functions are used at LHC; on the other hand, it complicates further the link between the distribution and the experimental context in which it appears, since it always will do through some convolutions which do depend on the order. This complicates much the extraction of these distributions, in particular when they rely on several variables.

GTMDs


Figure 5: Selected quantities that can be derived from the fully differential two-quark correlation function $H(k, P, \Delta)$ defined in (5). Double arrows marked by "FT" denote a Fourier transform between $\Delta$ and $\boldsymbol{b}$ or between $\boldsymbol{k}$ and $\boldsymbol{z}$. The integrals $\int d k^{-}$and $\int d^{2} \boldsymbol{k}$ cannot be taken literally but must be supplemented with a regularisation procedure. (Fig. from [25].)

One can perform three different kinds of operation on the correlation function of eq. 5 in order to get the distributions as they appear in physics observables. These distributions are displayed in figure 5 and are obtained out of eq. 5 by combinations of:

1. taking the forward limit $(\Delta=0)$.

In that situation, there is no momentum transfer to the hadron and the function appears in the cross section of inclusive processes evaluated through the optical theorem (the example for DIS will be given in the next section). It is typically the case for TransverseMomentum dependent parton distributions or PDFs.
In the opposite situation $(\Delta \neq 0)$, the function appears in the amplitude of exclusive reactions and the probed hadron has a different incoming and outgoing momentum.
2. integrating over $k$ and/or $k^{-}$.

The functions integrated over $k$ appear when the physics observable is not sensitive to the transverse momentum of partons. This is typically the case for usual PDFs but also for GPDs.
If also integrated over $k^{-}$, the matrix element has no dependence over the parton momentum anymore. One gets back the usual Form-Factors.
3. Fourier-transform of the transverse component.

Both the transverse momentum transfer $\Delta$ and the transverse parton momentum $k$ admit Fourier conjugate. It appears that the transverse momentum transfer $\Delta$ is the Fourier conjugate of the average transverse position of partons $\boldsymbol{b}=\sum_{i} k_{i}^{+} \boldsymbol{b}_{i} / \sum_{i} k_{i}^{+}$, which, in analogy with the Galilean centre-of-mass of a mechanical system, is the centre of + momentum of the hadron.
Similarly, the average transverse momentum $k$ is the Fourier conjugate of $z$, the position difference, where average and difference refer to the right and left hand sides of figure 3.

One comprehensive way of exploring the broad ensemble of distributions of figure 5 is to start right after the integral over $k^{-}$of the two parton correlator. These distributions are called Generalised Transverse-Momentum dependent parton Distributions (GTMDs).

Note that after integrating over $k^{-}$, it is convenient to consider a change of variable as follows: split transverse and longitudinal parts of $P, k$ and $\Delta$; define longitudinal-momentum fractions $x=k^{+} / P^{+}$and $2 \xi=-\Delta^{+} / P^{+}$; and add on-shell conditions for the hadron: $P \Delta=0$ and $4 P^{2}+\Delta^{2}=4 m^{2}$, with $m$ the hadron mass. This allows one to define GTMDs as function of $(x, \boldsymbol{k}, \xi, \boldsymbol{\Delta})$ or, via Fourier transform $(x, \boldsymbol{k}, \xi, \boldsymbol{b})$.

It is not clear whether GTMDs appear in any physics process, and they have been mostly studied in theoretical contexts. One can build 16 independent complexvalued GTMDs that encode the most general information one can gather about the internal structure of hadrons in transverse parton position, and both longitudinal and transverse parton momentum. They relate to two sets of eight real-valued distributions that decouple the transverse parton position $\boldsymbol{b}$ ( or $\Delta$ ) from the transverse parton momentum $k$ (fig. 6).

Transverse Momentum dependent parton distributions (TMDs), on one hand, are the forward limit of GTMDs ( $\Delta=0$ ), they correlate the longitudinal momentum fraction $x$ of the parton with its two-dimensional transverse momentum $k$. TMDs appear experimentally in both Semi-Inclusive Deep-Inelastic-Scattering and Drell-Yan processes, connected via an interesting nonvanishing Wilson line that allows to test for the validity of the factorisation.

Generalised Parton Distributions (GPDs), on the other hand, will be discussed in the following section.

Figure 6: Transverse plane representation of the Wigner distribution variables: impact parameter $\boldsymbol{b}$, transverse momentum $k$ and longitudinal momentum fraction $x$ of partons. Adapted from [20].

### 1.2 GENERALISED PARTON DISTRIBUTIONS

From this section and in the following, we will consider the probed hadron to be a proton, and $m$ to be the proton mass.

## Definition

Generalised Parton Distributions, introduced in [40, 41, 55, 58, 59], are the distributions of interest in this thesis. They are obtained via integration over $k$ of GTMDs, hence they do not account for any variation in transverse momentum of the struck parton, and they correlate its longitudinal-momentum fraction $x$ with its transverse position $\boldsymbol{b}$, or, equivalently, its transverse momentum difference $\Delta$. GPDs provides therefore a tool to access the transverse spatial distribution of partons from the transverse momentum transferred to the proton [22].

For convenience, we will adopt following notations.

- The initial proton state $\left|p\left(P-\frac{1}{2} \Delta\right)\right\rangle$ will be noted $|p, s\rangle$ where $p$ is the four-momentum of the proton and $s$ its spin, and respectively $\left\langle p^{\prime}, s^{\prime}\right|$ the final proton state. Note that $P=\frac{1}{2}\left(p+p^{\prime}\right)$ does not change definition.
- We will consider $t=\left(p-p^{\prime}\right)^{2}=-\Delta^{2}=-\frac{4 \xi^{2} m^{2}+\Delta^{2}}{1-\xi^{2}}$, which accounts for both the transverse ( $\alpha \Delta^{2}$ ) and the longitudinal ( $\alpha \xi^{2}$ ) momentum transferred to the proton.

Choosing the light-cone gauge, the Wilson line reduces to unity and one can rewrite the correlation (5) to get the GPDs:

$$
\begin{equation*}
F_{\Gamma}^{q}(x, \xi, t)=\left.\int \frac{\mathrm{d} z^{-}}{4 \pi} \mathrm{e}^{+i x P^{+} z^{-}}\left\langle p^{\prime}, s^{\prime}\right| \bar{q}\left(-\frac{1}{2} z\right) \Gamma q\left(\frac{1}{2} z\right)|p, s\rangle\right|_{z^{+}=0, z=0} \tag{6}
\end{equation*}
$$

The corresponding diagram is displayed in figure 7: $x$ is the average momentum fraction carried by the active quark, the leaving parton has a longitudinal momentum $x+\xi$ and the incoming one $x-\xi, t$ is the momentum transferred to the proton. $q$ stands for any quark flavour or gluon.

Eight independent GPDs can be defined at twist 2: four of them are chiral-even, they relate incoming and outgoing partons with same helicity; four others, chiral-odd, take into account a helicity-flip of the partons. I will not discuss further chiral-odd GPDs as they will not be of


Figure 7: Diagram associated to the matrix element $F_{\Gamma}^{q}$. Adapted from [25].
interest in this work. Dirac operators for chiral-even GPDs are either $\Gamma=\gamma^{+}$or $\Gamma=\gamma^{+} \gamma_{5}$ and one decomposes the correlator 6 as follows:

$$
\begin{align*}
& F_{\gamma^{+}}^{q}=\frac{1}{2 P^{+}}\left[H^{q}(x, \xi, t) \bar{u}\left(p^{\prime}, s^{\prime}\right) \gamma^{+} u(p, s)+E^{q}(x, \xi, t) \bar{u}\left(p^{\prime}, s^{\prime}\right) \frac{i \sigma^{+\alpha} \Delta_{\alpha}}{2 m} u(p, s)\right]  \tag{7}\\
& \widetilde{F}_{\gamma^{+} \gamma_{5}}^{q}=\frac{1}{2 P^{+}}\left[\widetilde{H}^{q}(x, \xi, t) \bar{u}\left(p^{\prime}, s^{\prime}\right) \gamma^{+} \gamma_{5} u(p, s)+\widetilde{E}^{q}(x, \xi, t) \bar{u}\left(p^{\prime}, s^{\prime}\right) \frac{\gamma_{5} \Delta_{+}}{2 m} u(p, s)\right] \tag{8}
\end{align*}
$$

$H$ and $E$ GPDs account for the contribution of unpolarised quarks and gluons and are therefore referred to as unpolarised GPDs while $\widetilde{H}$ and $\widetilde{E}$ account for longitudinally polarised partons and are referred to as polarised GPDs.
$H$ and $\widetilde{H}$ are quantities that conserve the spin of the nucleon while $E$ and $\widetilde{E}$ account for nucleon spin-flip.

## Some properties of GPDs

GPDs have non zero value for $x$ and $\xi$ in $[-1,+1]$, and one can distinguish two domains for their study (fig. 8):
$-|x|>\xi$ corresponds to a domain in which a parton/antiparton is emitted and then reabsorbed inside the nucleon. One can consider GPDs to be analogue of PDFs replacing the probability $\left|\psi_{x}\right|^{2}$ by the correlation $\psi_{x-\xi}^{*} \psi_{x+\xi}$. In this domain, GPDs evolve in the same way PDFs do, hence we call it DGLAP region.
$-|x|<\xi$ corresponds to a domain in which a quark-antiquark pair is coherently emitted from the nucleon. In that region, GPDs evolve under another set of equations named ERBL, and this domain is named accordingly.


Figure 8: DGLAP (left and right), and ERBL (center) region of GPDs. (fig. from [24])
When $t \rightarrow 0$ and $\xi \rightarrow 0$, incoming and outgoing proton states coincide, i.e. when $|p, s\rangle=$ $\left|p^{\prime}, s^{\prime}\right\rangle$, the GPD $H$ reduces to the usual quark density, similarly, $\widetilde{H}$ reduces to the polarised quark density, for any quark flavour $f$ :

$$
\begin{align*}
H^{f}(x, 0,0) & =q_{f}(x)  \tag{9}\\
\widetilde{H}^{f}(x, 0,0) & =\Delta q_{f}(x) \tag{10}
\end{align*}
$$

For gluons one has, given that $x>0$,

$$
\begin{equation*}
H^{g}(x, 0,0)=x g(x) \tag{11}
\end{equation*}
$$

The Mellin-moments of GPDs are related to local operators. The first moments of $H, E, \widetilde{H}$ and $\widetilde{E}$ bring respectively the Dirac $\left(F_{1}\right)$, Pauli $\left(F_{2}\right)$, axial $\left(G_{A}\right)$ and pseudo-scalar $\left(G_{P}\right)$ Form-Factors. They are independent of $\xi$ as a consequence of Lorentz invariance.

$$
\begin{array}{ll}
\sum_{f} e_{f} \int_{-1}^{1} \mathrm{~d} x H^{f}(x, \xi, t)=F_{1}(t) & \sum_{f} e_{f} \int_{-1}^{1} \mathrm{~d} x E^{f}(x, \xi, t)=F_{2}(t) \\
\sum_{f} e_{f} \int_{-1}^{1} \mathrm{~d} x \widetilde{H}^{f}(x, \xi, t)=G_{A}(t) & \sum_{f} e_{f} \int_{-1}^{1} \mathrm{~d} x \widetilde{E}^{f}(x, \xi, t)=G_{P}(t)
\end{array}
$$

The second Mellin moments of GPDs can be related to the Energy-Momentum tensor in such way that one can derive the Ji sum-rule [41]:

$$
\begin{align*}
& \frac{1}{2} \int_{-1}^{1} \mathrm{~d} x x\left[H^{f}(x, \xi, t)+E^{f}(x, \xi, t)\right]=J^{f}(t)  \tag{15}\\
& \int_{-1}^{1} \mathrm{~d} x\left[H^{g}(x, \xi, t)+E^{g}(x, \xi, t)\right]=J^{g}(t) \tag{16}
\end{align*}
$$

Where $J^{f}(0)$ denotes the total angular momentum carried by a parton $f$. This accounts for both helicity and orbital parts of the momentum, such that the total proton spin reads:

$$
\begin{equation*}
\frac{1}{2}=\sum_{f} J^{f}(0)+J^{g}(0) \tag{17}
\end{equation*}
$$

Due to Lorentz invariance, it is possible to derive that, in a more general way, any moment of GPDs can be written as a polynomial function of $\xi$ :

$$
\begin{equation*}
\int_{-1}^{1} \mathrm{~d} x x^{n-1} H^{f}(x, \xi, t)=\sum_{k=0}^{n}(2 \xi)^{k} A_{n, k}^{f}(t) . \tag{18}
\end{equation*}
$$

This property, known as polynomiality of GPDs, is a key feature of both theoretical study and phenomenological modelling of those distributions.

## Localisation of partons

Fourier-transforming GPDs from transverse momentum transfer to transverse position leads to an intuitive interpretation when done at the forward limit $\xi=0$. Under this hypothesis, outgoing and incoming partons have a same longitudinal momentum fraction $x$ and are fully localised on the impact parameter space [15-17, 23]. This allows one to interpret $H^{f}(x, \xi=$ $0, t=-\Delta^{2}$ ) as a density probability. Hence one can define an Impact Parameter representation of $H^{f}$ to be

$$
\begin{equation*}
q^{f}\left(x, b^{2}\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d}^{2} \Delta \mathrm{e}^{-i b \cdot \Delta} H^{f}\left(x, \xi=0, t=-\Delta^{2}\right) . \tag{19}
\end{equation*}
$$

This distribution yields the probability to find a parton of flavour $f$ having a longitudinal momentum $x P^{+}$at a distance $b$ from the proton centre of plus-momentum in the transverse plane. Following that interpretation it is possible to extract the transverse extension of partons inside
the unpolarised proton as a function of $x$ integrating $q\left(x, \boldsymbol{b}^{2}\right)$ over $\boldsymbol{b}^{2}$. One can therefore define the average impact parameter to be

$$
\begin{equation*}
\left\langle\boldsymbol{b}^{2}\right\rangle_{x}=\frac{\int \mathrm{d}^{2} \boldsymbol{b} \boldsymbol{b}^{2} q^{f}\left(x, \boldsymbol{b}^{2}\right)}{\int \mathrm{d}^{2} \boldsymbol{b} q^{f}\left(x, \boldsymbol{b}^{2}\right)}=\left.4 \frac{\partial}{\partial t} \log H^{f}(x, \xi=0, t)\right|_{t=0} \tag{20}
\end{equation*}
$$

This two-dimensional transverse extension of partons compares with the one-dimensional one through integration over $x$, which yields the Dirac $\left(F_{1}\right)$ form factor:

$$
\begin{equation*}
\left\langle\boldsymbol{b}^{2}\right\rangle=\sum_{f} e_{f} \frac{\int \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{b} \boldsymbol{b}^{2} q^{f}\left(x, \boldsymbol{b}^{2}\right)}{\int \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{b} q^{f}\left(x, \boldsymbol{b}^{2}\right)}=\left.4 \frac{\partial}{\partial t} \log F_{1}(t)\right|_{t=0} \tag{21}
\end{equation*}
$$

Assuming that we can write $H \propto \mathrm{e}^{B(x) t}$, one can study the $t$-slope of $H$ to extract this average transverse extension of partons:

$$
\begin{equation*}
\left\langle b^{2}\right\rangle_{x}=4 B(x) \tag{22}
\end{equation*}
$$

As pointed out by Diehl [22], the resolution of this method is not limited by the Compton wavelength, it is rather controlled by two limiting scales: 1 . the hard scattering scale $\mu$ will specify what are the partons probed, indeed, the partons described by $H$ will always have a finite extension $\sim 1 / \mu$ and might appear as composite objects for a higher value of $\mu$; 2 . because in an experimental context one will always measure finite values of $t$, the Fourier transform integral domain will always suffer a cut-off of the order of the maximum momentum transfer measured $|t|_{\max }$ and this will limit the localisation of partons up to some distance displayed below.

$$
\begin{equation*}
\text { distance resolution } \sim \frac{1}{\sqrt{|t|_{\max }-\frac{4 \xi^{2} m^{2}}{1-\xi^{2}}}} \quad \quad \text { parton size } \sim \frac{1}{\mu} \tag{23}
\end{equation*}
$$

It is possible to extend this simplistic 3-D picture of the proton for non-zero skewness $(\xi \neq 0)$ GPDs. In that case, $\boldsymbol{b}$ is no longer the Fourier conjugate of $\Delta$ but rather of the transverse component of $D=\frac{p^{\prime}}{1-\xi}-\frac{p}{1+\xi}: \boldsymbol{D}=\boldsymbol{\Delta} /\left(1-\xi^{2}\right)$. As displayed in figure 9 , the impact parameter representation of skewed GPDs still allows an intuitive picture of the information they contain: depending on the relative values of $x$ and $\xi$, they describe either the emission and re-absorption of a parton, or a $q \bar{q}$ pair emission at position $\boldsymbol{b}$. The initial and final state transverse proton positions are relatively shifted of an order $\xi \boldsymbol{b}$. This shift is proportional to $\xi$ which affects the weighting of the partons transverse position between initial and final states. Since this shift is proportional to $\xi$, it is reasonable to consider that for small values of $\xi, \boldsymbol{b}$ is almost the same between initial and final state, although this assumption is not true for the plus-momenta.

Another important case, addressed by Mathias Burkardt [17], arises when one is considering $\xi=x$. We will see in the next section how this can be of interest. Under that condition, $\Delta$ is not anymore the Fourier conjugate of $\boldsymbol{b}$ but of $\boldsymbol{r}$, the separation between the active quark transverse position and the spectator quark centre of plus-momentum (see fig. 10):

$$
\begin{equation*}
\boldsymbol{r}=\boldsymbol{b}-\sum_{\text {spectator } i} x_{i} \boldsymbol{R}_{i}=\frac{1}{1-x} \boldsymbol{b} \tag{24}
\end{equation*}
$$



Figure 9: Impact parameter space representation of a GPD at nonzero skewness variable $\xi$ in the regions $\xi<x<1$ (left) and $|x|<\xi$ (right). $\xi$ is taken to be positive, as appropriate for the processes in which GPDs are known to occur. The overall centre of plus-momentum shifts because of the transfer of plus momentum to the proton. The case $-1<x<-\xi$ (not shown) is analogous to $\xi<x<1$, with an antiquark carrying momentum fraction $-x+\xi$ in the wave function and momentum fraction $-x-\xi$ in the conjugate wave function. (Fig. from [23].)


Figure 10: Separation between the active quark transverse position and the spectator quark centre of plus-momentum (fig. from [24]).

One can then rewrite equation 20:

$$
\begin{equation*}
\left\langle\boldsymbol{r}^{2}\right\rangle_{x}=\frac{\int \mathrm{d}^{2} \boldsymbol{r} \boldsymbol{r}^{2} q^{f}\left(x, \boldsymbol{r}^{2}\right)}{\int \mathrm{d}^{2} \boldsymbol{r} q^{f}\left(x, \boldsymbol{r}^{2}\right)}=\left.4 \frac{\partial}{\partial t} \log H^{f}(x, \xi=x, t)\right|_{t=0} \tag{25}
\end{equation*}
$$

and its comparison with $F_{1}$ will still hold since the integration of $H$ over $x$ yields the Dirac form-factor independently of the value of $\xi$. The assumption $H \propto \mathrm{e}^{B(x) t}$ translates, when trading $t$ for $\Delta$ and taking $\xi=x$ :

$$
\begin{equation*}
t=-\frac{4 x^{2} m^{2}+\Delta^{2}}{1-x^{2}}, \quad H \propto \mathrm{e}^{-B_{\perp}(x) \Delta^{2}}, \quad \quad B_{\perp}(x)=\frac{1}{1-x^{2}} B(x) . \tag{26}
\end{equation*}
$$

And it is possible to extract $\left\langle r^{2}\right\rangle_{x}$ either from the $\Delta$-slope $B_{\perp}(x)$, or the $t$-slope $B(x)$, of $H$ :

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{x}=4 B_{\perp}(x)=\frac{4}{1-x^{2}} B(x) . \tag{27}
\end{equation*}
$$

This quantity, which relates the partons transverse extension inside the proton to their longitudinal momentum-fraction, reflects the core property of GPDs which is to provide a 3dimensional picture of nucleons. The experimental determination of this dependence is the subject of this work and we will see in the following section how (some) GPDs can be accessed throughout the Deeply Virtual Compton Scattering process.

### 1.3 THE DVCS PROCESS

The Deep Virtual Compton Scattering process is the simplest experimental channel to access GPDs. It is an exclusive process consisting in the scattering of a virtual photon of momentum $q$ on a proton of momentum $p$. The final state of the reaction is characterised by a scattered real photon of momentum $q^{\prime}$ and the recoiling proton which has now a momentum $p^{\prime} \neq p$.
Before describing further the Deeply Virtual Compton Scattering, I will reproduce the presentation given by Nabil Chouika [20] of the way Compton amplitudes relate to PDFs and GPDs, thus giving a practical example of factorisation at work for both


Figure 11: The DVCS process. inclusive and exclusive processes.

## Compton amplitudes and factorisation

Compton amplitudes are of the form $\mathcal{A}\left(\gamma^{*} p \rightarrow \gamma p\right)$ with one or both photons being virtual. They appear squared in the cross section of different exclusive processes involving GPDs: Deeply Virtual Compton Scattering ( $\gamma^{*} p \rightarrow \gamma p$ ), Time-like Compton Scattering/TCS ( $\gamma p \rightarrow$ $\gamma^{*} p$ ) and Double Deeply Virtual Compton Scattering ( $\gamma^{*} p \rightarrow \gamma^{*} p$ ). It also appears in the Deep Inelastic Scattering process, parametrised by PDFs, and its squared amplitude relates to the imaginary part of the forward Compton amplitude via the Optical Theorem:

$$
\begin{equation*}
\mathcal{M}_{D I S}^{2} \propto \operatorname{Im}\left\{\mathcal{A}\left(\gamma^{*} p \rightarrow \gamma^{*} p\right)\right\} \tag{28}
\end{equation*}
$$

Factorisation of Compton amplitudes have been demonstrated in the Bjorken limit of large $Q^{2}$ and finite $t$ and $x_{B}$; where we have defined the hard scale to be the (high) virtuality $Q^{2}=$ $-q^{2}$ of the incoming virtual photon, and $x_{B}=Q^{2} / 2 p \cdot q$. Under this hypothesis, the graphs with least lines between hard and soft part are dominant, and other graphs are suppressed in powers of $1 / Q^{2}$. The leading order in $\alpha_{s}$ and leading twist graphs for DIS, DVCS and TCS are displayed in figure 12.

Denoting $k_{1}$ and $k_{2}$ the momenta of the quarks coming from and coming back to the hard part respectively, one can define either a symmetric (Ji's, 29) or asymmetric (Radyushkin's, 30) sets of momenta:

$$
\begin{array}{ll}
x=\frac{k_{1}^{+}+k_{2}^{+}}{P_{1}^{+}+P_{2}^{+}} & \xi=\frac{P_{1}^{+}-P_{2}^{+}}{P_{1}^{+}+P_{2}^{+}} \simeq \frac{x_{B}}{2-x_{B}} \\
X=\frac{k_{1}^{+}}{P_{1}^{+}} & X-x_{B}=\frac{k_{2}^{+}}{P_{2}^{+}} . \tag{30}
\end{array}
$$

For this paragraph only, the notations are from Radyushkin (X) and not from Ji ( $x$ ). The leading order hard scattering part of the handbag diagram have the following contribution, if $\mathcal{P}$ denotes the Cauchy principal value of the distribution:

$$
\begin{equation*}
\int \frac{1}{X-x_{B}+i \epsilon}+\{\text { crossed graph }\}=\mathcal{P} \int \frac{1}{X-x_{B}}-i \pi \delta\left(X-x_{B}\right)+\{\text { crossed graph }\} \tag{31}
\end{equation*}
$$





Figure 12: Handbag diagrams for DIS (left), DVCS (center) with $q_{1}^{2}<0$ and TCS (right) with $q_{2}^{2}>0$. Adapted from [20].

For DIS, only the imaginary part of the amplitude contributes to the cross section. The convolution of the hard kernel 31 to the PDFs reads:

$$
\begin{equation*}
\operatorname{Im}\left\{\mathcal{A}\left(\gamma^{*} p \rightarrow \gamma^{*} p\right)\right\} \propto \sum_{q} e_{q}^{2}\left[q\left(x_{B}\right)+\bar{q}\left(x_{B}\right)\right]+(\ldots) \tag{32}
\end{equation*}
$$

where (...) stands for the crossed graph, polarised terms, higher order and higher-twist contributions. For DVCS, both real and imaginary parts intervene, and the amplitude reads:

$$
\begin{equation*}
\mathcal{A}\left(\gamma^{*} p \rightarrow \gamma p\right) \propto \sum_{q} e_{q}^{2}\left[\mathcal{P} \int \mathrm{~d} X \frac{H^{q}\left(X, x_{B}, t\right)}{X-x_{B}}+i \pi H^{q}\left(x_{B}, x_{B}, t\right)\right]+(\ldots) \tag{33}
\end{equation*}
$$

As mentioned in the previous section, factorisation of inclusive processes happens at cross section level since they are obtained via the optical theorem, while factorisation happens at amplitude level for exclusive processes. As a consequence, LO DIS structure functions do not have any explicit dependence in $X$, while their equivalents for GPDs do contain a convolution between $X$ and $x_{B}$.

## Compton form-factors

Going back to Ji notations, by analogy with DIS structure function, one can introduce so called leading twist Compton Form-Factor (CFF) to be the convolution between a generic hard kernel and twist-2 GPDs:

$$
\begin{equation*}
\mathcal{H}\left(\xi, t, Q^{2}\right)=\int_{-1}^{1} \frac{\mathrm{~d} x}{\xi} \sum_{a=g, q} C^{a}\left(\frac{x}{\xi}, \frac{Q^{2}}{\mu_{F}^{2}}, \alpha_{S}\left(\mu_{F}\right)\right) H^{a}\left(x, \xi, t, \mu_{F}^{2}\right) \tag{34}
\end{equation*}
$$

CFFs are observables since they are proportional to the Compton amplitudes, therefore dependence upon the factorisation scale $\mu_{F}$ has to vanish in the right hand side of the equations. This induces a factorisation scale evolution for GPDs which I already mentioned to be either generalised DGLAP or ERBL equations depending on the relative values of $x$ and $\xi$. As a conse-
quence, for $\xi=0, q\left(x, \boldsymbol{b}^{2}\right)$ fulfils the standard DGLAP equations, which read for the non-singlet combination:

$$
\begin{equation*}
\mu_{F}^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu_{F}^{2}} q_{N S}\left(x, \boldsymbol{b}^{2}\right)=\int_{x}^{1} \frac{\mathrm{~d} z}{z} P_{N S}\left(\frac{x}{z}\right) q_{N S}\left(z, \boldsymbol{b}^{2}\right) \tag{35}
\end{equation*}
$$

where $P_{N S}$ is the non-singlet evolution kernel. This accounts for the valence contribution and does not mix with gluons. Singlet combinations are obtained through a matrix equation mixing quarks and gluons GPDs.

The derived quantity of interest $\left\langle\boldsymbol{b}^{2}\right\rangle_{x}$ evolves in a similar way [24]:

$$
\begin{equation*}
\mu_{F}^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu_{F}^{2}}\left\langle\boldsymbol{b}^{2}\right\rangle_{x}=-\frac{1}{q_{N S}\left(x, \boldsymbol{b}^{2}\right)} \int_{x}^{1} \frac{\mathrm{~d} z}{z} P_{N S}\left(\frac{x}{z}\right) q_{N S}\left(z, \boldsymbol{b}^{2}\right)\left[\left\langle\boldsymbol{b}^{2}\right\rangle_{x}-\left\langle\boldsymbol{b}^{2}\right\rangle_{z}\right] . \tag{36}
\end{equation*}
$$

And so will $\left\langle\boldsymbol{r}^{2}\right\rangle_{x}$ with the extended DGLAP equations for $x=\xi$. Nonetheless, reproducing experimentally such evolution, similar to the one visible in DIS, would be a great achievement we are quite far from obtaining. In what follows, scale dependence in $\mu_{F}$ and $Q^{2}$ will be implicit.
$C^{a}$ coefficients are computed perturbatively in $\alpha_{S}$ and the leading order only accounts for quark lines:

$$
\begin{equation*}
C^{q}=e_{q}^{2}\left(\frac{1}{1-\frac{x}{\xi}-i \epsilon}-\frac{1}{1+\frac{x}{\xi}-i \epsilon}\right)+\mathcal{O}\left(\alpha_{S}\right) \tag{37}
\end{equation*}
$$

One has therefore four complex-valued CFFs at leading-order leading-twist (fig. 13). The real and imaginary parts of $\mathcal{H}$ and $\widetilde{\mathcal{H}}$ (or equivalently $\mathcal{E}$ and $\widetilde{\mathcal{E}}$ ) read:

$$
\begin{align*}
& \operatorname{Re} \mathcal{H}(\xi, t) \underset{\text { Lo }}{=} \mathcal{P} \int_{-1}^{1} \mathrm{~d} x \sum_{q} e_{q}^{2}\left(\frac{1}{\xi-x}-\frac{1}{\xi+x}\right) H^{q}(x, \xi, t),  \tag{38}\\
& \operatorname{Im} \mathcal{H}(\xi, t) \underset{\text { Lo }}{=} \pi \sum_{q} e_{q}^{2}\left[H^{q}(\xi, \xi, t)-H^{q}(-\xi, \xi, t)\right]  \tag{39}\\
& \operatorname{Re} \widetilde{\mathcal{H}}(\xi, t) \underset{\text { Lo }}{=} \mathcal{P} \int_{-1}^{1} \mathrm{~d} x \sum_{q} e_{q}^{2}\left(\frac{1}{\xi-x}+\frac{1}{\xi+x}\right) \widetilde{H}^{q}(x, \xi, t),  \tag{40}\\
& \operatorname{Im} \widetilde{\mathcal{H}}(\xi, t) \underset{\text { L० }}{=} \pi \sum_{q} e_{q}^{2}\left[\widetilde{H}^{q}(\xi, \xi, t)+\widetilde{H}^{q}(-\xi, \xi, t)\right] . \tag{41}
\end{align*}
$$

It should be noted that gluons do not contribute to LO CFFs, the first gluon contribution arises at NLO or higher-twist. LO CFFs do not depend either on $Q^{2}$, the scale dependence appears starting from NLO.

One can relate the real and imaginary parts of the CFFs using a subtraction constant, $\mathcal{C}_{\mathcal{H}}(t)$, which is linked to the integral of the so-called $D$-term:

$$
\begin{align*}
& \operatorname{Re} \mathcal{H}(\xi, t) \underset{\mathrm{Lo}}{=} \mathcal{P} \int_{-1}^{1} \mathrm{~d} x \sum_{q} e_{q}^{2}\left(\frac{1}{\xi-x}-\frac{1}{\xi+x}\right) H^{q}(x, x, t)+\mathcal{C}_{\mathcal{H}}(t)  \tag{42}\\
& \mathcal{C}_{\mathcal{H}}(t)=\sum_{q} e_{q}^{2} \int_{-1}^{1} \mathrm{~d} \alpha \frac{2 D^{q}(\alpha, t)}{1-\alpha} \tag{43}
\end{align*}
$$



Figure 13: LO DVCS handbag diagram: the hard kernel is reduced to a simple quark line and does not account for gluons. Consequently, LO LT CFFs do not allow for parton helicity flip. Adapted from [25].

The D-term, connected to the QCD energy momentum tensor, relates to the pressure of partons inside the nucleon $[48,56]$. This is beyond the scope of this work, but this subject will be experimentally investigated in further analysis lead by our experimental group in Saclay.

Compton Form-Factors are the only experimental way to access GPDs, and they unfortunately do it through a convolution that makes their extraction quite difficult a matter. It is important to understand that equation 42 implies that the most information we can get out of LO CFFs is limited to two quantities:

1. $\operatorname{Im} \mathcal{H}(\xi, t)$ which yields the cross-over line $x=\xi$ of GPDs for a few values of $x$, and $\left\langle r^{2}\right\rangle_{x^{\prime}}$;
2. $\operatorname{Re} \mathcal{H}(\xi, t)$ which can be related to a partially known integral $\operatorname{lm} \operatorname{H}(\xi, t)$ and the $D$-term.

## DVCS cross section

Experimentally, virtual photons are produced by lepton radiation $l \rightarrow \gamma^{*} l$. As a consequence, the DVCS process is accessed through the $l p \rightarrow l p \gamma$ channel, and coherently interferes with a pure QED process named Bethe-Heitler ( BH ). The BH process corresponds to the radiative emission of the real photon by either the incoming or outgoing lepton instead of the proton (fig. 14). The experimental cross section is therefore proportional to the squared amplitude, with $\mathcal{I}$ the interference:

$$
\begin{equation*}
\mathcal{T}^{2}=\left|\mathcal{T}_{\mathrm{BH}}\right|^{2}+\left|\mathcal{T}_{\mathrm{DVCS}}\right|^{2}+\underbrace{\mathcal{T}_{\mathrm{DVCS}} \mathcal{T}_{\mathrm{BH}}^{*}+\mathcal{T}_{\mathrm{DVCS}}^{*} \mathcal{T}_{\mathrm{BH}}}_{\mathcal{I}} \tag{44}
\end{equation*}
$$



Figure 14: The DVCS (left), and BH (center and right) graphs contribute to the cross section.
The proton of the BH graphs are represented by the form-factors $F_{1}$ and $F_{2}$. (Fig. from [24])

For an unpolarised target, the differential cross section depends upon four kinematic variables: $x_{B}$ - Bjorken $x, Q^{2}$ - photon virtuality, $t$ - the nucleon squared momentum transfer between initial and final states, and $\phi$ - the angle between the lepton scattering plane and the
plane defined by the real and virtual photons, see figure 15. $\phi$ is taken to be the 'Trento convention' one [9]. Denoting $k$ and $k^{\prime}$ the momenta of incoming and outgoing leptons, $q=k-k^{\prime}$ the momentum carried by the virtual photon, $p$ and $p^{\prime}$ the momenta of incoming and recoiling proton respectively and $q^{\prime}$ the momentum of the real photon emitted out of the DVCS process, one has:

$$
\begin{aligned}
Q^{2} & =-q^{2} \\
x_{B} & =\frac{Q^{2}}{2 p \cdot q} \\
t & =\left(q^{\prime}-q\right)^{2}=\left(p^{\prime}-p^{\prime}\right)^{2} .
\end{aligned}
$$

In the following we will use the abbreviation:

$$
\begin{equation*}
\mathrm{d} \sigma=\frac{\mathrm{d}^{4} \sigma(l p \rightarrow l p \gamma)}{\mathrm{d} Q^{2} \mathrm{~d} x_{B} \mathrm{~d}|t| \mathrm{d} \phi} . \tag{45}
\end{equation*}
$$



Figure 15: Definition of the angle $\phi$ as being the angle between the leptonic and the hadronic plane of the DVCS process. Adapted from [68].

This cross section can be decomposed according to $\phi$ harmonics up to twist-3 with the following contribution for each part quoted above, with $\lambda$ the lepton polarisation. The complete set of formula can be found in [10]:

$$
\begin{align*}
\left|\mathcal{T}_{\mathrm{BH}}\right|^{2} & =\frac{e^{6}}{x_{B}^{2} y^{2}\left(1+\epsilon^{2}\right) t P_{1}(\phi) P_{2}(\phi)}\left\{c_{0}^{\mathrm{BH}}+\sum_{n=1}^{2} c_{n}^{\mathrm{BH}} \cos (n \phi)+\lambda s_{1}^{\mathrm{BH}} \sin (\phi)\right\}  \tag{46}\\
\left|\mathcal{T}_{\mathrm{DVCS}}\right|^{2} & =\frac{e^{6}}{y^{2} Q^{2}}\left\{c_{0}^{\mathrm{DVCS}}+\sum_{n=1}^{2}\left[c_{n}^{\mathrm{DVCS}} \cos (n \phi)+\lambda s_{n}^{\mathrm{DVCS}} \sin (n \phi)\right]\right\}  \tag{47}\\
\mathcal{I} & =\frac{ \pm e^{6}}{x_{B} y^{3} t P_{1}(\phi) P_{2}(\phi)}\left\{c_{0}^{\mathcal{I}}+\sum_{n=1}^{3}\left[c_{n}^{\mathcal{I}} \cos (n \phi)+\lambda s_{n}^{\mathcal{I}} \sin (n \phi)\right]\right\} . \tag{48}
\end{align*}
$$

The BH contribution is exactly calculable within QED and depends on the knowledge of the FFs $F_{1}$ and $F_{2}$, while the Fourier coefficients of the DVCS part contain the dependence on CFFs. These different harmonics can be selected according to the beam charge and polarisation and it is useful to rewrite [68]:

$$
\begin{equation*}
\mathrm{d} \sigma=\mathrm{d} \sigma^{\mathrm{BH}}+\left(\mathrm{d} \sigma_{\text {unpol }}^{\mathrm{DVCS}}+\lambda \mathrm{d} \sigma_{\text {pol }}^{\mathrm{DVCS}}\right) \pm\left(\mathrm{d} \sigma_{\text {unpol }}^{\mathcal{I}}+\lambda \mathrm{d} \sigma_{\text {pol }}^{\mathcal{I}}\right) \tag{49}
\end{equation*}
$$

where the $\pm$ sign corresponds to the charge of the beam. In this work, we aim at extracting the beam charge $(+,-)$ and spin $(\leftarrow, \rightarrow)$ sum combination:

$$
\begin{equation*}
\mathrm{d} \sigma^{\leftarrow^{+}}+\mathrm{d} \sigma^{-\rightarrow}=2\left(\mathrm{~d} \sigma^{\mathrm{BH}}+\mathrm{d} \sigma_{\text {unpol }}^{\mathrm{DVCS}}+\mathrm{d} \sigma_{\text {pol }}^{\mathcal{I}}\right) \tag{50}
\end{equation*}
$$

which integrated over $\phi$ and after $\mathrm{d} \sigma^{\mathrm{BH}}$ subtraction allows us to access:

$$
\begin{align*}
c_{0}^{D V C S}=\frac{2\left(2-2 y+y^{2}\right)}{\left(2-x_{B}\right)^{2}}\{ & 4\left(1-x_{B}\right)\left(\mathcal{H} \mathcal{H}^{*}+\widetilde{\mathcal{H}} \widetilde{\mathcal{H}}^{*}\right) \\
& -x_{B}^{2}\left(\mathcal{H} \mathcal{E}^{*}+\mathcal{E} \mathcal{H}^{*}+\widetilde{\mathcal{H}} \widetilde{\mathcal{E}}^{*}+\widetilde{\mathcal{E}} \widetilde{\mathcal{H}}^{*}\right) \\
& \left.-\left(x_{B}^{2}+\left(2-x_{B}\right)^{2} \frac{t}{4 m^{2}}\right) \mathcal{E} \mathcal{E}^{*}-x_{B}^{2} \frac{t}{4 m^{2}} \widetilde{\mathcal{E}} \widetilde{\mathcal{E}}^{*}\right\} \tag{51}
\end{align*}
$$

For a small $x_{B} \sim 10^{-2}, c_{0}^{D V C S}$ is mostly sensitive to the combination:

$$
\begin{equation*}
c_{0}^{D V C S} \propto \mathcal{H} \mathcal{H}^{*}+\widetilde{\mathcal{H}} \widetilde{\mathcal{H}}^{*}-\frac{t}{4 m^{2}} \mathcal{E} \mathcal{E}^{*} \tag{52}
\end{equation*}
$$

A study of two different phenomenological models (KM [44,46] and GK [31-33] models) shows that one actually expects $c_{0}^{D V C S}$ to be mostly sensitive to $\operatorname{Im} \mathcal{H}$, and that $\operatorname{Re} \mathcal{H}$ and other GPDs should have less than a few percent contribution for COMPASS kinematics [5]. It follows that the extraction of $\mathrm{d} \sigma^{+}+\mathrm{d} \sigma^{-}$and its $t$-dependence allows one to access to the $t$-slope of $H$, and the transverse extension of partons $\left\langle r^{2}\right\rangle_{x}$ in the proton.

## Hard Exclusive Meson Production (HEMP)

In contrast to DVCS, the leading-twist hard scattering sub-processes for HEMP contains hard quarks and gluons exchange. These graphs contain contributions at the same order of the strong coupling constant $\alpha_{s}$ plus a meson distributions amplitude (fig. 16). It hence provides a


Figure 16: Typical leading-twist HEMP diagrams for the quark ( $\gamma_{L}^{*} q \rightarrow M_{L} q$ ) and gluon ( $\gamma_{L}^{*} g \rightarrow V_{L} g$ ) sub-processes. The symbol M stands for pseudo-scalar mesons as well as vector mesons while the symbol V stands only for vector mesons. The subscript $L$ stands for longitudinal polarization. (Fig. from [28].)
great tool for the study of gluon contributions. It enables as well, combining results for different mesons in the final state ( $\left.\pi^{0}, \rho^{0}, \omega, \phi, J / \Psi, \ldots\right)$, to disentangle flavour dependence of GPDs. HEMP will appear in two ways in this work:

1. $l p \rightarrow l p \rho^{0} \rightarrow l p \pi^{+} \pi^{-}$will be used for calibrations and data quality assessment purposes, for it is a very clean and well enhanced experimental channel. In this case, it will only be used for its exclusivity kinematic closure.
2. $l p \rightarrow l p \pi^{0} \rightarrow l p \gamma \gamma$ will appear as an inappropriately tagged DVCS event whenever one of the two photons happens not to be detected, adding background to the DVCS signal.

### 1.4 EXPERIMENTAL Status OF THE DVCS CROSS SECTION $t$-DEPENDENCE

A number of experiments, throughout the world, are trying to extract GPD related information out of DVCS. A recent and extensive review can be found in [68]. In this part, I will exclusively focus on the works related to the extraction of the $t$-dependence of the DVCS cross section.

## Valence region of the proton

Data from HERMES, CLAS and Hall A have been analysed in order to extract locally in each investigated kinematics the imaginary and real parts of the four CFFs from ep $\rightarrow e p \gamma$ observables [26,27]. These fixed target experiments with electron beams $(6 \mathrm{GeV}$ at JLab and 27 GeV at HERMES) probed a kinematic domain around $x \sim 0.1$ and $Q^{2} \sim 2 \mathrm{GeV}^{2}$. The result mostly depends upon $\mathcal{H}_{I m}=\operatorname{Im} \mathcal{H} / \pi=\sum_{q} e_{q}^{2}\left[H^{q}(\xi, \xi, t)-H^{q}(-\xi, \xi, t)\right]$ which is fitted for each $\left(\xi, t, Q^{2}\right)$ bin to an exponential $t$-dependence:

$$
\begin{equation*}
\mathcal{H}_{I m}=A(\xi) \mathrm{e}^{B(\xi) t} \tag{53}
\end{equation*}
$$

The figure 17 displays the result of the fit for $\mathcal{H}_{I m}$ for JLab, and the largest part of the error budget comes from the other CFFs contributions to the fit, not from the experimental errors.

The combined result using one HERMES point and seven JLab points of the extraction of $B(\xi)$ and its translation in term of $\left\langle b_{\perp}^{2}\right\rangle_{x}$ is displayed in figure 18. This conversion is not straightforward in that case, since one needs to take into account that $\left\langle b_{\perp}^{2}\right\rangle_{x}$ is meant to be the mean squared valence quark transverse extension of the proton, and is therefore extracted at $\xi=0$ for the valence combination $H^{q}(x, 0, t)+H^{q}(-x, 0, t)$. This is taken into account, under hypotheses described in the article, by a parameter $k$ which should in principle depend on $x$ and $\xi$ but is taken constant on the considered $x$ range $(k=0.925 \pm 0.025)$ :

$$
\begin{equation*}
\left\langle b_{\perp}^{2}\right\rangle_{x} \simeq k 4 B(\xi) \tag{54}
\end{equation*}
$$

The model error uncertainty due to this parameter $k$ is small relatively to the error introduced by the fit in figure 18. The large errors are a consequence of the local fit of $\operatorname{ImH}$ and of the other CFFs.


Figure 17: t-dependence of the CFF $H_{I m}$ for twenty ( $x_{B}, Q^{2}$ ) bins from CLAS. Open squares: results of the CLAS $\sigma$ and $\Delta \sigma$ fit, with the 8 CFFs as free parameters. Solid circles: results of the fit to CLAS $\sigma$ and $\Delta \sigma$ data, as well as longitudinally polarized target and double beam-target polarized asymmetries, with the 8 CFFs as free parameters. Solid triangles: results of the Hall A $\sigma$ and $\Delta \sigma$ fit with the 8 CFFs as free parameters. Stars represent the VGG reference-model used to fit CFFs. The solid curve shows an exponential fit of the open squares. (fig. from [26])


Figure 18: $x$-dependence of $\left\langle b_{\perp}^{2}\right\rangle_{x}$ for valence (non-singlet) quark combination in the proton. The resulting (small) model uncertainty is shown by the outer error bars. The red band displays the empirical result assuming a logarithmic ansatz $B_{0}(x)=a_{B_{0}} \ln \frac{1}{x}$. (Fig. from [26])

Sea quarks and gluons region of the proton

The $t$-dependence of the DVCS cross section has also been extracted by the H 1 and ZEUS collaborations. In these experiments, the collider configuration between a 27 GeV electron and
a 920 GeV proton beam allows the DVCS cross section to become dominant with respect to the BH process. They spanned a wide $x_{B}$ kinematic range between $10^{-4}$ and $10^{-2}$, for which two-gluons exchange plays an important role in addition to the leading-order quark-photon scattering process. The average $Q^{2}$ was between 3.2 and $25 \mathrm{GeV}^{2}$.

The measured $t$-dependence of the cross section is following a Regge behaviour of the form:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} t} \propto \mathrm{e}^{-B(W)|t|} \tag{55}
\end{equation*}
$$

with $B(W)=B_{0}+4 \alpha^{\prime} \ln \left(W / W_{0}\right) . B_{0}$ and $W_{0}$ are constant, and $\alpha^{\prime}$ was found to be rather small for DVCS. The $t$-slope presents no evolution with respect to $W$ and evolves slightly logarithmically with $Q^{2}$. $B=5.45 \pm 0.19_{\text {stat }} \pm 0.34_{\text {syst }}$ was the averaged value obtained at $Q^{2}=8$ $\mathrm{GeV}^{2}$ and $x_{B}=1.2 \cdot 10^{-3}$. This translates into a transverse extension following:

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{x_{B}} \simeq 2 B\left(x_{B}\right) . \tag{56}
\end{equation*}
$$

The proton transverse extension was measured to be

$$
\begin{equation*}
\sqrt{\left\langle r^{2}\right\rangle_{x_{B}}}=0.65 \pm 0.02 \mathrm{fm}, \tag{57}
\end{equation*}
$$

and compares to:

$$
\begin{equation*}
\sqrt{\left.4 \frac{\mathrm{~d}}{\mathrm{~d} t} \log F_{1}^{p}\right|_{t=0}}=0.67 \pm 0.01 \mathrm{fm} \tag{58}
\end{equation*}
$$



Figure 19: $t$-dependence of the DVCS cross section for three values of $Q^{2}$ (a) and the variation of the fitted values as function of $Q^{2}$ (c) and W (d). (Fig. from [1])

In 2012, a test run of two weeks for the COMPASS 2016/2017 program has been analysed [ 5,42 ] for $x_{B}$ between 0.01 and 0.15 . As for HERA experiments, the high energy of the muon beam allows the DVCS process to be dominant with respect to the BH. The extraction of $\left\langle\boldsymbol{r}^{2}\right\rangle_{x_{B}}$ was done as described in the previous section: through the $\phi$ integration of the $\mathrm{d} \sigma^{\ddagger}+\mathrm{d} \sigma^{\mp}$ cross section and after subtraction of the Bethe-Heitler contribution. For a mean $x_{B}=0.056$ and $Q^{2}=1.8 \mathrm{GeV}^{2}$, the parton transverse extension measured at COMPASS was [5]

$$
\begin{equation*}
\sqrt{\left\langle\boldsymbol{r}^{2}\right\rangle_{x_{B}}}=0.58 \pm\left. 0.04_{\text {stat }}{ }_{-0.02}^{+0.01}\right|_{\text {sys }} \mathrm{fm} . \tag{59}
\end{equation*}
$$

This is slightly smaller than the lower $x_{B}$ measurements of H 1 and Zeus, taken at smaller $x_{B}$ and for comparable $Q^{2}<10 \mathrm{GeV}^{2}$. These results are displayed in figure 20. The $Q^{2}$ sensitivity is displayed for two different models on the right hand side figure, and is of the order of the experimental error bar, allowing us to compare H1, Zeus and COMPASS results.


Figure 20: Left: results from COMPASS and previous measurements by H1 [2, 6] and ZEUS [19] on the $t$ slope parameter $B$, or equivalently the average squared transverse extension of partons in the proton, $\left\langle r^{2}\right\rangle$, as probed by DVCS at the proton longitudinal momentum fraction $\xi \sim x_{B} / 2$. Inner error bars represent statistical and outer ones the quadratic sum of statistical and systematic uncertainties. Right: same results compared to the predictions of the GK [31-33] and KM15 [44, 46] models. (Fig. from [5])

## 1.5 about the 'size' of the proton

The 'proton radius puzzle' in atomic vs elastic-scattering measurements
It happens that it is possible to estimate the charge radius of the proton using two different kinds of physics: atomic physics and spectroscopy of hydrogen atom on one side, probing some levels of energy of the nucleus of which gap is related to its radius, and nuclear physics lepton elastic scattering experiments on the other side. Both fields define the proton radius in the same way:

$$
\begin{array}{ll}
r_{E}^{2} \equiv-6 G_{E}\left(Q^{2}=0\right) & \text { for atomic physics } \\
r_{E}^{2} \equiv-\left.6 \frac{\mathrm{~d} G_{E}}{\mathrm{~d} Q^{2}}\right|_{Q^{2}=0} & \text { for nuclear physics } \tag{61}
\end{array}
$$

Nonetheless, the experimental situation appears to be more complex than expected and is well described in $[18,63]$. Indeed, both of these methods were agreeing nicely providing a result around $r_{E}=0.88 \mathrm{fm}$ until 2010, when physicists started to probe the lamb shift of muonic hydrogen and got a radius of 0.84 fm . Interestingly, a team from the Max-Plank-Institut reevaluated the Rydberg constant of the standard hydrogen in 2017 and managed to measure a very accurate and similar 0.84 -ish value of the radius, quickly followed by an incompatible measurement of similar energy level at Laboratoire Kastler-Brossel around 0.88 fm ... Many different atomic physics providing two values for $r_{E}$ separated from around $4 \sigma$. Most recent
nuclear physics data available come from a unique and precise electron-proton scattering dataset from MAMI, and the question of its interpolation is clearly debated [11]. New nuclear physics experimental results should complement soon our knowledge as electron-proton elastic scattering experiments are nearly published for PRad at JLab and under preparation at MAMI, as well as muon-proton elastic scattering at MUSE (PSI) and at COMPASS (CERN). Altogether with new atomic physics experiments, physicists expect to be able to conclude on whether a fundamental difference exists between muon-proton and electron-proton interactions - which would advocate for a deviation from the Standard-Model - or the different results are simply due to insufficient experimental accuracy [50].

## Different sizes for the proton

Besides the challenging topics raised by the proton radius puzzle, this discussion leads to another subject of further consideration. The radius defined in equations 60 and 61 is merely a historical convention. It considers the proton radius to be derived from a moment of a threedimensional spherical symmetric charge density. This derivation is however incorrect as it does not properly take into account relativistic effects [51].

The only relativistically correct derivation has to be done considering a two-dimensional density as considered in the previous sections of this chapter (eqs. 20, 21):

$$
\begin{equation*}
\left\langle\boldsymbol{b}^{2}\right\rangle=\sum_{f} e_{f} \frac{\int \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{b} \boldsymbol{b}^{2} q^{f}\left(x, \boldsymbol{b}^{2}\right)}{\int \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{b} q^{f}\left(x, \boldsymbol{b}^{2}\right)}=\left.4 \frac{\partial}{\partial t} \log F(t)\right|_{t=0} \tag{62}
\end{equation*}
$$

where $F$ is a given combination of structure functions, and relates to GPDs:

$$
\begin{equation*}
\left\langle\boldsymbol{b}^{2}\right\rangle_{x}=\frac{\int \mathrm{d}^{2} \boldsymbol{b} \boldsymbol{b}^{2} q^{f}\left(x, \boldsymbol{b}^{2}\right)}{\int \mathrm{d}^{2} \boldsymbol{b} q^{f}\left(x, \boldsymbol{b}^{2}\right)}=\left.4 \frac{\partial}{\partial t} \log G^{f}(x, \xi=0, t)\right|_{t=0} \tag{63}
\end{equation*}
$$

where G is the corresponding combination of GPDs.
This definition of impact-parameter, brings as many definitions of "size" as distributions G or $F$. Hence, when it comes to compare values, one has to be careful and use relevant distributions, since all of these do not contain the same information. As an example one can see in table 1 a few values of the impact parameter for different one dimensional Form-Factors.

| FORM-FACTOR | DISTRIBUTION | $\left\langle b^{2}\right\rangle$ |
| :---: | :---: | :--- |
| $F_{1}^{p}$ | $\sum_{q} e_{q}^{2}\left[q\left(x_{B}\right)-\bar{q}\left(x_{B}\right)\right]$ | $(0.66 \mathrm{fm})^{2}$ |
| $G_{E}^{p}$ |  | $(0.71 \mathrm{fm})^{2}=(0.66 \mathrm{fm})^{2}+\frac{\kappa_{p}}{m_{p}^{2}}$ |
| $G_{A}^{p}$ | $\Delta u+\Delta \bar{u}-(\Delta d+\Delta \bar{d})$ | $(0.52 \mathrm{to} 0.54 \mathrm{fm})^{2}$ |

Table 1: Different values of impact parameter for $\operatorname{Dirac}\left(F_{1}^{p}\right)$, Electromagnetic $\left(G_{E}^{p}\right)$ and Axial $\left(G_{A}^{p}\right)$ proton Form-Factor. (table from [24])

While all experimental results presented above rely on a similar exponential ansatz for the CFFs $t$-dependence, they are extracted using different methods and values are summed-up
in table 2. The singlet/non-singlet combinations, the $\xi=0 / \xi=x_{B}$ configurations as well as all other underlying hypothesis make all these values difficult to interpret and reflect the complexity of the field at the moment.

The only relevant and painstaking way to make a comprehensive analysis of the proton, and hence a proper "tomography" of this particle, would be to collect an extensive amount of data for a wide kinematic range, and proceed through a complete and rigorous global phenomenological analysis, as it has been done the last two decades for PDFs. While some theoretical tools and frameworks are already being developed to achieve these tasks [13, 43-46,53,54], we do not have accurate enough data yet. We can hope for such data to be collected at Electron-Ion colliders, as the one projected in the United-States [8], but in the meantime we have to make the most of the available data. The COMPASS 2016/2017 contribution to this vast enterprise will be the subject of the following parts.

| CFFS | Distribution | $x_{B}$ | $\left\langle b^{2}\right\rangle_{x_{B}}$ | REF. |
| :---: | :---: | :---: | :---: | :---: |
| 8 CFFs | $\sum_{q} e_{q}^{2}\left[H^{q}\left(x_{B}, 0, t\right)+H^{q}\left(-x_{B}, 0, t\right)\right]$ | $\sim 10^{-1}$ | $\left\langle\boldsymbol{b}^{2}\right\rangle_{x_{B}} \sim(0.35 \mathrm{fm})^{2}$ | $[26,27]$ |
| $\sim \operatorname{Im} \mathcal{H}$ | $\sum_{q} e_{q}^{2}\left[H^{q}\left(x_{B}, x_{B}, t\right)-H^{q}\left(-x_{B}, x_{B}, t\right)\right]$ | $\sim 5.6 \cdot 10^{-2}$ | $\left\langle r^{2}\right\rangle_{x_{B}} \sim(0.58 \mathrm{fm})^{2}$ | $[5]$ |
| $\sim \operatorname{Im} \mathcal{H}$ | $\sum_{q} e_{q}^{2}\left[H^{q}\left(x_{B}, x_{B}, t\right)-H^{q}\left(-x_{B}, x_{B}, t\right)\right]$ | $\sim 1.2 \cdot 10^{-3}$ | $\left\langle r^{2}\right\rangle_{x_{B}} \sim(0.65 \mathrm{fm})^{2}$ | $[1]$ |

Table 2: Different values of impact-parameter for the GPD $H$, for different $x_{B}$ and different hypotheses. First line result is dominated by $\operatorname{Im} \mathcal{H}$ but the 8 CFFs are fitted, while the two other results are interpreted considering only $\operatorname{Im} \mathcal{H}$ contribution. Approximate value of $\left\langle\boldsymbol{b}^{2}\right\rangle_{x_{B}}$ in the first line is an order of magnitude of the mean values of figure 18.

## THE COMPASS EXPERIMENT

The COMPASS (COmmon Muon Proton Apparatus for Structure and Spectroscopy) experiment is one of the CERN fixed target experiments. It is located at the end of the M2 beamline of the Super Proton Synchrotron (SPS), at Prevessin North-Area. Proposed for the first time in 1996, this experiment is a versatile tool for studying the structure and the spectroscopy of hadrons using a high energy beam of about 200 GeV beam.

The COMPASS-II program [30], approved in 2010 as a continuation of the first COMPASS experiment, was primarily aiming at studying the nucleon structure via Semi-Inclusive Deep Inelastic Scattering, Drell-Yan, HEMP and DVCS for the extraction of Fragmentation Functions, TMDs and GPDs respectively. Two years of data taking were dedicated in 2016 and 2017 to the DVCS part of the program. I describe in this chapter the apparatus as it was used for those two years.

### 2.1 THE BEAM

The beam delivered at the M2 beamline can be switched easily from hadrons (mainly protons and pions) to muons. They are generated by collision of the SPS 450 GeV protons on a berylium target (T6) of adjustable length to accommodate for different intensities of the secondary or tertiary beams. The muon beam ( $\mu^{-}$) or anti-muon beam $\left(\mu^{+}\right)$is mostly obtained out of the weak pion decay, favoured with a branching ratio of $0.999877\left(\pi^{-} \rightarrow \mu^{-}+\bar{v}\right.$ or $\left.\pi^{+} \rightarrow \mu^{+}+v\right)$ in a process similar to cosmic muon production. A kaon contamination of about $4 \%$ of the pion flux contributes also slightly to the muon beam. A pion momentum selection [3] is achieved in a band of $\pm 10 \%$ by bending magnets in a 600 meter long tunnel where a large fraction of pions decay into muons. Remaining hadrons are filtered out by some hadron absorber, and the muon beam is then lead to the experimental hall through a 800 meter tunnel. When entering the experimental hall, the muon beam is surrounded by a large halo, primarily composed of muons that could not be significantly deflected or absorbed.

Since the $\mu^{-}\left(\mu^{+}\right)$is produced throughout weak decay, its spin is aligned with (respectively opposite to) to its momentum. This allows for polarised muon beams. The polarisation rate in the laboratory frame is function of the ratio between the pion (or kaon) and the muon momenta. It is given by:

$$
\begin{equation*}
P_{\mu^{\mp}}= \pm \frac{m_{\pi, K}^{2}+\left(1-2 \frac{E_{\pi, K}}{E_{\mu}} m_{\mu}^{2}\right)}{m_{\pi, K}^{2}-m_{\mu}^{2}} \tag{64}
\end{equation*}
$$

where $m$ is a mass, $E$ and energy, and the subscript $\pi, K$ and $\mu$ implies respectively pions, kaons and muons. A beam polarisation of about $\pm 80 \%$ is reached by selecting muons and kaons emitted forward in the rest-frame of the decaying meson.

For the analysis presented in this thesis, the beam had a nominal energy of 160 GeV , with a momentum spread of $\sigma p / p=0.05$ and a spatial spread of about 7 mm at the target centre. To ensure proper analysis of exclusive events, the momentum of each incoming particles is measured upstream the target by the Beam Momentum Station (BMS) which consists in a bending dipole magnet (B6) in between two scintillating-fibre detectors (BM05 and BM06) and four hodoscopes (BM01-BM04), see figure 21. The momentum of particles is then reconstructed out of the bending of their trajectory within a one percent uncertainty.


Figure 21: The Beam Momentum Station, fig. from [3].
The typical proton beam flux on T6 was $100(150) \cdot 10^{11}$ protons/spill in 2016 (2017), for a spill length of 4,8 seconds and two spills were delivered every 36 seconds (fig. 22). Using a same T6 target the resulting $\mu^{+}$beam intensity is about 2.7 larger than the $\mu^{-}$beam one. To ensure the best experimental conditions for studying sum and difference of $\mu^{+}$and $\mu^{-}$DVCS contributions we have decided to work with similar beam fluxes. We hence used a T6 target of $100(500) \mathrm{mm}$ for the $\mu^{+}\left(\mu^{-}\right)$beams. Typical $\mu^{+}\left(\mu^{-}\right)$fluxes were $7.6(6.3) \cdot 10^{7}$ muons per spill, which is about $1.5 \cdot 10^{7}$ muons per seconds.


Figure 22: Profile of the proton intensity on T6 (yellow curve) as a function of time, as provided by the SPS control-centre.

### 2.2 THE TARGET

The target used for the 2016/2017 run is a liquid hydrogen target of 2.5 meter. It has been conceived with a minimal material budget to allow for accurate proton momentum detection, with the requirement to reach a momentum transfer detection $|t|$ as low as $0.07 \mathrm{GeV}^{2}$. Consequently, the cryostat was designed to allow proton to recoil with a momentum down to 270 MeV (fig 23).

Since we aim at extracting a cross section, a key point is to be able to determinate accurately the luminosity. This implies that the target has to be filled with homogeneous density of $\mathrm{LH}_{2}$, and this requires to identify clearly the fiducial volume that can be used for analysis. I will come back to that point in the following chapter. An extended description of the target can be found in figure 23.


Figure 23: Schematic view of the $\mathrm{LH}_{2}$ target, fig. from [14].
The target is held inside the carbon tube by the rohacelle supports.

### 2.3 THE SPECTROMETER

The COMPASS spectrometer is a large acceptance two-stage spectrometer equipped with trackers and particle identification detectors. It has been described in detail in reference [3, 4] and I will only provide the reader with relevant details for the presented analysis. Each stage of the spectrometer is build around a dipole magnet (SM1 and SM2). Momentum of charged particles are reconstructed using the track curvature and the knowledge of the magnitude of the magnetic field. The first part of the spectrometer (LAS on figure 81) is dedicated to particles with large scattering angles up to 180 milliradians and the second part (SAS on figure 81) for small angles below 30 milliradians.


Figure 24: Schematic view of the COMPASS 2016/2017 setup.

## Trackers

Charged particles are detected along the 60 m of the hall inside many tracking detectors. Different technologies of trackers are used inside the spectrometer, depending on the distance to the beam and the interaction vertex. Close to the beam, one needs both a high rate stability and high spatial and time resolution to disentangle signal tracks from halo. At larger distance to the beam, one does not need such accurate resolution nor rate stability while it is crucial to get large geometric coverage to ensure high acceptance. The different types of trackers used inside COMPASS are summed up in the table 3.

| TYPE | $A\left(\mathrm{~cm}^{2}\right)$ | $\delta_{x}(\mu \mathrm{~m})$ | $\delta_{t}(\mathrm{~ns})$ |
| :---: | :---: | :---: | :---: |
| SCIFI | $3.9^{2}-12.3^{2}$ | $130-210$ | 0.4 |
| SILICON detector | $5 \times 7$ | $8-11$ | 2.5 |
| Pixel-GEM | $10 \times 10$ | 95 | 9.9 |
| GEM | $31 \times 31$ | 70 | 12 |
| Pixel-MicroMegas | $40 \times 40$ | 70 | 9 |
| MWPC | $178 \times(90-120)$ | 1600 | N/A |
| DC | $(180-248) \times(127-208)$ | $190-500$ | N/A |
| STRAW | $280 \times 323$ | 190 | N/A |

Table 3: The different trackers used in the COMPASS experiment and their properties: $A$ denotes the detector active area, $\delta_{x}$ its spatial and $\delta_{t}$ its time resolutions. The first row of detector types displays very small area trackers: SCIntillating FIbre (SCIFI), SILICON strip (SILICON) and Pixelised Gas Electron Multiplier (Pixel-GEM) detectors. Second row small area trackers: Gas Electron Multiplier (GEM) and Pixel Micro-Mesh GAseous Structure detectors (Pixel-MicroMegas). Last row large area trackers: MultiWire Proportional Chambers (MWPC), Drift-Chambers (DC) and STRAW (STRAW) detectors.

## Muon filters

Muons identification lies upon the fact these particles interact very little with matter. This basic principle is implemented as follows: at each end of the two stages of the spectrometer, a heavy absorber is placed in between trackers. We call these muon walls and we consider to be a muon whatever charged particles having coincident tracks right before and right after such absorber.

The first muon wall is placed at the end of the LAS, and consists in four drift chambers placed before and after a 60 cm thick iron absorber. Particles deflected with a small angle can pass the muon wall throughout a hole in its centre to access the second stage of the spectrometer. The second muon wall is placed at the end of the SAS and its absorber is made out of 2.4 m thick concrete blocks.

## Calorimeters

Three electromagnetic calorimeters complete the spectrometer: ECAL0, placed right after the target, allows the detection of large angle photons emitted in the DVCS process before they might get absorbed by all the surrounding material. Intermediate angle photons are detected in ECAL1, placed right after SM1, and a last calorimeter, ECAL2 detects photons with very small angles after SM2 (see fig. 25).


Figure 25: Schematic view of the target area, halved top-view.
These calorimeters are mainly made out of lead glass or shashlik modules. Inside lead-glass modules, photons radiate showers of $e^{+} e^{-}$and the Cerenkov light emitted is collected by photomultiplier tubes (PMT) and digitised. Shashlik modules are alternating layers of lead and scintillating material. The lead layers produce the $e^{+} e^{-}$pairs which radiate visible light within the scintillating material. Light is collected through wave-length shifting optical fibres and detected by photo-multipliers. The energy deposit in all neighbouring cells is proportional to the total energy of the initial photon and a careful calibration of the cells has to be performed. The cells measure $3.83 \times 3.83 \mathrm{~cm}^{2}$, except for the outer part of ECAL1, which consists in 'Mainz' (resp. 'Olga') cells two (four) times bigger for economic reasons (fig. 26).


Figure 26: Schematics or photograph of ECAL0 (left), ECAL1 (middle) and ECAL2 (right).

## Recoil proton Time-of-Flight detector

The recoiling proton, emitted at large angles ( $>45 \mathrm{deg}$ ) is detected by a Time-of-Flight (ToF) detector called CAMERA. Placed around the target, it consists in two concentric cylinders of twenty-four scintillator slats each placed respectively at a radial distance of 25 cm and 110 cm respectively from the target axis. Its inner cylinder is called "Ring A" and the outer one "Ring B". Each slat of CAMERA covers 15 degrees around the $z$-axis. To improve the azimuthal resolution, Ring A is rotated by 7.5 degrees with respect to Ring B (see figure 31). Each end of the scintillators is connected to PMTs via long light-guides to minimise the budget material close to the target, and avoid in particular to absorb photons downstream the target (see figure 27).

Ring A scintillators measure $(275 \times 6.3 \times 0.4) \mathrm{cm}^{3}$, they are build out of BC408, and connected to 107 cm long light-guides bend downstream and 54 cm long upstream the target. They are connected to ET9813B PMTs, having a 51 mm photo-cathode diameter.

Ring B BC408 scintillators measure $(360 \times 30 \times 5) \mathrm{cm}^{3}$. Light-guides at both ends are bend at 90 deg and are 59 cm long. They are connected to ET9823B PMTs, with 130 mm photo-cathode diameter. The scintillating material BC408 emits light at 430 nm , while the maximum quantum efficiency of the PMTs lies in between 350 and 450 nm .

The principle of such detector is to detect coincident hits in the two rings, and use the timing of such hits to reconstruct the ToF and the Distance-of-Flight of the particle. Knowing those two quantities allows to reconstruct the $\beta$ of the particle. In our case we are interested at measuring very small momentum transfer for the proton, down to $|t|_{\text {min }}=0.07 \mathrm{GeV}^{2}$. As for the cryostat, material budget for Ring A had to be optimised in order to reach an optimal trade-off between the produced light-yield, which is needed to be high enough for a precise time measurement, and not too much proton energy loss, which would lead a low energy proton to simply stop inside Ring A. For these reasons, Ring A scintillators have been chosen to be 4 mm thick.


Figure 27: Schematic views of the CAMERA detector, fig. from [29].
Top-left: upstream view, top-right: downstream view, bottom: Ring A detail, plastic rings are suspended to the external mechanical structure by thin nylon wires.

The principle of ToF measurement by CAMERA is presented in figure 28. A charged particle recoiling from the target will create scintillating light through both A and B scintillators. This light will propagate to PMTs at both ends of each slat. PMTs convert photons to an electronic signal, which is sent to GANDALF modules to be digitised. At this stage, both the time-stamps and the maximum amplitude of the signal is sent to the COMPASS Data Acquisition System (DAQ).

To reconstruct a momentum out of this information, one needs to calibrate: the relative timing between the two ends of one scintillator, and the relative timing between an $A$ and $a B$ PMT. I note the first set of constant $C_{A_{i} / B_{j}}$ and the second set $C_{A_{i} B_{j}}$, where $A$ or $B$ stands for the ring and $i$ or $j$ the identifier of the given slat. Indeed, since Ring A and Ring B are shifted respectively half their angular coverage, there is more than one A slat in coincidence with one


Figure 28: Principle of TOF measurement by CAMERA: a charged outgoing particle (pink track) leaving the target (green cylinder) sparkles inside one ring A and one ring B scintillator (blue parallelepipeds). The light propagates inside the scintillator to reach both ends of it (yellow arrows) and allow PMTs to record time-stamps and amplitudes.

B slat. I note $t^{u}\left(t^{d}\right)$ the time-stamp given by the upstream (respectively downstream) PMT. Denoting $V_{A_{i} / B_{j}}$ the velocity of the light in the scintillator $A / B$ number $i$ or $j$, one can recover the z-coordinate of the hit following:

$$
\begin{align*}
& z_{A_{i}}=\frac{1}{2} V_{A_{i}}\left(t_{A_{i}}^{u}-t_{A_{i}}^{d}\right)+C_{A_{i}},  \tag{65}\\
& z_{B_{j}}=\frac{1}{2} V_{B_{j}}\left(t_{B_{j}}^{u}-t_{B_{j}}^{d}\right)+C_{B_{j}} . \tag{66}
\end{align*}
$$

Making the assumption that slats are parallel, and writing $R_{A_{i}}$ and $R_{B_{j}}$ the distance of the slats from the central axis of the cylinders, one gets the Distance-of-Flight of the particle to be:

$$
\begin{equation*}
\mathrm{DoF}=\sqrt{\left(z_{B_{j}}-z_{A_{i}}\right)^{2}+\left(R_{B_{j}}-R_{A_{i}}\right)^{2}} . \tag{67}
\end{equation*}
$$

The Time-of-Flight of the particle is given by the difference between the respective average timing of $A$ and $B$ hits:

$$
\begin{equation*}
\mathrm{ToF}=\frac{t_{B_{j}}^{u}+t_{B_{j}}^{d}}{2}-\frac{t_{A_{i}}^{u}+t_{A_{i}}^{d}}{2}+C_{A_{i} B_{j}} . \tag{68}
\end{equation*}
$$

The velocity $\beta$ and the momentum $p$ of the detected particle of mass $m$ is therefore simply given by:

$$
\begin{equation*}
\beta=\frac{\mathrm{DoF}}{\mathrm{ToF}}, \quad \quad p=\frac{m \beta}{\sqrt{1-\beta^{2}}} . \tag{69}
\end{equation*}
$$

We make the hypothesis that the recoiling particle is a proton. This hypothesis is actually confirmed when plotting the measured energy-loss inside Ring B scintillators as a function of the measured $\beta$ (figure 29).

The calibration of CAMERA detector and the extraction of $C_{A_{i} / B_{j}}, R_{A_{i} / B_{j}}, V_{A_{i} / B_{j}}$ and $C_{A_{i} B_{j}}$ will be discussed in the next chapter. Nonetheless, it is important to note that the momentum measured in CAMERA does take into account the energy loss of the particle inside the target. One has to correct for such effect in order to reconstruct exclusive events at the vertex using the Bethe-Bloch formula.


Figure 29: Energy-loss of the recoil particle inside Ring B scintillators as a function of the measured $\beta$. Left: prototype used in 2001 around a $\mathrm{CH}_{2}$ target to demonstrate the separation of pions, protons and deutons [52]. Right: 2016 data using CAMERA.

### 2.4 THE TRIGGER SYSTEM

COMPASS has many different set-ups that can be implemented depending on the part of its physic program. In 2016/2017, mostly three different types of triggers were at use: the muon, the CAMERA and the random trigger.

The Muon Trigger


Figure 30: Schematic top-view of the muon trigger system, fig. from [12].

The muon trigger [12] (fig. 30) is the main trigger for the data we will discuss later in this thesis, in particular for the selection of DVCS events. Its role is to detect a diffracted muon out of the target in the widest possible range of $Q^{2}$ and $x_{B}$. It is implemented following the idea of muon filters described above: it consists on fast hodoscopes planes before and after an absorber, ensuring a geometric and time coincidence for the muon track. Two methods are used to select the relevant tracks:

- vertical scattering angle measurement: Events with $\mathrm{Q} 2>0.5(\mathrm{GeV} / \mathrm{c}) 2$ are mainly triggered by using the scattered muon information only. The muons are measured in two horizontal scintillator hodoscopes in order to determine the projection of the muon scattering angle in the non-bending plane and to check its compatibility with the target position (vertical target pointing). This is the method used for the Middle Trigger (H4M and H5M), the Outer Trigger ( H 30 and H 4 O ) and the LAS trigger $(\mathrm{H} 1$ and H 2$)$ reaching increasing values of $Q^{2}$.
- energy loss measurement: At low $Q^{2}$, in the quasi-real photon regime, the muon scatteringangles is close to zero so that target pointing does not work any longer. These events are selected by measuring the energy loss with two vertical scintillator hodoscopes using the bending of the muon track in the spectrometer magnets. A careful rejection of background processes has to be done. This is the method used for the Ladder Trigger (H4L and H5L).

To suppress events due to halo muons, a veto system is added to the trigger system.

## The Random Trigger

The random trigger is a trigger completely decoupled from the experiment itself. It consists in some ${ }_{11}^{22} \mathrm{Na}$ radioactive source placed far away from the experimental hall. $\beta^{+}$decay of the source generates a positron which annihilates with some electrons into two back to back photons of 511 keV . When these photons are detected by the system of two coincident scintillators placed around the source, a trigger signal is sent to the DAQ. This trigger is of great importance when it comes to measure the beam flux as it provides random rates independent from the experiment.

## The CAMERA Trigger

A last trigger type is of use for the data we will discuss, and is driven by CAMERA. It consists on recording the data whenever some geometrically coincident sectors of both Ring A and Ring B are activated in a time window of $[-5,40]$ ns. (figure 31 ). This requires to be able to continuously record time-stamps for all CAMERA PMTs and have fast enough data transfer from front-end electronic to the trigger electronic.

At first, this trigger system was thought of as an additional trigger for protons, and some additional trigger stage using the amplitude of the collected signal should have been added. This was not done, but this trigger mode was still used to collect some cosmic muons and elastic pion data I will discuss in the following section.


Figure 31: Illustration of the CAMERA trigger principle, fig. from [42].

### 2.5 DATA ACQUISITION AND RECONSTRUCTION

The DAQ of COMPASS is built around a modular design and is able to readout over 250000 detectors channels (fig. 32). The first stage of the electronics is placed very close to the detectors themselves and transform analogical signals into digital ones. Most of it is based upon Time to Digital (TDC) or Analogical to Digital (ADC) converters.

The second stage of the DAQ manages the on-clock readout of the first stage, it is connected to the trigger control system and works at a global 38.88 MHz frequency. This stage collects data from ADCs and TDCs in some time-window around the trigger signal and serialises it. It can be realised either on the same, or a different module as the first stage.

Serialised data is already organised on an event-by-event basis and is transferred through S-LINK protocol. It is either transferred directly to the "spillbuffer computers" of the DAQ or multiplexed before transfer.

Spillbuffer computers receive this data and pass it to "event builder computers" which gather the entire information from all detectors contained in a single event before sending it into one data package to the CERN main area for long term storage.

This raw data, stored on tape on the CERN Advanced STORage Manager (CASTOR), is then piped into CORAL, our track and vertex reconstruction software, which is able to handle particle identification as well. At this stage, track reconstruction is done using a Kalman filter algorithm, and charged tracks are combined in some vertex fitting procedure. Calorimeter clusters are reconstructed. All this reconstructed data, along with uncertainties associated to the reconstruction fit, is stored in the mDST (mini Data Summary Tree) format readable by the ROOT software. Analysis of mDSTs are done using a C++ library called PHAST, developed by our collaboration in order to conveniently access data inside mDST as produced by CORAL.


Figure 32: The different stages of the COMPASS Data Acquisition System, fig. from [3].

Calibrations are an important preparatory step before it is possible to consider any physics-wise relevant data when using complex apparatus. Although calibrations are supposed to occur before we 'do physics', they still require most of the time to actually look at simple physics processes through the apparatus. For the DVCS analysis case, the main experimental calibration operations and preparatory analyses could be grouped as follows: calibrations of trackers and triggers, alignment of the spectrometer, calibration of the Beam-Momentum Stations, beam and detectors stability along the run, determination of the target position, calibration of CAMERA, calibration of Electromagnetic Calorimeters. During my PhD, I worked out two of these tasks: the determination of the target position and the calibration of the CAMERA detector.

### 3.1 DETERMINATION OF THE TARGET POSITION

The precise determination of the target position is of importance for two reasons in our experiment: first, we want to select events that are coming from the liquid hydrogen of the target and not its surrounding material, second, we need to know accurately the fiducial volume of the target to compute the corresponding luminosity in order to access the DVCS cross section. This part of the work was done following the method developed for the 2012 data.

## Principle

The detection of the target-cell borders relies on the fact that the kapton containing the liquid hydrogen is more dense than the liquid hydrogen itself (see fig. 33). More interactions should occur at the borders of the cell, as the halo of the beam hits the kapton cell. This phenomenon leads to an increase of the density of interaction vertices reconstructed in the kapton part of the target. The cell is easily detected since on its outside the cryostat is mostly filled with vacuum, while on its inside the beam itself is centred away from the kapton. Hence it is possible to reconstruct the geometry of the target via a vertex tomography, using the spectrometer and reconstruction software.

It is important to note two things about that method: first, this can only work if the halo of the beam is wide enough to illuminate the entirety of the target cell. This a nice way to take advantage of the wide-spread COMPASS muon beam in that case. Second, this relies on the detection and reconstruction of the tracks in the spectrometer and their interpolation to the target. It is therefore conditioned to the state of the alignment of the spectrometer and the reconstruction software.

This constraint points us to the requirements of the corresponding event selection: we want the most accurate possible interpolation for the vertices position and this can be achieved selecting vertices out of which more than one track scatters (hence we have three tracks at least
contributing to the fit: the incoming one, and at least two outgoing ones). We also want high statistics, since we want a 3-dimensional reconstruction of the target-cell. Most of the statistics in our experiment happens to be at low $Q^{2}$, so I allow $Q^{2}$ to go down to $0.1 \mathrm{GeV}^{2}$. I cut on $0.05<y<0.95$ and the data includes all possible triggers.


Figure 33: Schematic view of the $\mathrm{LH}_{2}$ target, fig. from [14].

## Fitting procedure

A first plot of the $z$ position of selected vertices allows us to see where is the target along the $z$-axis (figure 34). This plot is accurate enough to let us see the mylar window situated at the downstream end of the cryostat $(z=-62 \mathrm{~cm})$. I split the data in 10 cm slices in the region of interest and then display for a given slice the $(x, y)$ distribution of vertices (top-left figure 36). Borders of the kapton-cell are clearly visible by eye and form an almost perfect circle. To be able to automatically and efficiently fit circles on each slice is a challenging matter and one has to proceed step by step. First as it is more convenient to fit a sinusoid instead of a circle, a polar transformation of the distribution allow for such trick (figure 35).

To ensure the proper fit of the cell itself, the fit function is not applied to the transformed vertex distribution itself but to its gradient, and is initialised in the $\phi$ region where the signal is less ambiguous (bottom-left figure 36). The fit is then redone a second time over the entire $\phi$-axis, and displayed in green on top of the vertex distribution (bottom-right figure 36). As a verification, the transformed result of the fit, expressed as parameters $(x, y, R)$, with $(x, y)$ the coordinate of the centre and $R$ the radius of the target-cell, is plot on top of the original vertices distribution (dark blue points on top-left figure 36).

This operation is done for each slice along the target length, starting from the one in the centre of the target and going toward both ends, every time initialising the fits with the previous adjacent $(x, y, R)$ values. This is essential as both the upstream and downstream ends happen to been quite hard to fit. In particular, at the upstream end, the distribution of vertices is blurred by the inox part that maintains the kapton-cell (middle blue piece in figure 33).


Figure 34: Profile of the distribution of events along the Z-axis and definition of 27 bins of 10 cm along the target.


Figure 35: Description of the wall and centre of the target cell in the plane perpendicular to the $z$-axis using cartesian and polar coordinates.


Figure 36: Top-left: Distribution of vertices for bin 20 in Cartesian coordinates ( $x, y$ ). Top-right: Distribution of vertices for bin 20 in polar coordinates $(r, \phi)$. Bottom-left: Maximum values of the gradient of top right figure fitted with a sinusoid. Bottom-right: Fit in green superimposed with the distribution of vertices in polar coordinates $(\mathrm{r}, \phi)$.
The result of the fit transformed in Cartesian coordinate is superimposed to the data in topleft figure (small dark blue dots).

## Results

The tomography of the target along with the fit is displayed in figure 82. It is easy to see both the border of the kapton-cell and the horizontal interface between the liquid and the gaseous hydrogen.

The values of each fitted parameter as a function of $z$ are displayed in figure 83. One can see that the radius is constant over $z$ and $R_{\text {target }}=2 \pm 0.005 \mathrm{~cm}$. The $x$-coordinate (horizontal coordinate) of the centre of the target oscillates around zero but only of 1 mm on a 2.4 m length. The $y$-coordinate drops down intentionally in order to keep the gaseous hydrogen at the beginning of the target, and is tilted 4 mm over its 2.4 m length. I did the same study on the 2017 data, as the target was moved between the two runs and the result is displayed in figure 39. The target is unfortunately shifted with respect to the $x$ direction and hence less centred with respect to the beam.


Figure 37: Distribution of vertices for bins 2 and 20 (top left and right). The target and beam centres are indicated by the pink and blue crosses respectively. The central parts of the transverse distributions defined by the two black dotted lines are presented for all the bins along the z axis in the bottom figure to better visualise the intercept between the beam and the hydrogen target.


Figure 38: 2016 x and y positions of the target centre and it radius as a function of z .

This study allows to decide for a cut which will define the fiducial volume of hydrogen selected for the analysis. In the final analysis we will only consider the content of the target from bin 2 to 25 , which corresponds to a cut in $z:-318.5<z<-78.5 \mathrm{~cm}$. A constant $y=1$ cut


Figure 39: 2017 x and y positions of the target centre and it radius as a function of z .
is applied to get rid of the gaseous hydrogen, while we cut for each $z$ slice all vertices outside a 1.9 cm radius away from the target centre. The cut is graphically displayed in figure 40.


Figure 40: Distribution of vertices for bin 2 and the associated cut: all vertices inside the blue area and beyond are rejected from the analysis.

### 3.2 CAMERA CALIBRATIONS

Calibrations for the CAMERA detector are achieved in three different steps: the first one is about determining the azimuthal position $\varphi$ of each individual slat, the second one is about finding the correspondence between timing difference and $z$-position of hits inside each individual slat, and the last one is about linking hit timing between inner and outer slats to recover a valid time-of-flight (see chapter 2).

To carry out these calibrations, I used three different and independent data sets: exclusive $\rho^{0}$ muo-production $\mu p \longrightarrow \mu p \rho^{0}$, elastic pion scattering on the proton $\pi^{-} p \longrightarrow \pi^{-} p$, and cosmic muon data without beam nor magnetic field. Elastic pion scattering is a two-body reaction on a fixed target for which the kinematics is completely determined knowing only the incoming and scattered pion momenta. Exclusive $\rho^{0}$ is a three-body reaction on a fixed target for which kinematics is completely determined knowing only the incoming and outgoing muon and
outgoing $\rho^{0}$ momenta. The $\rho^{0}$ is detected in the apparatus throughout its charged pions decay ( $\rho^{0} \rightarrow \pi^{+} \pi^{-}$). If we assume the BMS and spectrometer to be performing well, we can extract for both reactions an accurate value and direction of the recoiling proton momentum and compare it to the output of the CAMERA detector (see figure 41).


Figure 41: Principle used for the calibrations of CAMERA: The goal is to go from the recorded timings of a given set of slats to the momentum of the recoiling proton. This is achieved using simple physics reactions for which the proton momentum can be reconstructed with the sole use of the spectrometer information. This reconstructed momentum is compared with CAMERA measurement in order to extract calibration constants.

We note that the angular and momentum coverage of the recoil proton is similar for the two reactions mentioned above, as well as for the reaction of interest: $\mu p \longrightarrow \mu p \gamma$ (see fig.42).


Figure 42: Proton polar angle distributions for elastic pion scattering (left) and exclusive single-photon production (right). Figures from [66] (left) and [42] (right).

## Impact of CAMERA detector in the analysis

CAMERA detector is used for two complementary purposes in the experiment: it is used for detection and identification of a recoiling proton on one hand, and to ensure the best measurement possible for the proton momentum.

A priori $t$ can be evaluated either using CAMERA alone, denoted $t_{\text {cam }}$ or combining spectrometer, calorimeters and BMS information, denoted $t_{\text {spec }}$. We have, denoting $E_{p}=p^{\prime 0}$ and $E_{\gamma}=q^{\prime 0}$ :

$$
\begin{align*}
& t_{c a m}=\left(p-p^{\prime}\right)^{2}=2 m\left(m-E_{p}\right)  \tag{70}\\
& t_{\text {spec }}=\left(q-q^{\prime}\right)^{2}=-Q^{2}-2 E_{\gamma}\left(v-q \cos \theta_{\gamma^{*} \gamma}\right) . \tag{71}
\end{align*}
$$

As the resolution of the photon energy is always weak compared to the one of a charged particle momentum, $E_{\gamma}$ has to be evaluated using information on $q, v$ and $\theta_{\gamma^{*} \gamma}$ :

$$
\begin{equation*}
t_{s p e c}^{\prime}=\frac{-Q^{2}-2 v\left(v-q \cos \theta_{\gamma^{*} \gamma}\right)}{1+1 / m\left(v-q \cos \theta_{\gamma^{*} \gamma}\right)} . \tag{72}
\end{equation*}
$$

$t_{c a m}$ and $t_{\text {spec }}^{\prime}$ are two reasonably good approximations of $t$. These values can be improved using a kinematic fit as presented in figure 43 [42].


Figure 43: Relative resolution on $t$ as a function of $|t|$. The black line corresponds to a determination of $t$ by using the CAMERA detector only $\left(t_{c a m}\right)$. The blue line corresponds to a determination of $t$ using the combined beam and spectrometer measurement of the in- and outgoing muon $\left(t_{\text {spec }}^{\prime}\right)$. The red line shows the most accurate determination of $t$ by combining the beam and spectrometer measurement with the CAMERA measurement, using a kinematic fitting procedure. The resolutions have been extracted by comparing reconstructed and generated values of $|t|$, using a single photon Monte Carlo yield. Fig. from [42].

The region where CAMERA provides an insightful information related to the recoil proton momentum extends to $t<0.2 \mathrm{GeV}^{2}$, or $p<460 \mathrm{MeV}$ or $\beta<0.4$. This corresponds to half of the exclusive-single photon production statistics (see fig. 29, right).

## $\varphi$ calibration

To calibrate the azimuthal position of each slat, I use exclusive $\rho^{0}$ production. As I cannot use CAMERA to select exclusive channels since it was not calibrated yet, the exclusive $\rho^{0}$ sample selection relies on all cuts presented in section 4.3 but the 'exclusivity cut'. I apply instead a cut on the missing energy, and require the number of hits in each CAMERA scintillators to be less than four. This selection does not ensure that all considered hits in CAMERA are induced by the recoil proton of an exclusive event, but provides distributions clean enough to extract calibration constants.

For each slat, I plot the reconstructed value of the azimuthal angle of the proton momentum determined by the spectrometer and I average over all events. This gives a mean value of the scintillator $\varphi_{i}$ position for the slat $i$ :

$$
\begin{equation*}
\varphi_{A_{i} / B_{i}}=\left\langle\varphi^{\text {spec }}\right\rangle_{A_{i} / B_{i}} \tag{73}
\end{equation*}
$$

According to the figure 31, we can write for each A slat:

$$
\begin{equation*}
\varphi_{A_{i} / B_{i}}=\varphi_{A_{i} / B_{i}}^{0}+\left(120-\frac{360}{24} i\right)=\varphi_{A_{i} / B_{i}}^{0}+\varphi^{i} \tag{74}
\end{equation*}
$$

Results are displayed in figure 44, where I present four distributions of the azimuthal angle of the reconstructed $\rho^{0}$ track minus $\varphi^{i}$, which are fitted by a Gaussian in order to extract $\varphi_{A_{i} / B_{i}}^{0}$. The table in figure 44 summarises all $\varphi_{A_{i} / B_{i}}^{0}$ values and the associated width. The noise in the distributions arises from the fact not all CAMERA hits considered are induced by the recoil proton of an exclusive event. The angular shifts and widths of $B$ slats vary about $2 \%$. The value of the widths for $\boldsymbol{B}$ slats have a mean value around $\left\langle\sigma_{B}\right\rangle=5.7 \mathrm{deg}$. This value is in between the $\sigma$ of a Gaussian distribution with 15 deg FWHM ( $\left.\sigma_{G}=15 \mathrm{deg} / 2.36=6.36 \mathrm{deg}\right)$ and the $\sigma$ of a squared function of width $15 \mathrm{deg}\left(\sigma_{S}=15 \mathrm{deg} / \sqrt{12}=4.33 \mathrm{deg}\right)$.
Ring A slat fluctuations are rather large, as variation of $10 \%$ of the angular width is observed. This translates into a fluctuation of the radial position of the slat of $\pm 2.5 \mathrm{~cm}$ for a cylinder having a 25.7 cm radius. These fluctuations are enabled by the mechanical forces constraining the long, thin and flexible slats assembled in the lightest way possible to detect low momentum protons (see figure 27).


|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varphi_{A}^{0}$ | 4.70 | 3.31 | 1.65 | -0.15 | $-2.22$ | -3.72 | -4.63 | -5.14 | -5.79 | -5.68 | -4.92 | -4.24 | -3.26 | -1.92 | -0.56 | 0.93 | 2.27 | 3.39 | 4.55 | 5.56 | 6.44 | 6.91 | 6.47 | 5.90 |
| $\sigma_{\varphi}$ | 6.52 | 6.80 | 6.71 | 6.55 | 6.37 | 6.45 | 6.02 | 6.01 | 6.35 | 5.71 | 5.91 | 5.61 | 5.66 | 5.64 | 5.55 | 5.78 | 5.71 | 5.75 | 6.15 | 6.15 | 6.17 | 6.66 | 6.67 | 6.98 |
| $\varphi_{B}^{0}$ | 7.20 | 7.36 | 7.49 | 7.38 | 7.32 | 7.31 | 7.24 | 7.12 | 7.23 | 6.99 | 6.90 | 6.93 | 6.79 | 6.60 | 6.65 | 6.66 | 6.62 | 6.67 | 6.63 | 6.69 | 6.78 | 7.02 | 6.99 | 7.17 |
| $\sigma_{\varphi}$ | 5.67 | 5.69 | 5.64 | 5.69 | 5.78 | 5.58 | 5.71 | 5.70 | 5.76 | 5.86 | 5.54 | 5.83 | 5.63 | 5.57 | 5.63 | 5.78 | 5.73 | 5.75 | 5.76 | 5.76 | 5.78 | 5.66 | 5.78 | 5.73 |

Figure 44: Calibration of the azimuthal angle of CAMERA scintillators.
$\varphi^{\text {track }}-\varphi^{i}$, where $\varphi^{i}=120-\frac{360}{24} i$ is an approximation for the expected position of the scintillator $i$ and $\varphi^{\text {track }}$ is the azimuthal angle of the many reconstructed $\rho^{0}$ tracks. Ring A (top row) scintillators experience variations in the distribution width: A1 is the scintillator with the widest distribution and A14 the one with the tightest. Ring B (bottom row) does not display any such behaviour. All extracted values of the fit are displayed in the table: top two rows display $\varphi_{A_{i}}^{0}$ and $\sigma$ for A scintillators, bottom rows display $\varphi_{B_{i}}^{0}$ and $\sigma$ for B scintillators.

The $z$-coordinates of a hit is calibrated using the proton track reconstructed in the spectrometer. As the $z$-position of a hit is given by the intersect of the proton track and the position of the scintillator, I have to make assumptions about the scintillator position and geometry. As an assumption, I consider scintillators to be straight, horizontal, arranged in a perfect circle centred on the $z$-axis of the spectrometer. I used as a radius for Ring A and Ring B the mean value obtained by the 2012 calibration: $R_{A}=25.7+0.4 \mathrm{~cm}(0.4 \mathrm{~cm}$ being Ring A scintillator thickness) and $R_{B}=111.6 \mathrm{~cm}$. In that configuration:

$$
\begin{align*}
& z_{A}^{\text {spec }}=z_{\text {vertex }}+\frac{R_{A}}{\tan \theta}  \tag{75}\\
& z_{B}^{\text {spec }}=z_{\text {vertex }}+\frac{R_{B}}{\tan \theta}, \tag{76}
\end{align*}
$$

where $\theta$ is the polar angle of the proton track with respect to the $z$-axis. Considering the thickness and rigidity of Ring B scintillators, and given this part of the detector has been unchanged since 2012, this hypothesis is completely legitimate for Ring B. On the other hand, Ring A scintillators have all been changed between 2012 and 2016 in order to improve the detector efficiency. The analysis of the $\varphi$ calibrations and a sight control on the detector itself can confirm easily that they suffer from distortion along $z$ up to a few centimetres.

The first step of this calibration consists in plotting $\Delta t=t_{A_{i} / B_{j}}^{u}-t_{A_{i} / B_{j}}^{d} v s z_{A_{i} / B_{j}}^{\text {spec }}$. One can check on figure 45 that both $z_{A}^{\text {spec }}$ and $z_{B}^{\text {spec }}$ display a linear behaviour as a function of $\Delta t$. This does not mean that scintillators are straight, which we know is untrue for some Ring A scintillators, it just means that this approximation is reasonable considering the resolution of the apparatus and the available statistics. This justifies to consider that:

$$
\begin{align*}
& z_{A_{i}}=\frac{1}{2} V_{A_{i}}\left(t_{A_{i}}^{u}-t_{A_{i}}^{d}\right)+C_{A_{i}},  \tag{77}\\
& z_{B_{j}}=\frac{1}{2} V_{B_{j}}\left(t_{B_{j}}^{u}-t_{B_{j}}^{d}\right)+C_{B_{j}} . \tag{78}
\end{align*}
$$

One then needs to calibrate two quantities at once for each scintillator: the velocity of light inside the plastic $V$, and the offset that defines the centre of the scintillator $C$. Practically speaking, it means that I need to properly and automatically fit a straight line to the $z$ vs $\Delta t$ distributions. These two-dimensional distributions exhibit a non-zero thickness, which is a consequence of experimental resolution (see fig. 45 left column), and makes the distribution uneasy to work with. What I do instead is to slice-it up into $\Delta t$ bins of 5 ns which I fit with a Gaussian distribution. I extract the mean values of these distributions and I am left with points on which I can fit a linear distribution. To maximise the efficiency of the fit I use a manually implemented dichotomy algorithm to find the velocity of light inside the scintillator, and I stop the procedure when the error of the slope of the linear fit is compatible with zero given the error on the fit. The intercept yields the value of the origin. I display in figure 45 (right column) the last iteration of the fit for some scintillators. I reach an overall less than three centimetre resolution on $z_{A}$ and $z_{B}$ with this method (where I consider the resolution to be the amplitude of the points dispersion with respect to the $y$-axis in figure 45 right column), which is to be compared to the approximately ten centimetre resolution on the $z_{\text {vertex }}$. This improved $z$-resolution is made possible by adding CAMERA to the spectrometer, as CAMERA detects tracks with wider polar
angles ( $>60 \mathrm{deg}$ ) than the one detected in the forward spectrometer ( $<10 \mathrm{deg}$ ). The noise in the distributions arises from the fact not all CAMERA hits considered are induced by the recoil proton of an exclusive event.


Figure 45: Calibration of the $z$ position of CAMERA hits.
Left column: hypothesis for $z$ of the hit for exclusive $\rho^{0}$ tracks as a function of $t^{u}-t^{d}$ for A2 (top) and B9 (bottom) scintillators. Distributions of events are straight and justify the linear relation used between $z$ and $t$.
Right column: last iteration of the fit used to extract the two constants following the method described in the text for the two considered scintillators.

## Momentum calibration

The determination of the momentum of a particle flying through CAMERA requires two different additional information to be reconstructed: the distance of flight (DoF) and the time of flight (ToF) of the particle.

According to our previous hypothesis on Ring A and Ring B and using the $z$ calibration, the DoF writes:

$$
\begin{equation*}
\mathrm{DoF}=\sqrt{\left(z_{B_{j}}-z_{A_{i}}\right)^{2}+\left(R_{B_{j}}-R_{A_{i}}\right)^{2}} \tag{79}
\end{equation*}
$$

On the other hand, the ToF is given by the time difference between the hit in Ring B and the one in Ring A. The time of a hit in a given scintillator is defined to be the average between the time given by the upstream and the downstream photo-multipliers. Nonetheless, each of these times has a constant but arbitrary origin due to light-guides, photo-multipliers and cables. This is modelled by adding a constant $C_{A_{i} B_{j}}$ in the ToF which depends on both A and B scintillators:

$$
\begin{equation*}
\mathrm{ToF}=\frac{t_{B_{j}}^{u}+t_{B_{j}}^{d}}{2}-\frac{t_{A_{i}}^{u}+t_{A_{i}}^{d}}{2}+C_{A_{i} B_{j}} \tag{80}
\end{equation*}
$$

This constant has therefore to be calibrated for each $A_{i} B_{j}$ pair relevant to the analysis, i. e. sharing an angular sector of CAMERA. One can then reconstruct the four-momentum of the outgoing particle, assuming it is a proton of mass $m$, using:

$$
\begin{equation*}
\beta=\frac{\mathrm{DoF}}{\mathrm{ToF}}, \quad \quad p=\frac{m \beta}{\sqrt{1-\beta^{2}}} . \tag{81}
\end{equation*}
$$

This process requires two steps: a first one which consists in evaluating $C_{A_{i} B_{j}}$ under certain hypothesis, and a second step which consists in confirming these hypotheses comparing CAMERA and the spectrometer reconstructed protons for some physics channels.

## Calibration of $C_{A_{i} B_{j}}$ using cosmic muons

CAMERA has been built to overcome the low momentum resolution limit of the spectrometer regarding the outgoing proton detection, as $t \rightarrow 0$ is the kinematic region of interest for this measurement. Momentum calibration requires the selection of particles with known momentum. One could use the $\rho^{0}$ selection as for the $z$ calibration, as it was done for 2012 data, but it has been decided instead to use cosmic muons for the first time in 2016 to free ourselves from the spectrometer momentum resolution.

Several runs of cosmic muons have been collected in 2016 and 2017 using CAMERA trigger, and the proton trigger to define a good track (coincident hits in $A_{i}$ and $B_{i}$ or $A_{i}$ and $B_{i+1}$ ), without surrounding magnetic fields and no beam. The statistics of 2016 cosmic muons run was unfortunately not enough for me to perform the calibration of $C_{A_{i} B_{j}}$. I used the 2017 cosmic muons to do so, keeping in mind the CAMERA detector might have nonetheless experienced geometrical changes along the runs due to mechanical relaxations.

The principle of the calibration consists of inverting the relation stated above between $C_{A_{i} B_{j}}$ and $\beta$, assuming $\beta$ is known. The first thing we should care about is that, contrary to outgoing protons, muons crossing CAMERA can go any direction. Though it is statistically very unlikely that a cosmic muon would go vertically upwards, nothing prevents horizontal muons to go any direction. The trick here lies into the fact that, for the detection of the recoil particles we are only interested in some of the $C_{A_{i} B_{j}}$, namely the one that corresponds to geometrically correlated sectors of CAMERA ( $A_{i}$ and $B_{i}$ or $A_{i}$ and $B_{i+1}$ ). Notably, A and B scintillators are geometrically
correlated by pair, as there is always two B scintillators (respectively two A scintillators) facing each other across the target. It happens that two ring B scintillators facing each other are separated by $2 \times R_{B} \simeq 2$ metres. As the speed of light is roughly $3 \mathrm{~ns} /$ metre, one expects muons to take more than 5 nano-seconds to go from one B scintillator to the other. We also expect $C_{B_{j} B_{j+12}}$ to be negligible against the ToF, as scintillators and light-guides have similar length and photo-multipliers similar characteristics. Hence we can sort out events such as:

$$
\begin{equation*}
\left|\operatorname{ToF}_{B}^{\mu}=\frac{t_{B_{j}}^{u}+t_{B_{j}}^{d}}{2}-\frac{t_{B_{j+12}}^{u}+t_{B_{j+12}}^{d}}{2}\right|>5 \mathrm{~ns} \quad \text { and } \quad \operatorname{ToF}_{B}^{\mu}>0 \quad \text { or } \quad \operatorname{ToF}_{B}^{\mu}<0 . \tag{82}
\end{equation*}
$$

If $\mathrm{ToF}_{B}^{\mu}<0$ we can consider that the muon flies from $B_{j}$ to $B_{j+12}$. If $\mathrm{ToF}_{B}^{\mu}>0$ then it goes from $B_{j+12}$ to $B_{j}$. From here, it is possible to determine unambiguously if the muon flies from Ring A to Ring B, as an outgoing proton would, which case I will denote + , or from Ring B to Ring A, which case I will denote - (see figure 46). We have, with these notations:


Figure 46: A cosmic muon can cross CAMERA $A_{i} B_{j}$ pair of scintillators in two different ways: it can fly from A to B (left) or from B to A (right). In the first case, denoted +, everything happens as when a proton recoils, in the second one the relation between the calibration constant and the ToF is transformed according to equation 84.

$$
\begin{align*}
& C_{A_{i} B_{j}}^{+}=\frac{t_{A_{i}}^{u}+t_{A_{i}}^{d}}{2}-\frac{t_{B_{j}}^{u}+t_{B_{j}}^{d}}{2}+\mathrm{ToF}^{\mu}  \tag{83}\\
& C_{A_{i} B_{j}}^{-}=\frac{t_{A_{i}}^{u}+t_{A_{i}}^{d}}{2}-\frac{t_{B_{j}}^{u}+t_{B_{j}}^{d}}{2}-\mathrm{ToF}^{\mu} \tag{84}
\end{align*}
$$

where:

$$
\begin{align*}
\mathrm{ToF}^{\mu} & =\operatorname{DoF}^{\mu} / \beta^{\mu}  \tag{85}\\
\operatorname{DoF}^{\mu} & =\sqrt{\left(z_{B_{j}}-z_{A_{i}}\right)^{2}+\left(R_{B_{j}}-R_{A_{i}}\right)^{2}}=\sqrt{\left(z_{B_{j}}-z_{A_{i}}\right)^{2}+\left(R_{B}-R_{A}+\delta R_{A_{i} B_{j}}\right)^{2}} . \tag{86}
\end{align*}
$$

$C_{A_{i} B_{j}}^{+}$and $C_{A_{i} B_{j}}^{-}$depend on the velocity of the muons. As muons have a few GeV of energy, which translates into $\beta^{\mu} \simeq 1$, one chooses $\beta^{\mu}=0.999$, which corresponds to 4 GeV cosmic muons. $C_{A_{i} B_{j}}^{+}$and $C_{A_{i} B_{j}}^{-}$also depend strongly and directly on the difference of radii $R_{B_{j}}-R_{A_{i}}$,
but they do not depend explicitly on the individual radii. It is convenient to write $R_{B_{j}}-R_{A_{i}}=$ $R_{B}-R_{A}+\delta R_{A_{i} B_{j}}$, where $R_{B}$ and $R_{A}$ are the mean values I chose as first hypothesis. I compute $C_{A_{i} B_{j}}$ for all relevant $i, j$ and all values of $\delta R_{A_{i} B_{j}}$ between 9 and -3 cm . I display in figure 47 the result of this operation for two pairs of scintillators. $C_{A_{i} B_{j}}^{+}$and $C_{A_{i} B_{j}}^{-}$dependence on radii appears nonetheless indirectly through the $z$ calibration described previously.


Figure 47: $C_{A_{i} B_{j}}$ for two different pairs of scintillators and for a given value of ${ }_{A_{i} B_{j}}$. Even though the counts are reduced by a factor ten for pairs having horizontal inclination (right picture) compared to more vertically oriented pairs (left picture), the method consisting in the use of the three scintillators $A_{i} B_{j} B_{j+12}$ and the time cut $\left|\mathrm{ToF}_{B}^{\mu}\right|>5$ ns proves to be highly effective as both $C_{A_{i} B_{j}}^{+}$and $C_{A_{i} B_{j}}^{-}$contributions to $C_{A_{i} B_{j}}$ combine in one peak, clearly visible and with almost no noise.

## Determination of $\delta R_{A_{i} B_{j}}$ using elastic pion scattering

To determine $\delta R_{A_{i} B_{j}}$ I needed some high statistics data (as I have 48 relevant AB pairs) for comparing recoil protons reconstructed in the spectrometer and in CAMERA. To achieve that purpose, I used some elastic pion-proton scattering data taken with $\pi^{-}$beam in 2016, benefiting from an accurate reconstruction of the proton momentum as this is a simple two body reaction with a single charged track emitted in the forward spectrometer.

I chose as an evaluating observable the projection of the recoil proton four-momentum orthogonal to the $z$-axis of the spectrometer: $p_{T} . p_{T}$ is an observable very sensitive to the calibration while being really close to $t$. I compare the proton momentum between CAMERA and the spectrometer using:

$$
\begin{equation*}
\Delta p_{T}=\left|p_{T}^{c a m}\right|-\left|p_{T}^{\text {spec }}\right| \tag{87}
\end{equation*}
$$

I display in figure $48 \Delta p_{T}$ as a function of $p_{T}^{\text {spec }}$ for a particular pair of scintillators, and several $\delta R_{A_{i} B_{j}}$. To determinate automatically the best value of $\delta R_{A_{i} B_{j}}$ I slice this distribution along $p_{T}$ and I fit each slice with a Gaussian distribution. I extract the mean value and the sigma of the fits and plot it as a function of $p_{T}$. I chose to be the best $\delta R_{A_{i} B_{j}}$ the one that yields the least integral of absolute value of $\Delta p_{T}$ in the domain $0.25<p_{T}<0.55 \mathrm{GeV}$, as it is the region of greatest statistical significance (see fig. 48).


Figure 48: $\Delta p_{T}$ as a function of $p_{T}$ for the pair of scintillators A13B14 using elastic pion scattering data. Top: distribution for $\delta R_{A_{13} B_{14}}=-2 \mathrm{~cm}$.
Bottom-right: mean-value of the fitted distribution on the top.
Bottom-left: mean-value of the fitted $\Delta p_{T}$ for different values of $\delta R_{A_{13} B_{14}}$.
The value of -2 cm is the one selected automatically by the procedure described in the corresponding paragraph.

| $A_{i}$ | $B_{j}$ | $\delta A_{i} B_{j}$ | $A_{i}$ | $B_{j}$ | $\delta A_{i} B_{j}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 8,5 | 1 | 1 | 8 |  |
| 1 | 2 | 8 | 2 | 2 | 8,5 |  |
| 2 | 3 | 8 | 3 | 3 | 8,5 |  |
| 3 | 4 | 8,5 | 4 | 4 | 9 | top part |
| 4 | 5 | 9 | 5 | 5 | 8 | of CAMERA |
| 5 | 6 | 8 | 6 | 6 | 9 |  |
| 6 | 7 | 8,5 | 7 | 7 | 8 |  |
| 7 | 8 | 6,5 | 8 | 8 | 6 |  |
| 8 | 9 | 2,5 | 9 | 9 | 2,5 |  |
| 9 | 10 | -3 | 10 | 10 | 1,5 |  |
| 10 | 11 | -3 | 11 | 11 | $-0,5$ |  |
| 11 | 12 | $-0,5$ | 12 | 12 | 2,5 |  |
| 12 | 13 | -1 | 13 | 13 | $-2,5$ |  |
| 13 | 14 | $-2,5$ | 14 | 14 | $-1,5$ |  |
| 14 | 15 | -1 | 15 | 15 | -1 | bottom part |
| 15 | 16 | -2 | 16 | 16 | $-2,5$ | of CAMERA |
| 16 | 17 | 2,5 | 17 | 17 | 0,5 |  |
| 17 | 18 | $-1,5$ | 18 | 18 | $-2,5$ |  |
| 18 | 19 | $-0,5$ | 19 | 19 | $-2,5$ |  |
| 19 | 20 | 5 | 20 | 20 | 2,5 |  |
| 20 | 21 | 6,5 | 21 | 21 | 6 |  |
| 21 | 22 | 6 | 22 | 22 | 6 |  |
| 22 | 23 | 7,5 | 23 | 23 | 8,5 |  |
| 23 | 0 | 7,5 | 0 | 0 | 8 |  |

Table 4: $\delta R_{A_{i} B_{j}}$ for all 48 pairs of scintillators.

I display the result in terms of $\delta R_{A_{i} B_{j}}$ in table 4. Unfortunately, we can notice that $\delta R_{A_{i} B_{j}}$ exhibits an unsteady behaviour as a function of $A_{i} B_{j}$. This is a problem as the calibration was meant to reflect some physics properties of the mechanical system, which should therefore display a continuous pattern. A tentative has been done to represent the evolution of the radial position of Ring A scintillators, considering all ring $B$ scintillators having the same fixed nominal value $R_{B}$. This is presented in figure 49. One could imagine this picture testifies the mechanical deformations of Ring A under gravity, however the method aforementioned seems to work for the pair of scintillators belonging to the bottom part of CAMERA only, providing an obvious solution as for the value of $\delta R_{A_{i} B_{j}}$. It is unfortunately not the case for the top part of the detector nonetheless. As displayed in figure 50, one can see that pairs of scintillators placed in the bottom part of the detector tend to be easily calibrated (left column), offering an intermediate value of $\delta R_{A_{i} B_{j}}$ compatible with a mean-value centred at zero (top-left) and a width which
does not vary with the value of $\delta R_{A_{i} B_{j}}$ (bottom-left); while pairs from the upper part of the detector (right column) would tend to have more than 9 cm of correction, flat distribution not even corresponding to $\Delta p_{T}=0$ (top-right) and a resolution which changes with the value of $\delta R_{A_{i} B_{j}}$ (bottom-right).

After several unsuccessful attempts, as it was clear that the least was to reconcile both parts of the detector, I decided to apply an average, but constant value of $\delta R_{A_{i} B_{j}}=\delta R_{A B}=4.7 \mathrm{~cm}$. For consistency, I decided to apply this $\delta R_{A B}$ everywhere in the code. I had therefore to incorporate that quantity either to $R_{A}$ or $R_{B}$. I chose to increase $R_{B}$, and I redid once the entire set of $z$ and momentum calibration with $R_{B}=R_{B}+\delta R_{A B}$. Results are displayed in figures 84 and 52. The value of $\delta R_{A B}=4.7 \mathrm{~cm}$ provides a reasonable calibration at the scale of the entire
detector and resolution $\sigma / p_{T}$ is comparable to the one obtained in 2012 (fig. 84). $\Delta p_{T}$ bends slightly towards negative values $\left(\left|p_{T}^{c a m}\right|<\left|p_{T}^{\text {spec }}\right|\right)$ as $p_{T}$ increases. This is not much of an issue as the determination of the proton momentum in this region should be taken to be the one provided by the spectrometer, and not by CAMERA according to their relative accuracy at high $p_{T}$. The reconstructed protons in CAMERA without and with $\delta R_{A B}=4.7 \mathrm{~cm}$ are displayed in figure 52. It appears clearly that the detector reconstructs two distinct populations when calibrated without $\delta R_{A B}$, while only one population is visible when $\delta R_{A B}=4.7 \mathrm{~cm}$.


Figure 49: Radial position of Ring A scintillators averaged over the two corresponding B, considering all ring B scintillators having the same fixed nominal value and $\delta R_{A_{i} B_{j}}$ contributing only to $R_{A}$.

Interestingly, in 2012 a constant time-shift of 340 ps was added to the ToF in order to reach an accurate calibration of the detector. It happens that, for protons having a $\beta=0.4$, this corresponds to an approximate 4.1 cm radius shift compatible with the value $\delta R_{A B}=4.7 \mathrm{~cm}$.

I would like to conclude this chapter comparing the output of the two presented calibrations. The target calibration, on one hand, provides a clean reconstruction of the border of the target and each of its constituents can be clearly identified. It is relatively simple and takes advantage of the strengths of the forward spectrometer. The CAMERA calibration on the other hand appears to be quite complicated and unsatisfactory. Though it provides a reasonable momentum reconstruction for the recoil proton, it relies on geometrical approximations that are hard to refine. An additional tracker with a good position resolution that would have covered even a small part of CAMERA might have been helpful to determine exactly the position of this apparatus.


Figure 50: Fitted mean values of $\Delta p_{T}$ as a function of $p_{T}^{\text {spec }}$ (top row) and associated width (bottom row), for a pair of scintillator from the bottom part of CAMERA (left column) and the upper part of the detector (right column). The different colours correspond to different values of the parameter $\delta R_{A_{i} B_{j}} . \delta R_{A_{i} B_{j}}=4.5 \mathrm{~cm}$ is indicated for reference.


Figure 51: Top : $\Delta p_{T}$ as a function of $p_{T}$ for the entire CAMERA detector and for $\delta R_{A B}=4.7 \mathrm{~cm}$, using elastic pion scattering data.
Bottom-left: mean-value of the fitted distribution on the top.
Bottom-right: $\sigma / p_{T}$ of the fitted distribution on the top.
Note that, for recoil protons induced by pion elastic scattering, proton tracks have a polar angle close to 80 degrees (fig. 42, left) and $p_{T} \simeq p * 0.98$.


Figure 52: Energy loss in Ring B scintillators as a function of $\beta$ of the recoiling particle, for exclusive $\rho^{0}$ data.
Left picture displays the proton signal out of CAMERA without $\delta R_{A B}=4.7 \mathrm{~cm}$. Right picture displays it including the $\delta R_{A B}=4.7 \mathrm{~cm}$ correction.

THE 2016 COMPASS DATA

The 2016 COMPASS Data has been collected in ten periods of approximately two weeks between April and October 2016. In between each period, changes in the experimental setup were permitted as detector experts could access the hall to maintain the spectrometer. This practically makes the periods the standard statistical units for analysing the data. A period is indeed the longest time scale during which it is reasonable to consider the data a priori compatible. At a final stage of the analysis, one has to justify a reasonable merging of the data from different periods in order to reach the total expected statistical significance of the measured cross section.

The ten 2016 periods (P01-P10) were taken with an approximately equal muon and antimuon statistics and intensity. As $\mu^{+}$production is favoured in the scattering of the SPS proton beam on the berylium target, both the relative duration of the $\mu^{+}$and $\mu^{-}$beam-time and the thickness of the berylium target have been adjusted accordingly. The decision to have an equal intensity for muon and anti-muon beams instead of having a greater total statistics, using the maximum reachable intensity with each muon charge, is a consequence of the 2012 testrun. In the 2012 data, taken with higher muon intensity, a discrepancy between muon and anti-muon normalised data was observed, pointing out an increasing inefficiency of tracking and/or CAMERA and/or calorimeters with increasing beam intensity. For this reason, and to allow the extraction of both lepton charge sum and difference cross sections, the decision was made to sacrifice statistics over charge and polarisation intensity ratio.

This chapter will display the systematic analysis of the ten periods of 2016 for three different physics channels. I will expose those channels by growing order of constraints:

- the first section will present the flux determination, which consists in selecting proper incoming muons;
- the second section will present the DIS selection, which consists in selecting an additional scattered lepton out of the target;
- the third section will present the exclusive $\rho^{0}$ production channel, which consists in selecting an additional outgoing $\rho^{0}$ and a recoiling proton;
- the fourth section will present the exclusive photon production channel, which consists in selecting an outgoing photon instead of a $\rho^{0}$;
- the last section will display a summary of these three channels along the 2016 year.

Adding particles in the final state includes more parts of the spectrometer in the analysis. This allows us to carefully investigate the quality of the production and the associated calibrations, as well as ensuring a proper processing of the data throughout the analyses. The flux determination requires only the use of the beam telescope and the target position. The DIS analysis includes in the analysis the full set of trackers in the forward spectrometer as well as the trigger system. The exclusive $\rho^{0}$ channel requires the detection of two extra charged tracks
$\left(\pi^{+} \pi^{-}\right)$in the spectrometer and the additional use of CAMERA for exclusivity check, and the DVCS channel requires the addition of the electromagnetic calorimeters on top of that.

As the production of the 2016 data is still ongoing, the results displayed in this chapter are nothing but a status of the analysis. In particular a huge effort has been made by the collaboration in order to improve the calibrations of electromagnetic calorimeters in the past few weeks. These new calibrations have not been propagated to all periods of data yet. To do justice to the hard work involved, I decide to present in the following the details of P08 slot4, as this production reflects the very latest state of the production as it was issued the twentyninth of May. I will nonetheless present the summary of the analysis for the full year as it was released to the collaboration mid April, with previous productions not including these latest calorimeters calibrations.

Throughout the chapter, I will use the following conventions. We denote $k, k^{\prime}, q, q^{\prime}, p, p^{\prime}$ the four-momenta of an incident muon, an outgoing muon, a virtual photon, a $\rho^{0}$ (or real photon), a target proton, and a recoil proton respectively. For any process involving both an incoming and a scattered lepton $v$ denotes the energy of the resulting virtual photon in the laboratory frame ( $\left.v=k^{0}-k^{\prime 0}\right), y=v / k^{0}$ denotes its relative energy, and $Q^{2}$ its virtuality. As in chapter 1 , for exclusive processes I denote $t=\left(q-q^{\prime}\right)^{2}=\left(p-p^{\prime}\right)^{2}$ the squarred four-momentum transfer to the proton target, $E_{\rho}$ (or $E_{\gamma}$ ) and $E_{p}$ the energies in the laboratory frame of the meson $\rho^{0}$ (or real photon), and the recoil proton respectively.

### 4.1 FLUX DETERMINATION

It is straightforward that a flux determination is needed when one wants to extract a cross section. The flux determination relies on the existence of a random trigger described in chapter 2 and the accurate determination of the target fiducial volume presented in chapter 3.

The flux determination is performed spill by spill using the beam tracks reconstructed from random trigger events during the spill. It is determined separately for muons and anti-muons and writes as follow:

$$
\begin{equation*}
\text { Muon Flux }=\int_{\text {time in spill }} \mathrm{dt} \frac{\text { number of reconstructed beam tracks }}{\text { number of random triggers accepted in DAQ } \times \Delta \mathrm{t}} \tag{88}
\end{equation*}
$$

and the beam flux corrected for DAQ dead time is:

$$
\begin{equation*}
\text { Muon Flux in } \mathrm{DAQ}=\int_{\text {time in spill }} \mathrm{dt} \frac{\text { number of reconstructed beam tracks }}{\text { number of random trigger attempts } \times \Delta \mathrm{t}} \tag{89}
\end{equation*}
$$

$\Delta t$ is the time interval around the random trigger time (see Fig. 53). In principle, flux should be independent of $\Delta t$, but happens to be impacted by the individual time windows set for each detector. $\Delta t$ should therefore be away from the edges of all detector timing windows. Practically flux values vary smoothly with $\Delta t$, and is constant for an intermediate interval around $\pm 2 \mathrm{~ns}$. The time in spill is considered from 1.5 s to 5.0 s after the beginning of the spill (see Fig. 54).

The reconstructed beam tracks considered for flux determination respect the following conditions:

- time in spill t between 1.5 s and 5 s and within $\Delta \mathrm{t}$


Figure 53: Time distribution of beam tracks for 2 runs of P07 (right figures). The time domain is limited by a software analysis window of $[-5,+5 \mathrm{~ns}]$ around the random trigger time. The time interval $\Delta t$ for the flux determination is chosen from -2 to +2 ns where a flat plateau is expected and observed (see left figures).


Figure 54: Distribution of events in the spill. The time in spill is considered from 1.5 s to 5.0 s after the beginning of the spill.

- 2 hits in SciFi and 3 hits in SI
- momentum between 140 GeV and 180 GeV
- momentum error $<2.5 \%$ of the momentum value
- beam track must traverse target at a distance $<1.9 \mathrm{~cm}$ from the target axis and remain below $y=1 \mathrm{~cm}$ across the full length from $z=-318.5 \mathrm{~cm}$ to $z=-78.5 \mathrm{~cm}$ (see Fig. 55)

The timing cuts (first item on the list) are used to ensure the flux stability. They correspond to the selection of random triggers only when there is beam (time in spill cut), and increase the probability that the incoming reconstructed track corresponds to the track that has fired the triggers. The second item allows a precise track reconstruction for the incident muon provided by fast trackers located upstream of the target. The third and fourth items allow for a reasonable momentum determination using the Beam Momentum Station (see figure 21). The target cuts (last item) are used to define accurately the density of the target (as it selects liquid hydrogen only), and it total effective length, in order to evaluate exactly the luminosity. It is very important that the exact same cuts are applied to the data selection as well in order to allow for its normalisation.


Figure 55: Criteria to select a reconstructed beam track crossing the target.

### 4.2 THE DIS DATA-SET

The DIS data selection is used as a pre-selection for exclusive events. It is a useful tool to control simultaneously the flux values obtained with the method described in the previous paragraph and their proper use, as well as the spectrometer and triggers performances. Muon and anti-muon DIS events ratio should be equal to one when normalised to their respective flux. In particular, a very thorough geometric analysis of the physics trigger was achieved to clean-up reconstructed scattered muons and improve this ratio. In a further step we should be able to retrieve the known DIS cross section. Additionally, I use this DIS analysis to ensure the complete processing of the data throughout my analysis. Such procedure is important given that the data is split in a very large amount of small data files. The DIS analysis is done twice as a sub-part of the two independent analysis that are $\rho^{0}$ HEMP and DVCS. For a given period, the number of DIS events obtained for both procedures should be strictly equal if the same amount of data has been processed.

In all following graphs, I plot in red the $\mu^{+}$distributions and in blue the $\mu^{-}$distributions. The $\mu^{-}$distributions are normalised to the $\mu^{+} / \mu^{-}$flux ratio. The figures on the top-right corner of plots correspond to the counts for each charge (before normalisation).

## DIS event selection

The cut used to select DIS events are as follows:

- incoming muon selection
- beam track with the same requirements as for flux determination;
- vertex selection
- 'best primary vertex': only one vertex is considered for the selected events, and it is the one having the best time and space $\chi^{2}$ with respect to the reconstruction procedure;
- vertex in the target: the longitudinal position of the vertices must satisfy the condition $-318.5 \mathrm{~cm}<\mathrm{z}_{\text {vertex }}<-78.5 \mathrm{~cm}$ and the radial distance from the target centre at $z_{\text {vertex }}$ must be $\mathrm{r}_{\text {vertex }}\left(\right.$ vertex, $\left.\operatorname{TargetCenter}\left(\mathrm{z}_{\text {vertex }}\right)\right)<1.9 \mathrm{~cm}$ and $y_{\text {vertex }}<1 \mathrm{~cm}$ (see figure 56);
- outgoing muon selection
- at least one outgoing muon is detected;
- muon has triggered the Middle, Ladder or Outer Trigger (MT, LT, OT respectively);
- outgoing muon must travel more than 15 radiation lengths;
- the first measured point of the outgoing muon must be upstream of SM1 ( $\mathrm{z}_{\text {first }}<350$ cm );
- the last measured point of the outgoing muon must be downstream of SM1 ( $\mathrm{z}_{\text {last }}>350$ cm );
- DIS kinematic cuts
$-0.05<y<0.95$;
$-1(\mathrm{GeV} / \mathrm{c})^{2}<\mathrm{Q}^{2}<10(\mathrm{GeV} / \mathrm{c})^{2}$.
All those cuts are applied to control the muonic part of the exclusive processes. If they select DIS events, they are nonetheless chosen to match the kinematic range expected for the exclusive analysis and are not optimised towards the extraction of DIS related quantities.

The incoming muon cut is applied as the flux one for consistency. The $r_{v e r t e x}$ and $z_{v e r t e x}$ cuts are there to ensure the lepton has scattered inside the target. Note that the $r_{v e r t e x}$ cut is a straightforward consequence of the target cut for beam track (see figure 56). The 'best primary vertex' cut is there to avoid double counting of DIS events. Indeed, for one incoming plus (at least) one outgoing muon detected, several primary vertices candidate might be reconstructed by the software, leading to different values of $v$ and $Q^{2}$ associated to the events. We conventionally select the best-fit one. The trigger cut on the outgoing muon is a hardware cut as the event are not recorded if they do not generate triggers. At the present state of the analysis, we consider three main triggers: the middle, the ladder and the outer. We consequently display results for MT, LT, and OT in the following. The three next cuts are applied in order to ensure the proper reconstruction of the outgoing muon momentum. The $y$ cut is used to remove events that would need large radiative corrections at high $y$ and poorly reconstructed kinematics due to bad resolution at small $y$ (or small $v$ ). The lower limit in $Q^{2}$ is applied as DVCS requires a high energy scale for collinear factorisation to hold.


Figure 56: Top row: $z$-distributions of vertices before (left) and after (right) cuts on the vertex position. Bottom row: $(x, y)$-distributions of vertices before (left) and after (right) cuts on the vertex position (P08 slot4).


Figure 57: Virtual photon energy ( $v$ ) distributions of DIS events per trigger for $\mu^{+}$(red) and $\mu^{-}$(blue) beams. The $\mu^{-}$distributions are normalised to the $\mu^{+} / \mu^{-}$flux ratio. The ratio between $\mu^{+}$ and $\mu^{+}$distributions is displayed below the graphs (P08 slot4).

Results

The distributions of DIS events for one period and for each trigger is presented in figure 57. The $\mu^{-}$distributions are normalised to the $\mu^{+}$beam flux. The agreement between $\mu^{+}$and $\mu^{-}$ distributions is rather good except at small $v(<20 \mathrm{GeV})$ where there is a 1 or $2 \%$ discrepancy.

### 4.3 THE EXCLUSIVE $\rho^{0}$ DATA-SET

The selection of $\mu p \rightarrow \mu p \rho^{0}$ events requires to detect three extra particles in the final states: the recoil proton using CAMERA, and the two charged pions resulting from the $\rho^{0}$ meson decay that can be detected in the spectrometer. COMPASS data displays a very neat $\rho^{0}$ signal that makes this channel particularly useful and unambiguous. Detector-wise, this channel allows to control that the addition of the CAMERA detector does not bias the analysis regarding the ratio of muon over anti-muon signal. The recoil proton induced by exclusive $\rho^{0}$ production is kinematically very close to the one in DVCS, hence this signal is relevant for calibration use while not relying on the delicate use of calorimeters. The cuts used for muons and vertex selection are the same as displayed in the above paragraph.

## Proton selection and exclusivity cuts

A good proton candidate is reconstructed in CAMERA if it displays two geometrically correlated hits (one in Ring A and one in Ring B) with a reconstructed $\beta$ between 0.1 and 1. For a given proton candidate, the kinematics of the reaction is over-determined and we can compare observables reconstructed using only the spectrometer to the one reconstructed in CAMERA.

All good proton candidates (see Fig. 58) are then combined with the four other charged tracks selected beforehand for $\mu, \mu^{\prime}$ and $\rho^{0}$, to create a list of exclusive events candidate. At this stage, the list of candidates still contains a significant fraction of non-exclusive background events, which are removed by applying suitable exclusivity cuts.

The distribution of energy deposit of good proton candidates in Ring B of CAMERA (see fig. 58 left) displays a cusp which separates two domains: $\beta<0.4$, where protons stop inside Ring B scintillators and deposit all their energy in it, and $\beta>0.4$, where protons are energetic enough to escape Ring B scintillator and deposit less and less energy as they cross faster the scintillator. The distribution of energy deposit of good proton candidates in Ring A of CAMERA (see fig. 58 right) only displays the decreasing part of the Ring B distribution, as all protons escape the scintillators (which is intended to allow for ToF measurement of the track).

The exclusive reaction $\mu p \rightarrow \mu p \rho^{0}$ or $\mu p \rightarrow \mu p \gamma$ can be studied using the spectrometer alone, and applying a cut either on missing mass or energy, assuming the missing particle to be a proton:

$$
\begin{align*}
& M_{\text {miss }}^{2}=M_{X=p^{\prime}}^{2}=\left(k+p-k^{\prime}-q^{\prime}\right)^{2}=2 \mathrm{~m}_{\mathrm{p}}\left(v-E_{\rho^{0}}\right)+\mathrm{m}_{\mathrm{p}}^{2}+t  \tag{90}\\
& E_{\text {miss }}=\left(M_{\text {miss }}^{2}-\mathrm{m}_{\mathrm{p}}^{2}\right) / 2 \mathrm{~m}_{\mathrm{p}}=v-E_{\rho^{0}}+\frac{t}{2 \mathrm{~m}_{\mathrm{p}}} \tag{91}
\end{align*}
$$



Figure 58: Energy loss in B and A scintillators of CAMERA vs proton velocity ( $\beta$ ) for proton selection in exclusive $\rho^{0}$ (top figures) and $\gamma$ (bottom figures) productions (P08 slot4).

The evaluation of such quantities is always done using the four-momenta (left hand of the expression). The right hand of the expression is here to show how they relate to the kinematic variables of interest.

This idea can be extended when detecting the complete final state using the proton detected in CAMERA, with a cut on the missing mass of a particle which should be nothing or background:

$$
\begin{equation*}
M_{\text {undet }}^{2}=M_{X=0}^{2}=\left(k+p-k^{\prime}-q^{\prime}-p^{\prime}\right)^{2}=2\left(\mathrm{~m}_{\mathrm{p}}-E_{p}\right)\left(v-E_{\rho^{0}}-E_{p}\right)+t \tag{92}
\end{equation*}
$$

We construct three other so called 'exclusivity variables', which always measure the difference between an observable reconstructed in CAMERA and the same observable reconstructed in
the forward spectrometer. We consider this difference for azimuthal angles, for transverse momenta of the proton, as well as the difference between the z position of the hits in the inner CAMERA ring given either by the Ring A scintillator or by the interpolation between the vertex and the outer ring:

$$
\begin{align*}
& \Delta \varphi=\varphi^{c a m}-\varphi^{\text {spec }}  \tag{93}\\
& \Delta p_{T}=\left|p_{T}^{c a m}\right|-\left|p_{T}^{\text {spec }}\right|,  \tag{94}\\
& \Delta z=z_{A}^{c a m}-z_{A}^{z_{B} \text { and vertex } .} \tag{95}
\end{align*}
$$

In practice, $\Delta p_{T}$ can be evaluated either relatively to the virtual photon direction, the direction of the incident muon or the laboratory z-axis. The last solution yields better resolution as it is the variable which has been optimised by the calibration procedure of CAMERA. It is the one used in the plots presented below.

## Exclusive $\rho^{0}$ event selection

Cuts are applied tight for this analysis as the selection of $\rho$ is done either to study CAMERA or to calibrate it. This event selection is not used for absolute cross section determination and we favour a clean signal over an optimised statistics.

The cuts used to select $\mu p \rightarrow \mu p \rho^{0}$ events are as follow:

- incoming muon selection
- beam track with the same requirements as for flux determination;
- vertex selection
- 'best primary vertex': only one vertex is considered for the selected events, and it is the one having the best time and space $\chi^{2}$ with respect to the reconstruction procedure;
- vertex in the target: the longitudinal position of the vertices must satisfy the condition $-318.5 \mathrm{~cm}<\mathrm{Z}_{\text {vertex }}<-78.5 \mathrm{~cm}$ and the radial distance from the target centre at $\mathrm{z}_{\text {vertex }}$ must be $\mathrm{r}_{\text {vertex }}\left(\right.$ vertex, TargetCenter $\left.\left(\mathrm{z}_{\text {vertex }}\right)\right)<1.9 \mathrm{~cm}$ and $y_{\text {vertex }}<1 \mathrm{~cm}$;
- outgoing muon selection
- at least one outgoing muon is detected;
- muon has triggered the Middle, Ladder or Outer Trigger (MT, LT, OT respectively);
- outgoing muon must travel more than 15 radiation lengths;
- the first measured point of the outgoing muon must be upstream of SM1 ( $\mathrm{z}_{\text {first }}<350$ cm );
- the last measured point of the outgoing muon must be downstream of SM1 ( $\mathrm{z}_{\text {last }}>$ 350 cm );
- DIS cuts
$-0.05<y<0.95$;
$-1 \mathrm{GeV}^{2}<Q^{2}<10 \mathrm{GeV}^{2}$;
- $\rho^{0}$ cuts
- two additional charged tracks with opposite sign;
- with a reconstructed invariant mass: $0.5 \mathrm{GeV}<M_{\pi \pi}<1.1 \mathrm{GeV}$;
- proton cuts
- a hit in Ring A and a hit in Ring B of CAMERA that belong to azimuthal sectors that are geometrically correlated;
- the candidate proton has $0.1<\beta<1$;
$-z_{A}$ and $z_{B}$ inside the domain of the scintillators A and B;
- exclusivity cuts
- $|\Delta \varphi|<0.15 \mathrm{rad} ;$
- $\left|\Delta p_{T}\right|<0.08 \mathrm{GeV}$;
- $|\Delta z|<16 \mathrm{~cm}$;
- $\left|M_{\text {undet }}^{2}\right|<0.15 \mathrm{GeV}^{2}$;


Figure 59: $\pi^{+} \pi^{-}$invariant mass with all other cuts applied but the 'exclusive event' one for $\mu^{+}$(red) and $\mu^{-}$(blue) beams. A peak is clearly visible around the $\rho^{0}$ mass $\left(M_{\rho^{0}}=775 \mathrm{GeV}\right)(\mathrm{P} 08$ slot4).


Figure 60: Exclusivity variables for exclusive $\rho^{0}$ production (P08 slot4) with all other cuts applied for $\mu^{+}$ (red) and $\mu^{-}$(blue) beams. Note the good agreement between the distributions of opposite beam charge.

## Results

Figure 59 displays the invariant mass of the two charged-track system with all other cuts applied. A peak is clearly visible around the $\rho^{0}$ mass ( $M_{\rho^{0}}=775 \mathrm{GeV}$ ).

Figure 60 displays the exclusivity variables for exclusive $\rho^{0}$ production with all other cuts applied. Note the good agreement between the distributions of opposite beam charge. As $\mu^{+}$ and $\mu^{-}$signals are compatible, we can conclude that adding CAMERA in the analysis does not seem to deteriorate the $\mu^{+}$and $\mu^{-}$compatibility.

Figure 61 displays the missing energy $E_{m i s s}$ of $\rho^{0}$ exclusive events. The determination of $E_{m i s s}$ uses only muons and $\rho^{0}$ momenta. It is therefore very sensitive to the beam telescope and the spectrometer alignment. We can observe a slight deviation on the distributions of figure 61. The width of the distributions is mainly due to the resolution on muons momenta. No background contribution surrounds the neat peak, pointing to an effective selection of $\rho^{0}$ exclusive events.




Figure 61: $E_{m i s s}$ for exclusive $\rho^{0}$ production (P08 slot4) for $\mu^{+}$(red) and $\mu^{-}$(blue) beams.
Top: $\mu^{+}$vs $\mu^{-}$comparison.
Bottom: left: $\mu^{+}$data fitted with a Gaussian, right: $\mu^{-}$data fitted with a Gaussian.

### 4.4 THE EXCLUSIVE SINGLE PHOTON DATA-SET

The selection of events of the type $\mu p \rightarrow \mu^{\prime} p^{\prime} \gamma$ is the starting point for the DVCS cross section extraction. Exclusive single photon events have a topology similar to the $\mu p \rightarrow \mu^{\prime} p^{\prime} \rho^{0}$ events discussed above, but instead of looking for two charged pions in the forward spectrometer, we look for a real photon. This analysis hence requires the use of the three electromagnetic calorimeters described in chapter 2 on top of the already discussed selections.

## Photon selection

As photons manifest themselves in the spectrometer only via energy deposit in calorimeter cells, they are detected as neutral clusters in the apparatus, that is clusters non-associated to a charged track. A cluster is defined by its timing, its energy, and its position inside the calorimeter. The photon selection is done relatively to both time and energy information of the cluster. A Monte-Carlo simulation was used to define energy thresholds below which no DVCS photons are expected in the apparatus $(4,5,10 \mathrm{GeV}$ for ECAL0, 1,2 respectively, see fig. 62). The timing of the cluster should be correlated with the timing of the event, but we decided not to include timing cuts at this stage of the analysis, as all periods were not properly calibrated yet.


Figure 62: Distributions showing the reconstructed photon energy in ECal0 (top left), ECal1 (top right) and ECal2 (bottom left), derived by applying the event selection to a single photon Monte Carlo yield, while no threshold for the photon was applied. The photon energy threshold is shown by the red lines. Blue areas represent the impact of the poor energy resolution at small $y$ (small $v$ or large $x_{B}$ ) affecting mainly ECAL0 and slightly ECAL1. Fig. from [42].

Since a neutral cluster is not associated to any track, it cannot be associated a priori to a particular vertex. This leads us to proceed in the following way to identify these exclusive events:

1. we loop over all the reconstructed vertices, keeping only those which fulfil certain quality criteria (see vertex and muons selections below);
2. if at least one vertex is retained, we loop over all the reconstructed ECAL clusters and keep only events with one single exclusive photon candidate above the DVCS threshold (see photon selection below);
3. if the event contains a single exclusive photon candidate, we loop over all the good recoil tracks reconstructed in the CAMERA detector and we build a list of candidate exclusive events from all possible combinations of good vertices, good ECAL clusters and good CAMERA tracks. The list of candidates is then reduced by applying exclusivity cuts. We finally retain events in which only one combination passes all exclusivity conditions.
$\mu p \rightarrow \mu^{\prime} p^{\prime} \gamma$ event selection

The cut used to select $\mu p \rightarrow \mu^{\prime} p^{\prime} \gamma$ events are as follows:

- incoming muon selection
- beam track with the same requirements as for flux determination;
- vertex selection
- vertex in the target: the longitudinal position of the vertices must satisfy the condition $-318.5 \mathrm{~cm}<\mathrm{z}_{\text {vertex }}<-78.5 \mathrm{~cm}$ and the radial distance from the target centre at $Z_{\text {vertex }}$ must be $r_{\text {vertex }}\left(\right.$ vertex, TargetCenter $\left.\left(Z_{\text {vertex }}\right)\right)<1.9 \mathrm{~cm}$;
- outgoing muon selection
- at least one outgoing muon is detected;
- muon has triggered the Middle, Ladder or Outer Trigger (MT, LT, OT respectively);
- outgoing muon must travel more than 15 radiation lengths;
- the first measured point of the outgoing muon must be upstream of SM1 ( $\mathrm{z}_{\mathrm{first}}<350$ cm );
- the last measured point of the outgoing muon must be downstream of SM1 ( $\mathrm{z}_{\text {last }}>$ 350 cm );
- DIS cuts
- $0.05<y<0.95$;
$-1 \mathrm{GeV}^{2}<Q^{2}<10 \mathrm{GeV}^{2}$;
- photon cuts
- charged clusters ignored (charged track association performed by CORAL);
- energy of the clusters above to $4,5,10 \mathrm{GeV}$ in ECAL0, 1, 2 respectively (these thresholds take into account the value of $y>0.05$ and $t<0.64 \mathrm{GeV}^{2}$ within their resolution);
- only one cluster after $E_{\gamma}$ cuts;
- no timing cut applied on the cluster time (as only part of the periods are produced with the new timing calibrations);
- proton cuts
- a hit in Ring A and a hit in Ring B of CAMERA that belong to azimuthal sectors that are geometrically correlated;
- the candidate proton has $0.1<\beta<1$;
$-z_{A}$ and $z_{B}$ inside the domain of the scintillators A and B ;
- exclusivity cuts
- $|\Delta \varphi|<0.4 \mathrm{rad} ;$
- $\left|\Delta p_{T}\right|<0.3 \mathrm{GeV}$;
- $|\Delta z|<16 \mathrm{~cm} ;$
$-\left|M_{\text {undet }}^{2}\right|<0.3 \mathrm{GeV}^{2}$;
- exclusive event
- only one primary vertex, incoming muon, scattered muon, recoil proton and $\gamma$ remain after all cuts. The event is rejected otherwise.


## Results

Figure 63 displays the exclusivity variables for single-exclusive photon production with all other cuts applied but the 'exclusive event' one. Note the good agreement between the distributions of opposite beam charge. As $\mu^{+}$and $\mu^{-}$signals are compatible, we can conclude that adding CAMERA and ECALs in the analysis does not seem to deteriorate the $\mu^{+}$and $\mu^{-}$ compatibility.

The figure 64 displays the number of candidate exclusive events per events with all other cuts applied but the 'exclusive event' one. One can see that less than one percent of the events have more than one $\mu p \rightarrow \mu^{\prime} p^{\prime} \gamma$ candidate and are therefore rejected.


Figure 63: Exclusivity variables for exclusive photon production for $\mu^{+}$(red) and $\mu^{-}$(blue) beams (P08 slot4). All other cuts are applied but the 'exclusive event' one. Note the good agreement between the distributions of opposite beam charge.


Figure 64: Number of candidate exclusive vertices per event in the selected data (P08 slot4). All other cuts are applied but the 'exclusive event' one. All event having more than one candidate exclusive vertex are rejected, this represents less than $1 \%$ of the selected events.

## Quality of the selected photons

As for $\rho^{0}$, a systematic investigation of the quality of the event selection can be achieved using $E_{\text {miss }}$ distributions. In this particular case, the observable presents an additional and strong sensitivity to the reconstructed energy of the calorimeter cluster. This control of the missing energy can be extended to a direct control of the energy distributions of clusters. Figure 65 displays the position and energy of the selected photons for one period for each calorimeter. Figure 66 displays the missing energy for the exclusive photon production reaction. Its large


Figure 65: $(x, y)$ position (top) and energy (bottom) of the selected clusters in ECAL0 (left), ECAL1 (middle) and ECAL2 (right) (P08 slot4).
width compared to the one for exclusive $\rho^{0}$ (see fig. 61) is the result of the convolution between the forward spectrometer and the three different calorimeter energy resolutions. The separation of $E_{m i s s}$ for the different calorimeters is displayed in the same figure, and one finds Gaussian distributions with different widths and mean values. The impact of the new calibration of ECAL2 on $E_{m i s s}$ and on the energy profile of the detected photon is displayed in figure 67. In the previous P08 t7 production, the $E_{m i s s}$ distribution for exclusive single photon displayed a large tail at negative energy in ECAL2, as well as a spurious tail at high energy of the cluster. These problematic features have been removed by improving the ECAL2 calibration.


Figure 66: $E_{\text {miss }}$ for exclusive $\gamma$ production (first row) for $\mu^{+}$(red) and $\mu^{-}$(blue) beams and decomposition for ECAL0, ECAL1 and ECAL2 in the first, second and last column of the 2nd and 3rd rows (P08 slot4).


Figure 67: $E_{m i s s}$ for exclusive $\gamma$ production for $\mu^{+}$(top) and $\mu^{-}$(middle) beams for ECAL2 and energy of the selected clusters in ECAL2 (bottom) for two different productions: P08 t7 (left) and P08 slot4 (right).

## Visible $\pi^{0}$ contamination

Events selected accordingly to the method described above are contaminated by a remaining $\pi^{0}$ background. This contamination occurs when the produced $\pi^{0}$ decays in only one highly energetic photon above the DVCS thresholds and one photon escapes the detection for one of the three following reasons: energy below threshold, photon outside the geometrical acceptance, photon absorbed in the apparatus. Some of the smaller energy photons can be detected in one of the other calorimeter allowing for the pion identification.

This appears clearly in the data when combining all selected exclusive photons with all photons detected in ECAL0 and ECAL1 below the DVCS threshold, and plotting the invariant mass of such a system (see fig. 68). Despite a large combinatorial background, a peak around the $\pi^{0}$ mass appears clearly pointing to a contamination given either by exclusive $\pi^{0}$ production or by semi-inclusive $\pi^{0}$ production. We call this contamination: 'visible' $\pi^{0}$ background. Indeed, this points towards the fact that, besides the visible $\pi^{0}$ contamination, some photons out of pion decay might propagate out of the calorimeters acceptance or get absorbed, and be irremediably lost. These are called 'invisible' $\pi^{0}$ background.

The visible $\pi^{0}$ background is removed by rejecting all events having entries in this plot (fig. 68) $\pm 20 \mathrm{MeV} / \mathrm{c}^{2}$ around the PDG $\pi^{0}$ mass. Most of these events have small $v$, and for $10<v<32 \mathrm{GeV}$, this contamination reaches around $10 \%$ of the signal. Note that photons in ECAL2 with energy below the DVCS threshold do not contribute to the $\pi^{0}$ signal but only to the background in the $M_{\gamma \gamma}$ spectrum, as it has been shown by the exclusive $\pi^{0}$ production analysis lead on 2012 data [7]. The invisible $\pi^{0}$ background will be shortly discussed in chapter 5 .


Figure 68: Two photon invariant mass in the exclusive single photon sample selected at the end of the previous section.

## $\phi$ modulation of the exclusive single photon events

Fig. 85 presents the exclusive single photon events obtained in P08 slot4 as a function of $\phi$ for $\mu^{+}$and $\mu^{-}$beams in three $v$ ranges, as they were defined in the 2012 analysis [5]. Only the visible $\pi^{0}$ contribution has been removed. Both beam charge distributions are in good agreement even though no bad-spill rejection is yet applied, and this is an important result which was not achieved in 2012 analysis due to the high intensity difference between the two muon beams. Obviously, small differences of interest should appear for $v<80 \mathrm{GeV}$. They are nonetheless invisible due to the small statistics of one period.


Figure 69: Exclusive single photon events as a function of $\phi$ for $\mu^{+}$(red) and $\mu^{-}$(blue) beams in $3 v$ ranges. The visible $\pi^{0}$ contribution has been removed.

## 4.5 summary of the 2016 data

Flux

The result of the flux analysis per period is displayed in figure 70. The total flux collected using $\mu^{+}\left(\mu^{-}\right)$beam is $8.06 \cdot 10^{12}\left(6.95 \cdot 10^{12}\right)$. The ratio between the two fluxes is 1.16 , as the goal was to collect comparable fluxes for both muon charge. This is about three times more than the data collected for the 2012 test run, and represents approximately a third of the combined 2016 and 2017 statistics (the proton intensity on T6 was increased by a factor two for the 2017 run).


Figure 70: Flux for all 2016 periods for $\mu^{+}$(red) and $\mu^{-}$(blue) beams.

## DIS and $\rho^{0}$ event selection

A summary of the DIS data is displayed in figure 71. $\mu^{+}$and $\mu^{-}$are normalised to a same muon flux $\left(10^{12}\right)$. The first comment is that, besides P10, all period display reasonable agreement between $\mu^{+}$and $\mu^{-}$. This confirms that the decision to run using equivalent intensity for both charges was correct. If the spectrometer was stable one would get a constant number of count across all periods. We can see that it is not the case for the total number of DIS events. Decomposing this distribution over each trigger helps to decipher this distribution.

One can see that steps are introduced by three different states of the OT and two different states of the MT. The OT changes are due to changes in the hodoscopes: some slats were improved along the year, increasing the number of detected events. The MT change is due to the fact that a correlation between horizontal $(\mathrm{Y})$ and vertical $(\mathrm{X})$ MT hodoscopes was required for this trigger for the first three periods, while only horizontal MT was used for the rest of the year. A discrepancy between P03 $\mu^{-}$and $\mu^{+}$remains to be explained. A loss of events due to the high intensity beam is visible in P10 $\mu^{+}$. The number of selected exclusive $\rho^{0}$ events increases along the year following the different trigger conditions, reinforcing the discrepancy


Figure 71: Summary of number of DIS events for all triggers and every trigger and number of exclusive $\rho^{0}$ events for 3 domains of $v$ for all the periods and $\mu^{+}$(red) and $\mu^{-}$(blue) beams. All the numbers are normalised to a same muon flux $\left(10^{12}\right)$.
between P03 $\mu^{-}$and $\mu^{+}$. The P10 $\mu^{-}$and $\mu^{+}$discrepancy for DIS is obviously propagated to the $\rho^{0}$ events.

The different states of the trigger along the years will have to be addressed in the simulation in order to properly reproduce the apparatus. P10 should not be used for further analysis as it displays an incompatible signal between $\mu^{+}$and $\mu^{-}$.

## Exclusive single-photon event selection

Figure 72 summarises the number of exclusive single-photon events for all the periods in 3 $v$ ranges and for exclusive single-photon photons collected in the different electromagnetic calorimeters. Alike DIS and exclusive $\rho^{0}$ production, an increase of exclusive single-photon events should be expected for the last periods. This progression is observed in ECAL0 and ECAL1 but it is not observed in ECAL2 nor in the middle and large $v$ bin. Counts in ECAL2 for P06 mark a clear discontinuity which remains to be explained. Those variations justify the need for more careful calibration of calorimeters, in particular the one actually ongoing for ECAL2 (see fig. 67).


Figure 72: Summary of number of exclusive single-photon events for 3 domains of $v$ and for the 3 ECALs for all the periods and $\mu^{+}$(red) and $\mu^{-}$(blue) beams. All the numbers are normalised to a same muon flux ( $10^{12}$ ).

This systematic study of all periods from COMPASS 2016 data shows that it would be unreasonable to merge periods at this stage of the analysis, as this merge would not bring more physics insight at the present time. This analysis is nonetheless very encouraging as it displays a good compatibility between $\mu^{+}$and $\mu^{-}$data for all periods taken with similar beam intensity. The careful systematic study and comparison of the data on a period-basis is a very effective
method to investigate its quality, and sharpen our knowledge about the state of the apparatus as well. Updated productions of the data are ongoing, including more accurate calibrations of electromagnetic calorimeters and a refined data quality analysis. The analysis of the freshly produced P08 slot4 period including said calibrations attests improvements in missing energy and energy of the selected cluster distributions for ECAL2.

I will summarise in this chapter how we intend to extract the $t$-slope of the DVCS cross section out of the data presented above. A detailed presentation can be found in [42]. As the analysis is still ongoing, I will present here the main needed steps and, when relevant, the first associated results.

### 5.1 FROM EXCLUSIVE SINGLE-PHOTON EVENTS TO DVCS CROSS SECTION

The experimental extraction of the cross section is carried out by binning the data. In the following, I will consider a $\left(Q^{2}, v, t, \phi\right)$ bin and I will omit average signs around quantities:

$$
\frac{\mathrm{d}^{4} \sigma(l p \rightarrow l p \gamma)}{\mathrm{d} Q^{2} \mathrm{~d} x_{B} \mathrm{~d}|t| \mathrm{d} \phi} \quad \text { stands for } \quad\left\langle\frac{\mathrm{d}^{4} \sigma(l p \rightarrow l p \gamma)}{\mathrm{d} Q^{2} \mathrm{~d} x_{B} \mathrm{~d}|t| \mathrm{d} \phi}\right\rangle_{Q^{2}, v, t, \phi}
$$

where $\mathrm{d} \sigma=\frac{1}{2}\left(\mathrm{~d} \sigma^{{ }^{+}}+\mathrm{d} \sigma^{\rightrightarrows}\right)$.

The $l p \rightarrow l p \gamma$ cross section

The number of counts in one bin for the $l p \rightarrow l p \gamma$ process relates to its associated cross section in the following way:

$$
\begin{equation*}
\frac{\mathrm{d}^{4} \sigma(l p \rightarrow l p \gamma)}{\mathrm{d} Q^{2} \mathrm{~d} v \mathrm{~d}|t| \mathrm{d} \phi}=\frac{1}{\delta Q^{2} \delta v \delta t \delta \phi} \frac{1}{2} \sum_{\mu^{ \pm}} \frac{1}{\mathcal{L}} \frac{1}{a} \sum_{e}^{\text {data }} 1 \tag{96}
\end{equation*}
$$

where I have denoted with $\delta X$ the width of the bin in dimension $X$.
The first sum is done over the two beam charges while the second simply loops over the events (e) selected in the data according to the method details in the previous chapter for the considered bin $\delta Q^{2} \delta \nu \delta t \delta \phi$ and beam charge.
$\mathcal{L}$ stands for the integrated luminosity of the considered beam charge:

$$
\begin{equation*}
\mathcal{L}=\frac{\rho_{\mathrm{LH}_{2}} \mathcal{N}_{\mathcal{A}} \mathrm{L}}{M_{p}}\left(1-c_{v d t}\right) \Phi \tag{97}
\end{equation*}
$$

and does not depend on the bin. It relates the flux $\Phi$ described in equation 88 to the density of the target $\rho_{\mathrm{LH}_{2}}=0.0704 \mathrm{~g} / \mathrm{cm}^{3}$, its effective length $\mathrm{L}=240 \mathrm{~cm}$, the Avogadro number $\mathcal{N}_{\mathcal{A}}=6.022 \cdot 10^{23} \mathrm{~mol}^{-1}$ and the molar proton mass $M_{p}=1.0078 \mathrm{~g} / \mathrm{mol} . c_{v d t}$ accounts for the dead-time of the veto on the triggers.
$a$ stands for the acceptance of the considered bin. It depends on the bin and the beam charge, and accounts for any phase-space inefficiency of the apparatus. Acceptances are obtained via Monte-Carlo simulation and are discussed in a further section of this chapter.

The $\gamma^{*} p \rightarrow \gamma p^{\prime}$ cross section

As we are interested in the DVCS cross section independently of the experimental process used to radiate a virtual photon on the proton, we need to get rid of the lepton scattering part of this quantity. This is doable following the convention provided by Hand [36,57], re-weighting each event with a kinematic factor $\Gamma$, called transverse virtual photon flux:

$$
\begin{equation*}
\Gamma\left(Q^{2}, v\right)=\frac{\alpha_{e m}}{2 \pi} \frac{1-x_{B}}{Q^{2} y E}\left[y^{2}\left(1-\frac{2 m_{\mu}^{2}}{Q^{2}}\right)+\frac{2}{1+\frac{Q^{2}}{v^{2}}}\left(1-y-\frac{Q^{2}}{4 E^{2}}\right)\right] \tag{98}
\end{equation*}
$$

This factor is evaluated event by event. The $\gamma^{*} p \rightarrow \gamma p^{\prime}$ differential cross section then relates to the events in the following way, denoting kinematic variables values for the considered event in the sum with the subscript $e$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma\left(\gamma^{*} p \rightarrow \gamma p^{\prime}\right)}{\mathrm{d}|t| \mathrm{d} \phi}=\frac{1}{\Delta Q^{2} \Delta v \delta t \delta \phi} \frac{1}{2} \sum_{\mu^{ \pm}} \frac{1}{\mathcal{L}} \sum_{v, Q^{2}} \frac{1}{a} \sum_{e}^{\text {data }} \frac{1}{\Gamma\left(Q_{e}^{2}, v_{e}\right)} \tag{99}
\end{equation*}
$$

where $\Delta X$ is the total integration domain of the variable $X$. The second sum runs over all bins $\delta Q^{2} \delta v$ inside $\Delta Q^{2} \Delta v$ and the third one runs over all events inside the bin $\delta Q^{2} \delta v \delta t \delta \phi$. It should be noted that the two quantities defined by equations (98) and (99) are not observables.

## The DVCS cross section

At this stage, the single-photon data selected still contains four contributions: a DVCS, a BH, a DVCS-BH interference and a $\pi^{0}$ one:

$$
\begin{equation*}
\sigma\left(\gamma^{*} p \rightarrow \gamma p^{\prime}\right)=\sigma_{\gamma^{*} p \rightarrow \gamma p^{\prime}}^{\mathrm{DVCS}}+\sigma_{\gamma^{*} p \rightarrow \gamma p^{\prime}}^{\mathrm{BH}}+\sigma_{\gamma^{*} p \rightarrow \gamma p^{\prime}}^{\mathrm{Int}}+\sigma_{\gamma^{*} p \rightarrow \gamma p^{\prime}}^{\pi^{0}} \tag{100}
\end{equation*}
$$

The $\pi^{0}$ contamination corresponds to the case described in chapter 4 . The three last items on the list need to be subtracted from the data. The Bethe-Heitler and $\pi^{0}$ contributions are estimated using a weighted Monte-Carlo simulation, while interferences are suppressed integrating $\phi$ over $2 \pi$ (eq. 48,50 ):
$\frac{\mathrm{d} \sigma_{\gamma^{*} p \rightarrow \gamma p^{\prime}}^{\mathrm{DVCS}}}{\mathrm{d}|t|}=\frac{1}{\Delta \phi \Delta Q^{2} \Delta v \delta t} \frac{1}{2} \sum_{\mu^{ \pm}} \frac{1}{\mathcal{L}} \sum_{\phi, v, \mathrm{Q}^{2}} \frac{1}{a}\left[\sum_{e}^{\text {data }} \frac{1}{\Gamma\left(Q_{e}^{2}, v_{e}\right)}-k_{\mathrm{BH}} \sum_{e}^{\mathrm{BH}} \frac{w_{\mathrm{BH}}}{\Gamma\left(Q_{e}^{2}, v_{e}\right)}-k_{\pi^{0}} \sum_{e}^{\pi^{0}} \frac{w_{\pi^{0}}}{\Gamma\left(Q_{e}^{2}, v_{e}\right)}\right]$
where the second sum runs over all bins $\delta Q^{2} \delta \nu \delta \phi$ inside $\Delta Q^{2} \Delta v \Delta \phi$. The sums on Bethe-Heitler and $\pi^{0}$ events represent the loop over corresponding simulated events passing the same exclusive single-photon selection as for the data. Those contributions have a per-event kinematic weight $w_{\mathrm{BH}}\left(w_{\pi^{0}}\right.$ respectively) and a normalisation constant $k^{\mathrm{BH}}\left(k^{\pi^{0}}\right)$. It is then possible to fit an exponential to the values of $\frac{\mathrm{d} \sigma_{\gamma^{*} p \rightarrow \gamma p^{\prime}}^{\mathrm{DVCS}}}{\mathrm{d}|t|}$ obtained in the different $t$ bins as it has been done for the 2012 test-run [5].

The simulation of the experiment is the backbone of this analysis as its contribution enters directly the expression of the cross section. Alike many other high-energy physics experiments, COMPASS simulation is based on a Geant4 Monte-Carlo setup that propagates events generated by specific physics generators into a model of the apparatus.

The simulation software is named TGeant and its full documentation can be found in reference [60]. It provides output files compatible with the one obtained in real data taking, simulating hits in detectors. These files are then reconstructed inside CORAL, just as real data would be, and can therefore be analysed using PHAST.

## Physics generators

Two different physics generators are needed to attempt to reproduce the experiment. One is aimed at simulating the semi-inclusive events while the other reflects exclusive processes.

LEPTO [39], on one hand, is used to account for semi-inclusive event generation to estimate the inclusive part of the pion contamination. We are, as I am writing, producing such semiinclusive samples in this perspective, but we do not have any results associated yet to show.

On the other hand, exclusive events are generated using HEPGen++ [61, 62]. This generator has been designed specifically for COMPASS and offers a wide variety of exclusive processes. It is a weighted generator, meaning it provides for each generated event a weight $w$ that contains the information relative to the cross section of the considered process.

HEPGen++ serves three purposes in this analysis. It includes an exact analytic calculation of the Bethe-Heitler contribution to the exclusive single photon cross section made by Pierre Guichon [35] that accounts for the muon mass, which is used for BH subtraction. It includes as well a model for the DVCS and interference contributions that partially incorporates muonmass effects, at least up to its contribution to the propagator of the corresponding graphs. Lastly it provides a model for exclusive $\pi^{0}$ generation based on Goloskokov and Kroll's predictions [34] that will be used for subtracting the exclusive part of the remaining $\pi^{0}$ background in the data, which sample is also under preparation and not presented in this work.

## MC setup

The accurate description of the experimental apparatus in the MC simulation requires three types of inputs: real data beam-files, detectors' efficiencies, and alignment. The beam files contain all measured incoming muon momenta of a certain charge during one data period registered by the random trigger. These muons are used randomly as a starting point for the generation of events. Detectors' efficiencies reflect the ability of detectors, channel by channel, to detect an incoming particle. Alignment provides the position of each detector. The target and CAMERA scintillators are individually positioned to match the information extracted throughout the calibration procedure (see chapter 3).

As a consequence, it means that, in principle, each MC sample has to be processed differently for each period, as input parameters vary from one period to another. It implies that one needs

4 (physics processes) $\times 10$ (periods) $\times 2$ (beam-files) $=80$ different MC samples to be generated, only for the first year of data taking.

## CAMERA simulation

Inside TGeant, CAMERA material budget is fully modelled. Nonetheless, the simulation does not propagate the photons sparkled by a charged particle flying through its scintillators, and the registered information solely consists in the hit position and its associated energy deposit. As CAMERA informations are not treated at CORAL level, I smear this information at PHAST level in order to account for CAMERA resolution, and apply CAMERA efficiencies.

The goal is to go from a non smeared timing of the hit $t$ at known position $z$ to two timings smeared at both ends of the scintillator, which can then be treated exactly as in the data. The first step consists in shifting $t$ by $\sqrt{x^{2}+y^{2}+(z+900)^{2}} / 30$, as the origin of time in the simulation is taken to be the moment when the incoming muon is shot 900 metres ahead of the target. I then use the calibrated value of the light-speed in the considered scintillator to propagate the hit both to the upstream and downstream photo-multipliers inverting the system:

$$
\left\{\begin{array} { l } 
{ t = \frac { t ^ { u } + t ^ { d } } { 2 } }  \tag{102}\\
{ z = \frac { 1 } { 2 } V ( t ^ { u } - t ^ { d } ) + C \quad \text { which leads to } }
\end{array} \quad \left\{\begin{array}{l}
t^{u}=t+\frac{z-C}{V} \\
t^{d}=t-\frac{z-C}{V}
\end{array}\right.\right.
$$

Finally $t^{u}$ and $t^{d}$ are smeared independently according to a Gaussian law which width is tuned in order to reproduce the resolution of $\Delta z=z^{c a m}-z^{\text {spec }}$ obtained in the data.

The constants $C_{A_{i} B_{j}}$ introduced for the time-of-flight in the data have no reason to be introduced in the simulation, as the timing of A and B hits are not shifted with respect to one another. There are all set to zero.

The $\varphi$ calibration is taken to be the same as for the data, given that all scintillators have been placed accordingly. The $\varphi$ resolution arises mainly from the geometry of the scintillator and does not need to be tuned.

### 5.3 THE $\pi^{0}$ CONTAMINATION

The Monte-Carlo study of $\pi^{0}$ contamination is still ongoing, but as it is the main background of the experiment, I want to review quickly the related issues.

As discussed in the previous chapter, part of this contamination is 'visible'. This occurs when both photons associated to the $\pi^{0}$ decay are detected in calorimeters: one of them being mistaken to belong to a candidate exclusive single-photon event, the other being below DVCS calorimeter thresholds but still inside the acceptance of the apparatus. This part of the contamination can be removed from the data cutting around the $\pi^{0}$ mass in the two-photon mass spectrum, but it pinpoints cases in which the second photon might have escaped detection. This background has therefore to be estimated using simulation, and can be normalised to the visible part of the signal.

The tricky point arises from the fact there are two sources of $\pi^{0}$ : semi-inclusive and exclusive $\pi^{0}$ production. It follows that the term in equation 101 has to be substituted according to:

$$
\begin{equation*}
k_{\pi^{0}} \sum_{e}^{\pi^{0}} \frac{w_{\pi^{0}}}{\Gamma\left(Q_{e}^{2}, v_{e}\right)} \longrightarrow r_{i n c l / e x c l} k_{\mathrm{incl}} \sum_{e}^{\mathrm{incl} \pi^{0}} \frac{1}{\Gamma\left(Q_{e}^{2}, v_{e}\right)}+\left(1-r_{i n c l / e x c l}\right) k_{\mathrm{excl}} \sum_{e}^{\operatorname{excl} \pi^{0}} \frac{w_{\mathrm{excl} \pi^{0}}}{\Gamma\left(Q_{e}^{2}, v_{e}\right)} \tag{103}
\end{equation*}
$$

where $r_{\text {incl } / \text { excl }}$ is the ratio of inclusive $v s$ exclusive $\pi^{0}$ production, $k_{\text {incl }}$ (respectively $k_{\text {excl }}$ ) the normalisation constant of the inclusive (exclusive) MC sample. Unfortunately, none of their respective cross sections is known well enough to allow for a direct normalisation of these contributions. If $k_{\text {incl }}$ and $k_{\text {excl }}$ can be easily determined using the visible $\pi^{0}$ contamination, one needs another independent data-set to disentangle the ratio $r_{\text {incl } / \text { excl }}$. The problem is that this ratio is specific to a certain set of cuts, as it produces the noise profile of the analysis. One way to deal with this problem is to relax slightly the exclusivity cuts of the single-photon analysis and select events inside the $\pi^{0}$ mass region in the two-photon mass spectrum to produce a new data-set which remains quite similar to the one of interest. Then, try to fit the background of distributions adjusting the value of $r_{\text {incl/excl }}$. In 2012 this ratio was taken to be $r_{\text {incl } / \text { excl }}=0.9$ [42].

### 5.4 ACCEPTANCES

Acceptances of the experiment are evaluated using the MC simulation. They account for all phase-space inefficiencies (induced either by geometry or detectors efficiencies), and regulate the phase-space in which it is reasonable to extract a result. In principle, acceptances do not depend on the physics but solely on the apparatus, as long as they are evaluated in small bins and all independent kinematic variables. The acceptance correction writes, for a bin $\delta \Omega=$ $\delta \nu \delta Q^{2} \delta t \delta \phi:$

$$
\begin{equation*}
a\left(\delta \Omega_{r}\right)=\frac{N_{r}\left(\delta \Omega_{r}\right)}{N_{g}\left(\delta \Omega_{g}\right)}, \tag{104}
\end{equation*}
$$

where $N_{g}$ is the number of generated events having generated kinematic variables inside $\delta \Omega$ and $N_{r}$ is the number of reconstructed events having reconstructed kinematic variables inside $\delta \Omega$. Defined in this way, acceptances also account for migration of events from one bin to another during the reconstruction process due to kinematic smearing and resolutions effects. In the particular case of our analysis, as we already integrate target acceptance effects inside the flux, it is important to define $N_{g}\left(\delta \Omega_{g}\right)$ as being the number of generated events that pass the same cuts as the flux. $N_{r}\left(\delta \Omega_{r}\right)$, on the other hand, is defined to be the number of events that pass the entire set of cuts for the exclusive single-photon production selection.
To extract acceptances for the 2016 data, we chose to use the DVCS weight of the HEPGen++ generator. Results are displayed in figure 73 as a function of $\phi, t$ and $Q^{2}$ and in figure 74 as a function of $\phi, Q^{2}$ and $v$. They are presented inside the domain $8<v<32 \mathrm{GeV}$ of interest for the study of the DVCS cross section, where the subtraction of the BH contribution is small enough. Acceptances are reasonably flat everywhere except for the region of small $v$ and high $Q^{2}$, where they tend to zero around $\phi=\pi$. It means that COMPASS can expect to extract
valuable information about the cross section in all other bins displayed. This range is extended with respect to the 2012 data, as the acceptance coverage has been improved for small $v$ and high $Q^{2}$ by the outer extension of ECALO. The value around $30 \%$ accounts for efficiency of the apparatus, including the large photon absorption in the target and all detectors, rather than reduced kinematic coverage of the experiment.


Figure 73: Acceptances for $\mu^{+} \mathrm{MC}$ as a function of $t, Q^{2}$ and $\phi$. The inner $y$-axis displays the value of the acceptance while the $x$-axis displays $\phi$ in radian).


Figure 74: Acceptances for $\mu^{+}$MC as a function of $v, Q^{2}$ and $\phi$, the inner $y$-axis displays the value of the acceptance while the $x$-axis displays $\phi$ in radian. Bins below the blue line reach less than $10 \%$ acceptance, and will not be considered for the final analysis.

### 5.5 THE BETHE-HEITLER CONTRIBUTION

## Normalisation of the BH MC

The Bethe-Heitler contribution to the signal has a special status in this analysis. Indeed, as being a pure QED process, it is assumed to be exactly known. The P. Guichon version of the BH cross section implemented inside HEPGen++ does take into account the complete effects of the muon mass. Moreover, if the BH process contributes on the entire phase-space to the signal, it appears that it dominates at high $v$ (or low $x_{B}$ ), where the DVCS part of the cross section is negligible and the exclusive $\pi^{0}$ production does not contribute. Hence for bins where $v$ is high enough, one expects that:

$$
\begin{equation*}
\sum_{e}^{\text {data }} \frac{1}{\Gamma\left(Q_{e}^{2}, v_{e}\right)}-k_{\mathrm{BH}} \sum_{e}^{\mathrm{BH}} \frac{w_{\mathrm{BH}}}{\Gamma\left(Q_{e}^{2}, v_{e}\right)}=0 \tag{105}
\end{equation*}
$$

where the normalisation constant $k_{\mathrm{BH}}$ is independent of the bin.
This equality is twofold. Either one considers the equation to be true, and then finds out the value of $k_{\mathrm{BH}}$ normalising the MC on the data at high $v$. Or one gets independently $k_{\mathrm{BH}}$ and uses the high $v$ data to verify whether the experiment and the simulation agree. This second way to look at equation 105 is the one intended in this analysis. The HEPGen++ generator allows for computing a so-called Monte-Carlo flux associated to the Monte-Carlo sample used. Hence $k_{\mathrm{BH}}$ is evaluated regardless of the data and any difference between data and Monte-Carlo points towards a problem.

The evaluation of the Monte-Carlo luminosity is done as follows:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{MC}}=\sum_{\Delta \Omega} w_{\mathrm{DVCS}} / \int_{\Delta \Omega} \frac{\mathrm{d} \sigma_{\mathrm{HEPG}}^{\mathrm{DVCS}}++}{\mathrm{d} \Omega} \mathrm{~d} \Omega \tag{106}
\end{equation*}
$$

 pend on the process and as the DVCS cross section implemented in HEPGen++ benefits from a smoother behaviour comparatively to the BH one, the DVCS one is used for luminosity determination. It is nonetheless very important to integrate weights and cross section on the same (but arbitrary) phase-space $\Delta \Omega$. The normalisation constant is then simply given by:

$$
\begin{equation*}
k_{\mathrm{BH}}=\frac{\mathcal{L}}{\mathcal{L}_{\mathrm{MC}}} \tag{107}
\end{equation*}
$$

where $\mathcal{L}$ stands for the luminosity of the data considered. More details about this procedure can be found in [42].

## MC vs data comparison

In the following, I compare data and Monte-Carlo in the bin $80<v<144 \mathrm{GeV}$, where I expect the BH to dominate. I will only show here the comparison between P08 slot4 $\mu^{+}$data (in red) to P08 $\mu^{+}$Monte-Carlo (in black). The Monte-Carlo is normalised independently of the data,
using the MC luminosity as described above, and contains preliminary 'mean' efficiencies for the tracking system as well as CAMERA and triggers efficiencies.

I display in figure 75 the longitudinal and transverse position of vertices. MC and data $x$ - and $y$-positions of the vertices reasonably agree, while $z$-positions suffers from a small deviation upstream. Figure 76 displays the extrapolation of outgoing muon tracks at $z=40$ meters. The overall shape of the triggers seems in agreement, but some parts of the MC trigger do not reproduce exactly the data despite large error bars. Figure 77 displays the position and energy of clusters. Most of these photons are collected in ECAL2. The MC does not reproduce well the shape of the energy distribution, despite the new calibration. Figure 78 displays the energy loss of the recoil proton in both Ring A and Ring B scintillators. Distributions reasonably agree except for the lower $\beta$ part. This points that the CAMERA detection threshold is not properly tuned in the MC. Figure 79 displays the exclusivity variables distributions. Besides a problem of normalisation, all distributions have comparable width between data and MC. $\Delta p_{T}$ is not centred in the data while it is in the MC. This points to a remaining problem in the CAMERA calibration.

The overall state of the MC is reasonable but the simulation still requires some tuning. Moreover, no bad-spill list nor requirement on detector stability are applied to the data, and detector efficiencies are not all included in the MC at the moment. The data overshoots the MC and this is partly due to the imperfect reproduction of the $z$-distribution of vertices, and improper CAMERA detection threshold.


Figure 75: MC vs P08 slot4 data comparison: Distribution of $z$ (left), $x$ (middle) and $y$ (right) position of vertices.


Figure 76: MC vs P08 slot4 data comparison: Distribution of $x$ (top row) and $y$ (bottom row) extrapolation of outgoing muon at $z=40$ meters for all (first column), MT (second column), OT (third column) and LT (fourth column) events.


Figure 77: MC vs P08 slot4 data comparison: Distribution of $x$ (left) and $y$ (middle) position and energy (right) of the clusters.


Figure 78: MC vs P08 slot4 data comparison: Energy deposit in Ring A (left) and Ring B (right) as a function of $\beta$ of the recoil proton in real data (top row) and MC (bottom row).


Figure 79: MC vs P08 slot4 data comparison: Distribution of exclusivity variables.


Figure 80: MC vs P08 slot4 data comparison: $\phi$ modulation of the exclusive single-photon event selection for three $v$ bins.

Figure 86 displays the $\phi$ modulation of the exclusive single-photon event selection for BH MC and all data for the entire $v$ coverage. In the high $v$ bin ( $v>80 \mathrm{GeV}$ ), where BH is expected to be the only contribution,
data overshoots the BH simulation by about $17 \%$. This still has to be understood but is rather positive already. In the two other bins at smaller $v$, the difference between data and BH MC is large enough to make way for significant DVCS and interference contributions (even slightly contaminated by $\pi^{0}$ ). The study of the slope of the $t$-dependence of the extracted DVCS cross section will give further measurements of the transverse extension of the partons in the proton probed in the COMPASS experiment.

The current state of the ongoing analysis does not allow to extract any $t$-slope to be presented in this manuscript. Nonetheless, this work has pointed out several problems along with some methods for improvement. However, the reasonable agreement at high $v$ bin between data and MC normalised to the exact Bethe-Heitler cross section is very encouraging.

I have presented in this thesis a first comprehensive analysis of exclusive single-photon production in the COMPASS 2016 data as a first step towards the extraction of the DVCS cross section. I described my input regarding the preparation of the analysis on both the target position determination and the CAMERA detector calibrations, as well as my systematic analysis of DIS, exclusive $\rho^{0}$ events and exclusive single-photon events in the complete 2016 data-set. I showed the compatibility between $\mu^{+}$and $\mu^{-}$beam data for all physics channels above across the year, and discussed the quality and compatibility of the data across the different periods. This achievement is needed in order to allow for a convincing extraction of the beam charge and polarisation sum cross section, and required for further study related to the beam charge and polarisation difference. I presented a comparison of this data to a preliminary Monte-Carlo simulation normalised independently on the exact Bethe-Heitler cross section, and showed a relative agreement between data and simulation in a kinematic domain where data is dominated by the Bethe-Heitler process. This gives hope for a rigorous subtraction of the Bethe-Heitler contribution to the exclusive single-photon production cross section.

If this document summarises the results of about three years of work, and constitutes for me the conclusion of my involvement with the COMPASS collaboration, it is nothing but a step in this collaborative analysis. The precise extraction of the DVCS cross section requires a meticulous understanding of the data which is a completely collective process. Hard work is currently ongoing in order to refine the data:

- the delicate calibration of electromagnetic calorimeters is being worked through by Sergei Gerasimov, Marketa Peskova and Po-Ju Lin,
- exhaustive works on detector stability, on bad-spill and bad-run rejections are carried out by Andrea Moretti, Johannes Giarra and Jan Matousek respectively,
- a detailed study to optimise the usable time duration of each spill is performed by Johannes Giarra,
- an intensive work related to efficiencies extraction is taken care of by Anatolii Koval for the spectrometer, Johannes Giarra, Moritz Veit and Jens Barth for the triggers, and Sandro Scherrers for CAMERA,
- a complete DIS analysis aiming at extracting $F_{2}$ is carried out by Karolina Juraskova, who also studies the exclusive $\pi^{0}$ production together with Marketa Peskova,
- while Brian Ventura and Po-Ju Lin worked extensively with me in Saclay to produce those results on exclusive single-photon production.

This thorough investment from many physicists, and its extension to the COMPASS 2017 data-set, should lead to an extraction of the $t$-slope of the DVCS cross section with a statistics ten times bigger than in 2012. Studying its evolution in $x_{B}$ should help constraining models for GPDs in-between valence and sea quarks and gluons kinematic region, and hence deepen our knowledge about the internal structure of the proton.

## INTRODUCTION

Le processus DVCS $(\mu p \rightarrow \mu p)$ consiste à sonder le proton à l'aide d'un photon virtuel qui va diffuser sur un des partons du nucléon. Ce parton va ensuite se désexciter en émettant un photon réel puis réintégrer le proton qui aura changé d'impulsion. La section efficace du processus DVCS est reliée aux distributions de partons généralisés (GPDs) qui encodent la corrélation entre l'impulsion longitudinale des particules qui composent le proton avec leur position dans le plan transverse.

Expérimentalement, on crée le photon virtuel en irradiant une cible d'hydrogène liquide avec des muons de haute énergie. Par conséquence, le DVCS interfère avec un second processus présentant le même état final et initial : le Bethe-Heitler (BH). Le BH est la radiation spontanée d'un photon réel par le muon avant ou après diffusion sur le proton. Cette contribution purement électromagnétique, calculable, doit être soustraite du signal mesuré dans l'expérience à l'aide d'une simulation.

L'objet de ce travail est d'avancer vers l'extraction de la section efficace du DVCS à partir des données collectées par COMPASS en 2016 et 2017.

## L'EXPÉRIENCE COMPASS AU CERN

COMPASS est une expérience du SPS au CERN, dotée d'un faisceau de muon de 160 GeV qui est utilisé pour sonder les protons d'une cible d'hydrogène liquide. Les traces chargées sont détectées à l'avant dans un spectromètre constitué de nombreux trackers, tandis que les particules neutres déposent leur énergie dans les trois calorimètres électromagnétiques de l'expérience. Le proton de recul du DVCS est détecté dans un détecteur de temps de vol nommé CAMERA et disposé autour de la cible.


Figure 81: Schéma de principe de l'expérience COMPASS pour 2016 et 2017.

Pour accéder à la section efficace du processus mesuré, il est nécessaire d'évaluer la luminosité incidente du dispositif expérimental. Cette étape requiert la connaissance précise de la position de la cible que j'ai eu à déterminer. Le résultat de cette analyse est présenté figure 82.


Figure 82: Tomographie de la cible d'hydrogène liquide.
Cette étude est réalisée en comptant le nombre de vertex dans la région de la cible. Les bords de la cible sont éclairés par le halo du faisceau et composés d'un matériau plus dense que l'hydrogène, dont on peut ensuite extraire la géométrie.

Les valeurs de chaque paramètre ajusté en fonction de $z$ sont présenté figure 83 . On constate que le rayon est constant le long de l'axe $z$ et que $R_{\text {cible }}=2 \pm 0.005 \mathrm{~cm}$. La coordonnée $x$ (coordonnée horizontale) du centre de la cible oscille autour de zéro de 1 mm sur une longueur de 2.4 m . La coordonnée $y$ est volontairement incliné vers le bas afin de maintenir l'hydrogène gazeux au début de la cible, et est inclinée de 4 mm sur une longueur de 2.4 m .


Figure 83: Position et rayon du centre de la cible en fonction de $z$.

## CALIBRATION DE CAMERA

Pendant ma thèse je me suis également attelé à la calibration du détecteur de proton de recul CAMERA. Ce détecteur mesure le temps de vol des particules chargées sortant de la cible, et permet à la fois l'identification de la particule et la mesure de son impulsion. La calibration s'effectue en utilisant différents canaux de physiques, en comparant les données reconstruites à l'avant dans le spectromètre et les signaux dans CAMERA. Après calibration, l'impulsion
mesuré dans le spectromètre ou dans CAMERA doit être identique. Le résultat est présenté figure 84 pour l'impulsion d'un proton sortant de CAMERA dans le cas de la diffusion élastique d'un faisceau de pion sur le proton.


Figure 84: En haut : différence entre l'impulsion transverse reconstruite par masse manquante dans le spectromètre et par temps de vol dans CAMERA pour un proton de recul issu de la diffusion élastique d'un faisceau de pion sur le proton, en fonction de l'impulsion transverse reconstruite par masse manquante dans le spectromètre.
En bas à gauche : moyenne de la distribution du haut ajustée par un gaussienne.
En bas à droite : $\sigma / p_{T}$ de la distribution du haut ajustée par un gaussienne.

La sélection des événements exclusifs $l p \rightarrow l p \gamma$ combine les informations issues des calorimètres (où les photons sont détectés), du spectromètre (où les traces chargées sont reconstruites) et CAMERA (où le proton de recul est détecté). La modulation angulaire des évènements mesurés pour une période est présentée figure 85 pour trois régions en $v$. Les variables cinématiques sont définies dans le corps de la thèse. Le résultat principal réside ici dans la compatibilité entre le signal obtenu pour le faisceau de $\mu^{+}$et de $\mu^{-}$.


Figure 85: Événements exclusifs $l p \rightarrow l p \gamma$ en fonction de $\phi$ pour le faisceau de $\mu^{+}$(rouge) et de $\mu^{-}$ (bleu) pour trois régions en $v$.

La contribution du BH pur est simulée afin d'être soustraite. L'interférence entre BH et DVCS sera soustraite par intégration en $\phi$ du signal. Le résultat de la simulation est présenté figure 86 , où je compare la modulation en $\phi$ de la simulation et des évènements mesurés pour une période et trois régions en $v$. A grand $v(v>80 \mathrm{GeV})$, le BH est la seule contribution attendue. La contribution des données excède celle de la simulation (normalisée de manière indépendante) d'environ $17 \%$. Ce premier résultat, bien qu'imparfait, est encourageant pour la suite de l'analyse. A plus petit $v$, la différence entre la mesure et la simulation est suffisamment importante pour permettre une contribution du signal DVCS.


Figure 86: Événements exclusifs $l p \rightarrow l p \gamma$ en fonction de $\phi$ pour le faisceau de $\mu^{+}$(rouge) et pour la contribution du BH pur (noir) pour trois régions en $v$.

CONCLUSIONS

Cette première analyse des évènements $l p \rightarrow l p \gamma$ doit encore être affinée avant de permettre l'extraction rigoureuse de la section efficace du processus DVCS et de sa pente en $t$. En particulier les systématiques par périodes présentées dans le corps de la thèse empêchent de raisonnablement sommer la statistique à ce stade de l'analyse. Une attention particulière doit encore être portée sur la calibration des calorimètres, la rejection des mauvais spills, la prise en compte des efficacités des détecteurs, et la qualité de la simulation.
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Résumé : La diffusion Compton virtuelle (DVCS) est un processus idéal pour étudier la structure interne du proton. Cette réaction exclusive permet d'accéder aux distributions de partons généralisées (GPDs) qui encodent les corrélations entre impulsion longitudinale et position transverse des partons à l'intérieur du proton. Le DVCS consiste à sonder le proton au moyen d'un photon virtuel de grande virtualité pour produire dans l'état final un unique photon réel de grande énergie tout en laissant le proton intact.
A COMPASS au CERN, où deux années de données ont été collectées en 2016 et 2017 afin de mesurer la section efficace du processus DVCS, le photon virtuel est issu de la diffusion d'un faisceau de $\mu^{+}$ou de $\mu^{-}$polarisé de 160 GeV sur une cible d'hydrogène liquide. Toutes les particules de la réaction sont détectées dans l'expérience: le muon incident est détecté dans le télescope du faisceau, le muon diffracté et le photon réel sont détectés à l'avant dans le spectromètre et les trois calorimètres tandis que le proton de recul est détecté dans un détecteur de
temps de vol placé autour de la cible.
Je présente dans cette thèse l'état de l'analyse du processus DVCS sur les données collectées à COMPASS en 2016. Après un rappel du contexte théorique et expérimental, je décris l'expérience COMPASS. Je détaille ensuite mon travail de calibration du détecteur de proton de recul et de détermination de la position exacte de la cible de 2 cm de diamètre et 2.5 m de longueur. J'étudie dans la partie suivante la sélection de différents canaux de physique permettant de contrôler de manière systématique la qualité des détecteurs : la diffusion profondément inélastique (DIS) qui implique le télescope du faisceau et le spectromètre, la production exclusive de $/ r h o^{0}$ qui inclut aussi le détecteur de temps de vol ; puis je présente la première analyse de la production exclusive de photons uniques qui implique en plus les trois calorimètres. Dans une dernière partie j'évoque les étapes nécessaires à la détermination de la section efficace du DVCS à partir de cette sélection, et je présente les premiers résultats issus de la simulation associée.

Title : Probing the proton structure through deep virtual Compton scattering at COMPASS, CERN
Keywords : Deep virtual Compton scattering, Internal structure of the nucleon, Generalised parton distributions, COMPASS

Abstract : Virtual Compton Scattering (DVCS) is
an ideal process to study the internal structure of
proton. This exclusive reaction provides access to
generalised parton distributions (GPDs), which en-
code the correlations between longitudinal momen-
tum and transverse position of partons inside the pro-
ton. DVCS consists in probing a proton with a virtual
photon of high virtuality, in order to produce a single
high energy real photon while leaving the proton intact
in the final state.
At COMPASS at CERN, where two years of data were collected in 2016 and 2017 to measure the DVCS cross section, the virtual photon is produced by scattering of a 160 GeV polarised $\mu^{+}$or $\mu^{-}$beam on a liquid hydrogen target. All particles are detected in the experiment: the incident muon is detected in the beam telescope, the diffracted muon and the real photon are detected in the forward spectrometer and the three calorimeters, while the recoil proton is detected in a
time-of-flight detector positioned around the target.
In this thesis I present the state of the analysis of the DVCS process on the data collected at COMPASS in 2016. After a reminder of the theoretical and experimental context, I describe the COMPASS experiment. I then detail my work on calibrating the recoil proton detector and determining the the exact position of the 2 cm diameter and 2.5 m long target. In the next section, I study the selection of different physics channels used to systematically control detector quality: Deep Inelastic Scattering (DIS) which involves the beamtelescope and spectrometer, exclusive $/$ rho ${ }^{\circ}$ production which requires the addition of the time-of-flight detector and I follow with the first analysis of the exclusive single photon production which depends as well on the calorimetres quality. In a last part, I discuss the necessary steps needed to extract the DVCS crosssection out of this event selection, and present the first results associated to the Monte-Carlo simulation.
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