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Durant ces nombreuses et belles années, j’ai eu le bonheur d’être hébergée par deux maisons formidables!
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Chapter 1

Introduction

“ The saddest aspect of life right now is that it gathers knowledge (and data!)
faster than society gathers wisdom.”

I. Asimov

“So, tell me what’s your story in a couple of words!”, challenged me the other day my colleague Prof. W. Clark,
as we were driving back to Paris from a quantitative geography conference in Luxembourg. This manuscript is
an attempt to take up this challenge, while expanding a little on the mathematical and methodological details.
I will take this opportunity of summarizing more than ten years of work for also contextualizing it with respect
to a more general setting, and for finding the common thread to the many collaborations and projects I was
involved in during this time. I will also try to sketch my own perspective on our profession, as shaped over the
years, while formulating some personal mid-term projections and expectations.

Let me start with the context and the interesting times we’ve been living in these last two decades. On the one
hand, the big-data blast, and our whole world being overwhelmed by massive amounts of data everywhere. We
became, as I heard I. Thomas saying lately, “censors and sensors”, and I am not the first nor the last to say
that the new sources of data, the new technologies, and the omnipresence and/or omnipotence (?) of artificial
intelligence are not only deeply (sic!) changing our research field, but also our behaviors as social beings, at all
scales and at all levels of the society. On the other hand, the massive digitization of historical data, combined
with the new sources of data from the new media, the social networks etc, and also with the new analytical
tools, which challenged the established epistemologies across the social sciences and humanities, and engendered
paradigm shifts. Whereas the new masses of data may enhance our understanding of humanity activities across
time and space, one may reflect upon the question of a data-driven science, rather than a knowledge-driven one.
Will the data speak for itself and unveil patterns and precious information without any prior research question,
any hypothesis, any theory? One may want to go back to Francis Bacon while looking for an answer!

I have had the chance to be a witness and to experience the delicate process triggered by the massive arrival of
data in our common lives and in our scientific research. Scientific and also less scientific debates bring daily in
the spotlight the issues related to the fairness of algorithmic decisions, the validity of the algorithmic inferences,
the reproducibility of results, the causality, or the privacy and the public interest. Big and/or complex data
created a stimulating intellectual bridge between mathematics - and more particularly statistics and machine
learning -, and humanities and social sciences, leading to challenging research questions focused on the history
of human society, as well as on its present state.

It is in this both complex and inspiring context that I carried out my work, during and after my PhD. My research
interests situate at the frontier between computational statistics and machine learning, with a particular interest
in analyzing complex data having a temporal component. Although, over the years, I have been involved in
many interdisciplinary projets, and studied data coming from various fields, in this manuscript I will only
focus on data stemming from humanities and social sciences and on my contributions to analyzing it. I will
deliberately skip several aspects of my work, such as the collaborations with the industry – for instance, the
methodology developed during Cynthia Faure’s PhD, defended last September and that I co-supervised –, or
the collaboration with the epidemiologists and mathematicians of MaIAGE, INRA, who hosted me twice, first
in 2007, and during a sabbatical these last two years. Although these collaborations are very important and
topical to me – I will get back to them at the end of the manuscript in the perspectives section –, I will only
single out the case studies I worked on related to humanities and social sciences. The reasons for doing so are
multiple.
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10 CHAPTER 1. INTRODUCTION

The first is related to my interest in complex temporal data, the field of humanities and social sciences being
amazingly rich from this point of view. The data one has to deal with is not necessarily big, and in some cases
rather the contrary. When it comes to historical data, one may be more preoccupied with the quality of the
primary sources and hence the quality of the data, the sparsity or the scarcity of it, or with the uncertainty of
the temporal instants. Whether the data is small - historical archives - or big - social media -, there is always
a variety of sources for complexity in humanities and social sciences, which I find particularly interesting.
Focusing the manuscript on case studies in this field will allow me to present several different examples in terms
of practical applications, each of them associated to a specific algorithm or methodology that were derived
starting from the data itself. How does one use or develop statistical or machine learning algorithms for mining
complex data in humanities and social science will be the common thread of this manuscript.

The second reason is more personal and has been stated in the above epigraph. To me, it has to do both with
the big data gold rush, and the need for more perspective that statistics and machine learning communities are
facing these days. As A. Finkel stressed in a Nature opinion column earlier this year, scientists worldwide are
“on a treadmill, churning out papers”, because of “financial and career incentives”. With the revival of artificial
intelligence, this is even more so the case in the field of statistical learning. There are, in my opinion, too many
black-box algorithms and too many Rube Golberg machines in our field, and I strongly believe that developing
methods designed for handling data from humanities and social sciences, trying to go beyond simply improving
a prediction score, understanding mechanisms and causalities, will give one more pause for thought and slow
her down a little. I obviously do not claim for the universality of this statement, it is merely an outcome of
my collaborations with historians and social scientists over the years, but I do acknowledge that this led me to
being more reflexive in my modeling approach.

The following chapters summarize the work published after my PhD, and contain theoretical and methodological
results developed for complex temporal data, with applications in humanities and social sciences. Each chapter
opens with an introduction giving the context of the work, and summarizing my contributions. Definitions
and notations are introduced when needed, as well as references to the related literature. In order to keep the
manuscript light and easy to read, I will not go into the technical details of the proofs, they are available in
the published papers (a complete list of references, as well as a CV may be found in the Appendix). The four
chapters of the manuscript may be read independently.

Chapter 2 is related to the field of computational statistics and time series analysis, and introduces several
hidden Markov models and autoregressive switching Markov models for time series of integers, and for bounded
real-valued time series. The motivation behind these models was the historical question of the temporality of the
Savoy Duchy during the XVIth and XVIIth centuries, and more specifically of the rhythms at which legislation
on military logistics was being issued. For each model, an EM estimation procedure was derived, and tested on
simulated examples before being trained on the real data.

Chapter 3 uses more theoretical statistics tools and tackles the question of model selection for mixtures and
hidden Markov models, and more particularly for regime switching models with autoregressive components. We
derive the distribution of the likelihood ratio-test statistic and prove the consistency of a penalized likelihood
criterion for selecting the number of regimes, under some general hypothesis. We check these hypothesis in some
particular cases, useful for practical applications, such as mixtures of linear autoregressive models or mixtures
of multilayer perceptrons.

Chapter 4 takes its root in the field of machine learning, and contains my contributions to the analysis of
complex data using kernel and relational self-organizing maps. As I am and was particularly interested in
clustering categorical time series and networks, relational algorithms proved to be a very convenient tool for
this task. The main contributions address the questions of dimensionality, which is solved using various sparse
versions and approximations, as well as that of multiple sources of information, for which we proposed an
adapted version. I illustrate the various algorithms using essentially a large longitudinal dataset on career paths
for young high-school graduates with a ten year follow-up.

Eventually, Chapter 5 deals with the exploratory analysis of spatial data. Starting from various fine-grained real
data (social housing in Paris, ethnic mixing in Los Angeles area, migrant residential distribution in eight Euro-
pean countries), I addressed the issue of residential segregation, and proposed two methodologies for assessing
it. The first is based on self-organizing maps and aims at integrating a multidimensional perspective, the second
starts from the notion of individual trajectories in the city – in analogy with time series – and introduces new
concepts and indices, such as focal distances and distortion coefficients, which allow to quantify the individual
perception of segregation, independently of the scale. This latter chapter contains very recent work, and its
mathematical formalization and study are currently undergoing.



Chapter 2

Time segmentation: a matter of events
and transitions

“ La science sociale a presque horreur de l’événement.
Non sans raison : le temps court est la plus capricieuse, la plus trompeuse des durées.”

F. Braudel

2.1 Introduction

Let me start this journey with a work on historical time series, carried out mainly in collaboration with Julien
Alerini, historian at Université Paris 1 Panthéon Sorbonne. What I had at first considered as an impossible duet,
turned out to be a challenging and fruitful dialogue, leading eventually to a whole series of results, common
research projects and seminars, and involving a whole group of scientists, both from social sciences and from
mathematics and computer science. This chapter is thought as a foretaste of the rest of the manuscript, I will
mainly focus on the historical questions that one tries to answer starting from the data, the methodological
answers the statistician may propose, and eventually the theoretical aspects that have to be settled in order to
provide reliable results.

When I met Julien ten years ago, he was investigating the alpine communities in the Duchy of Savoy during the
XVIth and XVIIth centuries. These two centuries had been deeply marked by political changes and by several
long and intense wars. It had been a period during which the Duchy changed and shaped its structure and
its functioning as a state. The historian was interested in characterizing these changes, beyond a chronological
listing of events, and, more particularly he wanted to focus on the rhythms at which the Duchy was issuing
legislative texts related to military logistics. Empirical observations had shown that periods of conflict were
characterized by an important enhancement of the legislative norm, meaning that wars required to increase the
mobilisation of financial resources. The state therefore created an important amount of new taxes, as it had
to insure accommodation and supplies for the troops. But at which rhythm and which were the steps of this
action? After the first discussions, it emerged that using a time series segmentation approach could brig some
elements of answer: were there synchronous periods when comparing the production of law with the contexts
of war? Or were there discordances between the two, which may inform on the State politics? If the legislative
issuance had accelerated before the beginning of a period of belligerence, one may have inferred that the state
was preparing for war. Similarly, a prolonged period of an important production of law during peace could have
meant either a strengthening of military structures or a long-term transition of politics. Eventually, a period
of conflict in which the level of legislative issuance remained low could have meant either a neglect on behalf
of the state, or that its military infrastructure was already advanced enough. Therefore, for the historian, the
interest in segmenting the data came from the necessity to detach himself from the periodization that is usually
offered in the reading of what is traditionally called marking events.

The corpus of data that was to be studied came from the massive work of F-A. Duboin [1] [2], an opus available in
the Archives of Torino (Italy), and intended at the restoration of the Savoy legislation, following the Napoleonic
age. The work of Duboin is not a compilation of chosen texts, since he collected all records stored in the
Piedmontese institutions, in order to establish a legal basis for the restored State. According to [2], this edition
would be exhaustive, and few texts would be missing. Hence, we may consider this source as a complete edition
of the Sabaudian law, from the XIIIth to the XVIIIth centuries.
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Part of following was done during James Ridgway’s internship during the summer of 2011, and whom I super-
vised. Four years later, James brightly defended a PhD in Bayesian statistics in Dauphine University, and he is
currently a research associate in a private company.

The results and discussions I will present in this chapter were published as a journal paper [MO5], two peer-
reviewed proceedings [MO26, MO36] and one book chapter [MO20].

At this point, I should also provide some insights about the side effects of this collaboration. Meeting
Julien broadly ment meeting the whole PIREH team, http://www.pantheonsorbonne.fr/axe-de-recherche/
pireh/, and more particularly Stéphane Lamassé. Almost ten years ago when we started our dialogue and col-
laboration, speaking broadly about data science and quantitative approaches in history had a blasphemy flavor.
Fortunately this is no longer the case nowadays, academic training programs have been created by several
universities, and mixing data science and historical research has even become fashionable! I have been quite
fortunate to start early enough this collaboration, which brought me to a series of questionings related to
how statistical modeling was being used in humanities, how data coming from humanities was being consid-
ered by the statisticians, and more specifically questionings related to temporality issues, scale, perception of
time, ... Together with Stéphane, we have created a series of half-day interdisciplinary seminars focused on
the perception and the modeling of time, http://samm.univ-paris1.fr/La-temporalite-perceptions-et,
with speakers coming from humanities, mathematical modeling and computer science, and with a case study
discussed during each session. This project was funded twice by the Panthéon-Sorbonne scientific board, and
several sessions were organized first in 2014, and later on in 2018 and 2019. In close relationship with this, we
co-organized with Joseph Rynkiewicz and other colleagues in SAMM the MASHS (Modèles et Apprentissages
en Sciences Humaines et Sociales) workshop, in 2014, 2016 and 2018.

Thanks to all these different discussions and seminars, I was brought to collaborate at the writing of a collective
book on settlement systems in slow historical time, together with geographers, historians and archeologists from
various Parisian institutions. This is the outcome of a working-group hosted by the Labex Dynamite, the book
being currently proofread by the editor. Being part of this working group was another opportunity for seizing
the diversity and the complexity of problems that humanities may raise for the quantitative science researchers.

Eventually, I should also mention here that time-segmentation techniques proved to be very helpful in other
contexts then those related to humanities, and I used them in several industrial projects. Between 2015 and 2019,
I co-supervised (with Jean-Marc Bardet) the PhD thesis of Cynthia Faure, aimed at detecting change-points and
abnormal behaviors in aircraft health-monitoring. The work was funded by Safran Aircraft Engines, and Cynthia
defended her thesis in September 2018. She is currently working as a data scientist for a private company.
Starting with October 2018, I am co-supervising (with Fabrice Rossi) a new PhD student, Clément Laroche.
This new project is being funded by ANSES, and the goal is to explore a very large and heterogeneous data set
containing the levels of contamination of various pesticides and other toxic products in various environments,
using techniques related to time-series segmentation, combined with spatial statistics, clustering and other
machine-learning related methods. Since I do not wish to present applications in other fields than humanities in
this manuscript, I will not detail these projects, the publications related to them are nevertheless being available
in the references.

2.2 Time series segmentation: a contextual setting

Throughout this chapter, the modeling issue will consist in segmenting a univariate time series, recorded over
a sufficiently large period. This series is supposed to depend, at least partially, on some underlying unobserved
process which generates changes, transitions and events, in the observed data. More formally, I shall consider
hereafter that (Xt)t∈Z is a sequence of real valued random variables, either discrete or continuous, possibly with
some correlation structure. Two approaches are most commonly used in the literature for segmenting this kind
of data, change-point detection (see [3] for a very recent and complete review), and hidden-Markov models (see
[4] for a nice and smooth introduction, or [5] for a more formal and rigorous description).

Change-point detection In this case, one assumes that some characteristics of Xt are subject to K? abrupt
changes occurring at some unknown time instants, T ? = {t?1 < · · · < t?K?}. Depending on the context, K? may
be supposed to be known or not, and if the latter it has to be estimated also. Estimating T ? amounts to finding
the time segmentation T̂ = {t̂1 < · · · < t̂K} which minimizes the cost function

C(T = {t1 < · · · < tK}) =
K∑
k=0

c
(
Xtk+1, · · ·Xtk+1

)
, (2.1)



2.2. TIME SERIES SEGMENTATION: A CONTEXTUAL SETTING 13

where c
(
Xtk+1, · · ·Xtk+1

)
measures the goodness-of-fit of some given model between tk and tk+1. If the number

of changes K is known, then one has to solve the discrete optimization problem

min
|T |=K

C(T = {t1 < · · · < tK}) . (2.2)

If the number of changes is unknown, a penalty term allows to achieve a trade-off between complexity and
overfitting, and the optimization problem becomes

min
|T |≤Kmax

C(T ) + pen(T ) . (2.3)

Without going into the details of different possible cost functions, optimization algorithms, and penalty terms,
I would only stress that this approach leads to a crisp segmentation (roughly speaking): no transition between
two different regimes is possible, the changes occur at once and one only disposes of the time instant at which
the change took place.

Hidden-Markov models (HMM) A hidden Markov model is a particular type of mixture model. In its
simplest form, it may be written as a bivariate random process (St, Xt)t∈N such that:

1. St is the unobserved parameter process, a homogeneous Markov chain, irreducible and aperiodic, valued
in a finite state-space E = {e1, ..., eq} and defined by its transition matrix

Π = (πij)i,j=1,...,q , πij = P (St = ej |St−1 = ei) , (2.4)

with πij > 0,
∑q
j=1 πij = 1, and by its stationary distribution π0, π0

i = P (S1 = ei), ∀i = 1, ..., q;

2. Xt is the observed time series, a real-valued sequence of random variables, such that the distribution
of Xt (also called emission distribution) depends the current state St of the Markov chain only. One
usually supposes that, conditionally to St, the Xt’s are independent. In more complex settings such as
autoregressive Markov switching models and variants (see the seminal paper [6] for an example), extra-
dependencies at the level of the observed process Xt may be added.

Suppose, for the simplicity and for illustration purposes, that the probability distribution of Xt conditionally
to St = ei is fξi ∈ F , where F = {fξ, ξ ∈ A ⊂ Rd} is a parametric family of distributions, and A is a convex
set. If the number of states of the Markov chain q is known, then the parameter space of the model is

Θ = {θ = (ξ,Π) ∈ Aq×]0, 1[q
2
,∀i ∈ {1 · · · q},

q∑
j=1

πij = 1} , (2.5)

where ξ = (ξ1, · · · , ξq).

If one disposes of a sample of the observed series (X1, · · · , XT ) and wishes to infer the parameters, one common
approach is to maximize the likelihood through an EM (expectation-maximization) procedure [7]. Indeed, since
the path S1, · · ·ST is not available, one iteratively optimizes the expected complete log-likelihood, conditionally
to the observed data and a given value of the parameter, and obtains an update for the parameter which is then
used to feed the algorithm. Eventually, the procedure converges towards a local maximum of the likelihood.

Since I will use the EM procedure several times in this chapter, I will briefly recall here its philosophy and main
steps. One starts by writing the complete likelihood conditionally to a given value of the parameter θ:

L(XT
1 , S

T
1 ; θ) =

T∏
t=1

q∏
i=1

fξi(Xt)1ei (St)
T∏
t=2

q∏
i,j=1

π
1ei,ej (St−1,St)
ij × C , (2.6)

where XT
1 = (X1, ..., XT ), ST1 = (S1, ..., ST ) are the observed series and an associated possible path of the

Markov chain, and C is the likelihood of the initial state of the Markov chain. Since the St’s are not available,
one then computes the expected value of the conditional likelihood, for a fixed value θ? of the parameter:

Eθ?
(
lnL(XT

1 , S
T
1 ; θ)|XT

1
)

=
T∑
t=1

q∑
i=1

ωt(ei) ln fξi(Xt) +
T∑
t=2

q∑
i,j=1

ωt−1(ei, ej) ln πij + C , (2.7)

where ωt(ei) = Pθ?(St = ei|XT
1 ) and ωt(ei, ej) = Pθ?(St = ei, St+1 = ej |XT

1 ). The latter quantities may be
tracked thanks to the forward-backward procedure, introduced in [8], and allowing to write

ωt(ei) = Pθ?(St = ei, X
T
1 )∑q

j=1 Pθ?(St = ej , XT
1 )

= αt(ei)βt(ei)∑q
j=1 αt(ej)βt(ej)

(2.8)
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and

ωt(ei, ej) = Pθ?(St = ei, St+1 = ej , X
T
1 )∑q

i,j=1 Pθ?(St = ei, St+1 = ej , XT
1 )

=
αt(ei)βt+1(ej)π?ijfξ?j (Xt+1)∑q

i,j=1 αt(ei)βt+1(ej)π?ijfξ?j (Xt+1)
, (2.9)

with αt(ei) = Pθ?(St = ei, X
t
1) and βt(ei) = Pθ?(XT

t+1|St = ei), t = 1, ..., T and i = 1, ..., q. The forward
probabilities αt(ei) are computed recursively from the conditions:

1. αt+1(ei) = fξ?
i
(Xt+1)×

∑q
j=1 π

?
jiαt(ej), ∀i = 1, ..., q, t = 1, ..., T − 1;

2. α1(ei) = fξ?
i
(X1)π?,0i ;

whereas the backward probabilities βt(ei) verify:

1. βt(ei) =
∑q
j=1 π

?
ijβt+1(ej)fξ?

j
(Xt+1), ∀i = 1, ..., q, t = 1, ..., T − 1;

2. βT (ei) = 1.

In practice, forward and backward probabilities tend to zero or infinity exponentially fast in the recursions, so
that one needs to apply some kind of normalisation (make them sum to one over i, for example). The EM
procedure alternates two steps, repeated until convergence:

E-step: for a given θ?, compute Q(θ|θ?) = Eθ?
(
lnL(XT

1 , S
T
1 ; θ)|XT

1
)

with the forward-backward procedure.
M-step: find θ maximizing Q(θ|θ?) and feed it as a new θ? in the E-step.

In general, for well-known classes of distributions, the E-step is quite straightforward, as well as the M-step,
where analytical expressions of the updates of θ may be computed. If the optimisation step does not lead to an
exact solution, one may use numerical algorithms to approach it. These will generally slow down the algorithm
which is by default very slow (EM usually converges at a linear rate), but the results will remain consistent. I
will note here that an alternative and well performing approach to deal with hidden Markov model is to use a
Bayesian framework and MCMC algorithms. Since this out of scope for the subsequent, I will not go into any
details, but a very nice comparison of the two approaches, with all the pros and cons may be found in [9].

Eventually, the goal is to use hidden Markov models in the perspective of time series segmentation. Once the
parameters of the model have been estimated, the next step is to compute the optimal sequence of states having
produced the observed series. Since there are several possible optimality criteria, the choice that was made here
was to use Viterbi’s algorithm [10]. The procedure builds upon the best scores (probabilities) along a single
path, at time t, and which accounts for the first t observations and ends in state ei:

δt(i) = max
S1,...,St−1

Pθ? (S1, ..., St−1, St = ei, X1, ..., Xt) , (2.10)

which verify the recursion formula

δt(j) =
[

max
i=1,...,q

δt−1(i)π?ij
]
fξ?
j
(Xt) . (2.11)

The probabilities δt(i) being computed, the optimal path (along with its associated probabilities) may be
computed by backtracking:

S?t = ψt+1
(
S?t+1

)
, t = T − 1, T − 2, ..., 1, (2.12)

where ψt(j) = arg maxi=1,...,q δt−1(i)π?ij , t = 2, ..., T and j = 1, ..., q.

So once a hidden Markov model has been trained, one may either look at the crisp segmentation given by
the optimal path {S?1 , ..., S?T }, or at the estimated probabilities of being in one state or another, which allows,
particularly in the context of historical data, to characterize transitions and estimate their duration. This
property which allows one to characterize with more details the interpretability of results made the use of
hidden Markov models much more appealing for our time series, when compared to change-point detection
approaches.

The historical data As mentioned in the introduction of this chapter, the corpus of data was extracted
from the work of F.-A. Duboin [1], a compilation of ancient law-texts from the thirteenth century until 1798.
Studying this corpus allows one to appreciate the legislative activity of the Duchy in developing infrastructure
and logistics administration. Between 1559 and 1661, there were 5 775 texts issued by the Duke, the councils,
the supreme courts or their agents. The texts related in one way or another to the movement, the supply and
the accommodation of military troops were tagged as related to military logistics. The final military logistics
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data consisted of 472 documents, representing 8.17% of the whole legislation. The corpus of documents was
represented by the historian as a bivariate time series, a first component containing the counts of texts related
to military logistics, and a second component containing the counts of all legislative texts together. After having
considered three different time scales for the analysis (monthly, quarterly, yearly), each of them having pros
and cons both from a historical and statistical perspective, we decided to use the monthly representation, as
providing a fine representation of the data, although this lead to an inflation of zeros in the series.

When computing some basic descriptive statistics related to the diplomatic situation, as shown in Table 2.1,
one may notice significant differences between periods of peace and periods of conflict, and more particularly
in the corpus of documents related to military logistics. An analysis of variance clearly indicated that being at
peace or being at war had a strong impact on legislative issuance. These results confirmed the thesis in classical
historiography, stating that war is an explanatory factor for the expansion of the state. The close relationship
between the issuance of law texts related to military logistics, and the state being at war or at peace is obvious.
It is in times of war that the state must feed and lodge a maximum of troops, while in a difficult military,
economical and political context. Hence, the average amount of documents on military logistics almost doubles
between the periods of peace and of war.

War (45.7% of the data) Peace (54.3% of the data)
Min Mean Max Min Mean Max

Entire legislation 0 4.87 17 0 4.05 18
Military logistics 0 0.54 4 0 0.28 4

Ratios 0 0.11 1 0 0.07 1

Table 2.1: Legislative output conditionally to the diplomatic situation. The statistics are computed on the series
of the entire legislation, on the series of texts related to military logistics, and on the series of ratios between
the two. The mean values are significantly different in all cases (p-value< 0.05).

The statistics above show that the activity of the state depends on the belligerence situation. However, this
immediate conclusion is not sufficient. In addition to this, one needs to understand which is the temporality of
the Sabaudian military logistics, and whether this is synchronous or not with the whole process of producing
law. Also, one needs to know whether there are cycles corresponding to those of war and peace and whether
these are disconnected or not completely synchronous. The approaches used to our knowledge for studying time
series in quantitative history and based on ARIMA-type models, [11] [12] [13] [14] , do not allow to answer the
above questions. The main reason is that they cannot take into account the possible existence of irregular cycles
or of various regimes in the behavior of the time series. In order to capture these specific features of the data,
we shall prefer to use models with Markov-switching regimes instead.

Several new models based on hidden Markov chains were introduced during this collaboration. They were all
designed in order to take into account the specificities of the data. We started by studying the univariate
time series of counts related to legislation on military logistics, which showed an over-dispersion in zero and a
significant auto-correlation structure. For dealing with the increased mass of zero, we first proposed a hidden-
Markov model with zero-inflated Poisson distributions. Next, we addressed the dependency issue, by introducing
an auto-regressive switching-Markov model based on INAR-type architectures. Later, we were interested in
modeling the bivariate time series and we considered the ratios between the series on military logistics and
the global series. This lead us to generalize the hidden Markov model with zero-inflated Beta distributions
introduced in [15], by considering any (finite) number of hidden states, and then to introduce zero-and-one
inflated Beta distributions in the hidden Markov model. In the following sections, I will briefly describe each of
these models and their estimation procedure, and provide some illustrations on simulations. A discussion will
follow on the insights brought by each of these models on the historical data, and I will conclude by some work
in progress and ideas to be developed in the future.

2.3 Zero-inflated Poisson - hidden Markov models (ZIP-HMM)

For segmenting a time series of counts with an important mass of zeros, we designed a hidden Markov model
having zero-inflated Poisson laws as emission distributions. To my knowledge, this model was completely new
in the literature, except for [16] who had introduced a very particular version of it one year before, a two-state
hidden-Markov model, with one component being equal to zero, and the other being distributed according
to a Poisson law. In the following, consider (St)t∈N a homogeneous Markov chain, irreducible and aperiodic,
valued in a finite state-space and defined according to the Equation 2.4, and (Xt)t∈N the observed data, an
integer-valued time series, such that Xt conditionally to St are independent, and such that the distribution of
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Xt, conditionally to St is a zero-inflated Poisson ZIP(ηi, λi):

P (Xt = k|St = ei) = ηi1{0}(k) + (1− ηi)
e−λiλki
k! , ∀k ∈ N. (2.13)

The parameter space associated to this model is:

Θ = {θ = (η,λ,π) ∈]0, 1[q×(R+)q×]0, 1[q
2
,∀i ∈ {1 · · · q},

q∑
j=1

πij = 1}, (2.14)

where η = (η1, ..., ηq) and λ = (λ1, ..., λq) represent the parameters characterizing the q ZIP distributions, while
π = (πij)i,j=1,...,q is the transition matrix of the hidden Markov chain.

We introduced this model in [MO36], and later trained it for the historical data described above in [MO5]. Let
me mention here that if the number of hidden states q is known, then Proposition 3.1 in [17] ensures that the
HMM model with emission distributions defined by Equation 2.13 and with the parameter space defined by
Equation 2.14 is identifiable, modulo a permutation of the hidden states.

Estimation procedure For estimating θ from an observed sample XT
1 = (X1, ..., XT ), and under the hypoth-

esis that q is known and fixed, we train an EM procedure. In the context of ZIP-HMM models, the algorithm
described in the section above cannot be applied directly, since a ZIP(ηi, λi) distribution is a mixture between
a Poisson P (λi), and a Dirac. Thus, the complete likelihood in Equation 2.6 has to be written in terms of the
hidden path ST1 = (S1, ..., ST ), but also in terms of a supplementary hidden random process ZT1 = (Z1, ..., ZT ),
which, conditionally to St is Bernoulli distributed, Zt|St = ei ∼ Ber(ηi), t = 1, ..., T . We suppose that accord-
ing to the value of Zt, one gets a structural zero, or a Poisson distribution, and that (Xt, Zt) are independent,
conditionally to the hidden process St. Under this framework, one may write the complete likelihood as:

L(ZT1 , XT
1 , S

T
1 ; θ) =

T∏
t=1

q∏
i=1

f(Xt, Zt|St = ei; θ)1ei (St)
T∏
t=2

q∏
i,j=1

π
1ei,ej (St−1,St)
ij × C , (2.15)

where

f(Xt, Zt|St = ei; θ) = η
1Zt=1
i (1− ηi)1Zt=0

(
e−λiλXti
Xt!

)1Zt=0

, (2.16)

and C =
∏q
i=1
(
π0
i

)1ei (S1)
is the likelihood of the initial state of the Markov chain.

Proposition 2.3.1 E-step: the expected value of the conditional complete likelihood may be expressed as:

Q(θ|θ?) = Eθ?
(
lnL(XT

1 , Z
T
1 , S

T
1 ; θ)|XT

1
)

=
∑
t:Xt>0

∑q
i=1 ωt(ei){ln(1− ηi)− λi +Xt ln(λi)− ln(Xt!)}

+
∑
t:Xt=0

∑q
i=1 ξ

?
i ωt(ei) ln(ηi) + (1− ξ?i )ωt(ei){ln(1− ηi)− λi}

+
∑T
t=2
∑q
i,j=1 ωt−1(ei, ej) ln πij + C ,

where ξ?i = η?i

η?
i

+(1−η?
i

)e−λ
?
i

, ωt(ei) = Pθ?(St = ei|XT
1 ) and ωt(ei, ej) = Pθ?(St = ei, St+1 = ej |XT

1 ) are com-

putable with the backward-forward procedure, and C is a constant standing for the log-likelihood of the initial
state S1.

Proposition 2.3.2 M-step: by maximizing the expected log-likelihood Q(θ|θ?) above, and with the previous
notations, one gets the exact analytical updates,

π̂ij =
∑T−1
t=1 ωt(ei, ej)∑T
t=1 ωt(ei)

; η̂i =
ξ?i
∑
t:Xt=0 ωt(ei)∑T
t=1 ωt(ei)

λ̂i =
∑
t:Xt>0 ωt(ei)×Xt∑

t:Xt=0 ωt(ei)(1− ξ?i ) +
∑
t:Xt>0 ωt(ei)

.
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Simulation study The quality of the estimates and the speed of convergence of the algorithm were tested
empirically on several simulated examples. For each of the following scenarios, all parameters are kept fixed,
except for one of them which is allowed to take values on a grid. For each parameter configuration, and for
sample sizes ranging from 500 to 10 000, 10 000 different samples were simulated. In all cases, the mean squared
error (MSE) is computed and reported. The results are illustrated in Tables 2.2, 2.3 and 2.4. They were globally
very stable, showing relatively low MSE, decreasing with the sample size.

π11 0.1 0.3 0.4 0.5 0.6 0.8 0.9
T

500 0.0247 0.0286 0.0317 0.0350 0.0415 0.0541 0.0550

1 000 0.0021 0.0054 0.0084 0.0131 0.0081 0.0210 0.0260

5 000 0.0003 0.0015 0.0026 0.0058 0.0110 0.0019 0.0008

10 000 0.0001 0.0008 0.0018 0.0050 0.0105 0.0012 0.0008

Table 2.2: MSE (π22 = 0.6, η1 = 0.2, λ1 = 0.5, η2 = 0.2, λ2 = 3)

λ1 0.1 0.5 1 5 10 14
T

500 0.0498 0.0417 0.0732 0.0199 0.0028 0.0397

1 000 0.0085 0.0190 0.0320 0.0103 0.0154 0.0280

5 000 0.0133 0.0193 0.0036 0.0018 0.0030 0.0039

10 000 0.0019 0.0094 0.0010 0.0010 0.0010 0.0019

Table 2.3: MSE (π11 = 0.4, π22 = 0.6, η1 = 0.2, η2 = 0.2, λ2 = 3)

η1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T

500 0.003 0.006 0.009 0.013 0.012 0.002 0.029 0.052 0.010

1 000 0.001 0.003 0.004 0.006 0.007 0.009 0.013 0.027 0.009

5 000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016

10 000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.008

Table 2.4: MSE (π11 = 0.4, π22 = 0.6, λ1 = 0.5, η2 = 0.2, λ2 = 3)

2.4 Integer-valued autoregressive (INAR(p)) - HMM’s

Since the data we started from showed a strong dependency structure, we introduced a hidden-Markov model
with extra-dependencies in the Xt’s, by using an autoregressive architecture. We thus combine a finite-state
hidden-Markov model with integer-valued autoregressive models, as defined in [18], [19] and [20]. We introduced
and studied this new model in [MO5].

First, let me recall that an INAR(p) process is a sequence of integer-valued random variables (Xt)t∈Z, verifying

Xt = α1 ◦Xt−1 + α2 ◦Xt−2 + · · ·+ αp ◦Xt−p + εt , (2.17)

where (εt)t∈Z is an iid sequence of random variables valued in N and having a finite second order moment.
Usually, εt is considered to be distributed according to a Poisson or a negative Binomial (we used a Poisson
noise in the subsequent). For all i = 1, ..., p,

αi ◦Xt−i =
Xt−i∑
k=1

ξi,k , (2.18)

is the Steutel-van Harn thinning operator introduced in [21] and ξi,k are independent and distributed according
to a Bernoulli distribution of parameter αi. Hence, conditionally to Xt−i, αi ◦Xt−i is a Binomial distribution
with parameters Xt−i and αi. Furthermore, it is supposed that the ξi,k are independent for all i and for all k,
and are independent of Xt−i and εt. With these assumptions, the conditional distribution of Xt with respect
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to Xt−1 = xt−1, ..., Xt−p = xt−p may be written as follows:

f(xt|xt−1
t−p) =

xt∧xt−1∑
i1=0

Ci1xt−1
αi11 (1− α1)xt−1−i1

xt−i1∧xt−2∑
i2=0

Ci2xt−2
αi22 (1− α2)xt−2−i2

· · ·
(xt−i1−···−ip−1)∧xt−p∑

ip=0
C
ip
xt−pα

ip
p (1− αp)xt−p−ip e

−λλxt−i1−···−ip

(xt−i1−···−ip)!

, (2.19)

where xt−1
t−p = (xt−p, ..., xt−1).

The model We introduce the hybrid model INAR(p)-HMM as a bivariate process (St, Xt)t∈Z such that (St)t
is a latent process and a homogeneous Markov chain, irreducible and aperiodic, defined as in Equation 2.4; and
(Xt)t∈N is the observed time series, valued in N. Furthermore, the observed time-series Xt is supposed to be
INAR(p), conditionally to St:

(Xt|St = ei) = α1,i ◦Xt−1 + α2,i ◦Xt−2 + · · ·αp,i ◦Xt−p + εi,t, (2.20)

where εi,t ∼ P(λi), a Poisson distribution with parameter λi > 0. Here, it is supposed that the lag p is identical
for all states of the Markov chain. Hence, the parameter space may be written as:

Θ = {θ = (α,λ,π) ∈]0, 1[p×q×(R+)q×]0, 1[q
2

and ∀i ∈ {1 · · · q},
q∑
j=1

πij = 1}, (2.21)

where α = (αl,i)l=1,...,p;i=1,...,q and λ = (λ1, ..., λq) represent the parameters characterizing the q INAR(p) mod-

els, while π = (πij)i,j=1,...,q is the transition matrix of the hidden Markov chain. We suppose in the following
that q and p are known and fixed parameters.

The estimation procedure is carried out again using an EM algorithm.

E-step For a given time-series XT
−p+1 = (X−p+1, ..., XT ) and for a given Markov-chain path ST1 = (S1, ..., ST ),

and with the notations ωt(ei) = Pθ?
(
St = ei|XT

−p+1
)

and ωt(ei, ej) = Pθ?
(
St = ei, St+1 = ej |XT

−p+1
)
, the

expected conditional complete log-likelihood may be written as

Q(θ|θ?) = Eθ?
(
lnL(XT

−p+1, S
T
1 ; θ)|XT

−p+1
)

=
∑T
t=1
∑q
i=1 ωt(ei) ln f(Xt|Xt−1

t−p , St = ei; θ) +
∑T
t=2
∑q
i,j=1 ωt−1(ei, ej) ln πij + C

where f(Xt|Xt−1
t−p , St = ei; θ) is the conditional density defined in Equation 2.19 for the parameter values in

Equation 2.20. The technical difficulty here resides in the practical computation of the log-likelihood, and more
particularly of the conditional density f(Xt|Xt−1

t−p , St = ei; θ), for a general time-lag, p. In the algorithmic
implementation, this difficulty was solved by using recursive programming.

M-step Let us remark that the left term of Q(θ|θ?) depends on the parameters of the INAR(p) models only,
the αl,i’s and λi’s, while the right term depends on the transition probabilities πij only. Hence, as previously,
the maximization step can be performed by independently maximizing each term. For the latter, we obtain the
usual expressions for the updates:

π̂ij =
∑T−1
t=1 ωt (ei, ej)∑T
t=1 ωt (ei)

,

where ωt (ei, ej) and ωt (ei) are being computed with the Baum-Welch forward-backward algorithm. For the first
term, the maximization cannot be carried analytically, because of the complexity of the conditional distribution
f(Xt|Xt−1

t−p , St = ei; θ). The optimization will be then performed numerically. The constraints on the α’s and
λ’s are first removed by re-parameterizing as follows:

γi = lnλi , βl,i = ln
(

αl,i
1− αl,i

)
, ∀i = 1, ..., q , l = 1, ...p,

The maximization is then performed using the Nelder-Mead algorithm. Because of this additional numerical
optimization, the EM algorithm is heavier in terms of computational time, but the results on simulations are
satisfactory, as shown next.
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Simulation study The EM algorithm proposed above for INAR(p) - HMM models is tested next on several
simulated examples. For each of the following scenarios, all parameters are kept fixed, except for one of them
which is allowed to take values on a grid. Since the implemented algorithm is much slower than the previous
one, only 500 different trainings were performed for each scenario. The sample size is either equal to 100 or 500.
In all cases, the mean squared error (MSE) is computed and reported.
Scenario A The datais simulated according to a HMM-INAR(1) with two states for the hidden Markov chain.
The parameters kept constant are π11 = 0.2, α1 = 0.2, λ1 = 1, α2 = 0.1, λ2 = 4. The remaining parameter, the
transition probability π22 takes values in the interval ]0, 1[. The results are given in Table 2.5.

π22 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T

100 0.023 0.086 0.028 0.026 0.034 0.036 0.044 0.038 0.081

500 0.005 0.004 0.004 0.007 0.010 0.012 0.014 0.020 0.026

Table 2.5: Mean squared error - scenario A

Scenario B The data is simulated according to a HMM-INAR(1) with two states for the hidden Markov chain.
The parameters kept constant are π11 = 0.2, π22 = 0.4, α1 = 0.2, λ1 = 1, λ2 = 4. The remaining parameter, α2
takes values in the interval [0.1, 0.5]. The results are given in Table 2.6.

α2 0.1 0.2 0.3 0.4 0.5
T

100 0.029 0.066 0.045 0.053 0.066

500 0.014 0.011 0.018 0.016 0.008

Table 2.6: Mean squared error - scenario B

Scenario C The data is simulated according to a HMM-INAR(1) with two states for the hidden Markov chain.
The parameters kept constant are π11 = 0.2, π22 = 0.4, α1 = 0.2, , α2 = 0.1, λ2 = 4. The remaining parameter,
λ1 takes values in the interval [0.1, 7]. The results are given in Tables 2.7 and 2.8.

λ1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T

100 0.026 0.046 0.075 0.144 0.122 0.161 0.258 0.187 0.170

500 0.003 0.006 0.002 0.019 0.024 0.045 0.043 0.057 0.085

Table 2.7: Mean squared error - scenario C

λ1 2 3 4 5 6 7
T

100 0.330 0.543 0.352 0.492 0.594 0.467

500 0.069 0.074 0.092 0.178 0.299 0.319

Table 2.8: Mean squared error - scenario C

In all scenarios, the MSE decreases with the sample size and the results are globally satisfying. The worst
behavior of the algorithm appears in Scenario C, for larger values of λ. This corresponds to a larger variance of
the noise, εt, thereby the poor results in this case are not surprising. The convergence of the EM algorithm is
also globally slower than for the previous model, ZIP-HMM. For example, one initialization of the EM algorithm
for Scenario A takes (in average) 2.80 seconds for 100 observations, 6.28 for 500, 11.53 for 1 000 and 95.70 for
5 000.

2.5 Beta-inflated HMM’s for time series of proportions

In statistical modeling, the two common approaches for dealing with continuous proportions are, on the one hand,
a logistic transformation of the data [22], and, on the other hand, the use of specific probability distributions
such as Beta or Dirichlet [23]. However, both of these approaches have a major drawback, since they do not
take into account the possibility of an over-dispersion in the limit values, 0 and/or 1. During the last ten years,
this issue has been addressed by several authors, who proposed either further transforming the data [24], or
introducing specific probability masses in 0 and/or 1, hence using zero-and/or-one Beta Inflated distributions.
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The latter approach has been intensively studied during the last five years, mainly in a regression context [25],
[26].

In the context of data one wishes to segment and for which several latent regimes are suspected, it is of interest
to train a well suited hidden Markov model, built on zero and/or one Beta inflated distributions. These models
are not completely new in the literature, [15] recently introduced a two-state hidden Markov model with emission
distributions given by zero-inflated Beta’s. Our contribution consisted first in generalizing [15]’s proposal to
any (finite) number of states [27], and second in replacing zero-inflated Beta’s by zero-and-one inflated Beta
distributions [MO26]. In the following, I will briefly describe the emission distributions that will be used
hereafter and the estimates of their parameters, and afterwards I will introduce the associated hidden Markov
models, the estimation procedure, and some empirical results on simulations.

2.5.1 Zero-and/or-one Beta-inflated distributions

Zero-inflated Beta distributions

Consider a Bernoulli latent random variable Y , Y ∼ B(η), and X a second random variable such that{
X|(Y = 1) ∼ δ0
X|(Y = 0) ∼ Be(α, β) , (2.22)

where η ∈]0, 1[, α, β > 0. Then, the marginal distribution of X is a zero-inflated Beta distribution, ZIB(η, α, β).
Its density 1 may then written as

fZIB(x; η, α, β) = η1x=0

(
(1− η) Γ(α+ β)

Γ(α)Γ(β)x
α−1(1− x)β−1

)1x∈]0,1[

. (2.23)

Consider now XT
1 = (X1, ..., XT ) an i.i.d. T -sample of ZIB(η, α, β). Since the log-likelihood L(XT

1 ; η, α, β)
may be written as a product L1(XT

1 ; η)L2(XT
1 ;α, β) which components are independent in terms of parameters,

one easily gets the estimate of the mixing parameter,

η̂ =
∑T
t=1 1Xt=0∑T

t=1 1Xt=0 +
∑T
t=1 1Xt∈]0,1[

= T0

T
, (2.24)

where T0 =
∑T
t=1 1Xt=0. Since the maximization of the second term does not lead to analytical expressions for

the Beta parameters, moment estimates may be used instead:

α̃ = µ̃φ̃ , β̃ = (1− µ̃)φ̃, (2.25)

where

µ̃ = 1
T − T0

∑
Xt∈]0,1[

Xt, φ̃ = µ̃(1− µ̃)
s2 − 1, and s2 = 1

T − T0

∑
Xt∈]0,1[

(Xt − µ̃)2
. (2.26)

Zero-and-one inflated Beta distributions

Next, if the Beta distribution is mixed with a Bernoulli distribution such as to add probability masses both
in 0 and 1, one obtains the zero-and-one inflated Beta distribution, ZOIB(η, γ, α, β), where η, γ ∈]0, 1[ and
α, β > 0. In this case, if Y ∼ B(η) is a Bernoulli latent random variable, then the conditional distribution of
X ∼ ZOIB(η, γ, α, β) is such that {

X|(Y = 1) ∼ B(γ)
X|(Y = 0) ∼ Be(α, β) . (2.27)

The marginal density2 of X is

fZOIB(x; η, γ, α, β) = (ηγ)1x=1(η(1− γ))1x=0((1− η)fB(x;α, β))1x∈]0,1[ , (2.28)

1the density is taken with respect to the probability measure λ + δ0, where λ is the Lebesgue measure on [0, 1], and δ0 is the
Dirac mass in 0.

2the density is taken with respect to the probability measure λ+ δ0 + δ1, where λ is the Lebesgue measure on [0, 1], and δ0 and
δ1 are Dirac masses in 0 and 1.
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where η ∈]0, 1[ is the mixture parameter, γ ∈]0, 1[ is the Bernoulli-distribution parameter and α, β > 0 are the
Beta-distribution parameters.

Following the same approach as above, and for XT
1 = (X1, ..., XT ) an i.i.d. T -sample of ZOIB(ξ), one may

derive immediately the maximum likelihood estimates for the mixture and for the Bernoulli parameter, and the
moment-estimates for the Beta parameters:

η̂ =
∑T
t=1 1Xt∈{0,1}∑T

t=1 1Xt∈{0,1} +
∑T
t=1 1Xt∈]0,1[

= T01

T
, (2.29)

where T01 =
∑T
t=1 1Xt∈{0,1}.

γ̂ =
∑T
t=1 1Xt=1∑T

t=1 1Xt=1 +
∑T
t=1 1Xt=0

= T1

T01
, (2.30)

where T1 =
∑T
t=1 1Xt=1. The estimates for α and β are almost identical to those in Equations 2.25 and 2.26,

except for T0 which must be replaced by T01.

2.5.2 Zero-inflated Beta hidden-Markov models (ZIB-HMM)

As in the previous sections, let (St)t be a homogeneous Markov chain, irreducible and aperiodic, defined as in
Equation 2.4. Consider also (Xt)t, the observed time series, representing continuous proportions, and valued in
[0, 1[. Furthermore, suppose that Xt are independent conditionally to St, and that Xt conditionally to St are

distributed according to zero-inflated Beta distributions, ZIB(ηi, αi, βi), with (ηi, αi, βi) ∈]0, 1[× ]0,+∞[2.

For a fixed number of states q in the hidden Markov chain, the set of possible values for the parameters may
then be written as:

Θ =

θ = ((ηi, αi, βi)i=1,q,Π) ∈ (]0, 1[×(R?+)2)q×]0, 1[q
2
,

q∑
j=1

πij = 1

 (2.31)

I will mention here that, although we fixed the number of states, identifiability issues arise in this case, since
mixtures of Beta distributions are generally not identifiable. In order to remove this issue, one should fix one
of the two parameters in the Beta distribution. This constitutes some work in progress that we are currently
doing. Nevertheless, since the results on the historical data were quite meaningful despite this issue, I chose to
present and discuss them.

Estimation procedure For a fixed number of states q, the estimation is carried out using the EM algorithm.
By denoting XT

1 = (X1, ..., XT ) and ST1 = (S1, ..., ST ) a complete T -sample of data, the complete likelihood
may be easily factorized as

L(XT
1 , S

T
1 ; θ) = L1(XT

1 , S
T
1 ;η)L2(XT

1 , S
T
1 ;α,β)L3(XT

1 , S
T
1 ; Π)× C, (2.32)

where η = (η1, ..., ηq), α = (α1, ..., αq), β = (β1, ..., βq), and C is the likelihood of the initial state of the Markov
chain, S1.

Proposition 2.5.1 Thanks to the factorization of the complete likelihood, the optimization (M-step) may be
performed by independently maximizing each term of the expected conditional likelihood,

Q(θ|θ?) = Eθ?
[
lnL(XT

1 , S
T
1 ; θ)|XT

1
]

= Q1(η|θ?) +Q2(α,β|θ?) +Q3(Π|θ?). (2.33)

With ωt(ei) = Pθ?(St = ei|XT
1 ) and ωt(ei, ej) = Pθ?(St = ei, St+1 = ej |XT

1 ) computed using the forward-
backward procedure, one gets exact expressions for η and Π,

η̂i =
∑
Xt=0 ωt(ei)∑T
t=1 ωt(ei)

, π̂ij =
∑T−1
t=1 ωt(ei, ej)∑T
t=1 ωt(ei)

, (2.34)

and may numerically optimize Q2 for computing the updates of α and β.
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In the following, instead of using a numerical optimization for Q2 as in [15], we prefer to directly plug in moment
estimates:

α̃i = µ̃iφ̃i , β̃i = (1− µ̃i)φ̃i, (2.35)

where

µ̃i =
∑
Xt∈]0,1[ ωt(ei)Xt∑
Xt∈]0,1[ ωt(ei)

, φ̃i = µ̃i(1− µ̃i)
s2
i

− 1,

s2
i =

∑
Xt∈]0,1[ ωt(ei) (Xt − µ̃i)2∑

Xt∈]0,1[ ωt(ei)
. (2.36)

When injected in the EM procedure, this approach will avoid some numerical issues. But, at the same time,
the convergence of the algorithm will no longer be immediately guaranteed, although we may assess it at least
numerically for the moment.

Simulation study For each of the following scenarios and for sample sizes ranging from 500 to 1 000, 100
different trajectories of a two-state (q = 2) ZIB-HMM are simulated. The values of the parameters used for
the simulations are the following :

Π =
(

0.9 0.1
0.1 0.9

)
, (α1, α2) = (1; 0.5), (β1, β2) = (1; 2),

and (η1, η2) = (η1, 0.8), where η1 ∈ {0.1, 0.3, 0.5, 0.7}. The results are detailed in Tables 2.9, 2.10, 2.11 and 2.12
below. In each case are reported the mean values of the estimates, as well as their standard errors and medians.
We also provide the squared bias and the ratio of errors in the a posteriori identification of the hidden regimes
(mean-values, standard errors and medians). According to the simulations, the model is quite well estimated
when the proportion of zeros is not too large (less than 50% of the data).

T = 500 T = 1000
Π̂ 0.84(0.18 ) 0.16(0.18 ) 0.84(0.14 ) 0.16(0.14 )

0.90 0.10 0.90 0.10
0.16(0.16 ) 0.84(0.16 ) 0.16(0.15 ) 0.84(0.15 )
0.11 0.89 0.10 0.90

α̂1, α̂2 1.03(0.25 ) 0.69(0.94 ) 0.98(0.13 ) 0.56(0.16 )
1.03 0.56 0.99 0.52

β̂1, β̂2 1.00(0.14 ) 2.60(1.94 ) 0.99(0.10 ) 2.15(1.08 )
0.99 2.17 1.00 1.95

η̂1, η̂2 0.13(0.13 ) 0.76(0.13 ) 0.14(0.13 ) 0.76(0.13 )
0.09 0.78 0.10 0.80

Bias(θ)2 1.26(1.92 ) 0.77(0.88 )
0.72 0.54

%ERR 12.8(16 ) 13.3(16.5 )
7.6 7.2

Table 2.9: Simulation results for η1 = 0.1 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

2.5.3 Zero-and-one inflated Beta hidden-Markov models (ZOIB-HMM)

Again, let (St)t be a homogeneous Markov chain, irreducible and aperiodic, defined as in Equation 2.4, and
consider (Xt)t, the observed time series, representing continuous proportions, and valued this time in [0, 1]. Xt

are supposed to be independent conditionally to St, and Xt conditionally to St are distributed according to
zero-and-one inflated Beta distributions, ZOIB(ξi), with ξi = (ηi, γi, αi, βi) ∈]0, 1[2× ]0,+∞[2.

For a fixed number of states q in the hidden Markov chain, the set of possible values for the parameters may
then be written as:

Θ = {θ = ((ξi)i=1,q,Π) ∈ (]0, 1[2×(R?+)2)q×]0, 1[q
2
,

q∑
j=1

πij = 1,∀i = 1, q} (2.37)
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T = 500 T = 1000
Π̂ 0.73(0.21 ) 0.27(0.21 ) 0.78(0.18 ) 0.22(0.18 )

0.84 0.16 0.88 0.12
0.24(0.20 ) 0.76(0.20 ) 0.21(0.18 ) 0.79(0.18 )
0.14 0.86 0.11 0.89

α̂1, α̂2 8.15(69.16 ) 0.61(0.25 ) 1.00(0.21 ) 0.57(0.17 )
0.98 0.58 1.03 0.55

β̂1, β̂2 3.09(20.46 ) 2.04(1.33 ) 1.01(0.10 ) 1.96 (0.91 )
0.98 1.61 1.01 1.74

η̂1, η̂2 0.33(0.20 ) 0.73(0.18 ) 0.32(0.15 ) 0.76(0.12 )
0.30 0.78 0.30 0.79

Bias(θ)2 8.65(7.20 ) 0.87(0.61 )
1.09 0.72

%ERR 27.60(19.60 ) 22.30(15.03 )
20.80 15.20

Table 2.10: Simulation results for η1 = 0.3 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

T = 500 T = 1000
Π̂ 0.65(0.24 ) 0.35(0.24 ) 0.67(0.21 ) 0.33(0.21 )

0.65 0.35 0.64 0.36
0.28(0.20 ) 0.72(0.20 ) 0.30(0.21 ) 0.70(0.21 )
0.25 0.75 0.31 0.69

α̂1, α̂2 1.20(1.83 ) 4.94(22.33 ) 1.60(7.41 ) 2.44(2.53 )
0.89 0.67 0.82 0.59

β̂1, β̂2 1.06(0.85 ) 19.48(97.73 ) 1.24(3.20 ) 3.97 (14.29 )
0.97 1.42 0.98 1.52

η̂1, η̂2 0.52(0.25 ) 0.73(0.20 ) 0.47(0.24 ) 0.75(0.22 )
0.48 0.79 0.47 0.80

Bias(θ)2 19.95(99.91 ) 4.76(20.30 )
1.35 1.26

%ERR 37.00(15.60 ) 37.38(14.86 )
32.80 33.80

Table 2.11: Simulation results for η1 = 0.5 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

T = 500 T = 1000
Π̂ 0.50(0.24 ) 0.50(0.24 ) 0.53(0.22 ) 0.47(0.22 )

0.48 0.52 0.55 0.45
0.44(0.22 ) 0.56(0.22 ) 0.46(0.22 ) 0.54(0.22 )
0.43 0.57 0.48 0.52

α̂1, α̂2 9.36(58.31 ) 6.41(42.23 ) 1.95(4.34 ) 4.37(36.77 )
0.62 0.61 0.80 0.55

β̂1, β̂2 1.83(8.38 ) 10.13(66.59 ) 1.23(1.63 ) 8.26 (63.58 )
0.91 1.24 0.97 1.18

η̂1, η̂2 0.63(0.32 ) 0.67(0.31 ) 0.70(0.26 ) 0.69(0.26 )
0.70 0.78 0.75 0.75

Bias(θ)2 20.50(97.15 ) 10.21(73.26 )
1.46 1.25

%ERR 47.60(7.00 ) 47.98(6.05 )
48.00 47.80

Table 2.12: Simulation results for η1 = 0.7 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

Estimation procedure The estimation is carried out again using an EM algorithm. By denoting XT
1 =

(X1, ..., XT ) and ST1 = (S1, ..., ST ) a complete T -sample of data, the complete likelihood may be easily factorized
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as

L(XT
1 , S

T
1 ; θ) = L1(XT

1 , S
T
1 ;η)L2(XT

1 , S
T
1 ;γ)L3(XT

1 , S
T
1 ;α,β)L4(XT

1 , S
T
1 ; Π)× C, (2.38)

where η = (η1, ..., ηq), γ = (γ1, ..., γq), α = (α1, ..., αq) and β = (β1, ..., βq), and C is the likelihood of the initial
state of the Markov chain, S1.

Proposition 2.5.2 Thanks to the factorization of the complete likelihood, the optimization (M-step) may be
performed by independently maximizing each term of the expected conditional likelihood,

Q(θ|θ?) = Eθ?
[
lnL(XT

1 , S
T
1 ; θ)|XT

1
]

= Q1(η|θ?) +Q2(γ|θ?) +Q3(α,β|θ?) +Q4(Π|θ?). (2.39)

With ωt(ei) = Pθ?(St = ei|XT
1 ) and ωt(ei, ej) = Pθ?(St = ei, St+1 = ej |XT

1 ) computed with the forward-backward
procedure, one gets exact expressions for η, γ, and Π,

η̂i =
∑
Xt∈{0,1} ωt(ei)∑T
t=1 ωt(ei)

, γ̂i =
∑
Xt=1 ωt(ei)∑

Xt∈{0,1} ωt(ei)
, π̂ij =

∑T−1
t=1 ωt(ei, ej)∑T
t=1 ωt(ei)

. (2.40)

and may numerically optimize Q3 for computing the updates of α and β.

In the following, instead of using a numerical optimization for Q3 as in [15], we prefer to directly plug moment
estimates. This leads to the same updates as in Equations 2.35 and 2.35.

Simulation study In order to empirically test the quality of the estimates and the convergence rate, the
algorithm was trained on several simulated examples. For each of the following scenarios and for sample sizes
ranging from 500 to 1 000, 100 different trajectories of a two-state (q = 2) ZOIB-HMM were simulated. The
values of the parameters used for the simulations are the following :

Π =
(

0.9 0.1
0.1 0.9

)
, (α1, α2) = (1; 0.5), (β1, β2) = (1; 2), (γ1, γ2) = (0.5; 0.9),

and (η1, η2) = (η1, 0.8), where η1 ∈ {0.1, 0.3, 0.5, 0.7}. The results are detailed in Tables 2.13, 2.14, 2.15 and
2.16 below. In each case are reported the mean values of the estimates, as well as their standard errors and
medians. We also provide the squared bias and the ratio of errors in the a posteriori identification of the hidden
regimes (mean-values, standard errors and medians).

T = 500 T = 1000
Π̂ 0.82(0.18 ) 0.18(0.18 ) 0.84(0.16 ) 0.16(0.16 )

0.89 0.11 0.89 0.11
0.19(0.20 ) 0.81(0.20 ) 0.16(0.16 ) 0.84(0.16 )
0.11 0.89 0.11 0.89

α̂1, α̂2 0.99(0.27 ) 0.74(0.66 ) 0.99(0.14 ) 0.54(0.15 )
0.96 0.60 1.00 0.52

β̂1, β̂2 0.98(0.11 ) 2.70(1.83 ) 1.00(0.11 ) 2.11(0.75 )
0.99 2.35 1.00 2.09

γ̂1, γ̂2 0.55(0.22 ) 0.88(0.09 ) 0.52(0.18 ) 0.89(0.07 )
0.53 0.90 0.51 0.90

η̂1, η̂2 0.15(0.13 ) 0.76(0.15 ) 0.15(0.14 ) 0.77(0.13 )
0.10 0.80 0.10 0.80

Bias(θ)2 1.39(1.65 ) 0.71(0.57 )
0.89 0.53

%ERR 14.6(18.4 ) 12.1(14.8 )
6.9 6.7

Table 2.13: Simulation results for η1 = 0.1 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

According to these first results on synthetic data, most of the parameters (Π, the η’s and the γ’s) are generally
correctly estimated, even for short time series. However, the quality of the estimated transition matrix diminishes
when η1 has larger values (the ratio of zeros and ones is overriding the ratio of values in ]0, 1[). The α’s and the
β’s are correctly estimated for small values of η1 and sufficiently large time series, with a length at least equal
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T = 500 T = 1000
Π̂ 0.78(0.19 ) 0.22(0.19 ) 0.84(0.15 ) 0.16(0.15 )

0.86 0.14 0.90 0.10
0.24(0.24 ) 0.76(0.24 ) 0.16(0.15 ) 0.84(0.15 )
0.11 0.89 0.11 0.89

α̂1, α̂2 1.06(0.78 ) 1.12(3.49 ) 1.01(0.34 ) 0.55(0.14 )
0.97 0.56 1.00 0.54

β̂1, β̂2 1.01(0.18 ) 2.91(3.30 ) 0.99(0.11 ) 2.08(0.81 )
0.99 1.88 0.98 1.94

γ̂1, γ̂2 0.51(0.21 ) 0.86(0.15 ) 0.50(0.15 ) 0.89(0.06 )
0.48 0.89 0.49 0.90

η̂1, η̂2 0.34(0.14 ) 0.75(0.16 ) 0.31(0.12 ) 0.78(0.11 )
0.29 0.80 0.30 0.79

Bias(θ)2 2.23(4.51 ) 0.76(0.62 )
0.94 0.56

%ERR 21.2(16.5 ) 15.1(10.6 )
12.2 11.6

Table 2.14: Simulation results for η1 = 0.3 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

T = 500 T = 1000
Π̂ 0.69(0.23 ) 0.31(0.23 ) 0.77(0.19 ) 0.23(0.19 )

0.76 0.24 0.88 0.12
0.24(0.19 ) 0.76(0.19 ) 0.24(0.22 ) 0.76(0.22 )
0.18 0.82 0.13 0.87

α̂1, α̂2 13.08(80.91 ) 4.01(27.24 ) 0.94(0.19 ) 0.58(0.30 )
0.93 0.60 0.97 0.54

β̂1, β̂2 4.30(20.91 ) 7.58(45.68 ) 0.98(0.12 ) 2.27(2.59 )
1.00 1.74 0.98 1.71

γ̂1, γ̂2 0.50(0.24 ) 0.81(0.20 ) 0.54(0.21 ) 0.83(0.16 )
0.48 0.88 0.51 0.89

η̂1, η̂2 0.51(0.22 ) 0.75(0.18 ) 0.50(0.13 ) 0.76(0.15 )
0.49 0.79 0.50 0.79

Bias(θ)2 20.31(98.05 ) 1.25(2.39 )
1.34 0.79

%ERR 30.6(18.7 ) 26.4(16.2 )
23.2 18.2

Table 2.15: Simulation results for η1 = 0.5 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

to 1 000. However, the algorithm fails in fairly approaching them when η1 is greater than 0.5 or for time series
shorter than 1 000 observations. Furthermore, when comparing the mean values of the estimates with their
medians, one may easily see that, if considering the medians, the performances of the algorithm are eventually
not bad even in this limit cases. When looking into details, some of the incoherences come from atypical time
series in the simulations which potentially rise identifiability issues.

2.6 Segmenting a century of history

2.6.1 Segmenting the series of monthly counts related to military logistics legis-
lation

I will start by presenting the results on the integer-valued series, consisting of the monthly counts related to the
military logistics legislation. A more detailed historical analysis may be found in [MO5] and [MO20].

Let me recall here that the data is a monthly time-series recorder between 1559 and 1661. The architectures of
the models to be estimated (number of states for the hidden Markov chains, number of lags in the autoregressive
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T = 500 T = 1000
Π̂ 0.59(0.25 ) 0.41(0.25 ) 0.61(0.24 ) 0.39(0.24 )

0.60 0.40 0.61 0.39
0.33(0.21 ) 0.67(0.21 ) 0.30(0.19 ) 0.70(0.19 )
0.26 0.74 0.27 0.73

α̂1, α̂2 4.15(31.39 ) 10.58(53.98 ) 0.89(0.37 ) 5.96(51.40 )
0.81 0.56 0.86 0.54

β̂1, β̂2 2.15(11.52 ) 80.26(664.83 ) 0.97(0.20 ) 5.77(36.67 )
0.99 1.53 0.99 1.56

γ̂1, γ̂2 0.51(0.26 ) 0.80(0.19 ) 0.53(0.24 ) 0.81(0.16 )
0.53 0.83 0.50 0.87

η̂1, η̂2 0.64(0.23 ) 0.77(0.19 ) 0.64(0.19 ) 0.78(0.17 )
0.69 0.80 0.68 0.80

Bias(θ)2 85.93(666.99 ) 7.86(63.01 )
1.46 1.24

%ERR 37.8(15.2 ) 30.0(15.0 )
35.8 31.0

Table 2.16: Simulation results for η1 = 0.7 and 100 time-series of length T . Mean, standard error (italics) and
median (bold) of the estimates.

parts) were determined based on the historian expertise. For instance, the number of states for the hidden
Markov chain was a priori chosen to be equal to two. Indeed, the data led us to expect the existence of two
regimes, one of them corresponding to an “intense” legislative activity and the other to a “normal” one. These
regimes were to be confronted against the diplomatic situation of the state (war vs. peace). For the ZIP-
HMM model, an architecture with three hidden states was also trained, but the results were not convincing,
neither from a model-selection criterion perspective, nor from the estimated values of the parameters and the
corresponding partitioning of the data. For example, the BIC criterion was minimized by the two-state estimated
model (2066.72 against 2191.91 for the three-state model).

Results with a ZIP-HMM

For the two-states ZIP-HMM, the estimated parameters are

π̂ =
(

0.98 0.02
0.04 0.96

)
, λ̂ =

(
0.30
0.80

)
, η̂ =

(
0.26
0.06

)
.

The transition matrix shows very stable states. Also, the estimated parameters corresponding the first regime
suggest a milder activity in producing law related to military logistics when the state enters this regime. The
a-posteriori conditional probabilities of the Markov chain being in the second regime were computed and plotted
in the second graph of Figure 2.1. Moreover, the values of these probabilities are thresholded at 0.5 (blue dotted
line).

A close study of Figure 2.1, combined with the timeline matching the a posteriori probabilities of the hidden
Markov regimes with the periods of war and peace in Figure 2.3, allows a detailed analysis of the activity of the
state. The Duchy of Savoy experienced a long period of peace between 1560 and 1588, followed by the War of
Provence (1588-1601). During this period of peace and even during the most part of the War of Provence, the
Sabaudian state appears not to need to legislate more than usually on matters of feeding or lodging the military.
For a switch to the second regime, one has to wait until June 1597, when an important series of documents
redefining the military logistics of the Duchy starts being issued. The switch is the result of ten years of war
experience, of financial and technical difficulties in supplying the troops. This series ends is January 1599, but
another one of the same type starts in July 1600 and ends in March 1602, several months after the signing of
the Treaty of Lyon in 1601. This latter switch to the second regime may be the response to two purposes: on
the one hand, draw the lessons from the War of Provence and, on the other hand, secure a functional system of
stopovers to the numerous Spanish troops present on the lands of the Duchy.
The period from March to October 1607 belongs to the second regime also: the state has healed the wounds
of the war and is now completely reforming its logistical administration. The Duchy takes advantage of the
situation of peace for deciding purposeful actions, being now free of the constraints of military operations and
extreme tax tensions. When Charles Emmanuel Ist signs the Treaty of Bruzolo with France, he is actually
preparing to go to war, hence the production of law on military logistics between April and December 1610
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Figure 2.1: Initial time series and a-posteriori probabilities for the second regime of the ZIP-HMM model

follows the second regime. The Duke is thus anticipating the war, which eventually does not start, following
the assassination of Henry IV and the changes subsequently intervened in the French politics.
Concerning the rest of the time series, the second regime mostly corresponds to the wars led or sustained by
the Duchy, until the Treaty of the Pyrenees. The first War of Montferrat starts with the unexpected invasion
of this marquisate on April 22nd, 1613, and ends with the signing of the Treaty of Pavia on October 9th, 1617.
The second regime, however, remains the current one until September 1619. During the War of Montferrat, the
Sabaudian state doubled its military staff. After the end of the conflict, Charles Emmanuel did not dismiss his
troops. On the contrary, he maintained an army two and half times larger than at the beginning of the century.
The endeavor to lodge and supply these soldiers continued at the same pace as during the war. Subsequently,
the size of the troops decreases gradually until 1623.
Although the war of Valtellina begins in March 1625, the Constable de Lesdiguières and the Duke of Savoy had
planned it since 1620. The offensive alliance between Venice, France and the Duchy of Savoy is made official in
February 1623 and confirmed in Susa in October 1624. This prewar period is used by Charles Emmanuel for
preparing his army and for increasing the size of it. The time series belongs to the second regime from December
1623 until January 1627, time during which the size of the troops goes from 4 500 to 26 600 men. In 1627, the
size of the army drops to 5 500 men.
The next switch to the second (January 1628 - September 1632) occurs in the context of the second War of
Montferrat and lasts until after the French invasion of the Duchy in 1630 and the Casale assault. Starting
with July 1635, the Duchy of Savoy is being constantly at war until 1660, but the time series of documents on
military logistics is alternating between the two regimes, the second regime being however the most persistent.
Two possible explanations may be hypothesized for this situation. First, the quality of the source may be
corrupting the data. For example, the second regime is uninterrupted from September 1640 to February 1650,
but afterwards eight consecutive months without any document issuance create a break. Most probably, the
state did produce directives for lodging and supplying the troops and for collecting taxes, but the documentation
was lost. Second, the long period of war experienced by the Duchy led to various changes and innovations in
administrative and tax matters. These changes modified the rhythm of issuing legislation, either by slowing it
down or by accelerating it.
With all the above considerations, a first conclusion of this study is that issuing legislation on military logistics
is not exactly synchronous with being at war. If periods of conflict logically lead to an increase of the legislative
production related to the establishment of rules for lodging and supplying the troops, the temporality of the
state may be quite different. The state may respond immediately, in order to face the event, but also it may
anticipate future needs or draw the lessons from previous conflicts and act during peacetime.
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Results with an INAR(6)-HMM

The series was next segmented using an INAR(6)-HMM model, with two hidden states. The time lag for
the autoregressive part was selected according to the historian expertise on the data (the troops were moved
according to summer and winter quarters, which generally lasted six months) and according to the information
given by the partial-autocorrelation function. The estimated parameters of the model are given below:

π̂ =
(

0.999 0.001
0.001 0.999

)
λ̂ =

(
0.306
0.205

)

α̂ =
(

0.114 0.062 0.001 0.046 0.052 0.117
0.041 0.004 0.000 0.000 0.000 0.000

)
.

The transition matrix shows very stable regimes, and the expected values of the Poisson distributions are
relatively close and quite small. The main difference between the two regimes arises in the values of the
binomial coefficients in the autoregressive expressions. According to these results, the first state is strongly
dependent on the first and on the sixth lag, while the second state depends at most on the first lag. Hence, the
first regime is characteristic to a semestrial regularity of the state in producing legislation on military logistics.
The second regime describes a more limited activity of the state in issuing legislation. In Figure 2.2, the time
series as well as the a-posteriori probabilities of the first regime are plotted. The values of the probabilities were
also thresholded at 0.5 (blue dotted line). According to these plots, there is no alternation between the two
regimes, the time series only switches from regime B to regime A once and the transition between the two takes
almost ten years. The a-posteriori probability of regime A becomes greater than that of regime B in March
1595, and greater than 0.95 in September 1596.
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Figure 2.2: Initial time series and a-posteriori probabilities for the first regime of the INAR(6)-HMM model

The two regimes issued from estimating an INAR(6)-HMM model offer a new insight and a new reading for the
temporality of the Duchy. The temporal dependency introduced in the autoregressive part of the model leads
to a loss of sensitivity in capturing the politico-military situation. But, at the same time, this model brings out
the transition from a system yet medieval in logistics administration to an intense and organized state activity
during the Iron Century. The interesting point here is that this transition appears not to be linked to the Thirty
Years’ War, traditionally acknowledged as the key moment in the transformation of the Duchy, but rather to
the end of the war against France. In October 1589, the a-posteriori conditional probability of regime B drops
below 0.95. This is followed by a long transition between two normative production systems (from October
1589 to August 1596) and which largely corresponds to the War of Provence. During this period of transition,
one may witness an increase in the legislative activity of the Duchy. These results converge with the analysis
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Figure 2.3: Hidden-Markov models segmentations crossed with war (grey) vs. peace (white) periods

of C. Rosso [28] on the development of the Sabaudian bureaucracy starting with the end of 1590, and illustrate
to what extent the production of law on military logistics follows a similar temporality with the rest of the
institutions of the state and with the rest of legislation issuance.

Eventually, the two models prove to be complementary: the ZIP-HMM model appears as more suitable for
highlighting the politico-military situation, with shorter visits in each regime and sudden switches, while the
INAR(6)-HMM seems more suitable for pointing out a long ten-year transition between two epochs in the
existence of the Duchy of Savoy.

2.6.2 Segmenting the series of ratios

I shall focus here on a different aspect related to the data, which is the relative importance of military logistics in
the legislative activity. With this in mind, it is the series of ratios that will be segmented, using Hidden-markov
models with Beta-inflated distributions.

A ZOIB-HMM model for the monthly series

The first model, trained on the monthly series of ratios, is a ZOIB-HMM with two states for the hidden Markov
chain. The estimated values of the parameters are

Π̂ =
(

0.83 0.17
0.26 0.74

)
, (α̂1, α̂2) = (5.92; 4.11) , (β̂1, β̂2) = (8.07; 15.83),

(γ̂1, γ̂2) = (0.01; 0.02) , (η̂1, η̂2) = (0.87, 0.45) . (2.41)

The Beta components in the inflated distributions are illustrated in Figure 2.4. According to these and to the
rest of the estimated parameters above, the two regimes have quite different behaviors. The first regime contains
more than 85% of null values, but rather larger values, associated with a larger variance, in the Beta component.
At the same time, less than 45% of the observations in the second regime are zero, and its Beta component
is shifted towards the left with respect to the first one. This may signify that the first regime corresponds
both to a reduced legislative output and/or to a small proportion of military logistics texts among the whole
production, associated with spikes of activity. As for the second regime, it captures mainly the instants where
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the importance of military logistics is steadier and more significant. Eventually, the estimated probabilities in
the transition matrix hint at a behavior not too persistent in any of the two regimes.
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Figure 2.4: Beta components in the emission distributions for the zero-and-one Beta-inflated HMM model
(monthly data)

Using the Viterbi algorithm [10], one may track the a posteriori probabilities of the two hidden states and
illustrate the estimated trajectory of the hidden Markov chain, as shown in Figure 2.5. The black curve
corresponds to the thresholded probabilities of the second regime, conditionally to the data and the estimated
parameters. As one may notice and as it was hinted by the estimated transition matrix, the regimes are not
stable and keep switching from one to the other. The second regime appears however as more present during
the second half of the series. A thorough study should be carried out here by taking advantage of the historian
expertise, in order to seize and give meaning to the switches. Although one might think of bridging these results
with the “event” temporality highlighted in [MO5], this is not immediate and requires further investigation.

Hidden Markov chain and war periods
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0
1

Figure 2.5: A posteriori estimated probabilities of the second regime (zero-and-one Beta-inflated HMM, monthly
data). The periods of war for the Duchy are in grey.

A zero-inflated Beta HMM for the quarterly series

Here, instead of modeling the monthly series of ratios, we aggregated it into quarterly observations. For this
new series, which contained an important mass of zeros, and no values equal to 1, a two-state hidden-Markov
model having zero-inflated Beta distributions as emissions probabilities was trained. The estimated values of
the parameters were the following:

Π̂ =
(

0.99 0.01
0.01 0.99

)
, (α̂1, α̂2) = (2.04; 2.47) , (β̂1, β̂2) = (8.83; 16.72),

and (η̂1, η̂2) = (0.54, 0.26).
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The corresponding estimated Beta components in the mixture distributions are illustrated in Figure 2.6. The
first regimes contains more zero’s than the second one (54% versus 26%), while the Beta components are close
in terms of modes; the variance of the first Beta component is larger, favoring larger values on the [0, 1] interval.
Hence, the first regimes contains a high proportion of zeros, but also a higher probability mass on the large
values, favoring spikes, while the second regime appears as steadier, with less zeros and more concentrated
around smaller values. This appears as more consistent with the empirical observations on the time series of
ratios. Furthermore, the transition matrix indicates that the two regimes are very persistent.
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Figure 2.6: Beta components in the emission distributions for the zero-inflated Beta HMM model (quarterly
data)

In Figure 2.7, the a posteriori probabilities of the time series being in the first regime of the Markov chain,
conditionally to the observed data and the estimated parameters, are illustrated. No thresholding is applied
here, the black curve corresponds to the exact probabilities, as computed with the Viterbi filter. The time series
switches from one state to the other once only, and this transition lasts about ten years. As anticipated and
according to the estimated parameters, the first regime contains more zeros and more spikes, while the second
is steadier. Hence, the State appears to have changed its behavior with respect to issuing legislation and also
with respect to the importance of military logistics.
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Figure 2.7: A posteriori estimated probabilities of the first regime (zero Beta-inflated HMM, quarterly data).
The periods of war for the Duchy are in grey.

The quarterly data segmentation reveals the evolution of the relationship of the State with the situation of
war. During the sixteenth century, the legislation on military logistics was issued in an ad hoc manner. Some
intermittent edicts and ordinances fixed the main principles of conduct for military logistics: feeding the troops,
lodging them, establishing military discipline. The war against France in 1588-1601 changed things. With the
military defeat and the financial hardship, the Duke of Savoy became aware of the weakness of the military
organization of the Duchy, and of the need to reform it. The main reforms were published between 1602 and
1607. They created a real administration of the military logistics, with specialized officers. This was a period
of peace, hence the ratio of texts on military logistics remained low, despite the creation of this administration.
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The Markov model detects the transition during the spring of 1610, which remained a period of peace. But this
was also the instant where the Treaty of Brussol was signed, on April 25th, when France and Savoy agreed to
attack Spain and remove it from Milan and Montferrat. The Duchy prepared for war, he needed to feed and
lodge his own 14.000 soldiers, as well as 23.000 French soldiers. He endeavored greatly into military logistics.
But, Henri IVth’s murder on May 10th changed everything. The regent Marie de Medici refused to go to war
against Spain. The Duke had to stand alone against the 30.000 soldiers of Count Fuentes, Governor of Milan.
On July 22nd, the Count died and the imminence of a Spanish attack was postponed. During summer and
fall, the Duchy of Savoy and Spain negotiated, and the troops were kept mobilized meanwhile. In December,
the Duke Charles Emmanuel gave up attacking Spain. However, the risk of war remained high during the next
years. The Duke fancied obtaining the Duchy of Montferrat. The ratio of military logistics increased during the
preparation for war. The Succession War of Montferrat (1613-1617) opened the “Iron Century”. Furthermore,
the Thirty Years’ War (1618-1648) between France (the Duchy of Savoy is an ally) and Spain tagged the whole
time period after 1610 as a “war epoch”, despite some peace moments. Edicts and ordinances related to military
logistics were being published regularly. The fiscalization of the military logistics increased its importance in
the legislative output. The weight of the taxes intended for feeding and lodging the troops reached 50% of the
global amount of taxes. The managements of this tax system resulted in a specific and coercitive legislation, at
least until the Treaty of the Pyrenees (1659), which also corresponds to the last observations of the available
time series.

To summarize, the hidden Markov model on the quarterly data reveals a deep transformation in the State’s
activity, forced by the necessities of conflict periods. The two regimes detected by the model are not synchro-
nized with periods of peace or war. When the second regimes arrives, the State behaves differently at war.
Notwithstanding the peace, the State keeps a high military potential in order to anticipate future conflicts.
According to [29] and [30], the State considers itself in state of permanent war after 1610.

2.6.3 Discussion

Why so different results on monthly and quarterly data for the ratios?

The first element for discussion is to understand why the results on monthly data and quarterly data appear
to be very different, with a very unequal quality? The hidden Markov model appears as better suited for the
quarterly data, and this partly comes from the sensitivity of the quarterly series to two phenomena. The first
one is the Chancellery’s rhythm of work. If it has a periodic activity during the first part of the observation
period, this characteristic fades away as time goes by. If the monthly series quantifies the instants of the issue
of legislative texts, the quarterly series would be more related to the continuity of the legislative production.
The second phenomenon would be the periodicity of the war. In the Ancien Rŕegime, one would not go to
war throughout the year. During the winter quarters, troops rest. In December, the State imposes the local
communities to accommodate the soldiers. Other instructions are given to end the winter quarters and to
prepare the cavalry’s horses by spring. The summer campaigns usually begin with the end of spring. This is
an important moment for the State, since it has to organize the return of the troops and solve the issue of tax
arrears.

According to the previous, one might conclude that the difference comes from the fact that using different scales
changes the level of perception. It is then necessary to reconsider the meaning of the observed human activities.
Hence, the scale is not only about the granularity of the data, but also implies a cognitive dimension. Beyond the
scale and perception issues, the question of the relevance of the model is also to consider. If the hidden Markov
model with Beta-inflated distributions appears as very well fitted for the quarterly data, its performances are
more controversial on the monthly series. Identifiability issues may also have an influence here.

Bridging the results on the series of counts and on the series of ratios

Eventually, let us compare the segmentation obtained with the INAR(6)-HMM on the monthly series of counts
related to military logistics with that on quarterly ratios. The transitions issued from the two models are
illustrated in Figure 2.8. Although the two segmentations bring out similar behaviors in the temporality of the
Duchy, there is also a significant time shift in the occurence of the transitions.

The transition computed on the military logistics time series only may be explained as follows. The armies of
the Duchy were defeated in 1596-1597. The outcomes of it were important military and taxation reforms, and
also an increase of the Chancellery activity. This moment was a crucial one for the State centralization [28].
This transition leads to a steady increase in the monthly production of texts, aimed at ensuring the operational
preservation of the army.
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The study of the bivariate time series and more particularly of the ratios provides another perspective on the
transition. Between 1596 and 1612, the number of texts related to military logistics increased, but the global
legislative output increased also. In this case, a different aspect is brought to light, that of the role of military
logistics in the construction of the State. The two analyses are not contradictory, they highlight different instants
and different phenomena.
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Figure 2.8: Long term transitions captured by the hidden-Markov models. Above: a posteriori probabilities
computed with an INAR-HMM model on the military logistics data at a monthly scale. Below: a posteriori
probabilities computed with a ZIB-HMM model on the ratios data at a quarterly scale.

2.7 Conclusion, some ongoing work, and some perspectives

This chapter was thought as an illustration of the possible research questions and results stemming from an
interdisciplinary collaboration with humanities.

With respect to the historical matter and the data presented above, we are currently implementing a hidden
Markov model with a bivariate observed series: a Poisson or a zero-inflated Poisson distribution - for the series
of the entire legislation -, coupled with a Binomial conditionally to the Poisson - for the series related to the
military logistics. We hope this approach will lead to more consistent and interpretable results on the monthly
series, as compared to the model with the Beta distributions. We also consider to train the proposed models on
an extended series, especially the INAR(p)-HMM which only switches once on the current data, some additional
funding allowing us to hire an intern student for the archival work next summer.

On the theoretical side, most of the work remains to be done. If the identifiability conditions for the ZIP-HMM
model are now guaranteed, this is not the case for the Beta-inflated HMM models, and the situation for the
INAR(p)-HMM and for the new models we are currently developing needs further investigation. We should
also establish formally the properties of the estimates and the model selection issue, when the number of states
of the Markov chain is unknown. We are also considering replacing the EM procedure in the INAR(p)-model
which is time-consuming by an MCMC-inspired one.

Eventually, and ideally, all these models for integer-valued time series should become available for the community,
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in the form of an R-package. This package should also include segmentation procedures based on change-point
detection techniques. As I mentioned in the very beginning of this chapter, this kind of data, tagged events with
a temporal stamp, could be available not only as aggregated series of counts, but also as series of dates, with the
associated tags. One could then be interested in the burstiness of the series, and use models inspired by [31].
As far as I see things, a complete tool designed for the quantitative historians interested in time partitioning
should comprise all these algorithms, if possible in a quite user-friendly environnement.

Related to the above, I recently became involved in a new research project with the historian researchers in
PIREH, which consists in studying the digital production of knowledge and the rhythms associated to it, by
investigating the content of several Wikipedia pages of famous researchers and historical figures. Temporal
information on the content of a page, since its creation and with a high temporal resolution, may be queried
form Wikipedia: the size of the page, the number of words, and, with more text-mining effort, the table of
contents, ... Our idea is to apply time-segmentation techniques (change-point detection in this case) in order
to explore the evolution of the pages, identify key-events if any, and compare the evolution of a page in various
languages, which constitues an important bias in digital access to information and culture.

Although we received some institutional and financial support from the University scientific board for the work
presented here, which allowed us to train several interns and organize several seminars, I realize that this is not
sufficient for making things move forward sufficiently fast. My colleagues and I are currently putting together
a broader project on the issue of modeling temporality rhythms, that we will submit to forthcoming national
and European calls.

I will end this section and this chapter by mentioning that one of the outcomes of this collaboration was creating
a Master’s degree in digital and quantitative history, which will start in September this year, and which lectures
are given both by historians, and mathematicians from SAMM. The biggest challenge associated to the creation
of this new degree is most probably to train future PhD candidates in digital humanities, since I am more and
more persuaded that a good combination for doing interdisciplinary research is to set up joint PhD projects,
involving statistics and humanities candidates.



Chapter 3

The model selection issue

“If it wasn’t for the coffee, I’d have no identifiable personality whatsoever.”
David Letterman

3.1 Introduction

In the very beginning of the manuscript, I said that I would not organize it chronologically, but rather focus on
giving meaning to my strolls among and around time issues in the statistical analysis of data, and particularly
data related to humanities and social sciences. The next step brings me to a more theoretical part of my work.

The results I will present next were developed partly during my PhD, and partly in the next years afterwards,
in collaboration with Joseph Rynkiewicz, who had co-supervised my PhD. I chose to present this work after
the more applied study on Savoy history, because the questions raised in this chapter are more theoretical (and
also more philosophical in some sense), while at the same time a natural consequence of the previous modeling
approach. Once one gets a good model (good should be read here as providing meaningful results on the data,
from the practitioner’s point of view), she may wonder at the reliability of it. And hence get into the more
statistical aspects of the question, one of them being of course whether the true model having generated the
data has been tracked.

The following results were initially motivated by a practical application, where we aimed at modeling some
financial time series with a complex autoregressive model, mixing multilayer perceptrons (MLP) – that will be
seen here as some parametric nonlinear regression functions –, and hidden Markov chains (HMC). This complex
model, that had been introduced in [32], had been proven to be very powerful for modeling nonlinear time series.

Indeed, although linear models have been the standard tool for time series analysis for a long time, and although
this is still the case nowadays in some fields of applications in humanities and social sciences, their limitations
have been stressed by the statistical community during the past thirty years. Real data often exhibits character-
istics that are not taken into account by linear models such as nonlinearities, changes of behavior, ... Financial
series, for instance, alternate strong and weak volatility periods, while economic series are often related to the
business cycle and switch from recession to growth periods. A large palette of models, including heteroscedastic
ARCH or GARCH models [33], [34], multilayer perceptrons [35], autoregressive switching Markov models [6],
change-point models [36], [37], etc were proposed to overcome these issues. These are only a few examples,
furthermore in the parametric framework, of a very rich literature on time series analysis, with contributions
coming from various research fields such as statistics, machine learning, signal processing, statistical physics, ...

We had started by studying a complex hybrid MLP-HMC model, that we had used for modeling a time series
related to the French stock market [MO17]. The training of the model had lead to a very meaningful segmen-
tation of the time series. Let me recall here that in the previous chapter also, I illustrated how hidden Markov
models, with some well chosen distributions, or combined with an autoregressive process, provided meaningful
segmentations of the series, and new ways of reading and interpreting history. Nevertheless, meaningful seg-
mentations although very useful for practitioners, are often not enough, and one needs to know more about the
model having generated the data, its architecture etc. It was then only natural to get interested into model
selection issues.

In our work, we considered the general case of models which allow the time series to switch between several
regimes, with auto-regressive components in each regime. The switches could be independent, distributed

35
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according to a finite-state homogeneous Markov chain, or based on additional or accumulated knowledge as in
the case of gated experts or mixtures of experts, as introduced in [38] and [39]. The autoregressive components
were considered either linear, or nonlinear functions, such as for instance multilayer perceptrons.

When the number of regimes or components is fixed, the statistical inference is relatively straightforward using
for instance the EM algorithm (see [6] for hidden Markov models with linear autoregressive regimes), and
the asymptotic properties of the parameter estimates have been already established (see [40], [41] and [42]
for autoregressive processes with Markov switching). When the number of regimes is unknown and has to be
selected, the question is far less obvious and difficult to answer. In this case, because of identifiability issues,
the Fisher-information matrix is degenerate, and the likelihood ratio test statistic (LRTS hereafter) is no longer
convergent as usual towards a χ2-distribution. Some partial answers had been proposed in [43], [44], and
[45], where an asymptotic bound for the distribution of the LRTS was derived based on empirical processes
techniques, and [46] where the asymptotic distribution of the LRTS had been obtained, but under some very
restrictive conditions. In a Bayesian framework, the consistence of the estimate of the number of regimes had
been proven in [47].

In the particular case of mixture models, several methods have been proposed to estimate the number of
components: nonparametric techniques as in [48], [49] and [50], moment techniques as in [51] and [52], or
penalized maximum-likelihood techniques as in [53], [54] and [55]. Furthermore, [56] proved that in the case
of hidden Markov models, the number of regimes could be estimated using a penalized marginal-likelihood
estimate.

Our work drew its inspiration from the lastly cited papers above and builds on the idea of penalized likelihood
criteria. Our contributions extended the results on mixtures and hidden Markov models to the more general
case where the mean of the observed process is replaced by a regression function, linear or nonlinear. We proved
the consistency of a penalized likelihood criterion for various models (mixtures of linear autoregressive models,
mixtures of multilayer perceptrons, mixtures of experts), under some good regularity conditions, and checked
that these conditions were easily fulfilled for particular cases of models highly used in practice. The results I
will present below were published in three journal articles [MO10], [MO11], [MO12], and three peer-reviewed
proceedings [MO37], [MO40], [MO41].

This chapter will be organized as follows. I will start by formalizing the notions and recalling the definitions
of autoregressive models with regime switches, independent or Markovian. Next, I will focus on mixtures of
autoregressive models (independent regime switches), and state several results which give the limit distribution
of the LRTS and the consistency of a penalized log-likelihood criterion for selecting the number of regimes. Next,
the assumptions of the consistency result in some particular cases of models highly used in practice, mixtures
of linear autoregressive models and mixtures of multilayer perceptrons, are checked. The case of mixtures of
experts, where the probabilities of switching between regimes are dependent on the past or on some additional
information, is shown to be also suitable for the theoretical framework we proved. Eventually, the possibility of
extending the consistency results to autoregressive models Markovian switches is discussed. As the reader will
see, the results in this chapter are build using tools mainly related to empirical processes theory.

Since I want to keep this manuscript light and easy to read, I will deliberately not go into the technical details
of the proofs, they are fully available in our published papers. I will instead focus on presenting the models,
the results, and especially their practicality: how convenient in practice are the hypothesis of the main results,
how easily verifiable, to which extent are the models for which the theoretical results hold suited for practical
problems and applications.

3.2 LRTS and penalized likelihood criteria for autoregressive mix-
ture models

3.2.1 The general model and some notations

Having started from a practical application, we were first interested in a quite large class of autoregressive
models. We would study a sequence of random vectors (Xt, Yt)t defined on a probability space (Ω,K,P), such
that

Yt = FθXt (Yt−1, ..., Yt−l) + σXtεt , (3.1)

where

• {Fθ, θ ∈ Θ ⊂ Rd(l)} is a parametric family of regression functions, and Θ is a compact set;
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• Xt is a sequence of random variables valued in the finite set {1, ..., p}. In the following, Xt may be
either an i.i.d. sequence with probability distribution π := (π1, · · · , πp), or a homogeneous Markov chain,
irreducible and aperiodic, with transition matrix Π = (πij)i,j=1,...,p, and stationary probability distribution
π := (π1, · · · , πp);

• σi > 0 is the standard deviation of the noise term;

• (εt)t is a sequence of i.i.d. variables, having a positive density with respect to the Lebesgue measure, and
such that εt is independent of (Yt−k)k≥1. Usually, one considers εt as standard Gaussians.

For fixed values of p, the number of regimes, and l, the number of lags, the parameters of the model in Equation
3.1 that one has to estimate are (θ,σ,Π), where θ = (θ1, ..., θp) ∈ Θp, σ = (σ1, ..., σp) ∈ Rp+, and Π being
either the mixture distribution π := (π1, · · · , πp) if Xt is an i.i.d. sequence, or the transition matrix Π if Xt is a
Markov chain. If p and l are fixed, and under some usual regularity conditions, one may estimate the parameters
and derive the asymptotic properties of the estimates. This is more or less straightforward, depending on the
form of Fθ, but as I mentioned in the introduction, there is a thorough and well-documented literature available
on the topic.

Our main concern was nonetheless the case where the number of regimes was not fixed, or priorly known, which
is the most common situation in practical applications. It is this situation that generates identifiability issues
in the estimation procedure. I will focus on this question in the following pages. For simplifying the writing, I
will suppose in the following that the number of lags l is fixed and equal to 1 (this won’t affect the generality of
the following results). Before listing some of the results, I will introduce some further notations and definitions.

Throughout the rest of the chapter, I will suppose that (Yt)t is strictly stationary, and geometrically β-mixing.
This assumption may appear as a strong one, but we will see that it is actually fulfilled by a wide class of
processes. Let me briefly recall that, for all n ≥ 1, the β-mixing coefficients are defined as

βn = β
(
F0
−∞, F∞n

)
, F0
−∞ = σ (Yk, k ≤ 0) , F∞n = σ (Yk, k ≥ n) , (3.2)

where

β (A,B) = 1
2 sup

(Ai)i∈I ,(Bj)j∈J

∑
(i,j)∈I×J

|P (Ai ∩Bj)− P (Ai)P (Bj)| (3.3)

and (Ai)i∈I , respectively (Bj)j∈J , range over the set of A, respectively B, measurable partitions. The mixing
condition ensures an asymptotic independence at a geometrical rate for the observed process, which will allow
us to establish the following results.

With the previous definitions and remarks, we consider a parametric framework and hence a parametric family
of densities, P =

{
gθ, θ ∈ Θ ∈ Rd

}
, with respect to some positive measure ν, where Θ is a compact finite-

dimensional set. For the moment, I will consider the case of mixtures only, hence Xk is supposed to be i.i.d. In
this case, for every Yk, one will suppose that the true density conditionally to Yk−1 and marginally in Xk is

g0 (Yk | Yk−1) =
p0∑
i=1

π0
i gθ0

i
(Yk | Yk−1) , (3.4)

where gθ0
i
∈ P, π0

i ≥ 0 and
∑p0
i=1 π

0
i = 1.

The question to answer next is how to appropriately estimate and select p0? One common approach would consist
into looking at the LRTS and derive its asymptotic distribution. For a sample {Y1, ..., Yn}, the likelihood-ratio
test statistic is defined as

2λn = 2
(

sup
g∈G

ln(g)− ln(g0)
)
, (3.5)

where ln (g) =
∑n
k=2 ln g (Yk | Yk−1) is the log-likelihood of (Y1, · · · , Yn), conditionally to Y1. In this definition,

G =
{
g =

p∑
i=1

πigθi , πi ∈ [0, 1],
p∑
i=1

πi = 1, gθi ∈ P, p ∈ N?
}

, (3.6)

where p > p0 (if p < p0 there are no identification issues), is the set of all possible conditional densities.

In the classical statistical theory, the approximation of the log-likelihood and the convergence of the LRTS are
established using a second-order Taylor expansion in a neighborhood of the true parameter. For example, if the
distribution g depends on a parameter θ, and the true parameter of g0 is θ0, then one writes

ln(g) ' ln(g0) + (θ − θ0)∂ln(g)
∂θ

(θ0) + 1
2(θ − θ0)2 ∂

2ln(g)
∂2θ

(θ0) . (3.7)
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Then, one may derive also that the LRTS converges to a χ2 distribution.

This well established theory is no longer valid in our case. Indeed, since our model is not identifiable, the true
parameter is not unique, and one cannot use the above expansion. Instead, she may define an extended set of
score functions which allow one to give an approximation of the LRTS in a neighborhood of the set of true
parameters (parameters giving the true log-likelihood function).

In order to get such an approximation, one has to control the size of λn, which may be done thanks to the
empirical processes theory, and more particularly thanks to the functional versions of the law of large numbers
and of the central limit theorem. To get the law of large numbers, the considered set of functions has to be not
too big, one says Glivenko-Cantelly (see [57] for a proper definition), that is that it may be covered by a finite
set of balls. The assumption for the asymptotic normality is more restrictive, since the covering number, which

depends of the diameter ε of the balls, has now to be of order exp
1
ε2 , when ε goes to zero. One calls such a set

of functions a Donsker class (see [57]).

3.2.2 A useful approximation of the LRTS

One of our first results, proven in [MO10] and generalizing a theorem in [56], gives an approximation of the LRTS
as a supremum over the limit set of score functions. This approximation will be very useful for deriving the
asymptotics of the likelihood ratio. The main assumption one needs is that the extended set of score-functions
that I will introduce next is Donsker.

For any η > 0, one may define the extended set of score-functions Sη as

Sη =

sg =
g
g0 − 1∥∥∥ g

g0 − 1
∥∥∥
L2(µ)

, g ∈ Gη

 , Gη =
{
g ∈ G, ‖g − g0‖L2(µ) ≤ η

}
, (3.8)

and the limit set of scores D as

D =
{
d ∈ L2(µ) | ∃(gn) ∈ G, ‖gn − g

0

g0 ‖L2(µ) −−−−→
n→∞

0, ‖d− sgn‖L2(µ) −−−−→
n→∞

0
}
. (3.9)

By putting gt = gn for t ∈ [0, 1] and n ≤ 1
t < n + 1, one obtains that, for all d ∈ D, there exists a parametric

path (gt)0≤t≤1 such that ∀t ∈ [0, 1], gt ∈ G, t → ‖ gt−g
0

g0 ‖L2(µ) is continuous, ‖ gt−g
0

g0 ‖L2(µ) −−−→
t→0

0 and ‖d −
sgt‖L2(µ) −−−→

t→0
0.

Next, one needs to define L2,β(P) spaces and the notion of bracketing entropy. If (Yk)k∈Z is a strictly stationary
sequence, β-mixing and such that

∑
n≥1 βn <∞, then

L2,β (P) =
{
f, ‖f‖2,β <∞

}
, ‖f‖2,β =

√∫ 1

0
β−1 (u) [Qf (u)]2 du , (3.10)

where β (u) is the càdlàg extension of the mixing coefficients βn by considering β (u) = β[u] and β0 = 1;
ϕ−1 (u) = inf {t ∈ R, ϕ (t) ≤ u}, if ϕ is a non-increasing function; and Qf is the quantile function of |f (Y1)|,
that is the inverse of t→ P (|f (Y1)| > t).

If one considers now the extended set of score-functions Sη, equipped with the norm ‖·‖2,β , and if she defines
an ε-bracket as [l, u] = {f ∈ Sη, l ≤ f ≤ u} such that ‖u− l‖2,β < ε, then the ε-bracketing entropy of Sη with
respect to the norm ‖·‖2,β is

H[·]

(
ε,Sη, ‖·‖2,β

)
= ln

(
N[·]

(
ε,Sη, ‖·‖2,β

))
, (3.11)

where N[·]

(
ε,Sη, ‖·‖2,β

)
is the minimum number of ε-brackets necessary to cover Sη.

Assumption (B) Assume that G is Glivenko-Cantelli and that there exists η > 0 such that∫ 1

0

√
H[·]

(
ε,Sη, ‖·‖2,β

)
dε <∞ . (3.12)

According to [58], assumption (B) implies that Sη is Donsker. Then, one may state and prove the following
theorem, using similar inequalities as those proven in [56]:
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Theorem 3.2.1 Under the assumption (B) ,

2λn = sup
d∈D

(
max

{
1√
n

n∑
i=2

d(Yi, Yi−1); 0
})2

+ oP (1) . (3.13)

3.2.3 The asymptotic distribution of the LRTS

The result above being quite general, we were interested next in giving sufficient conditions for assumption
(B) to hold. Usually, for parametric models, a Lipschitz condition on θ would be sufficient to show that Sη is

Donsker. However, since g depends on the parameter θ, the score function θ 7→ sg =
g

g0−1∥∥ g

g0−1
∥∥
L2(µ)

may not be

continuous, thus not Lipschitz, in θ0.

In [MO10], we gave a set of assumptions – verified by many models widely used in practice as we shall see
afterwards –, and derived the asymptotic behavior of the LRTS. The following theorem generalizes a previous
result of [55].

Consider the following assumptions:

H-1 The set G is Glivenko-Cantelli and the set of possible parameters:

{π1, · · · , πp ∈ [0, 1], θ1, · · · , θp ∈ Θ}

contains a neighborhood of the parameters defining the true conditional density g0.

H-2 There exists η > 0 such that for all g ∈ G with ‖g − g0‖L2(µ) < η,
∥∥∥ g
g0 − 1

∥∥∥
L2(µ)

<∞

H-3 By denoting lθi := gθi
g0 and, with a slight abuse of notation, ∂q

∂θq
j

the derivative of order q with respect to

all components of θj , we assume the existence of a square-integrable function h and of a neighborhood V
of (θ0

1, · · · , θ0
p0) such that, for all (θ1, · · · , θp0) ∈ V,

∣∣∣∣∂lθj∂θj
(θj)

∣∣∣∣ ≤ h,
∣∣∣∣∣∂2lθj
∂θ2
j

(θj)

∣∣∣∣∣ ≤ h and

∣∣∣∣∣∂3lθj
∂θ3
j

(θj)

∣∣∣∣∣ ≤ h.
H-4 With the notations

l′j :=
∂lθj
∂θj

(
θ0
j

)
, l′′ :=

∂2lθj
∂θ2
j

(
θ0
j

)
we assume that for distinct (θi)1≤i≤p,

{
(lθi)1≤i≤p , (l′i)1≤i≤p0 , (l′′i )1≤i≤p0

}
are linearly independent in the

Hilbert space L2(µ).

We also define Ω : L2(P )→ L2(µ) by Ω(g) = g
‖g‖2

, for g 6= 0.

Theorem 3.2.2 Let d be the parametric dimension of the regression functions. Under the assumptions H-1,
H-2, H-3 and H-4, there exists a centered Gaussian process {WS , S ∈ F} with continuous sample paths and
covariance kernel P (WS1WS2) = P (S1S2) such that

lim
n→∞

2λn = sup
S∈F

(max(WS , 0))2
.

The index set F is defined as F = ∪tFt, with the union running over t = (t0, · · · , tp0) ∈ Np0+1 with 0 = t0 <
t1 < · · · < tp0 ≤ p and

Ft =
{

Ω
(∑p0

i=1 ζilθ0
i

+
∑p
i=p0+1 ζilθi +

∑p0
i=1 λ

T
i l
′
i + δ

∑p0
i=1
∑ti
j=ti−1+1 γ

T
j l
′′
i γj

)
,

λ1, · · · , λp0 , γ1, · · · , γtp0
∈ Rd ; ζ1, · · · , ζp ∈ R, θtp0 +1, · · · , θp ∈ Θ−

{
θ0

1, · · · , θ0
p0

}}
where δ = 1 if there exists a vector q such that: qj ≤ 0,

∑ti
j=ti−1+1 qj = 1,

∑ti
j=ti−1+1

√
qjγ

t
j = 0 for i =

1, · · · , p0; and δ = 0 otherwise.
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3.2.4 Penalized-likelihood estimate for the number of regimes

The previous results prove to be quite useful for practical applications. Since λn is tight, it is quite straightfor-
ward to prove the consistency of penalized likelihood criteria.

For some fixed P ∈ N? sufficiently large, we shall consider the following class of functions

GP =
P⋃
p=1
Gp , Gp =

{
g (yk | yk−1) =

p∑
i=1

πigθi (yk | yk−1) , πi ∈ [0; 1],
p∑
i=1

πi = 1, gθi ∈ P
}
. (3.14)

For every g ∈ GP we define the number of regimes as

p (g) = min {p ∈ {1, ..., P} , g ∈ Gp} . (3.15)

With this definition, p0 = p
(
g0) is the number of regimes of the true model.

The estimate of the number of regimes p̂ can now be defined as p ∈ {1, ..., P} maximizing the penalized criterion:

Tn (p) = sup
g∈Gp

ln (g)− an (p) , (3.16)

where an (p) is a penalty term.

We proved the following theorem in [MO10]. It holds under the general assumptions in the previous section,
while its proof is inspired by similar results for mixtures of distributions in [56] and [54].

Theorem 3.2.3 Suppose the following assumptions are true:

• H-1, H-2, H-3 and H-4;

• (A): an (·) is an increasing function of p, an (p1)− an (p2) −−−−→
n→∞

∞ for every p1 > p2, and an(p)
n −−−−→

n→∞
0

for every p.

Then, p̂ maximizing the penalized criterion defined by Equation 3.16 converges in probability, p̂
P−−−−→

n→∞
p0.

3.3 Mixtures of autoregressive linear models

Let me recall at this point that the theoretical results above were mainly motivated by a case study that we
had started from. It was thus essential for us to make a step beyond the theoretical framework, and more
particularly come back to the data and check if the hypothesis above held for practical classes of models. The
first we investigated is that of mixtures of autoregressive linear models.

In this section, I shall consider that the process (Xt, Yt) follows the true model

Yt = a0
XtYt−1 + b0

Xt + σ0
Xtεt , (3.17)

where

• Xt is an i.i.d. sequence of random variables valued in a finite space {1, ..., p0} and with probability
distribution π0 :=

(
π0

1 , · · · , π0
p0

)
• for every i ∈ {1, ..., p0}, a0

i , b
0
i , σ

0
i are real numbers with

∣∣a0
i

∣∣ < 1 and σ0
i > 0. The true global parameter

is then
(
π0
i , θ

0
i

)
i=1,...,p0

, with θ0
i =

(
a0
i , b

0
i , σ

0
i

)
.

• (εt)t∈N is a sequence of i.i.d. standard Gaussian variables, independent of (Yt−k)k≥1.

3.3.1 Checking the hypothesis for the consistency of penalized likelihood criteria

First, we needed to check the general assumptions of stationarity and ergodicity that we made at the beginning
of this chapter. This was done in the following proposition, proven in [MO10].
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Proposition 3.3.1 The process (Xt, Yt) defined by (3.17) is strictly stationary, geometrically ergodic and, in

particular, geometrically β-mixing. Moreover, there exists δ > 0 such that Eµ

(
eδY

2
t

)
<∞.

Next, we got interested whether the hypothesis (H-1)-(H-4) above were verified. Since the noise is supposed
to be Gaussian, the set of possible conditional densities is the following :

G =
{
g (y2 | y1) =

p∑
i=1

πi
1√

2πσ2
i

e
− 1

2σ2
i

(y2−(aiy1+bi))2

, p = 1, ..., P ; θi = (ai, bi, σi) ∈ Θ;πi ∈ [0, 1] ,
p∑
i=1

πi = 1
}

(3.18)
with Θ ⊂ R2 × R?+ a compact set.

The true density is

g0 (y2|y1) =
p0∑
i=1

π0
i

1√
2π(σ0

i )2
exp

(
− 1

2(σ0
i )2

(
y2 −

(
a0
i y1 + b0

i

))2
)

(3.19)

Within this framework, G is Glivenko-Cantelli and the assumption (H-1) is true. Moreover, the derivatives up
to the third order of

lθi(y1, y2) = gθi(y2|y1)
g0(y2|y1) =

1√
2πσ2

i

exp
(
− 1

2(σi)2 (y2 − (aiy1 + bi))2
)

∑p0
j=1 π

0
j

1√
2π(σ0

j
)2 exp

(
− 1

2(σ0
j

)2

(
y2 −

(
a0
jy1 + b0

j

))2
) (3.20)

exist and are dominated by a square integrable function, hence the assumption (H-3) also holds.

Next, we check whether the generalized score functions are well defined (assumption H-2):∥∥∥∥ gg0 − 1
∥∥∥∥
L2(µ)

<∞,∀g such that ‖g − g0‖ ≤ η.

One can prove by direct computations that:

Proposition 3.3.2
∥∥∥ g
g0 − 1

∥∥∥
L2(µ)

< ∞ if for every i ∈ {1, ..., p}, there exists k ∈ {1, ..., p0}such that σ2
i <

2
(
σ0
k

)2
and

∣∣ai − a0
k

∣∣ <√δ (2 (σ0
k)2 − σ2

i

)
for δ > 0 verifying E

(
eδY

2
t

)
<∞.

Roughly speaking , the sufficient condition in this Proposition states that assumption H-2 will be verified if the
possible models are not too different from the real one. I will discuss later the consequences of this condition,
and assume for the moment it is fulfilled.

Eventually, assumption (H-4) is fulfilled thanks to the following result:

Proposition 3.3.3 The family of functions{
gθi , i = 1, · · · , p,

∂gθ0
i

∂ai
,
∂gθ0

i

∂bi
,

1
σ0
i

∂gθ0
i

∂σi
+
∂2gθ0

i

∂b2
i

,
∂2gθ0

i

∂a2
i

,
∂2gθ0

i

∂σ2
i

,
∂2gθ0

i

∂ai∂σi
,
∂2gθ0

i

∂ai∂bi
,
∂2gθ0

i

∂bi∂σi
, i = 1, ..., p0

}
(3.21)

are linearly independent.

According to what has been presented above, the theorems in this chapter hold under relatively mild and usual
conditions for mixtures of linear autoregressive models. If each linear component is stationary (|a0

i | < 1), the
noise is Gaussian, and the possible models are not too different from the true one, then the penalized likelihood
criterion is consistent and may be properly used for selecting the size of the model. Nevertheless, as the true
regression function is not actually known, it appears it is impossible to assume that what is being used as
possible model is not too far from the true one! If the parameter set is not restricted, we shall see that the
LRTS diverges, and the results above do not longer hold. I will illustrate this in the next section on a very
simple example.

3.3.2 An example illustrating the divergence of the LRTS

Consider a very simple scenario, with g0 (yk | yk−1) = 1√
2π e
− 1

2y
2
k , P =

{
gθ(yk|yk−1) = 1√

2π e
− 1

2 (yk−θyk−1)2
, |θ| < 1

}
,

and the possible set of conditional densities,

G =
{
g (yk | yk−1) = πgθ (yk | yk−1) + (1− π)g0 (yk | yk−1) , π ∈ [0; 1], gθ ∈ P

}
. (3.22)
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One is interested in whether the true model is a mixture model (i.e. θ 6= 0 and π 6= 0), or whether the
observations are independent (i.e. θ = 0 or π = 0). The LRTS, defined as in Equation 3.5, is

2λn = 2
(

sup
g∈G

ln(g)− ln(g0)
)

= 2 sup
g∈G

n∑
k=2

ln πgθ (yk | yk−1) + (1− π)g0 (yk | yk−1)
g0 (yk | yk−1) . (3.23)

Two cases are analyzed, according to whether π is close to 0, or whether there exists δ > 0 such that π ≥ δ.

In the first case, one may easily prove that the LRTS may be divergent, since it is possible to have
Eµ
(
ln(g)− ln(g0)

)
→ 0 when θ 6= 0. Indeed, if − 1√

2 < θ < 1√
2 , the norm∥∥∥∥πgθ + (1− π)g0

g0 − 1
∥∥∥∥
L2(µ)

= π

∥∥∥∥gθg0 − 1
∥∥∥∥
L2(µ)

< +∞ , (3.24)

and the score functions are well defined. The set of limit score functions will contain the following set of
functions: sθ (Y1, Y2) =

gθ(Y2|Y1)
g0(Y2|Y1)∥∥∥ gθ(Y2|Y1)

g0(Y2|Y1)

∥∥∥
L2(µ)

, θ ∈
]
− 1√

2
,

1√
2

[ . (3.25)

We’ve already seen that for a finite number of possible parameters θ1, ..., θm, the distribution of the LRTS will
converge towards the square of a m-dimensional Gaussian distribution. Then, if an arbitrary number of almost
uncorrelated random variables can be found, λn can take an arbitrarily large value since the maximum of m
independent samples from a standard Gaussian is approximately

√
2 lnm. Using Theorem 3.2.2 and a result in

[59], one may show that by selecting a sequence of parameters θm = 1√
2 −

1
m , the sequence of score functions

sθm converges towards 0 in probability, and the LRTS is divergent.

If π ≥ δ > 0, then the maximum likelihood estimate θ̂ converges towards θ0 = 0, otherwise the limit of the
LRTS cannot be close to zero. Thus, the model is identifiable in θ and unidentifiable in π. One may also show
that

sg =
gθ
g0 − 1
‖ gθg0 − 1‖L

2 = Y1Y2 + o(1)
‖Y1Y2 + o(1)‖L2

, (3.26)

hence the LRTS converges to the classical χ2 distribution.

This discussion on a particular case was meant to clarify how to deal in practice with mixture models. If mixture
weights can be as small as possible, then the LRTS tends to infinity. In order to avoid this divergence, one
should constraint the parameters in a neighborhood of the true value, which is senseless for real data where
the true model is unknown. But if the mixture weights are bounded from below, then all parameters of the
regression functions converge to some true ones.

3.3.3 An illustration on simulations

We illustrated the theoretical consistency result on several simulated data. The examples considered here are
mixtures of two linear autoregressive models and are excerpted from [MO12],

g0 (y1, y2) = π0
1f

0
1
(
y2 − F 0

1 (y1)
)

+
(
1− π0

1
)
f0

2
(
y2 − F 0

2 (y1)
)
, (3.27)

where F 0
i (y1) = a0

i y1 + b0
i and f0

i ∼ N
(

0,
(
σ0
i

)2
)

, for i = 1, 2. We denote by θ0 = (π0
i , a

0
i , b

0
i , σ

0
i )i=1,p0 the

global parameter of the model.

For every example, we pick equal standard errors σ0
1 = σ0

2 = 0.5, b0
1 = 0.5 and b0

2 = −0.5 and let vary the
rest of the coefficients: π0

1 ∈ {0.5, 0.7, 0.9}, a0
1, a

0
2 ∈ {0.1, 0.5, 0.9}. We also varied the length of the series,

n = 200, 500, 1000, 1500, 2000, and simulated 20 samples for each of the possible cases. The upper bound for
the number of regimes, P , was fixed equal to 3.

The likelihood was maximized using an EM algorithm. The M -step provides analytical updates for the param-
eters, given by the following equations:

π̂i = 1
n− 1

n∑
t=2

h?i (yt, yt−1) , (3.28)
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âi =
∑n
t=2
∑n
t′=2 h

?
i (yt, yt−1)h?i (yt′ , yt′−1)yt(yt−1 − yt′−1)∑n

t=2
∑n
t′=2 h

?
i (yt, yt−1)h?i (yt′ , yt′−1)yt−1(yt−1 − yt′−1)

, (3.29)

b̂i =
∑n
t=2
∑n
t′=2 h

?
i (yt, yt−1)h?i (yt′ , yt′−1)ytyt′−1(yt−1 − yt′−1)∑n

t=2
∑n
t′=2 h

?
i (yt, yt−1)h?i (yt′ , yt′−1)yt−1(yt′−1 − yt−1)

, (3.30)

σ̂i =
∑n
t=2(yt − âiyt−1 − b̂i)2h?i (yt, yt−1)∑n

t=2 h
?
i (yt, yt−1)

, (3.31)

with the notation

h?i (yt, yt−1) = π?i f
?
i (yt − F ?i (yt−1))∑p

j=1 π
?
j f

?
j (yt − F ?j (yt−1))

, (3.32)

and where π?i , f?i and F ?i are computed with the current values of the parameter in the EM procedure, θ?. To
avoid local maxima, the algorithm was initialized several times with different starting values: in our case, ten
different initializations provided good results. The BIC penalty was used in the criterion.

The summary of the results is given by Table 3.1. In almost every case, the convergence is reached for the
samples containing 2000 inputs. In practice, the results will be then more or less accurate, depending on the
size of the sample, but also on the proximity of the components and on their frequency.

π0
1 0.5 0.7 0.9

n p̂ = 1 p̂ = 2 p̂ = 3 p̂ = 1 p̂ = 2 p̂ = 3 p̂ = 1 p̂ = 2 p̂ = 3
a0

1 = 0.1 200 20 0 0 20 0 0 20 0 0

a0
2 = 0.1 500 18 2 0 18 2 0 20 0 0

1000 14 6 0 9 11 0 11 9 0

1500 6 14 0 4 16 0 5 15 0

2000 5 15 0 0 20 0 1 19 0

a0
1 = 0.1 200 12 8 0 13 7 0 20 0 0

a0
2 = 0.5 500 11 9 0 6 14 0 18 2 0

1000 0 20 0 1 19 0 14 6 0

1500 0 20 0 0 20 0 8 12 0

2000 0 20 0 0 20 0 7 13 0

a0
1 = 0.1 200 0 20 0 4 16 0 17 3 0

a0
2 = 0.9 500 0 20 0 0 20 0 9 11 0

1000 0 20 0 0 20 0 9 11 0

1500 0 20 0 0 20 0 4 16 0

2000 0 20 0 0 20 0 0 20 0

Table 3.1: Selected number of components in the case where the true model is a mixture of two linear regressions.

3.4 Mixtures of nonlinear autoregressive models

In a subsequent work [MO12], we gave sufficient conditions and proved the consistency of a penalized likelihood
criterion in the more general case of mixtures of nonlinear autoregressive models.

In this framework, the true model is:

Yt = F 0
θXt

(Yt−1) + εθXt (t) , (3.33)

where

• Xt is an iid sequence of random variables valued in a finite space {1, ..., p0} and with probability distribution
π0 ;

• for every i ∈ {1, ..., p0}, F 0
θi

(y) ∈ F =
{
Fθ, θ ∈ Θ, Θ ⊂ Rl compact set

}
is the family of possible regression

functions. Here, it is supposed that F 0
θi

are sub-linear: they are continuous and there exist
(
a0
i , b

0
i

)
∈ R2

+
such that

∣∣F 0
θi

(y)
∣∣ ≤ a0

i |y|+ b0
i , ∀y ∈ R;
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• for every i ∈ {1, ..., p0}, (εθi (t))t is an iid noise such that εθi (t) is independent of (Yt−k)k≥1. Moreover,

εθi (t) has a centered Gaussian density f0
θi

.

As I will illustrate later, the sub linearity condition on the regression functions is quite general, and the con-
sistency for the number of components holds for various classes of functions, including mixtures of multilayer
perceptrons.

I will also remark here that the compactness hypothesis is also useful in practice, and not only for proving the
theoretical result. Indeed, one usually needs to bound the parameter space in order to avoid numerical problems
such as hidden-units saturation for multilayer perceptrons.

Some regularity conditions are further needed, in order to have strict stationarity and geometric ergodicity of
the stochastic process Yt and prove the consistency of the estimate for the number of regimes:

(HS)

p0∑
i=1

π0
i

∣∣a0
i

∣∣s < 1. (3.34)

The hypothesis (HS) does not request every component to be stationary, and it allows non-stationary regimes,
as long as they do not appear too often. This property is quite interesting in practice for applications. More
particularly, since multilayer perceptrons are bounded functions, this hypothesis will be naturally fulfilled.

With the model introduced above, the true conditional density of Yt, conditionally to Yt−1 and marginally in
Xt may be written as:

g0 (yt | yt−1) =
p0∑
i=1

π0
i f

0
θi

(
yt − F 0

θi (yt−1)
)

(3.35)

For some large fixed P , representing the maximal number of regimes, the class of possible densities defined in
Equation now writes as

GP =
P⋃
p=1
Gp , Gp =

{
g (y1, y2) =

p∑
i=1

πifθi (y2 − Fθi (y1)) , πi ≥ η > 0,
p∑
i=1

πi = 1, Fθi (y) ∈ F , fθi ∼ N (0, σ2
i )
}
.

(3.36)

Similarly to Section 3.2.4, and for every g ∈ GP , one may define the number of regimes p(g) as in Equation
3.15 and the estimate of the number of regimes p̂ as the argument minimizing the criterion Tn(p) in Equa-
tion 3.16, where the term ln(g) in the definition of Tn(p) is the log-likelihood marginal in (Xk)k, ln(g) =∑n
k=2 ln g(yk|yk−1).

With the previous notations and definitions, one may now state the following theorem, similar to 3.2.3, which
is an extension of a result for mixtures of distributions in [56]. One may easily see that, with the exception of
assumption (A4), the rest of conditions are easily verifiable by many practical model configurations.

Theorem 3.4.1 Consider the regression model (Yk, Xk)k defined by Equation 3.33 and the penalized-likelihood
criterion defined in Equation ??, with ln(g) =

∑n
k=2 ln g(yk−1, yk) the marginal likelihood in (Xk)k, for a given

observed sample (y1, ..., yn). Let us introduce the next assumptions :

(A1) an (·) is an increasing function of p, an (p1)− an (p2)→∞ when n→∞ for every p1 > p2 and an(p)
n → 0

when n→∞ for every p;

(A2) the model verifies the weak identifiability assumption

p∑
i=1

πifi (y2 − Fi (y1)) =
p0∑
i=1

π0
i f

0
i

(
y2 − F 0

i (y1)
)
⇔

p∑
i=1

πiδθi =
p0∑
i=1

π0
i δθ0

i
(3.37)

(A3) the parameterization θi → fθi (y2 − Fθi (y1)) is continuous for every (y1, y2) and there exists m (y1, y2) an
integrable map with respect to the stationary measure of (Yk, Yk−1) such that |ln (g)| < m.

(A4) Yk is strictly stationary and geometrically β-mixing, and the family of generalized score functions associated
to GP ,

S =

sg, sg (y1, y2) =
g(y1,y2)
g0(y1,y2) − 1∥∥∥ g
g0 − 1

∥∥∥
L2(µ)

, g ∈ GP ,
∥∥∥∥ gg0 − 1

∥∥∥∥
L2(µ)

6= 0

 ⊂ L2 (µ) , (3.38)
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where µ is the stationary measure of (Yk, Yk−1), verifies, for every ε > 0,

H[·] (ε,S, ‖·‖2) = O (|ln ε|) , (3.39)

where H[·] (ε,S, ‖·‖2) is the ε-bracketing entropy of S with respect to the L2-norm.

Then, under hypothesis (A1)-(A4) and (HS), p̂→ p0 in probability.

3.4.1 An application to mixtures of multilayer perceptrons

Multilayer perceptrons (MLP) are a very useful class of regression models, particularly for handling nonlinear
data. They have been intensively used by the machine learning community in the 90’s, and are currently making
an impressive comeback, with the re-emergence of artificial intelligence, and more powerful computational
facilities. When combined with hidden-Markov models, MLP’s are able to capture complex regime switches and
fit complex nonlinear structures. We illustrated this in a case-study published during my PhD [MO17], while
some theoretical properties had been derived by [32] around the same time.

With this in mind, we checked whether the assumptions of the above theorem applied for mixtures of MLP’s,
so that one can safely use the BIC criterion for model selection purposes. Since non-indentiafiability issues also
arise in multilayer perceptrons, the problem was simplified by considering one hidden layer only, and a fixed
number of hidden units, k. Then, the i-th component of true model writes, for any i = 1, ..., p0:

F 0
θi (y) = α0,i

0 +
k∑
j=1

α0,i
j φ

(
β0,i

0,j + β0,i
1,jy

)
, (3.40)

where where φ is the hyperbolic tangent and θ0
i =

(
α0,i

0 , α0,i
1 , ..., α0,i

k , β0,i
0,1, β

0,i
1,1, ..., β

0,i
0,k, β

0,i
1,k, σ

0,i
)

is the true

parameter in the i-th component of the mixture.

(HS) The stationarity and ergodicity assumption (HS) is immediately verified since the output of every per-
ceptron is bounded, by construction. Thus, every regime is stationary, and the global model is also
stationary.

(A1) The penalty an(·) may be chosen, for example, as in the BIC criterion, an(p) = 1
2p ln(n).

(A2)-(A3) If one considers the class of possible densities GP as in Equation 3.36, with Fθi (y) = αi0+
∑k
j=1 α

i
jφ
(
βi0,j + βi1,jy

)
,

fθi ∼ N (0, σ2
i ) and θi =

(
αi0, α

i
1, ..., α

i
k, β

i
0,1, β

i
1,1, ..., β

i
0,k, β

i
1,k, σ

i
)
∈ Θ, a compact set, the hypothesis (A2)

and (A3) are immediately verified. Indeed, Gaussian distributions are both weakly identifiable, and verify
the regularity conditions in the theorem.

(A4) This assumption is the only one difficult to prove, since one needs to show that she may control the
dimension of the class of generalized score functions, S, defined in Equation 3.38. Proving that a para-
metric family like S verifies the condition on the bracketing entropy is usually immediate under some
good regularity conditions, as given for example in [57]. A sufficient condition is to express the bracketing
number as a polynomial function of 1

ε . In our case, problems arise when g → g0 and the limits in L2 (µ)
of sg have to be computed.

The solution consists in splitting S into two classes of functions, S \ S0 and S0, where S0 = {sg, g ∈ F0}

and F0 =
{
g ∈ GP ,

∥∥∥ g
g0 − 1

∥∥∥
L2(µ)

≤ ε
}

is a neighborhood of g0.

On S \ S0, one may use the setting in [57] and easily prove that the number of ε-brackets necessary to

cover S \ S0 is N[] (ε,S \ S0, ‖·‖2) = O
( 1
ε

)6(k+1)P
.

On S0, one may use an idea proposed in [55] and re-parameterize the model in a convenient way. Indeed,
one may first remark that when g

g0 −1 = 0, and by the weak identifiability assumption in (A2) and the fact

that πi ≥ η > 0, for all i = 1, ..., p, there exists a vector t = (ti)0≤i≤p0
such that 0 = t0 < t1 < ... < tp0 = p

and such that, up to a permutation,

θti−1+1 = ... = θti = θ0
i ,

ti∑
j=ti−1+1

πj = π0
i , i ∈ {1, ..., p0} . (3.41)
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With this remark in mind, one may define s = (si)1≤i≤p0
and q = (qj)1≤j≤p such that, for every i ∈

{1, ..., p0} and j ∈ {ti−1 + 1, ..., ti},

si =
ti∑

j=ti−1+1
πj − π0

i , qj = πj∑ti
l=ti−1+1 πl

, (3.42)

and introduce the new parameterization (φt, ψt), such that φt = ((θj)1≤j≤p , (si)1≤i≤p0−1) and ψt =
(qj)1≤j≤p. The advantage of this new writing is that φt now contains all the identifiable part of the model,

whereas ψt contains the non-identifiable one. For g = g0, one has that

φ0
t = (θ0

1, ..., θ
0
1︸ ︷︷ ︸ , ..., θ0

p0
, ..., θ0

p0︸ ︷︷ ︸, 0, ..., 0︸ ︷︷ ︸
t1 tp0 − tp0−1 p0 − 1

)T . (3.43)

With this new parameterization and by remarking that when φt = φ0
t ,

g
g0 does not vary with ψt, one

may derive a second-order Taylor expansion of g
g0 − 1 at φ0

t , and embed S0 into a set of function which

bracketing number is smaller or equal to O
( 1
ε

)3p0×(3k+1)+1
.

Hence, we are able to prove the consistency of the estimate for the number of regimes, under very mild assump-
tions, which are mainly Gaussian noise, bounded from below mixing probabilities and a fixed structure for the
multilayer perceptrons. This results is very important for practical applications.

An example on a real dataset We illustrated the model selection criterion on the complete laser series
excerpted from the Santa Fe time series prediction and analysis competition, [60]. The level of noise in this
series is very low, the main source being the errors of measurement. The length of the series used for estimation
was 12,500, and we displayed the last 1,000 patterns in Figure 3.1.
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Figure 3.1: Laser series used for training, the last 1,000 time instants.

The architecture of the multilayer perceptrons was based on a previous study [32], and contains 10 entries, hence
10 time lags, and 5 units on the hidden layer. The activation function is a hyperbolic tangent, and the penalty
term in the criterion is equal to that of the BIC. As this is a real application, it is impossible to check the main
assumption of our theory, and verify whether the true model belongs to the set of possible ones. Nevertheless,
the developed theory provides an insight on how to choose the number of experts.

The parameters were again estimated using the standard EM algorithm. In order to avoid local maxima, the
algorithm was trained with 100 different initializations. For each estimation, we used 200 iterations of the EM
algorithm and for each M -step we optimized the parameters of the multilayer perceptrons until their error of
prediction didn’t improve any longer. Here also, and mainly for computational reasons, the maximum number
of regimes P was fixed equal to 3.

Table 3.2 displays a summary of the results, with the values of the penalized log-likelihood criterion and the
mixture probabilities for the best architectures with one, two, and respectively three regimes.

According to these results, the best model contains two regimes. It is however difficult to give an interpretation
of the regimes, as we did for the historical data in the previous chapter, since the mixing probabilities remain
constant over time, and the switches are independent. We mentioned in the article that according to the
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Number of experts Penalized criterion with BIC penalty Mixture probabilities
1 -32.17 1
2 -25.92 (0.8 ; 0.2)
3 -38.42 (0.7 ; 0.21 ; 0.09)

Table 3.2: Penalized criterion results for the Laser series

prediction made by each expert, it appeared that one of them was specialized in the general regime of the series,
while the other in the collapse regime. Nevertheless, I was unable to find in my archives the estimated values of
the parameters, or any other supplementary information that I could add here to help with the interpretation.

In any case, our main goal was to prove that a penalized log-likelihood criterion is consistent and allows to
select the number of components with a sound theoretical basis. I believe our work brought a step in this
direction. One would naturally wish to improve these models, so that the mixing probabilities would no longer
be independent. One option would be to make them depend on the previous values of the time series as in the
gating experts models introduced by [61], or of time, as in hidden Markov models. In practice, these models
prove to be much more competitive, and the theory needed to deal with such complex modeling still needs to
be improved.

3.5 Mixtures of experts models

Derived from neural networks literature, mixtures of experts (ME) [38] and hierarchical mixtures of experts
(HME) [39] generalize linear regression models. HME are mixtures of experts (for example, linear regression
models) organized in a tree-structured network. The network assigns a weight to each expert and then produces
an output which combines the outputs produced by all experts according to their weights. Unlike mixtures of
regression models, the weights depend on some input z. The ME discussed in this paper is a particular case of
HME, where the network has only one layer.

The conditional density of a ME can be generally written as:

g (y|z, φ) =
p∑
i=1

πνi(z)gθi(y|z), (3.44)

where φ =
(
νT1 , ..., ν

T
p , θ

T
1 , ..., θ

T
p

)
is the parameter of the model. Usually, the weights or gating functions are

chosen to be logistic type

πνi(z) =
exp

(
νTi z

)∑p
j=1 exp

(
νTj z

) , (3.45)

while gθ may be Poisson, Binomial or Gaussian distributed.

When the model is assumed to be correctly specified, the maximum likelihood estimates converge to the true
values of the parameters and are normally distributed [62]. However, the true model is not usually known and
the true parameter is unidentifiable.

Theorems 3.2.1 and 3.2.2 may be extended in a quite straightforward way to this class of models, as we proved
in [MO11]. One may also prove that the LRTS is divergent if there exists a sequence of parameters ν1, ..., νk, ...
such that limk→∞ E(πνk(Z)) = 0. If, on the contrary, one imposes that ∃δ > 0 such that ∀µ, E(πνk(Z)) ≥ δ, the
LRTS is tight and the true number of components in the mixture may be selected thanks to classical penalized
log-likelihood criteria such as the BIC. Since both the assumptions and the proofs of these results are very
similar to those in the previous sections, I will not go into any further pointless technical details here.

3.6 What about autoregressive Markov-switching models?

Several times in this chapter I mentioned that the starting point of the work presented within it was a case
study, where we had trained a hidden Markov model combined with multi-layer perceptrons on a financial time
series, and where we had to deal with the model selection issue. The latter proved to be a very complicated
question to tackle directly, which is the reason for which we first looked at mixtures, and derived the consistency
of the BIC criterion.

Eventually, we went back to our starting point and investigated whether one could generalize the theorems for
mixtures to the hidden Markov case. The model in Equation 3.1 now states that Xt is a homogeneous Markov
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chain, irreducible and aperiodic. Let θ0
1, ...., θ

0
p0

denote the true parameters in the regression functions F , and
Π = (π0

ij)i,j=1,...,p0 the true transition matrix, where p0 is the true number of regimes.

According to Yao and Attali (2000), this model has a unique strictly-stationary and geometrically-ergodic
solution under the following hypothesis:

(HS1) The regression functions Fθ are sublinear, that is they are continuous and ∀θ ∈ Θ, ∃ (ai, bi) ∈ R2
+ such

that |Fθi (y)| ≤ ai |y|+ bi, (∀) y ∈ R ;

(HS2) For every i ∈ {1, ..., p0}, the noise (εθi(t)) has a strictly positive density fθi , with respect to the Lebesgue
measure, and there exists s ≥ 1 such that E|εθi(1)|s <∞.

(HS3) The spectral radius ρ (Qs) < 1, where

Qs =


(
a0

1
)s
π0

11 · · ·
(
a0
p0

)s
π0

1p0
...

. . .
...(

a0
1
)s
π0
p01 · · ·

(
a0
p0

)s
π0
p0p0

 (3.46)

The hypothesis (HS3) is clearly verified whenever a0
i < 1, for all i ∈ {1, ..., p0}.

3.6.1 On the difficulty of defining a contrast function

Let {Y1, ..., Yn} be a n-sample stemming from the true model introduced in Equation 3.1, with Xt is a homoge-
neous Markov chain, irreducible and aperiodic. One may attempt to extend the criteria in the previous sections.
As we proved in [MO12], when trying to do so, several issues arise: on the one hand, the non-identifiability, one
but we have already seen that this could be dealt with using a good reparameterization of the model, and, on
the other hand, the dependency structure of (Xt)t. Indeed, the dependency will not allow for an explicit form
for the conditional density, marginally in Xt:

f0 (Yk | Yk−1, ..., Y0) =
p0∑
i=1

Pθ0 (Xk = i | Yk−1, ..., Y0) fθ0
i
(Yk − Fθ0

i
(Yk−1)) , (3.47)

since Pθ0 (Xk = i | Yk−1, ..., Y0) has to be computed recursively. Nevertheless, sinceXt is stationary and following
the same idea as [56], a cost function which involves the invariant probability measure of the hidden Markov
chain can still be defined.

Hence, instead of the true log-likelihood, one may consider an approximation where the conditional probabilities
Pθ0 (Xk = i | Yk−1, ..., Y0) are replaced by the invariant measure of the Markov chain. With this in mind, a cost
function may be defined as

l̃n(g) =
n∑
t=2

ln g (Yt−1, Yt) =
n∑
t=2

ln(
p∑
i=1

πifθi (Yt − Fθi (Yt−1))) , (3.48)

where g ∈ GP , and

GP =
{
g | g (y1, y2) =

p∑
i=1

πifθi (y2 − Fθi (y1)) , θi ∈ Θ, p ≤ P
}

(3.49)

is the class of possible densities, with Θ a compact set and P the maximum number of regimes. One would
intuitively expect that l̃n(g) is maximized by the true density,

g0 (y1, y2) =
p0∑
i=1

π0
i fθ0

i
(y2 − Fθ0

i
(y1)), (3.50)

where π0
i is the invariant probability under the true model. When trying to prove this, one will eventually find

that:

• l̃n(g) is maximized by g0 if the regime switches are independent, which corresponds to the case of mixtures,
already studied in the previous sections.

• l̃n(g) is maximized by g0 if the regression functions Fθ are constant, which corresponds to “simple” hidden
Markov models, already treated in [56].

• in the general case, there is no reason for g0 to maximize l̃n(g), as proven by some simulations here below.
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3.6.2 Simulation results

We performed various simulations where the true model was a two-regimes process. I will summarize some of

them here. We considered three possibilities for the transition matrix, Π0
1 =

(
0.5 0.5
0.5 0.5

)
, Π0

2 =
(

0.9 0.1
0.1 0.9

)
and Π0

3 =
(

0.9 0.5
0.1 0.5

)
. The first transition matrix corresponds to independent regime switches. The regression

functions Fθ were considered either linear, or constant. The latter correspond to hidden Markov chains. The
noise was considered normally distributed N

(
0, 0.52) and the log-likelihood was penalized with the BIC penalty

term. For every model, several sample sizes were considered (from 200 up to 2000 input values) and for each
model and sample size, twenty different samples were simulated. For each case, Table 3.3 contains the estimated
number of regimes (the maximum number P was fixed equal to three).

Π0
1 Π0

2 Π0
3

n p̂ = 1 p̂ = 2 p̂ = 3 p̂ = 1 p̂ = 2 p̂ = 3 p̂ = 1 p̂ = 2 p̂ = 3

F 0
1 (y) = 0.8y − 1 200 0 20 0 0 15 5 0 17 3

F 0
2 (y) = 0.3y + 1 500 0 20 0 0 17 3 0 8 12

1000 0 20 0 0 6 14 0 4 16

1500 0 20 0 0 1 19 0 5 15

2000 0 20 0 0 1 19 0 5 15

F 0
1 (y) = −1 200 0 20 0 0 20 0 0 20 0

F 0
2 (y) = 1 500 0 20 0 0 20 0 0 20 0

1000 0 20 0 0 20 0 0 20 0

1500 0 20 0 0 20 0 0 20 0

2000 0 20 0 0 20 0 0 20 0

Table 3.3: Selected number of regimes for the BIC-penalized criterion with the approximated log-likelihood
defined in Equation 3.48.

Simulation results prove that the penalized estimate p̂ converges when the true model has independent switches
(transition matrix Π0

1), or when the regression functions are constant. The criterion diverges when the true
model is a two-regime autoregressive Markov-switching model. This means that the cost function that was
considered as a generalization of the marginal likelihood does not have the right properties to be a contrast
function and the problem of estimating p0 remains open in the general case of autoregressive Markov switching
models.

We have tested empirically the behavior of a penalized criterion using the exact likelihood (see Table 3.4), and
in this case the convergence was achieved. Hence, for practical applications, BIC criterion with exact likelihood
provides reliable results. However, we do not have the theoretical foundations for this result yet. Some first
results were published in [63], who showed that the LRTS was divergent for hidden Markov models, but that a
penalized likelihood estimate was consistent under some good hypothesis.

Π0
1 Π0

1
n p̂ = 1 p̂ = 2 p̂ = 3 p̂ = 1 p̂ = 2 p̂ = 3

F 0
1 (y) = 0.8y − 1 200 0 16 4 0 15 5

F 0
2 (y) = 0.3y + 1 500 0 16 4 0 19 1

1000 0 17 3 0 19 1

1500 0 18 2 0 19 1

2000 0 19 1 0 20 0

Table 3.4: Selected number of regimes for the BIC-penalized criterion with the exact log-likelihood

3.7 Conclusion and perspectives

In this chapter, I aimed at looking with a more theoretical eye at how autoregressive regime-switching models
– either with independent regime switches, or with Markovian ones – may be used in applications, and under
which conditions they prove to be not only useful, but also reliable in practice.

Under some very general conditions, mainly related to the complexity of the class of generalized score functions,
we proved the consistency of a penalized log-likelihood criterion for selecting the number of regimes, in the case
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of independent regime switches. We also checked that these conditions were verified by some classes of common
models, such as mixtures of linear autoregressive models, mixtures of multilayer perceptrons and mixtures of
experts.

Let me recall here that, due to identifiability issues and to the complexity of the model, we supposed in all
the results above that the architecture of the multilayer perceptrons, for example, was priorly known (number
of hidden layers, number of hidden units in the layers), and the model selection issue focused on the number
of “experts” only. This framework is obviously not a completely realistic one, and one may want to drop this
constraint and select both the number of regimes and the architecture of the model in each regime. Let me
mention here also, that [64] had already investigated the consistency of a penalized likelihood criterion for
selecting the number of hidden units in a one hidden-layer perceptron. It would be of course of interest to study
if and how the two results may be mixed, and if the consistency of the BIC and of related versions would still
hold with a double source of non-identifiability. Although I left aside these topics for a while, at some point I
would like to go back to studying them.

As for Markovian regime switches, establishing consistency results in the case of autoregressive components
proved to be a difficult task. The criterion based on the approximation of the marginal likelihood failed to
select the correct number of regimes if the autoregressive functions were not constants. To my knowledge
(although not exactly up to date!), the question remains open. Using the exact likelihood provided consistent
results on several simulations, but the theoretical proofs were not established. I do acknowledge that I would
very much like to take some time in the years to come and go back to these issues, while updating on the latest
results and emerging questions.



Chapter 4

Self-organizing maps for complex data

“Friendship is everything. Friendship is more than talent.
It is more than the government. It is almost the equal of family.”

Don Corleone

4.1 Introduction

When starting to write this chapter, the first thing coming to my mind was that this part of my work had a
great deal to do with a family affair. And, of course, this goes beyond the Italian background of one of the
colleagues involved in this collaboration. More seriously, I had the privilege of being a SAMM member at the
same time and together with three recognized experts in self-organizing maps (SOM) and related methods. I’m
talking here about Marie Cottrell, Nathalie Vialaneix and Fabrice Rossi. They are my colleagues, but also my
friends, and in some sense my family also. The fruitful interactions and discussions we had together over the
years led to a series of developments and extensions of SOM for complex data that I will present next.

Indeed, right after my PhD I became involved in various applied research projects which were aimed at exploring
complex data, such as categorical sequences or longitudinal data, social networks, corpuses of historical docu-
ments,... Most of this data stemmed from humanities and social sciences, had a temporal component, and was
not easily described by numerical vectors. However, in most of these cases, the data could be known through
pairwise similarities (kernels) or dissimilarities, but also through multiple dissimilarities or similarities.

In this context, self-organizing maps appeared as a very convenient tool, on the one hand, due to their nice
properties of both clustering and visualization, and, on the other hand, since extensions of the original algo-
rithm, designed for numerical vectors, had already been proposed in the literature, and the question of further
developing them, while summarizing the existing state of the art into a unified view, was a topical one.

Inspired from neurobiological learning paradigms, self-organizing maps (SOM) were introduced by T. Kohonen
[65, 66], as both a clustering and a visualization technique, based on a vector quantization principle. They
may be seen as a generalized version of the k-means algorithm with a neighborhood constraint on the cluster
structure, which provides very nice properties for visualization, making them a popular technique in practical
applications (over 10,000 papers published on SOM in 2016). More precisely, the original data is mapped onto
a lower dimensional space, usually a finite two-dimensional rectangular grid. The grid or the map is equipped
with a topology which allows defining a distance between its units. Each unit of the grid is also equipped
with a prototype, a mathematical object living in the same space as the original data. The algorithm aims at
partitioning the original space, the number of elements in the partition being equal to the size of the map, with
the constraint of topology preservation: if two input data are close in the original space, they should be mapped
onto the same unit on the grid, or onto neighbor units. The prototype of a cell is then a generalized barycenter,
computed as a weighted mean of the input data in the cell and also the neighboring ones. The weights are
supposed to be decreasing with the neighborhood radius.

Initially designed for numerical vector data, SOM was extended starting with the late 90’s to non-vector data,
giving rise to an abundant literature. I will not review it here (some elements are available in our review papers
[MO60] and [MO4]), and I will focus instead on a particular class of extensions, relational and kernel SOM.
This chapter summarizes the contributions we proposed for handling complex data described by similarities or
dissimilarities, and more particularly the extensions for large datasets, which are based either on bagging, or on
sparsified versions.

51
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In Section 4.2, I will start by presenting the original SOM algorithm, designed for numerical vectors, both in
online and batch frameworks. This will serve as a basis for presenting the kernel and relational versions in
Section 4.3, where I will try to give a unified view of the different approaches, while stressing our contribution.
I will also discuss here the complexity issues arising in relational frameworks and present our contribution for
an accelerated implementation which improves the computational burden from a cubic to a quadratic one. I
will illustrate how the relational algorithm works in practice on a graph summarizing the characters in the
novel Les Misérables. This example was published in [MO7], and is part of the R-package SOMbrero, that we
developed during this collaboration, and which is available on CRAN. SOMbrero provides, among others, online
implementations for the numerical and relational algorithms, and comes with a user-friendly Shiny interface
which makes it appealing for researchers in humanities and social sciences.

Our contribution to exploring data described by multiple kernels or multiple dissimilarities is presented in
Section 4.4. I illustrate this approach with an example on longitudinal data, encoding for career paths of young
high-school graduates, excerpted from [MO34]. The efficient extensions of relational SOM for large datasets
are introduced in Section 4.5. I will describe three different approaches, based on sparse approximations, and
compare and discuss them on several examples. Eventually, a conclusion providing some work in progress and
perspectives for future work will end this chapter.

The work I will present here was published as three original journal papers [MO6], [MO7], [MO8], three review
articles, among which one as invited authors [MO4], [MO9], [MO60], and ten peer-reviewed proceedings [MO28],
[MO29], [MO30], [MO31], [MO32], [MO33], [MO34], [MO35], [MO38], [MO39].

As I have already mentioned above, the contributions I will present here were developed jointly with Nathalie
Vialaneix, Fabrice Rossi and Marie Cottrell, on a time span running broadly from 2012 to 2017. Laura Bend-
haiba, now a data scientist in a private company, and Julien Boelaert, now an Assistant Professor at Université
Lille 2, contributed to the writing of the SOMbrero package during respectively a master’s internship (Summer
2013) and a postdoc (2014). They were both co-supervised by Nathalie Vialaneix and myself. The extensions
of SOM to large datasets were mainly developed during Jérôme Mariette’s PhD. Jérôme, who is now a research
engineer at INRA, was supervised by Nathalie, and parts of his work were done in collaboration with Fabrice
Rossi and myself. The data on career paths and school-to-job transitions was made available through a collab-
oration with Patrick Rousset (CEREQ), and was analyzed first during the internship and later on during the
subsequent collaboration with Sébastien Massoni, whom I supervised and who is now an Assistant Professor in
Economics in University of Nancy.

I mentioned a family affair in the very beginning of this chapter, and I could not end this Introduction without
speaking of the broader SOM family. With the emergence of SOM and related methods (neural gas, soft
topographic mapping, learning vector quantization, ...), WSOM, a workshop on self-organizing maps, was
created in 1997 by T. Kohonen. This meeting gathers a small community of about sixty researchers in a
friendly atmosphere every two years. I joined them in 2005 while I was doing my PhD and participated in the
organization of the event in Paris. Since then, I contributed both as an author and a reviewer to most of the
events. In 2017, Jean-Charles Lamirel (LORIA) and I co-organized the event in Nancy. As a member of the
Steering Committee, I am involved in the sustainable organization of the conference in the years to come.

4.2 Self-organizing maps (SOM) for numerical data

The self-organizing map algorithm was initially designed, in Kohonen’s seminal papers [65] and [66], for vector
data {x1, ..., xn} belonging to some subset G of Rm. One has to specify a low-dimensional regular grid composed
of U units (generally in a one or two-dimensional array) and to define a neighborhood function H on U × U ,
where U = {1, ..., U} is the set indexing the units of the grid. The neighborhood function may depend on time
(time will be understood here in terms of iterations in the training procedure), in which case we will use the
notation Ht. Usually, Ht only depends on the grid-distance between units u and u′, denoted d(u, u′) in the
following. It is common to set Ht : R+ → R+, Ht(0) = 1 and limx→+∞Ht(x) = 0, which means that the
neighborhood relationship is decreasing with the distance between the units. Among the most common choices
for the neighborhood function, one will either use the step function,

Ht(d(u, u′)) = 1d(u,u′)≤rt , (4.1)

where rt is the neighborhood radius, a constant that may decrease with time, or the Gaussian kernel,

Ht(d(u, u′)) = exp
(
−d(u, u′)2

2σ(t)2

)
, (4.2)

where the parameter σ(t) may be decreasing with time, so as to reduce the intensity of the neighborhood.
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To each unit of the grid u, one associates a prototype pu ∈ Rm (in the abundant literature, prototypes are
also called weight vectors, code-vectors, centroids, codebook vectors, ...). SOM algorithm aims at updating
these prototypes according to the input data fed at each iteration, so that eventually they represent the input
space as accurately as possible (from a quantization point of view), while preserving the topology of the data
by matching the regular low-dimensional grid with the data original structure. For each prototype pu, the set
of inputs closer to pu than to any other prototype will define the associated cluster (also called a Voronöı cell)
in the input space, and the neighborhood structure on the grid will induce a neighborhood structure on the
clusters. In other words, after having trained a SOM map, close inputs should belong to the same cluster, or to
neighbor clusters.

In the original online setting (online meaning here that only one input data is fed at each iteration), the
algorithm alternates an assignment step and a representation step, similarly to a k-means training, except for
the update step which takes into account the neighborhood structure, as illustrated in Algorithm 1.

Algorithm 1 Online numerical SOM

1: For all u = 1, . . . , U , randomly initialize p0
u ∈ Rm, u = 1, ..., U .

2: for t = 1, . . . , T do
3: Randomly choose an input xi ∈ G.
4: Assignment step: find the unit of the closest prototype or the best matching unit(BMU)

f t(xi)← arg min
u=1,...,U

‖xi − pt−1
u ‖2 .

5: Representation step: ∀u = 1, . . . , U ,

ptu ← pt−1
u + µ(t)Ht(d(f t(xi), u))

(
xi − pt−1

u

)
where µ(t) is a learning rate (positive, less than 1, constant or decreasing with t).

6: end for

In addition to the online setting, SOM was extended to a batch setting [67], where all the input data is fed
at each iteration. Initially, this framework was meant for applications where the stochasticity of the online
results was seen as a drawback. Conditionally to the initialization of the prototypes, batch SOM is completely
deterministic, and this leads to reproducible training results. Without going into computational details, the
procedure may be summarized as in Algorithm 2.

Algorithm 2 Batch numerical SOM

1: For all u = 1, . . . , U , randomly initialize p0
u ∈ Rm, u = 1, ..., U .

2: for t = 1, . . . , T do
3: Assignment step: For all x1, ..., xn, find the best matching units

f t(xi)← arg min
u=1,...,U

‖xi − pt−1
u ‖2 .

4: Representation step: ∀u = 1, . . . , U ,

ptu ←
n∑
i=1

Ht(d(f t(xi), u))∑n
i=1 H

t(d(f t(xi), u))
xi

5: end for

One may easily see that if the neighborhood function is the step function with a null radius, then prototypes
are computed as barycenters of the clusters, so one gets exactly the batch version of the k-means algorithm.

Batch and online numerical SOM have been extensively used in various applications. If batch SOM has the
advantage of being deterministic conditionally to the initial values of the prototypes, online SOM was proved
to be less sensitive to initial conditions, to converge (empirically) faster, and to lead to better results in terms
of topology preservation [68], although PCA-based initializations for batch were shown to drastically improve
the results as compared to random ones [69].

In terms of complexity, the assignment step in the online algorithm is O(Um), while the representation step is
also O(Um). For the batch version, the assignment step is of order O(nUm), while the representation step is
O(nUm). One may thus conclude that the online version is preferable, since it will generate less computational
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burden. Nevertheless, empirical observations showed that in general one input data should be fed several times
to the algorithm in the online setting in order to achieve a good convergence, which means that potentially the
two versions could be equivalent.

Let me also mention that the success of Kohonen’s algorithm in practical applications incited many researchers
to study its theoretical properties. In the batch framework, one may show ([68], [70]), for a fixed neighborhood
function, that the procedure is a quasi-Newtonian algorithm which minimizes the extended within-class variance,

E(p1, ..., pU ) =
U∑

u,u′=1
H(d(u, u′))

∫
x∈Cu

‖x− pu′‖2µ(dx) , (4.3)

where Cu is the Voronöı cell or the cluster associated to prototype pu and µ is the probability distribution
of the data. Whereas in the online framework, despite a large amount of work and empirical evidences, the
main theoretical properties of the algorithm do not have complete proofs yet, only some partial answers being
currently available, as discussed, among others, in our review papers [MO60] and [MO4].

Eventually, let me remark that neither batch SOM, nor online SOM can be applied as such on data other then
numerical vectors. If one wishes to extend the algorithm to another context (categorical variables, texts, time-
series, graphs, ...), she should either provide some numerical summaries of the data, or modify the algorithm
accordingly. Here again, there are many variants and extensions in the literature, such as the korresp algorithm
for contingency tables [71], median SOM for dissimilarity data [72], ... Among all these, I will focus on kernel
and relational versions only, which have the advantage of embedding the data into suitable spaces equipped
with a dot product, where operations such as linear combinations become feasible. This property is particularly
interesting for defining prototypes and for updating them in the representation step. In the following, I will
describe these two approaches, in batch and online versions, and stress our contribution to the matter.

4.3 Kernel and relational SOM

Kernel and relational SOM are clustering procedures designed for being trained on data living in some abstract
space. I will try to illustrate throughout this chapter the potential of these approaches, and notably in the
context of analyzing data coming from humanities and social sciences. First, I will start by focusing on the
data itself, on how it may be presented and subsequently embedded into suitable mathematical spaces so that
its analysis becomes feasible. Then, I will describe the extensions of the SOM algorithm for dissimilarity data,
both in online and batch versions. I will discuss the links between numerical, kernel and relational SOM and
give the conditions under which they become equivalent. Also, I will focus on complexity issues which are not
negligible in this context and may generate heavy computations, and describe the accelerated version we have
introduced. Eventually, I will briefly describe SOMbrero, the R-package that we developed, and end with an
illustrative example.

4.3.1 Kernel and dissimilarity data, how does one deal with it?

Analyzing non-standard vector data is obviously not a trivial task, especially for a quantitative social scientist
who has to find her away in the prolific labyrinth of the state-of-the-art, moreover not unified, spanning from
computational statistics, machine learning, signal processing, statistical physics etc. Very broadly speaking,
since establishing any panorama of the existing literature is not the aim of this manuscript, she essentially has
two choices: either extract some meaningful numerical features from the data (by performing a factorial analysis
for categorical data, a Fourier or wavelet decomposition for time series, ...), or establish a measure of pairwise
similarities or dissimilarities between the elements of her dataset. Here, I will only focus on the latter case.

Consider that the data at hand comprises n inputs x1, ..., xn sampled in an abstract space G. Two scenarii will
be of interest.

Kernel data. In this setting, the data is supposed to be known through a similarity function known as kernel,
K : G × G → R, such that K is symmetric

K(x, x′) = K(x′, x),∀x, x′ ∈ G , (4.4)

and positive definite

∀m > 0,∀(x1, ..., xm) ∈ Gm, (α1, ..., αm) ∈ Rm,
m∑

i,j=1
αiαjK(xi, xj) ≥ 0 . (4.5)
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In some cases, instead of K, one only has the kernel matrix computed for the n inputs, K = (Kii′)i,i′=1,n =
(K(xi, xi′))i,i′=1,n. This is more restrictive, but has no impact on the developments and discussions hereafter.

Dissimilarity data. This situation is more general than the previous one, since here one assumes that the
data is known through a positive similarity function δ : G × G → R+, such that δ is symmetric

δ(x, x′) = δ(x′, x),∀x, x′ ∈ G , (4.6)

and reflexive

δ(x, x) = 0,∀x ∈ G . (4.7)

Here also, instead of δ, one often disposes of the dissimilarity matrix ∆ = (δii′)i,i′=1,n = (δ(xi, xi′))i,i′=1,n only.

4.3.2 Embeddings for kernel and dissimilarity data

Very few techniques allow to analyze complex data described by similarities or dissimilarities as such. This is
due to the fact that some operations on the data are generally necessary for training the algorithms. Usually,
this is achieved by embedding the data into some convenient metric space.

Kernel data. For data described by kernels, the Moore-Aronszajn theorem [73] states that there exists a
unique Reproducing Kernel Hilbert Space (RKHS) H and a mapping function φ : G → H, called feature map,
such that K(x, x′) = 〈φ(x), φ(x′)〉H, ∀x, x′ ∈ G and with 〈·, ·〉H being the inner product in H.
This embedding in a Hilbert space allows to define a natural distance in G:

δ2
K(x, x′) = 〈φ(x)− φ(x′), φ(x)− φ(x′)〉H , ∀x, x′ ∈ G , (4.8)

and it is immediate to see that this is equivalent to

δ2
K(x, x′) = K(x, x) +K(x′, x′)− 2K(x, x′) , ∀x, x′ ∈ G , (4.9)

which means that knowing the kernel function only is sufficient for performing all the necessary operations,
without the explicit knowledge of H or φ. This is also known as the kernel trick.

Dissimilarity data. For dissimilarity data available as a square matrix ∆, two situations may occur, according
to whether ∆ is Euclidean or not.

Definition 4.3.1 A square dissimilarity matrix ∆, symmetric, positive and null on the diagonal, is Euclidean
if it can be embedded in a Euclidean space (Rp, ‖ · ‖Rp), where p < n, which means that there exists a set of
vectors {v1, ..., vn} ∈ Rp such that the dissimilarities in ∆ can be expressed as Euclidean distances in Rp:

δij = δ(xi, xj) = ‖vi − vj‖Rp , ∀i, j = 1, ..., n.

There are several ways to check whether a dissimilarity matrix is Euclidean. If ∆ fulfills the conditions in
[74, 75, 76] which require the matrix with elements

sij = 1
2
(
δ(xi, xn)2 + δ(xj , xn)2 − δ(xi, xj)2) , ∀i, j = 1, ..., n (4.10)

to be positive definite, or, similarly, if the matrix with elements

sij = −1
2

δ2(xi, xj)−
1
n

n∑
k=1

δ2(xi, xk)− 1
n

n∑
k=1

δ2(xk, xj) + 1
n2

n∑
k,k′=1

δ2(xk, xk′)

 , i, j = 1, ..., n (4.11)

as proposed in [77], is positive definite, then ∆ is Euclidean.

If the dissimilarity matrix ∆ is not Euclidean, the Euclidean space is not “large enough” to reconstruct the
dissimilarities, due to the negative eigenvalues of the corresponding similarity matrix. In this case, one may
use a so called pseudo-Euclidean space, as described in [78], in which any premetric finite dissimilarities are
embeddable.
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Definition 4.3.2 A pseudo-Euclidean space E = R(p+,p−) is a real vector-space equipped with a non-degenerate,
indefinite, inner product 〈·, ·〉E . E admits a direct orthogonal decomposition E = E+ ⊕ E−, where E+ = Rp+ and
E− = Rp− , and the inner product is positive definite on E+ and negative definite on E−. The space E is therefore
characterized by the signature (p+, p−).

Pseudo-Euclidean spaces are more general versions of Euclidean spaces, with a correction of the non-Euclideaness:
the first p+ components can be considered as a standard Euclidean contribution, whereas the next p− components
serve as a correction. The inner product in a pseudo-Euclidean space writes naturally as 〈·, ·〉E = 〈·, ·〉E+−〈·, ·〉E− .

Similarly to kernels, but starting from a dissimilarity matrix ∆, one may thus state that there exists a pseudo-
Euclidean space E and a unique feature map φ : x ∈ G → φ(x) = (φ+(x), φ−(x)) ∈ E , such that one has the
embedding

δ2(xi, xi′) = 〈φ(xi)− φ(xi′), φ(xi)− φ(xi′)〉E , ∀xi, xi′ ∈ G . (4.12)

Let me remark here that the distance naturally induced by the pseudo-inner product is not necessarily positive,
which will in practice raise numerical and convergence issues.

Link between kernel and relational approaches The two frameworks introduced above are very similar,
and hence so are the algorithms based on one or the other. The relational framework is more general, but also,
because of its weaker hypothesis, more difficult to assess theoretically and numerically.

If one considers a dissimilarity measure defined by the squared distance in Equation 4.9, then a kernel-based
and a dissimilarity-based algorithm will be equivalent. This is why, throughout the rest of this chapter, I will
only present the relational algorithms, the kernel ones being immediately tractable.

Reciprocally, suppose that the dissimilarity matrix ∆ may be embedded in a Euclidean space. If this is the
case, training a kernel algorithm on K = (K(xi, xj))i,j=1,...,n, where K(xi, xj) = sij in Equations 4.10 or 4.11
is equivalent to training a relational algorithm on ∆.

Let me remark here also that if the dissimilarity matrix is Euclidean, relational SOM (both in online and batch
versions) is exactly identical to the standard numerical SOM, as long as the prototypes of the numerical SOM
are initialized in the convex hull of the input data.

Nevertheless, as explained in [79], some useful dissimilarities (e.g., shortest path lengths in graphs or optimal
matching dissimilarities for sequences of events, [80, 81]) do not fulfill the required conditions allowing them to
be embedded in a Euclidean space. In these cases, kernel and relational approaches are no longer equivalent.
In particular, the similarity matrix S = (sij)i,j=1,...,n defined as in Equation 4.10 or 4.11 may have negative
eigenvalues. If these are negligible with respect to the positive ones, one may simply consider them as noise
and ignore them. If their values are high enough to generate numerical issues, then one may preprocess S and
make it positive definite using techniques such as clipping, flipping, shifting, ..., as described in [82].

4.3.3 The algorithm

Suppose, in the following, that the data belongs to a general abstract space x1, ..., xn ∈ G, and is known
through a dissimilarity matrix, ∆ = (δij)i,j=1,...,n = (δ(xi, xj))i,j=1,...,n, as introduced in the previous section.
Additionally, define a low dimensional map of U units, each of them represented by a prototype pu, u = 1, ..., U .
Each prototype is expressed as a convex combination in the embedding space E (which may be Euclidean or
pseudo-Euclidean), φ(pu) =

∑n
i=1 βu,iφ(xi), where βu,i ≥ 0,

∑n
i=1 βu,i = 1, ∀u = 1, ..., U , and φ is the feature

map defined in the previous subsection.

Furthermore, suppose that the map is equipped with a distance d between the units, and consider a neighborhood
function H verifying the assumptions H : R+ → R+, H(0) = 1 and limx→+∞H(x) = 0, and µ a training
parameter. H and µ are supposed to be decreasing with the number of iterations during the training procedure.

Let us now take a look at the two steps of the numerical algorithm and see how they modify in the relational
framework. In the assignment step, the dissimilarity between an input data and a prototype may be then
computed as:

δ(xi, pu) = 〈φ(xi)− φ(pu), φ(xi)− φ(pu)〉E ≡∆iβu −
1
2β

T
u∆βu , (4.13)

where ∆i is the i-th row of ∆ (the formula is justified and proved for example in our paper [MO8]). In the
representation step, it is enough to remark that the updates of the prototypes will concern the coefficients βu
only.
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Batch SOM In the batch framework, the kernel version of the algorithm was first described in [83], while the
generalization to the relational one was proposed in [84]. We summarize the procedure in Algorithm 3 below.

Algorithm 3 Batch relational SOM

1: For all u = 1, . . . , U and i = 1, . . . , n, initialize β0
u,i such that β0

u,i ≥ 0 and
∑n
i β

0
u,i = 1.

2: for t = 1, . . . , T do
3: Assignment step: for each i = 1, ..., n, find the unit of the closest prototype

f t(xi)← arg min
u=1,...,U

(
βt−1
u ∆

)
i
− 1

2(βt−1
u )T∆βt−1

u

4: Representation step: for each u = 1, . . . , U ,

βtu,i = Ht(d(f t(xi), u))∑
i′ H

t(d(f t(xi′), u)) , ∀i = 1, ..., n.

5: end for

Online SOM In the online framework, the kernel version of the algorithm was first described in [85], while
we generalized it to the relational version in [MO35]. We summarize the procedure in Algorithm 4 below.

Algorithm 4 On-line relational SOM

1: For all u = 1, . . . , U and i = 1, . . . , n, initialize β0
u,i such that β0

u,i ≥ 0 and
∑n
i β

0
u,i = 1.

2: for t = 1, . . . , T do
3: Randomly choose an input xi
4: Assignment step: find the unit of the closest prototype

f t(xi)← arg min
u=1,...,U

(
βt−1
u ∆

)
i
− 1

2(βt−1
u )T∆βt−1

u

5: Representation step: ∀u = 1, . . . , U ,

βtu ← βt−1
u + µ(t)Ht(d(f t(xi), u))

(
1i − βt−1

u

)
where 1i is a vector with a single non null coefficient at the ith position, equal to one.

6: end for

Complexity and accelerating techniques When considering the relational algorithms, both in online and
batch versions, one may see that the complexity of the assignment step is O(n2U) and that of the represen-
tation step is O(nU). The main complexity burden comes mainly from the evaluation of the matrix product
(βt−1
u )T∆βt−1

u . Hence, both algorithms have a complexity of O(n2U) for one iteration. If, as we have observed
in [MO35], one trains the online algorithm during O(βn) iterations in order to have good convergence proper-
ties, then the global complexity of the online setting becomes O(βn3U). Hence, this version of the algorithm,
although appealing from many points of view, becomes rapidly not suited for large datasets.

In order to overcome this numerical difficulty, we proposed in [MO28] a reformulation of the relational online
algorithm, which leads to a drop in the complexity from cubic to quadratic, making it faster and comparable
in terms of computational burden with the numerical version. Briefly, the assignment and representation steps
in Algorithm 4 are modified as follows:

1. The assignment step is rewritten as

f t(xi)← arg min
u=1,...,U

(
Bt−1
u,i −

1
2A

t−1
u

)
, (4.14)

whereBt−1 =
(∑n

j=1 β
t−1
u,j δi′j

)
u=1,...,U ;i′=1,...,n

is a U×nmatrix, andAt−1 =
(∑n

j,j′=1 β
t−1
u,j β

t−1
u,j′δjj′

)
u=1,...,U

is a U vector.

2. The updates of At and Bt are performed recursively in the representation step. First, we rewrite the
update of the prototypes as

βtu ← (1− λu(t))βt−1
u + λu(t)1i , ∀u = 1, ..., U, (4.15)
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where λu(t) = µ(t)Ht(d(f t(xi), u)). This alternative writing leads to simplified updates of At and Bt,
which do not longer need the use of the entire matrix ∆:

Btu,i′ = (1− λu(t))Bt−1
u,i′ + λu(t)δii′ , ∀u = 1, ..., U ; i′ = 1, ...n; (4.16)

Atu = (1− λu(t))2
At−1
u + 2λu(t) (1− λu(t))Bt−1

u,i , ∀u = 1, ..., U. (4.17)

We proved in [MO28] that, with this alternative writing, the complexity of one iteration of the relational
online SOM is O(nU), and if one performs O(βn) iterations in order to guarantee good empirical convergence
properties, then the total complexity drops to O(βn2U). In the same paper, we illustrated the significant
improvement in terms of computational time on several examples, where the accelerated version is 30 to 40
times faster then the “näıve” one, while being also comparable from this point of view with numerical SOM.

4.3.4 Using SOM(brero) for clustering and visualizing graphs

I chose to illustrate relational SOM in the particular case of graph clustering, which is a topic intensively studied
these last years in humanities and social sciences. The example below was designed for static and undirected
graphs, but I will give some hints in the conclusion on how this could be extended to more general situations.
This section is greatly inspired from our paper [MO7], where we also describe with details the R package that
we implemented, SOMbrero, and which is available on CRAN.

With a relational SOM trained on a kernel or dissimilarity associated to a graph, one may draw a simplified
representation of it. In this approach, the vertices of the simplified graph represent the clusters, each cluster
being represented by a disk which area is proportional to the cluster size, i.e. to the number of vertices of the
original graph that are associated to the cluster. The edges between the clusters have widths which are usually
proportional to the number of edges (or the sum of the weights of the edges) between the pairs of vertices
clustered in the two corresponding clusters. In general, when the clustering is a prior step to the visualization,
the clustered graph is drawn using modified force-directed placement algorithm [86], which can cope with vertices
having non-uniform sizes [87, 88, 89]. In our case, since a map is directly associated to the clustering procedure,
this second step is no longer necessary since the prior structure of the grid provides natural positions for the
clusters: as shown in [90], standard grids position units in R2 at coordinates (1, 1), (1, 2), ..., (p, q) where p and
q are the length and width of the grid (and thus pq = U): the induced graph is thus displayed with vertices
positioned at these coordinates. [91] uses a similar approach to represent graphs, by defining a topographic map
algorithm. This method does not rely on a dissimilarity but on a criterion specific to graphs and derived from
the modularity [92], which is a very standard quality measure for clustering the vertices of a graph.

Dissimilarities for graphs Before presenting the results, I will briefly describe some standard dissimilarities
and kernels used for measuring the dissemblance between vertices in a graph. The graph is supposed here as
static, undirected, and connected.

One of the most standard dissimilarities is the length of the shortest path between two vertices, expressed as the
number of hops. This measure however does not take into account the number of paths that link two vertices.

Another common dissimilarity comes from the eigenvalue decomposition of the Laplacian, and the so called
spectral clustering, [93]. The Laplacian of the graph, L = (lij)i,j=1,...,n, is a matrix encoding the graph structure

lij =
{
−wij if i 6= j,
di =

∑
k 6=i wij otherwise,

where W = (wij)i,j=1,...,n is the (possibly weighted) adjacency matrix. This method first performs an eigenvalue
decomposition of the Laplacian, ((λi)i=1,...,n, (vi)i=1,...,n) with λ1 = 0 ≤ λ2 ≤ ... ≤ λn the eigenvalues of the
Laplacian (in increasing order: the first eigenvalue is always equal to zero) and vi ∈ Rn. Second, every vertex
xi is represented by the entries of the eigenvectors associated to the U smallest positive eigenvalues of the
Laplacian, where U is the number of clusters that are searched for: thus, each vertex is transformed into a
vector in RU , vi = (v1i, . . . , vUi), where vji is the i-th coefficient of the j-th eigenvector. This method can be
seen as a relaxed version of the normalized cut problem in which the number of edges of the original graph
between vertices that belong to two different clusters is minimized while ensuring that the cluster size is large
enough. Applied to relational SOM, this gives the idea to use the (squared)-Euclidean distance between vi and
vi′ to measure the dissimilarity between vertices xi and xi′ .

This method can be further refined, using standard kernels for graphs, such as the ones proposed and discussed
in [94]. These are based on regularized versions of the Laplacian and include, among others, the commute time
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kernel, KCT = L+ [95], that can be interpreted as the average time a random walk takes to connect two vertices
in the graph or the heat kernel, KH = e−γL, γ > 0 [96], can be interpreted in term of a diffusion process on the
graph.

Eventually, dissimilarities between vertices could also be computed using the modularity matrix. For a partition
C1, . . . , CU of the vertices in a graph, the modularity is equal to

Q(C1, ..., CU ) = 1
2m

U∑
k=1

∑
xi, xj∈Ck

(
Wij −

didj
2m

)
, (4.18)

with m the total number of edges of the graph (so that
∑
ij Dij =

∑
ijWij = 2m). Finding a partition that

maximizes the modularity is thus equivalent to find a partition in which the observed intra-cluster weights, Wij

for xi and xj in the same cluster, are larger than those expected in a null model where the weights of the edges
would depend only on the degrees of the afferent vertices. In [97], the modularity maximization problem is
addressed using the eigen-decomposition of a matrix called the modularity matrix which can be expressed as

B = W −D

where D is the matrix Dij = didj
2m . Similarly to the spectral clustering, this eigen-decomposition can be used as

a mean to compute a dissimilarity measure between vertices in the graph: as suggested in [97], the eigenvectors
of B associated with the positive eigenvalues, b1, . . . , bp (with p ≤ n), make it possible to provide the following
p-dimensional representation for the vertex xi: bi = (b1i, . . . , bpn) and the squared Euclidean distance between
those vectors defines a dissimilarity matrix for the graph.

These different dissimilarities are illustrated and compared in the following.

Results for Les Misérables The data has been described in [98] and comes from the novel “Les Misérables”.
The connected graph extracted from this novel is a graph of co-appearance of the characters of the novel:
the vertices of the graph are the 77 characters of the novel and the 254 edges stand for a co-appearance of
the corresponding two characters in a same chapter of the novel. The edges are weighted by the number of
co-appearances. The graph can be downloaded at http://people.sc.fsu.edu/~jburkardt/datasets/sgb/

jean.dat and is also available as a igraph object in the R package SOMbrero.

A 5× 5 map was trained on the dissimilarity matrix computed as the length of the shortest paths on the graph,
with T = 500 iterations and prototypes initialized at random among the input data. The resulting clustering
has a topographic error equal to 0 (which means the quality of the mapping is very good), and a quantization
error equal to 0.61. The map is displayed in Figures 4.1 and 4.2. Among the possible graphs implemented in
SOMbrero, we show the hitmap, which is the default plot and displays a rectangle which area is proportional to
the number of vertices clustered in every unit. We also show the projected graph, as described above, and the
clusters composition in terms of vertices (character names).

Figure 4.1: Hitmap and projected graph
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Figure 4.2: Cluster composition

At this step of the analysis, due to the large number of clusters, the representation of the projected graph is
still a bit messy and the clustering quality is not very good (the modularity is equal to 0.389). This is due to
the fact that SOM is being used mainly as a nonlinear mapping technique for visualizing data and also as a
dimensionality reduction (in terms of number of inputs) rather than a clustering one with a small number of
clusters, as one would do in a model-based framework, for instance. In order to overcome this, an additional
hierarchical clustering (HAC) step could be added. This HAC step is directly applied on the prototypes, and
more specifically one applies the Ward criterion on the dissimilarity matrix computed for the prototypes only.
The results are illustrated in Figure 4.3. In particular, figure (c) shows that the clusters obtained make sense
(each one is associated to an important character of the novel : Valjean, Myriel, Fantine, Gavroche, Cosette,
Javert and the Thenardier family) and the modularity is improved (0.529). In figure (d), we used the super-
clustering to obtain a final simplified representation of the graph in which all super-clusters were positioned at
their gravity center on the grid.

Influence of the dissimilarity measure Let us now investigate the influence of the dissimilarity on the
SOM performances. To do so, we have used different dissimilarities with the graph of co-appearance from “Les
Misérables”. The following dissimilarities were computed on this graph:

(a) the shortest path lengths, computed with the unweighted graph,

(b) the dissimilarity based on the weighted Laplacian eigen-decomposition with U = 25 (to be used with a
5× 5 map),

(c) the squared distance induced from the commute time kernel which uses also the weighted Laplacian,

(d) the dissimilarity based on the modularity matrix eigen-decomposition, which also uses the weighted graphs.

The different dissimilarities are illustrated on the heatmaps of Figure 4.4. This figure shows that, as expected,
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(a) (b)

(c) (d)

Figure 4.3: (a) Dendrogram of the clustering of the prototypes: from this figure, we chose to select 6 super-
clusters, (b) hitmap colored with the result of the super-clustering, (c) original graph with the result of the
super-clustering, (d) projected graph using the super-clustering

the dissimilarity based on the eigen-decomposition of the Laplacian and the one computed from the commute
time kernel present very similar patterns, the latter being slightly less contrasted than the former which uses only
a part of the eigen-decomposition. The shortest path length (which is based on the unweighted graph, contrary
to the other three) exibits rather different patterns and seems to have a larger number of distant vertices than
the two previous. Finally, the dissimilarity based on the modularity matrix has exactly the opposite behaviour:
very few pairs of vertices are considered as distant.

For every dissimilarity matrix, three different initializations of the SOM algorithm were tested: random, random
among the input data, on a regular grid in the first two PCA axes. Then, for every dissimilarity and every
type of initialization, 1, 000 maps were trained with a 5× 5-grid and 500 iterations. To test if a combination of
dissimilaritiescorresponding to different features can improve the results, two combined dissimilarities were also
computed as suggested in [MO7]:

∆sp+modularity = ∆sp

‖∆sp‖F
+ ∆modularity

‖∆modularity‖F
and ∆sp+spec. clust = ∆sp

‖∆sp‖F
+ ∆spec. clust

‖∆spec. clust‖F
(4.19)

with ∆sp the dissimilarity matrix based on shortest path length, ∆modularity the dissimilarity matrix based
on the eigen-decomposition of the modularity matrix, ∆spec. clust the dissimilarity matrix based on the eigen-
decomposition of the Laplacian and ‖.‖F the Frobenius norm to make the two combined dissimilarities have
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(a) shortest path lengths (b) Laplacian

(c) commute time kernel distance (d) modularity

Figure 4.4: Heatmap of the different dissimilarities obtained from the graph “Les Misérables”. Red corresponds
to small (or null) dissimilarities, blue to large ones.

comparable scales.

The different results were compared using four quality measures:

1. the topographic error, which provides an insight of the good organization of the mapping;

2. the quantization error, which helps quantifying the quality of the clustering. This quantity was divided by
age Frobenius norm of the corresponding dissimilarity matrix to allow for similar and comparable scales
between the different dissimilarities;

3. the modularity as defined in Equation 4.18. Two versions of the criterion were computed: one using the
weighted graphs and one the unweighted graph.

The distribution of the different quality measures over the 1, 000 maps are given by dissimilarity and type of
initialization in Figure 4.5. Additionally, Table 4.1 gives the average performance for the four quality measures
whatever the initialization.

Several conclusions can be drawn from these results: first, the type of initialization does not seem to have a
strong impact on the quality of the results, which is expected for a stochastic algorithm. Second, the maps
obtained with the shortest path length are the best for the standard quality criteria for SOMs but are not good
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Figure 4.5: Distribution of the topographic and quantization errors and of the modularity (based on the weighted
or unweighted) graph, given by dissimilarity and type of initialization. “ctk” means “commute time kernel”, “sp”
means “shortest path length” and “spec. clust” stands for the dissimilarity based on the eigen-decomposition of
the Laplacian. “observations” means random initialization so that, for every u, βu,i(u) = 1 for a unique i(u),
“pca” is the initialization based on a PCA-like approach and “random” is the initialization in which βu,i are
sampled in [0, 1] and then scaled such that

∑
i βu,i = 1. The last panel of each figure provides the distribution

whatever the type of initialization (distribution over 3, 000 maps).

topographic quantization modularity weighted
dissimilarity error error modularity
ctk 0.100 0.00338 0.369 0.406
modularity 0.106 0.00310 0.242 0.330
sp 0.037 0.00293 0.309 0.253
spec. clust 0.065 0.00305 0.308 0.301
sp + modularity 0.038 0.00319 0.287 0.288
sp + spec. clust 0.039 0.00329 0.347 0.318

Table 4.1: Average performance for four quality criterion over all 3, 000 maps produced for each dissimilarity.
“ctk” means “commute time kernel”, “modularity” is the dissimilarity based on the modularity matrix eigen-
decomposition, “sp” means “shortest path length” and “spec. clust” stands for the dissimilarity based on the
eigen-decomposition of the Laplacian. The “+” indicates that the two dissimilarities have been combined as in
Equation (4.19).

from the modularity perspective (especially the weighted version, which is expected since this dissimilarity does
not use the information on weights). On the contrary, the maps based on the dissimilarity computed from
the commute time kernel exhibit rather poor topological preservation and quantization error as compared to
the other dissimilarities but they have the best performances for the modularity (at the cost of a very large
variability). This means that, since they depend on the dissimilarity itself which represents more or less faithfully
the graph topology, the standard quality criteria for SOMs are probably not to be trusted too much to compare
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maps obtained from different dissimilarities. Surprisingly, the dissimilarity which is based on the modularity
matrix did not outperform the others for the modularity criteria. This might be due to the fact that the matrix
only uses the positive part of the modularity matrix spectrum, which may well be insufficient to grab most
of the information needed to optimize the modularity itself1. Also, the dissimilarity based on the modularity
matrix had a very poor topographic preservation (which could be the consequence of uninterpretable values, as
described above). Finally, the combined dissimilarities provide almost everywhere average performance, except
for the quantization error which is among the worst (but this error is probably the most dependent from the
values of the dissimilarity themselves and maybe not as reliable as the others).

4.4 Multiple relational SOM

One of the challenges stemming from the analysis of complex data, and particularly complex data from hu-
manities and social sciences, is the fact that more than one kernel or dissimilarity functions may be useful for
describing the data. Indeed, in some cases, data may come from various sources: a graph structure together
with additional information on the vertices, which may be numerical variables associated with categorical ones,
texts, or time series. This situation, called multiple view, is quite common in a variety of applications. We
may cite, for instance, node clustering in a social network taking into account a set of attributes describing the
nodes, [99, 100]. Another issue which is quite similar in terms of methodological approach at least, is data which
may be described by several similarity or dissimilarity measures, each encoding for specific features of the data,
but none of them being acknowledged as more informative than the others. In social sciences for instance, the
choice of a good dissimilarity to describe the resemblance between two categorical time series is still an open
issue [101, 102].

This section describes our contribution to the unsupervised analysis of complex data using various sources of
information and is summarizing the results published in [MO33], [MO34] and [MO8]. Again, I will only describe
the methodology for relational data, since the kernel version may immediately inferred and is available in the
cited references.

Combining several sources of information Combining all sources of information or several dissimilarities
aims at increasing the relevance of the clustering. In the literature, this issue has already been tackled by different
approaches: some rely on clustering ensembles, combining together the clusterings obtained from each view or
from each dissimilarity into a consensus clustering [103]. A more complex strategy, described in [104], iteratively
updates the different clusterings using a global log-likelihood approach until they converge to a consensus. Other
authors propose to concatenate all data/views prior to the clustering. If kernels are available, this method is
known as multiple kernel clustering: the different kernels are combined by using a convex combination and the
coefficients of the convex combination are optimized together with the clustering [105, 106]. In a similar way,
if the data are described by numeric variables belonging to different feature groups, [107] proposes to weight
each group and to optimize simultaneously the clustering and the group weights. For the SOM algorithm as
well, a few articles tackle related issues: in particular, [108] combines numeric and binary variables to produce
a single map by optimizing two quantization energies in parallel. Our approach is using a similar approach
by combining different dissimilarities into a convex combination, and is learning an optimal combination in an
online fashion, by minimizing the energy function.

Computing a multiple dissimilarity Suppose now that the observations x1, . . . , xn are no longer de-
scribed by a single dissimilarity matrix ∆, but by D dissimilarity matrices ∆1, . . . , ∆D, where ∆d =(
δd(xi, xj)

)
i,j=1,...,n. The dissimilarities can be either different dissimilarities on the same data or dissimilarities

computed from different variables measured on the same individuals.

In relational SOM, as described in the previous section, the entries of each of these dissimilarity matrices,
(δdij)i,j=1,...,n, are assimilated to a squared-norm ‖xi − xj‖2

d in the Euclidean framework. Similarly to the
multiple kernel approach described in [109] or in [100] (for multiple kernel SOM), we propose to combine all the
similarities into a single one, defined as a convex combination:

δαij =
D∑
d=1

αdδ
d
ij (4.20)

1Note that [91] has already observed that using the eigen-decomposition of the modularity matrix is not the best method for
defining a kernel which should optimize the modularity.
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where αd ≥ 0 and
∑D
d=1 αd = 1. In the Euclidean framework, this approach is strictly equivalent to the kernel

SOM approach because ‖xi−xj‖2
d = 〈xi−xj , xi−xj〉d (multiple kernel is a convex combination of dot products

whereas Equation 4.20 is based on a convex combination of squared distances). In practice, to ensure similar
scales for all dissimilarity matrices, a normalization step is performed on the similarity matrices computed
according to Equation 4.11 for each ∆d, d = 1, ..., D: they are all scaled to have a unit Frobenius norm (after
having removed the negative eigenvalues, if any).

Online multiple relational SOM If the (αd) are given, relational SOM based on the dissimilarity introduced
in Equation 4.20 aims at minimizing (over (βu)u) the following energy function

E((βu)u, (αd)d) =
U∑
u=1

n∑
i=1

H (d (f(xi), u)) δα (xi, pu(βu)) ,

where δα (xi, pu(βu)) is defined as in Equation 4.13 by

δα (xi, pu(βu)) ≡∆α
i βu −

1
2β

T
u∆αβu (4.21)

with ∆α =
∑
d αd∆d

When there is no a-priori on the (αd)d, we propose to include the optimization of the convex combination into
the online algorithm that trains the map. This idea is similar to the one proposed in [110] for optimizing a
kernel parameter in vector quantization algorithms. More precisely, a stochastic gradient descent step is added
to the original online relational SOM algorithm to optimize the energy E((βu,i)u,i, (αd)d) both over (βu,i)u,i and
(αd)d. To perform the stochastic gradient descent step on the (αd), the computation of the derivative of

E|xi =
U∑
u=1

H (d (f(xi), u)) δα (xi, pu(βu))

(the contribution of the randomly chosen observation (xi)i to the energy) with respect to α is needed. Since

∂

∂αd
[δα(xi, pu)] = δd(xi, pu),

we have

Did = ∂E|xi
∂αd

=
U∑
u=1

H (d (f(xi), u))
(

∆d
i βu −

1
2β

T
u∆dβu

)
.

Following an idea similar to that of [109], the SOM is trained by performing, alternatively, the standard steps
of the SOM algorithm (i.e., assignment and representation steps) and a gradient descent step for the (αi)i. The
methodology is described in Algorithm 5.

To ensure that the gradient step respects the constraints on α (αd ≥ 0 and
∑
d αd = 1), the following strategy

is used: first, similarly to [111, 112, 109], the gradient
(
∂Et−1|xi
∂αd

)
d

is reduced and is projected such that the

non-negativity of α is ensured. The following modified descent step is thus used:

D̃d =


0 if αd = 0 and Dd −Dd0 > 0
−Dd +Dd0 if αd > 0 and d 6= d0∑
d 6=d0, αd>0 (Dd −Dd0) else

The descent step ν(t) is decreased with the standard rate of ν0/t with an initial ν0 small enough to ensure the
positivity constraint on (αd)d.

An application to social sciences — which dissimilarity is to be used when extracting typologies
in sequence analysis? We illustrate this algorithm on data related to school-to-work transitions. We used
the data in the survey “Generation 98”2. According to the French National Institute of Statistics (INSEE),
22.7% of young people under 25 were unemployed at the end of the first semester 2012.3 Hence, it is crucial to
understand how the transition from school to employment or unemployment is achieved, in the current economic
context. The data set contains information on 16 040 young people having graduated in 1998 and monitored

2Available thanks to Génération 1998 á 7 ans - 2005, [producer] CEREQ, [diffusion] Centre Maurice Halbwachs (CMH)
3The graphical illustrations were carried out using the TraMineR package [113].
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Algorithm 5 On-line multiple dissimilarity SOM

1: For all u = 1, . . . , U and i = 1, . . . , n, initialize β0
u,i such that β0

u,i ≥ 0 and
∑n
i=1 β

0
u,i = 1.

2: For all d = 1, . . . , D, initialize α0
d ∈ [0, 1] st

∑
d α

0
d = 1. return δα,0 ←

∑
d α

0
dδ
d.

3: for t=1,. . . ,T do
4: Randomly choose an input xi
5: Assignment step: find the unit of the closest prototype

f t(xi)← arg min
u=1,...,M

δα,t−1 (xi, pu(βu))

where δα,t−1 (xi, pu(βu)) is defined as in Equation (4.21).
6: Representation step: update all the prototypes according to the new classification: ∀u = 1, . . . , U ,

βtu ← βt−1
u + µ(t)Ht (d (f(xi), u))

(
1i − βt−1

u

)
7: Gradient descent step: update the convex combination parameters: ∀ d = 1, . . . , D,

αtd ← αt−1
d + ν(t)Dtd

where Dtd is the descent direction and update δα,t

δα,t ←
∑
d

αtdδ
d.

8: end for

during 94 months after having left school. The labor-market statuses have nine categories, labeled as follows:
permanent-labor contract, fixed-term contract, apprenticeship contract, public temporary-labor contract, on-
call contract, unemployed, inactive, military service, education. The following stylized facts are highlighted by
a first descriptive analysis of the data as shown in Figure 4.6:

• permanent-labor contracts represent more than 20% of all statuses after one year and their ratio continues
to increase until 50% after three years and almost 75% after seven years;

• the ratio of fixed-terms contracts is more than 20% after one year on the labor market, but it is decreasing
to 15% after three years and then seems to converge to 8%;

• almost 30% of the young graduates are unemployed after one year. This ratio is decreasing and becomes
constant, 10%, after the fourth year.

Figure 4.6: Labor market structure

The dissimilarities between sequences were computed using optimal matching (OM). Also known as “edit dis-
tance” or “Levenshtein distance”, optimal matching was first introduced in biology by [80] and used for aligning
and comparing sequences. In social sciences, the first applications are due to [81]. The underlying idea of
optimal matching is to transform one sequence into another using three possible operations: insertion, deletion
and substitution. A cost is associated to each of the three operations. The dissimilarity between sequences
is then computed as the cost associated to the smallest number of operations which allows to transform the
sequences into each other. The method seems simple and relatively intuitive, but the choice of the costs is a
delicate operation in social sciences. This topic is subject to lively debates in the literature [101, 102] mostly
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Metric OM HAM DHD
α-Mean 0.43111 0.28459 0.28429
α-Std 0.02912 0.01464 0.01523

Metric OM HAM DHD Optimally-tuned α
Quantization error 92.93672 121.67305 121.05520 114.84431
Topographic error 0.07390 0.08806 0.08124 0.05268

Table 4.2: Preliminary results for three OM metrics (average over 50 random subsamples): Optimally-tuned α
(top table) and Quality criteria for the SOM clustering (bottom table).

because of the difficulties to establish an explicit and sound theoretical frame.

In our application, all career paths have the same length, the status of the graduate students being observed
during 94 months. Hence, we suppose that there are no insertions or deletions and that only the substitution costs
have to be defined for OM metrics. Among optimal-matching dissimilarities, we selected three dissimilarities:
the OM with substitution costs computed from the transition matrix between statuses as proposed in [114],
the Hamming dissimilarity (HAM, no insertion or deletion costs and a substitution cost equal to 1) and the
Dynamic Hamming dissimilarity (DHD as described in [115]).

In order to identify the role of the different dissimilarities in extracting typologies, we considered several samples
drawn at random from the data. For each of the experiments below, 50 samples containing 1 000 input sequences
each were considered. In order to assess the quality of the maps, two indexes were computed: the quantization
error for quantifying the quality of the clustering and the topographic error for quantifying the quality of the
mapping, [116]. These quality criteria all depend on the dissimilarities used to train the map but the results
are made comparable by using normalized dissimilarities.

The results are listed in Table 4.2. According to the mean values of the α’s, the three dissimilarities contributed
to extracting typologies. The Hamming and the dynamical Hamming dissimilarities have similar weights, while
the OM with cost-matrix defined from the transition matrix has the largest weight. The mean quantization error
computed on the maps trained with the three dissimilarities optimally combined is larger than the quantization
error computed on the map trained with the OM metric only. On the other hand, the topographic error is
improved in the mixed case. In this case, the joint use of the three dissimilarities provides a trade-off between
the quality of the clustering and the quality of the mapping. The averaged results over the 50 samples are given
in Table 4.2. They confirm the difficulty to define adequate costs in optimal matching and the fact that the
metric has to be chosen according to the aim of the study: building typologies (clustering) or visualizing data
(mapping).

Finally, a multiple relational SOM was trained on the entire data set with the optimal convex combination
of dissimilarities. The final map is illustrated in Figure 4.7. Several typologies emerge from the map: a fast
access to permanent contracts (clear blue), a transition through fixed-term contracts before obtaining stable
ones (dark and then clear blue), a holding on precarious jobs (dark blue), a public temporary contract (dark
green) or an on-call (pink) contract ending at the end by a stable one, a long period of inactivity (yellow) or
unemployment (red) with a gradual return to employment. The mapping also shows a progressive transition
between trajectories of exclusion on the west and quick integration on the east. A more detailed study of this
data set is available in [MO34].

4.5 Efficient versions for large data sets

Despite their ability of handling complex data, kernel and relational SOM are not well suited for large datasets.
Indeed, they suffer of two important drawbacks stemming from the large dimensionality of the embedding space
(which is equal to the number of observations, n). First, as pointed out in [MO34], the complexity (in n) is
at least quadratic, and the algorithms will be very slow, with prohibitive computational times. Second, as
emphasized in [117], since the prototypes are written as convex combinations in the original dataset, they are
no longer explicit representative points, and the interpretability is lost. The prototypes in this case are not
much more informative than the clustering itself.

Over the years, different strategies have been developed to handle large datasets (in terms of number of inputs),
and are available in the literature. The standard approaches include (i) divide and conquer approaches ([118],
[119], [120]) in which data are split into several bits of data which are processed separately. The results are
aggregated afterwards to obtain a final solution which is supposed to well approximate the solution that would
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Figure 4.7: Final map obtained with the OM dissimilarities

have been obtained if the entire dataset had been processed at once; (ii) subsampling methods([121], [122], [123],
[124], [125]), which consist in using a restricted subset (usually carefully designed) of the original data, in order
to approximate the solution that could have been obtained with the entire dataset and (iii) online updates ([126],
[127]), in which the results are updated with sequential steps, each having a low computational cost.

A particular case of the subsampling strategy is the Nyström approximation [128], which consists in sampling a
small number of rows/columns in square matrices and in obtaining an approximation of its eigendecomposition
at a very reduced computational cost. The eigendecomposition is even exact when the matrix is of low rank
(when the size of the subsample is larger than the rank of the matrix). This method is frequently used for kernel
and dissimilarity-based algorithms.

Regarding kernel and relational data, several extensions of the SOM algorithm or of related methods (k-means,
topographic mapping, LVQ, ...) have been proposed in the literature, and build on the strategies cited above.
Most of them seek a simplified or a sparse representation of the prototypes, and/or a reduced computational
time.

In the relational k-means framework, [129] proposed a sparse extension of the batch algorithm: every prototype
is represented by at most K (K fixed) observations per cluster, selected at each step of the algorithm. In
the supervised framework, [130] used a similar strategy for batch LVQ, by selecting the most representative
observations (with different methods to obtain them, including approximation heuristics and L1 penalty) in
every cluster and at each step of the algorithm. A similar method was used in [131], combined with the
Nyström approximation of the LVQ algorithm, in order to obtain sparse prototypes at very low computational
cost. The Nyström approximation was also used for obtaining faster versions of topographic mapping methods
[132], [133] and for reducing the computational cost of the clustering.

Nevertheless, these approaches do not lead to a simplified (and thus interpretable) representation of the proto-
types. Furthermore, all of them are restricted to the batch framework and most of them are performed after
each iteration of a batch algorithm, i.e., after all observations have been processed at least once. An alternative
to these methods consists in splitting the data into several subsets on which independent algorithms are trained.
[134] use patch clustering as particularly suited for streaming data, but also for large dimensional data. The
underlying principle is to randomly split the initial data into a partition of patches, (Pb)b, that the algorithm
processes iteratively. At step 1, the first patch is trained until convergence. The resulting prototypes are ap-
proximated by the closest P input data points. During each of the next steps indexed by b, the index set of the
P -approximations of all prototypes and the index set of the next patch Pb+1 are put together into the extended
patch P?b+1, and the clustering process is performed on all the observations indexed by P?b+1. This is iterated
until all patches have been clustered. This approach leads to good clustering results, but it is not parallelizable
and the algorithm may be sensitive to the order in which patches are processed.

Our contributions in this context consisted in three different algorithms, all three aimed at tackling the dimen-
sionality issue. We payed a significant amount of attention to the prototype interpretability question. Our first
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contribution was introduced in [MO32] and consists of a bagging approach which only uses a small subset of
the original data. Roughly, the method we propose works as a sophisticated sampling technique, by combining
the results of several bags to select the most representative observations, which are then utilized to define the
prototypes in the final map. This approach is both sparse (since the resulting map is based on a small subset of
observations only), fast and parallelizable. The second approach was introduced in [MO6] and takes advantage
of a preprocessing step of the data, consisting into embedding it in a low dimensional Euclidean space and then
performing standard numerical SOM on the resulting vectors. Because of the computational complexity of the
preprocessing, an approximation using the Nyström technique is added. Eventually, an alternative approach to
obtain sparse prototypes is to take advantage of the online updates of the stochastic version of the algorithm.
Here, unlike sparse relational SOM with Nyström approximation, prototypes are directly written as convex
combinations of the images of the input data, but, in this case, they are restricted to the input data already
fed to the algorithm, and, more particularly, to the most important of them. We introduced this version for
relational data in [MO29], and described its equivalent for kernels in [MO6].

In the following, I will briefly describe these three algorithms and compare their performances with the original
one. Since all three are approximation techniques, their clustering performances will be usually lower than
those of the relational algorithm trained on the entire data, but we will seek for the best trade-off between
clustering abilities on the one hand, and computational complexity and prototype interpretability on the other.
Eventually, the three algorithms will be illustrated on several case studies.

4.5.1 Bagged relational SOM

The algorithm More formally, the algorithm we introduced consists in sampling at random among the n
inputs, B small subsets (Sb)b of size nB � n. On each sample Sb, one trains an online relational SOM with
U units, and with the resulting embedded prototypes φ(pbu) =

∑
xi∈Sb β

b
u,iφ(xi), where φ is the feature map

associated with the dissimilarity δ. Next, for each trained map b and for each prototype u, the inputs with
the first P largest weights, where P ∈ N is a fixed hyper-parameter, are chosen as the most representative
observations,

Ibu := {xi : βbu,i is among the first P largest weights (βbu,j)xj∈Sb} , (4.22)

and one may define the set of the most relevant observations for the bth sample and the bth map as Ib = ∪uIbu.
The sets (Ib)b of the most representative inputs are eventually merged into

S := {xi : N (xi) is among the PU largest numbers (N (xj))j=1,··· ,N} , (4.23)

where N (xi) := #{b : xi ∈ Ib} is the frequency with which xi is selected as relevant for each sample and for each
map. Eventually, a final map with U clusters is trained on the inputs selected in S. The final clustering for all
inputs is then derived by applying the assignment step of the relational SOM algorithm to each xi, i = 1, · · · , n.
One shall remark here that in the assignment step, the distance between one input xi and one prototype pu
writes as:

δ(xi, pu) = ‖φ(xi)− pu‖2
H = βTu ∆̃j −

1
2β

T
u ∆̃βu , (4.24)

where ∆̃T
j = (δ(xi, xj))xj∈S and ∆̃ = (δ(xj , xj′))(xj ,xj′ )∈S

. The proposed methodology is summarized in

Algorithm 6.

With the remarks on the complexity in the previous sections, the bagged algorithm trained with the accelerated
version of the relational online SOM has a complexity O(n2

bU) for each bag (with each observation being fed
at least once in the training procedure), and O(P 2U3) for the final map. When compared with the algorithm
trained on the whole data, the computational approach is more interesting as long as Bn2

B + U2P 2 < n2,
although the performances may be further improved by training the B initial SOM’s in parallel. Usually, B is
chosen to be large, nB is small compared to n, and P is small also, in order to have a sparse representation of
the prototypes. We investigated the computational performances and the sensitivity of the results with respect
to the hyper-parameters B, nB and P in [MO32]. According to these, the performances of bagged relational
SOM, even for small values of P , are very similar to those of the full relational SOM, and in some cases even
better. This suggests that training a clustering procedure, and in particular a relational SOM algorithm, on the
most representative inputs chosen from the data, tends to remove the noise and provide more robust clustering
structures when compared with what one gets by clustering the entire data set with no preprocessing. Obtained
prototypes are also easier to interpret, as based on a smaller number of observations.

An illustration on network data We illustrated the bagged version of the algorithm on one of the ego-
Facebook networks described in [135]. We used the network 107, for which we extracted the largest connected
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Algorithm 6 Bagged relational SOM

1: Initialize for all i = 1, . . . , n, N (xi)← 0
2: for b = 1→ B do
3: Sample randomly nB observations in (xi)i=1,...,n return Sb
4: Perform relational SOM with Sb return prototypes (pbu)u ∼ (βbu,i)u,i
5: for u = 1→ U do
6: Select the P largest (βbu,i)xi∈Sb and return Ibu (set of the observations corresponding to the selected

βbu,i)
7: end for
8: for i = 1→ n do
9: if xi ∈ ∪uIbu then

10: N (xi)← N (xi) + 1
11: end if
12: end for
13: end for
14: Select the PU observations corresponding to the largest N (xi) return S
15: Perform relational SOM with S return prototypes (pu)u ∼ (βu,i)u=1,...,U,xi∈S and classification

(f(xi))xi∈S
16: Affect (xi)xi /∈S with

f(xi) := arg min
u
‖φ(xi)− pu‖2

H

17: return final classification (f(xi))i=1,...,n and sparse prototypes (pu)u ∼ (βu,i)u=1,...,U,xi∈S

Bagged K-SOM Full K-SOM Random K-SOM
Quantization error 7.66 9.06 8.08
Topographic error 4.35 5.22 6.09
Node purity 89.65 86.53 87.26
Normalized mutual information 70.10 53.79 60.79
Modularity 0.47 0.34 0.40

Table 4.3: Quality measures for different versions of kernel SOM (standard using all data, bagged, standard
using randomly selected data) on Facebook ego-network.

component, which contained 1,034 nodes. Standard kernel SOM and bagged kernel SOM were trained on 10×10
two-dimensional grids and then compared in terms of performances.

As explained in [90, 91], using such mapping provides a simplified representation of the graph, which may be
useful for the user for understanding the macro-structures, before focusing on some selected clusters. The kernel
used for computing the similarities between the vertices was the commute time kernel described in Section 4.3.4.
As shown in [136], the commute time kernel yields fo a simple similarity interpretation because it computes the
average time needed for a random walk on the graph to reach a node starting from another one.

We compared three different approaches: (i) the standard kernel SOM (on-line version), using all available data;
(ii) the bagged kernel SOM, with B = 1000 bootstrap samples, nB = 200 in each sample and P = 3 observations
selected per prototype and (iii) a standard kernel SOM trained with an equivalent number of randomly chosen
observations. The relevance of the results was assessed using different quality measures. Some quality measures
were related to the quality of the map (quantification error and topographic error) and some were related to a
ground truth: some of the nodes have been indeed labeled by users to belong to one list (as named by Facebook).
We confronted these groups to the clusters obtained on the map calculating (i) the average node purity and (ii)
the normalized mutual information [137] and also to the graph structure using the modularity [138], which is a
standard quality measure for node clustering.

The results are summarized in Table 4.5.1. Surprisingly, the maps trained with a reduced number of input
data (bagged K-SOM and random K-SOM) obtain better quality measures than the map trained with all the
available data. Using a bootstrapping approach to select the relevant observations also significantly improves
all quality measures as compared to a random choice with the same number of observations. The results obtain
with the bagged SOM are displayed in Figure 4.8. They show that the nodes are mainly dispatched into four big
clusters, which correspond each to approximately only one “list”, as defined by the user. The results provided
with the K-SOM using all the data tend to provide smaller communities and to scatter the biggest lists on
the map. Using this approach, it is however hard to conclude if the interpretability has been increased (i.e.,
if the selected observations used for training are representative of their cluster) as they do not seem to have a
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particularly high degree or centrality.
Bagged Kernel SOM 9

Fig. 3. The facebook c⃝ network represented with a force-directed placement algorithm
[22]. Colors represent the clusters on the map and selected nodes used to train the map
are represented by squares (instead of circles)

4 Conclusion

This paper presents a parallelizable bagged approach which results in a reduced
computational time and a sparse representation of prototypes for kernel SOM.
The simulations show good performances and only a small loss of accuracy which
is compensated by a faster computational time. Obtained prototypes are also
easier to interpret, as based on a smaller number of observations.
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Figure 4.8: The Facebook network represented with a force-directed placement algorithm. Colors represent the
clusters on the map and selected nodes used to train the map are represented by squares (instead of circles).

4.5.2 Sparse relational SOM with Nyström approximation

The second algorithm we introduced was inspired by a dimensionality reduction principle. We proposed to rely
on a preprocessing of the data based on a PCA (principal component analysis) in the feature space E , and then
on training the numerical SOM algorithm on the subspace of E spanned by the first eigenvectors of the PCA.
Eventually, the computational burden was reduced by computing the PCA eigenvectors thanks to a Nyström
approximation.

Linear embedding of the dissimilarity matrix The first step consists in a partial Euclidean embedding
of the dissimilarity matrix ∆. One starts by computing a similarity matrix S = (sij)i,j=1,...,n using the double
centering formula in Equation 4.11. Next, she computes the eigenvalues (λk)k=1,...,n (ordered decreasingly) and
the corresponding eigenvectors (αk)k=1,...,n of S. This diagonalization is equivalent to finding the eigenvectors
in the feature space E of the covariance matrix of the (centered) images of the original data by φ, the feature map
associated to E . These vectors, noted (ak)k=1,...,n ∈ E , lie in the span of {φ(xi)}i=1,...,n and may be expressed
as

ak =
n∑
i=1

αk,iφ(xi) , ∀k = 1, ..., n . (4.25)

ak are orthonormal in E and the principal components are the coordinates of the projections of the images of
the original data {φ(xi)}i=1,...,n onto the eigenvectors (ak)k=1,...,n. Eventually, the principal components write
as follows:

Pak(φ(xi)) = 〈ak, φ(xi)〉E · ak = (λkαk,i)ak , ∀k = 1, ..., n; i = 1, ..., n. (4.26)

This PCA/MDS embedding may be used to approximate the data in a reduced space by selecting p axes
(ak)k=1,...p (associated with the p largest eigenvalues) in the feature space E , p� n, on which the data will be
projected. Let me remark here that if ∆ is not Euclidean and S is not positive definite, one will have n+ ≤ n
positive eigenvalues and n− ≤ n negative eigenvalues. Then, the dimension p will be usually selected such that
p � n+. This restriction is equivalent to performing K-PCA on a kernel pre-processed with the standard clip
approach as suggested in [82].
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Relational SOM on linear embeddings The next step of the algorithm is to define the U prototypes of
the map in A = span {a1, ..., ap} instead of the entire feature space, φ(pu) =

∑p
k=1 βu,kak, where βu,k ≥ 0 and∑p

k=1 βu,k = 1.

The assignment step then writes as

f t(xi) := arg min
u=1,...,U

‖φ(pu)− φ(xi)‖2
A ,

in which
‖φ(pu)− φ(xi)‖2

A = β>u βu − 2β>u Λα.i + ‖φ(xi)‖2
A , (4.27)

where βu = (βu,k)k=1,...,p, Λ = Diag (λ1, . . . , λp) and α.i is the i-th column of α = [α1, . . . , αp]>. This step

is thus equivalent to minimizing β>u βu − 2β>u Λα.i over u ∈ {1, . . . , U} and is also equivalent to minimizing
‖φ(pu)− PA(φ(xi))‖2 over u.

The updates of the prototypes in the representation step can be explicitly written as

φ(ptu) = φ(pt−1
u ) + µ(t)Ht(d(f t(xi), u))

(
PA(φ(xi))− φ(pt−1

u )
)

(4.28)

=
p∑
k=1

βt−1
u,k ak + µ(t)Ht(d(f t(xi), u))

(
p∑
k=1

(λkαki)ak −
p∑
k=1

βt−1
u,k ak

)
,

which is equivalent to update the coefficients as:

βtu = βt−1
u + µ(t)Ht(d(f t(xi), u))

(
Λα.i − βt−1

u

)
. (4.29)

Eventually, this approach is simply the standard (numerical) SOM with entries the n × p matrix α>Λ. Using
this approximation, the complexity is reduced from O(nUT ) (accelerated online relational SOM, T iterations)
to O(pUT ) + O(npU) (online numeric SOM in Rp, cost of the T iterations and cost of the final clustering
computation), once the embedding is given. Hence, since T is generally of the order of n, this gives a linear
complexity for the algorithm, which makes it very interesting for large dataset. However, the embedding itself
can have a large (cubic) complexity. This issue is addressed in the next paragraph.

Linear embedding of relational data with Nyström approximation Although the linear embedding
with a dimensionality reduction in the MDS step reduces the relational algorithm to a numerical one, and
improves the complexity to linear in the size of the input data, the computational burden is actually shifter in
the pre-processing step, since the eigenvalue decomposition of the Gram matrix S has a cubic complexity in n.

A very effective approach for improving the scalability of this step is to use a Nyström approximation [128].
A similar technique had been already used in [133] for improving the computational cost of topographic maps
for dissimilarity data. They reduced the computational complexity of ‖φ(pu)−φ(xi)‖2 from O(n2) to O(m2n),
where m � n is a number of inputs randomly sampled within the original data, and m is supposed to be
close to the rank of S. In our approach, it is the pre-processing step only that is addressed by the Nyström
approximation, while the SOM procedure is reduced to a numerical version with a linear complexity.

More precisely, we approximate the eigendecomposition of S by selecting m observations, Tm among (xi)i=1,...,n,
and by using the eigendecomposition of the reduced matrix S(m) = (sij)xi,xj∈Tm . In practice, the selected
observations Tm are chosen at random, although more efficient sampling techniques such as the ones described
and evaluated in [139] could also be used.

If the eigenvalues and the (orthonormal) vectors of S(m) are denoted by (λ(m)
k )k=1,...,m and (v(m)

k )k=1,...,m
respectively, then the eigenvalues and (orthonormal) eigenvectors of S are given by

λk '
n

m
λ

(m)
k and vk,i '

√
m

n

1
λ

(m)
k

S
(n,m)
i. v

(m)
k , ∀k = 1, ...,m , ∀i = 1, ..., n, (4.30)

with S
(n,m)
i. the i-th row of the matrix S(n,m) = (sij)i=1,...,n, xj∈Tm . If the rank of S(m) is equal to the rank

of the original matrix S, then the approximation even becomes an equality. Then, assuming that S (which is
supposed to be centered) is known or at least that any of the pairs (sij)i,j=1,...,n can be computed at low cost,
the linear embedding requires to obtain the entries (λkαki)k=1,...,p ∈ Rp for all i = 1, . . . , n, where (αk)k are
the eigenvectors of S which are orthogonal with respect to the norm induced by S. We can easily show that

αk = vk√
λk

, ∀k = 1, ..., p, (4.31)



4.5. EFFICIENT VERSIONS FOR LARGE DATA SETS 73

and therefore, the linear embedding may be computed with entries the rows of the n × p matrix α>Λ with
∀ i = 1, . . . , n and ∀ k = 1, . . . , p,

λkαki =
√
λkvki = 1√

λ
(m)
k

K
(n,m)
i. v

(m)
k = K

(n,m)
i. α

(m)
k (4.32)

with α
(m)
k = v

(m)
k√
λ

(m)
k

. This simplified representation is a good approximation of the linear embedding with S.

The complexity of the thus preprocessing is reduced from O(n3) to O(m3) +O(nm2). The complete algorithm
is provided in Algorithm 7.

Algorithm 7 Online K-PCA SOM

1: Nyström approximation of K-PCA
2: Select at random m observations Tm = {xi(1), . . . , xi(m)} from the original dataset

3: Compute the first p eigenvalues and orthonormal eigenvectors of K(m), (λ(m)
k )k=1,...,p, (v(m)

k )k=1,...,p and

obtain, for k = 1, . . . , p, α(m)
k = vk√

λk

4: Compute
(
K(n,m)α

(m)
k

)
k=1,...,p

, which is an n× p matrix B = (bik)i=1,...,n, k=1,...,p

5: K-PCA SOM
6: Initialize prototypes randomly: ∀u = 1, . . . , U , β0

u ∈ [0, 1]p and
∑p
k=1 β

0
uk = 1

7: for t = 1, . . . , T do
8: Randomly choose an input i ∈ {1, . . . , n}
9: Assignment step: find the unit of the prototype closest to i-th row of B, bi:

f t(xi)← arg min
u=1,...,U

‖βt−1
u − bi‖2

Rp

10: Representation step: ∀u = 1, . . . , U ,

βtu ← βt−1
u + µ(t)Ht(d(f t(xi), u))

(
bi − βt−1

u

)
11: end for

4.5.3 Direct sparse SOM

Finally, the third approach we proposed takes advantage of the online updates of the stochastic version of the
relational algorithm in order to obtain sparse prototypes. The sparse representation is achieved both through
the initialization and a thresholded update.

Prototypes are initialized at random among the input data; thus, the method first selects U inputs at random
(or considers the first U observations if the data is acquired “on the fly”) and uses them as initial values for
the U prototypes. At a given step t of the algorithm, each prototype is written as a convex combination of the
images of the most important past observations: if Iu(t− 1) denotes the set of the most important observations
selected for prototype pu before step t, pu writes φ(pu) =

∑
j∈Iu(t) βu,jφ(xi). Eventually, the distance in the

feature space E between a new input, xi selected at random, and pu is given by:

‖φ(xi)− φ(pu)‖2 =
∑

j∈Iu(t−1)

βu,jδ(xj , xi)−
1
2

∑
j,j′∈Iu(t−1)

βu,jβu,j′δ(xj , xj′) , ∀u = 1, ..., U ; i = 1, ..., n. (4.33)

In order to maintain prototypes as sparse combinations of the input data, they are periodically updated and the
most important coefficients only are kept. The update instants may be performed throughout the iterations using
various strategies: for instance, they can be uniformly distributed during the learning process or distributed
according to some geometric distribution. The parameter of the geometric distribution may be fixed, during
the whole training, or varying (in ascending or descending fashion) with the iterations. We showed in [MO6]
that results on simulations are globally similar, with a slight advantage for the “ascending random” strategy.

As suggested by [130] for a batch sparse LVQ method, sparsity could also be achieved by selecting the first P
most important coefficients, where P is a fixed integer. However, in order to allow for more flexibility in the
expression of the prototypes, we choose to select the most important coefficients according to their value, by
fixing a threshold: let 0 < ν ≤ 1 be the selected threshold. At time step t at which an update occurs and for every
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u = 1, ..., U , the coefficients of the prototype pu are first ordered in descending order, βu,(1) ≥ ... ≥ βu,(]Iu(t)).
Then, the integer Nu such that

Nu = arg min
k=1,...,]Iu(t)

{
k∑
i=1

βu,(i) ≥ ν

}
(4.34)

is introduced. The most important coefficients are finally updated as follows

βu,(i) =
{ βu,(i)∑Nu

j=1
βu,(j)

if (i) ≤ Nu

0 if (i) > Nu
, (4.35)

and Iu(t) is updated accordingly afterwards by keeping the observations that correspond to non zero coefficients
only.

The sparse relational SOM algorithm is entirely described in Algorithm 8.

Algorithm 8 Sparse online K-SOM

1: For all u = 1, . . . , U , initialize p0
u among U randomly selected observations in (xi)i. Initialize Iu(0) = {i(u)},

with i(u) ∈ {1, . . . , n} for all u and β0
u = 1.

2: for t = 1, . . . , T do
3: Randomly choose an input xi, i ∈ {1, ..., n}.
4: Assignment step: find the unit with the prototype closest to φ(xi):

f t (xi)← arg min
u=1,...,U

(βt−1
u )>KIu(t−1)β

t−1
u − 2

∑
j∈Iu(t−1)

βt−1
uj K(xj , xi)


where KIu(t−1) = (K(xj , xj′)))j,j′∈Iu(t−1).

5: Representation step: ∀u = 1, . . . , U
6: if i ∈ Iu(t− 1), then
7: βtu ← βt−1

u + µ(t)Ht(d(f t(xi), u))
(
1i − βt−1

u

)
8: Iu(t) = Iu(t− 1)
9: else if i /∈ Iu(t− 1), then

10:

βtu ←
[
1− µ(t)Ht(d(f t(xi), u))

] (
βt−1
u , 0

)
+ µ(t)Ht(d(f t(xi), u))( 0, ..., 0︸ ︷︷ ︸

]Iu(t−1)

, 1)

11: Iu(t) = Iu(t− 1) ∪ {i}.
12: end if
13: Sparse representation
14: if t is an update instant then
15: Sparsely update the prototypes: ∀u = 1, . . . , U and with βtu,(1) ≥ ... ≥ β

t
u,(]Iu(t)), set

Nt,u = arg min
k=1,...,]Iu(t)

{
k∑
i=1

βtu,(i) ≥ ν

}

and ∀ (i), st i ∈ Iu(t),

βtu,(i) ←


βtu,(i)∑Nt,u

j=1
βt
u,(j)

if (i) ≤ Nt,u

0 if (i) > Nt,u

and Iu(t)← {i : (i) ≤ Nt,u}.
16: end if
17: end for

Contrary to Nyström approximated SOM, in this version the prototypes may directly be interpreted through
the observations that are used in their representation. Also, the sparsity is updated during the training and the
induced dimension reduction is thus not constrained to the efficiency of a given dimension reduction technique
such as PCA. However, due to the sparse representation step, the algorithm can be computationally more ex-
pensive than Nyström approximated SOM and the amount of information preserved in the sparse representation
is not as well controlled as in the PCA mapping. Finally, the complexity of the method, for T iterations, is not
easily obtained: if a total mass equal to ν results in no more than P (ν) observations for every prototype at each
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step, then the global complexity of the method has an upper bound of order O
(
(P (ν))2UT

)
+ O

(
n(P (ν)2)

(respectively for the iterations and the final clustering computation). However, the relation between ν and Q(ν)
is hard to know in advance and can depend on the dataset distribution and on the training itself.

4.5.4 Mining job trajectories with sparse relational SOM algorithms

The data set already presented in Section 4.4 will be used here also for illustrating and comparing the two
latter sparse approaches. The dissimilarities between career trajectories were computed this time using the
optimal matching [80, 81] on the 12,560 unique career paths. This resulted in a non positive dissimilarity (6,651
eigenvalues out of 12,500 were found positive).

To assess the accuracy and the computational cost of both PCA SOM and sparse relational SOM, 100 maps
were trained, using an R implementation of the methods, on a 40-nodes computer without concurrent access.
All maps were trained for a 10× 10 grid, equipped with a piecewise linear neighborhood, with 60,000 iterations.
The entropy ratio preserved by PCA SOM was varied in {20%, 40%, 60%, 80%}. For sparse relational SOM,
the mass parameter ν was varied in {95%, 99%} and the update parameter κ was varied in {1, 50}. Only 10
maps were trained using the standard relational SOM due to its very high computational cost.

Table 4.4 presents the results obtained in terms of normalized quantization error (QE), average intra-cluster
inertia (ICI), topographic error (TE) and CPU time (only the clustering time is reported).The last column
provides the final dimension or number of coefficients of the prototypes.

Methods QE (×100) ICI TE (%) CPU time Stability (%) Dimension

Relational SOM 20.99 (0.12) 23.94 (0.24) 7.91 (0.66) 949582 (1 373) 77.65 (3.66) 12 500

PCA (80%) 23.49 (0.10) 24.07 (0.31) 8.27 (0.92) 251 (78) 75.81 (1.82) 392

PCA (60%) 15.36 (0.12) 24.32 (0.32) 8.57 (0.77) 136 (44) 75.72 (1.95) 44

PCA (40%) 5.61 (0.09) 26.26 (0.37) 6.98 (0.75) 114 (40) 77.13 (3.24) 8

PCA (20%) 0.37 (0.00) 31.92 (0.95) 0.82 (0.86) 112 (33) 86.31 (5.69) 2

sparse (95%, 1) 32.40 (0.74) 28.66 (1.36) 30.86 (6.88) 378 (3) 55.79 (1.37) 14

sparse (95%, 50) 25.36 (0.35) 26.57 (0.59) 11.15 (1.86) 655 (32) 63.64 (0.88) 14

sparse (99%, 1) 25.11 (0.17) 27.09 (0.46) 5.26 (0.72) 1025 (194) 68.08 (1.25) 50

sparse (99%, 50) 26.76 (0.36) 27.36 (0.71) 31.59 (4.53) 381 (28) 59.81 (0.90) 8

Table 4.4: Performance results of PCA SOM and sparse SOM (average over 100 maps and standard deviation
between parenthesis) for the “trajectories” dataset. Parameters for the methods are given between parenthesis
after the method name (% of entropy preserved in the projection for PCA SOM and maximum mass, ν, and
update parameter, κ, for random ascending updates in sparse SOM).

As one may easily see, results demonstrate a high efficiency, in term of computational cost, of both approaches,
while still preserving accurate results. The results also show that PCA SOM provides a good trade-off between
the quality of the map and the dimensionality of the prototypes, outperforming the direct sparse approach. The
best results for PCA SOM are obtained with 20% entropy-rate preserved. Nevertheless, this strategy selects only
two dimensions, which increases the redundancy in the data and tends to produce clusters with few observations.
Thus, the PCA SOM preserving 40% entropy should be preferred. The best results for the sparse K-SOM are
obtained with a mass equal to 95%.

Both PCA SOM and sparse relational SOM provide accurate results in a reasonable computational time. For
sparse relational SOM, prototypes can be interpreted by inspecting the properties of the few observations used
to represent them. For PCA SOM, the projection of the data on a subspace requires to interpret the axes of
the PCA as an extra step in order to understand the meaning of the prototypes.

Interpretability of PCA relational SOM

For illustrating how the results of PCA relational SOM may be interpreted despite the PCA pre-processing, we
selected the map with the lowest ICI among the 100 with 40% preserved entropy rate. The mapping of the data
on a lower-dimensional subspace requires to interpret the PCA axes first. Figure 4.9 (left) presents the entropy
supported by the first 15 axes and shows that the first two axes are enough to provide relevant information
on the data. Figure 4.9 (right) displays the projections of the observations on the first two principal axes.
The first axis represents 16.90% of the total entropy and opposes permanent-labor and fixed term contracts.
Stable job trajectories have the smallest coordinates on the first axis while fixed-term contract or unemployed
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Figure 4.9: Entropy preserved by the 15 first axes on the left and projection of the observations on the first
two principal components on the right. Colors represent the contract that appears the most often (mode) in
the trajectory.

Figure 4.10: PCA relational SOM. For each neuron of the map, job trajectories distribution is represented
using the observations classified in the corresponding unit. Colors represent the type of contract.

have the highest. Figure 4.9 (right) also demonstrates that the second axis separates two kinds of precarious
situations. Fixed-term contracts are opposed to highly precarious contracts such as unemployment, inactivity,
on-call contract and public temporary-labor contract.

The distribution of the job trajectories within each neuron of the map is represented in Figure 4.10. First note
that the presented map is comparable in term of topology to the one described in [MO8]. Different typologies
can be highlighted: a fast access to permanent contracts (clear blue) on the bottom-left corner of the map,
a transition through fixed-term contracts before obtaining stable ones (dark and then clear blue) on the map
top-left corner, temporary jobs (dark blue) on the top-middle neurons, a long period of inactivity (yellow) or
unemployment (red) on the map bottom-right corner.

The map organization is in accordance with the axis interpretation. Figure 4.11 (top) displays the average
values on the first and second principal components in every cluster of the map. Results show a gradient of
the observation coordinates on the first PCA axis between the bottom-left and the right side of the map. This
confirms that the first principal component (and corresponding diagonal on the map) separates permanent
contracts from instable career paths. In Figure 4.11 (top), a gradient can also be observed for the second PCA
axis between the top-left, where trajectories correspond to a fast access to permanent-labor contracts and the
bottom-left corner of the map, where trajectories pertaining to precarious jobs are gathered.

Interpretability of sparse relational SOM

Similarly to above, let us discuss one of the final results obtained from sparse relational SOM. The selected map
is again the one with the smallest ICI among all maps obtained with ν = 95% and κ = 50.
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Figure 4.11: PCA relational SOM. Representation of the SOM map with neurons filled using colors according
to the average coordinate of the observations for the first (on the top-left) and the second (on the top-right)
principal component.

The resulting distribution of the job trajectories within the clusters of the map is provided in Figure 4.12. This
distribution is fairly similar to the one obtained above: the left hand side of the map corresponds to a fast access
to permanent contracts whereas the right hand side corresponds to different types of precarious situations. Two
main differences can be highlighted: first, the class are more homogeneous in sparse relational SOM, especially
at the border of the map. This is a direct effect of the dimension reduction in PCA relational SOM: since the
dimension reduction increases redundancy in the dataset, some clusters (mostly located at the borders of the
map) contain more observations and are thus less homogeneous. Second, the precarious situations (on the right
hand side of the map) are organized a bit differently (with on-call contracts in the middle or the bottom of the
map). However, both representations are realistic, with most of the clusters in the map being homogeneous.

Figure 4.12: Sparse relational SOM. For each neuron of the map, job trajectories distribution is represented
using the observations classified in the corresponding unit. Colors represent the type of contract.

Nyström approximation

To evaluate the relevance of using a Nyström approximation, the PCA relational SOM with 40% preserved
entropy rate was used as a reference. Table 4.5 presents PCA relational SOM results using a Nyström ap-
proximation with different rates of observations sampled to perform the approximation. These were varied in
{100%, 25%, 10%, 5%, 1%}, in which the 100%-results are reported from Table 4.4. The coefficients given to
the PCA relational SOM are restricted to the first eight PCA axes everywhere, to avoid any bias related to
data dimensionality. The computational time is reported in Table 4.5 and gives the time needed to perform the
PCA only, excluding the training and clustering times.

Results demonstrate a high efficiency in terms of computational time of the Nyström approximation while
producing accurate results. In fact, none of the tested values lead to deteriorate the map quality in term of
QE, ICI and TE, while the PCA is ∼ 1000 times faster when using 10% of observations. The best ICI is even
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Methods QE (×100) ICI TE (%) CPU time Stability (%)

PCA (100%) 5.61 (0.09) 26.26 (0.37) 6.98 (0.75) 8 153 (205) 77.13 (3.24)

PCA (25%) 5.62 (0.09) 26.11 (0.40) 7.12 (0.77) 101.38 (18.96) 75.84 (2.38)

PCA (10%) 5.62 (0.13) 26.13 (0.40) 7.00 (0.76) 7.39 (1.23) 74.68 (2.25)

PCA (5%) 5.64 (0.15) 26.05 (0.45) 7.11 (0.92) 0.86 (0.38) 73.10 (1.72)

PCA (1%) 5.65 (0.18) 25.99 (0.47) 7.02 (1.02) 0.02 (0.01) 69.32 (1.26)

Table 4.5: Performance results of the PCA relational SOM with PCA performed through a Nyström approxima-
tion (average over 100 maps and standard deviations between parenthesis) for the “trajectories” dataset. After
the method name and between parenthesis, the percentage of observations used to perform the approximation
is given.

obtained using only 1% of the observations. The clustering stability decreases with the number of observations
used by the Nyström approximation, even if the stability is still high when using at least 10% of the observations.

The maps with the smallest ICI among the 100 maps generated from a Nyström approximation using 1% and
5% of the observations are displayed in Figure 4.13. Results show the ability of the Nyström approximation to
preserve a realistic representation of the dataset while reducing the computational time.

Figure 4.13: PCA relational SOM performed through a Nyström approximation using 1% (left) and 5% (right) of
the observations: For each neuron of the map, job trajectories distribution is represented using the observations
classified in the corresponding unit. Colors represent the type of contract.

The map obtained with 5% of the observations shows an organization similar to the one presented in Figure
4.10.With a Nyström approximation using 1% of the observations, trajectories mostly containing fixed-term
contracts are located on the right hand side of the map. This output is different from the other maps illustrated
here. As expected, clusters obtained using 1% of the observations are less homogeneous than those obtained
with 5%. The differences between these two maps might have different causes. Firstly, the instability of the
SOM algorithm can explain the differences in terms of map organization: different runs of the algorithm give
different results. This is particularly critical when the dataset to be analyzed is high dimensional as can be
the “Generation 98” survey (even with a subsampling rate of 1%, the dimensionality of the problem is still
larger than 100). This issue could be addressed by aggregating strategies, as described in [140]. Secondly, the
differences between the two maps in Figure 4.13 might be explained by the high redundancy of trajectories
with fixed-term contracts in the dataset: a very small subsampling might enforce the over-representation of
these trajectories and affect the result. Such a problem could be addressed by using more efficient sampling
techniques such as the ones described in [139].

The choice of the ratio m/n of observations to select in order to obtain accurate results highly depends on the
quality of the kernel approximation provided by the Nyström technique. This quality is strongly influenced by
the rank of the kernel, which can not easily be obtained when n is very large. Adaptative sampling technique for
the Nyström algorithm, such as the one described in [141, 142] are based on an unequal probability sampling,
which is performed iteratively and depends on the reconstruction error. [139] proposes an improved version in
which the full kernel is not even needed to estimate the reconstruction error. Such methods could be relevant to
assess the evolution of the quality reconstruction in a growing sample and to stop the Nyström sampling when
this quality is considered good enough.
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4.6 Conclusion and perspectives

In this chapter, I described our contributions related to the extensions of self-organizing maps for complex data
described by kernels and dissimilarities. More particularly I focused first on a version of the algorithm designed
to handle multiple kernels or dissimilarities, and second on several frameworks for large datasets which need
sparse approaches in order to have reasonable computational times and interpretable prototypes in the outputs.
I also mentioned the R-package SOMbrero that we implemented, and which is used by several of my colleagues
in statistics and quantitative social sciences.

Currently, there are several aspects that I would like to study or further develop.

First, from a very practical point of view, SOMbrero needs additional facilities to be implemented. One of them
is handling missing data in the numerical vectors context. This is one recurrent demand coming from various
users of the package, and it is an important issue in practice. Thus, we aim at adding new functions inspired by
the methodology described in [143] for dealing with this question. Also, the current version of the package does
not contain neither the extensions to multiple dissimilarities, nor the sparse ones. These should be progressively
added to the package, together with new vignettes illustrating these algorithms on real data.

From a more methodological point of view, I am particularly interested in connecting relational self-organizing
maps and related algorithms with the exploratory analysis of temporal directed graphs. I am currently studying
such a network (French cattle trading system), which is additionally a large one, as an investigator in the
ANR-funded Cadence project, hosted by MaIAGE, INRA. For the moment, I chose to compute dissimilarities
between vertices based on temporally reachable paths, and train a bagged kernel SOM on the resulting matrices
of distances. However, computing temporal distances has a large complexity, while the directed edges lead
to non-symmetric dissimilarities. The latter was managed in practice by considering a bipartite graph, where
each vertex appears twice as outbound or inbound, and by adapting the algorithm for taking this into account.
Although the first results are encouraging in terms of interpretability, the computational burden is quite heavy.
Mixing this approach with a spectral one, comparing it with other clustering techniques for networks both in
terms of interpretability and complexity are some of the extensions and developments to be further considered.

Another aspect that I would look at into more details, and also from a methodological point of view, is the
possible input of self-organizing maps and related methods in the study of spatial data, and more particularly
in the study of residential segregation. This is a topic that I will further develop in the next chapter, but I
would like to mention here a very nice property of self-organizing maps which is the stochasticity of the online
algorithm and the absence of a unique solution for the clustering. This property of obtaining (slightly) different
clusterings when a large number of maps is being trained, leads to the emergence of strong patterns, and also
to that of fickle inputs. When combined with the spatial distribution, this could be particularly informative on
the underlying structure of the data.
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Chapter 5

When space steps in

“La forme d’une ville
Change plus vite, hélas! que le coeur d’un mortel.”

Charles Baudelaire

5.1 Introduction

This summer, as I was finishing O. Pamuk’s “A strangeness in my mind” and with my mind full of the recent
history of Istanbul and of its demographic changes, I was brought to reflect upon the surprising domino effects
that hazard produces, making all pieces of a puzzle falling into place. I was just about to start this last chapter,
devoted to the use of exploratory techniques for assessing residential segregation. This chapter is the outcome
of some of my most recent work, and some of my most recent collaborations. Although it all started two years
ago as some “armchair philosophy” about spatial patterns and individual perceptions of the city, my feeling is
that we hopefully managed to nail some core issues in the study of urban segregation. I am convinced that
this happened thanks to a genuine interdisciplinary exchange within a small group of geographers, statisticians,
statistical physicists, and machine learning scientists.

According to [144], cities are the perfect illustration of complex systems: individual and institutional agents
interact on multiple levels of multiple networks (both physical and virtual), leading to nontrivial collective
behaviors and nontrivial patterns at many scales. Among a number of intricate questions that have emerged in
the study of urban systems, that of socio-spatial dissimilarities stands out as one that has aroused interest for
decades, and across a wide range of fields. Assessing the complexity and the multiple facets of urban segregation
remains a hot topic despite the abundant literature addressing it, and even more so these last years, with more
and more fine-grained data becoming available and giving rise to new computational and modeling challenges.
In this context, an interdisciplinary approach is not only desirable or trendy, it becomes vital for driving things
forward.

Various contexts can be characterized as reflecting one form or another of segregation. The results I will
present in this chapter are related to residential segregation, defined, for example, as a phenomenon where the
distribution of a given variable locally (at the neighborhood scale) differs substantially from its distribution
at the scale of the whole city. I will not discuss here more complex forms of segregation, taking into account
geo-mobility, social networks or other forms of interactions in the city. Some of the methods we developed may
be potentially extended to some of these cases, but I will come back to these issues in the conclusion of the
chapter.

From where I stand and as far as I see things, I would say the question of residential segregation has been
tackled using two very different approaches.

On the one hand, there is a broad literature (briefly reviewed, for instance, in our paper [MO1]), notably supplied
by the statistical physics community, and focused on multi agent and interacting particle systems modeling.
These are mostly mechanistic models, inspired by the pioneer work of Schelling’s checker-board simulation of a
two-community dynamics [145], [146]. Although these theoretical studies come with very elegant settings and
sophisticated mechanisms explaining the emergence of segregation, rare are the instances where real-world data
have been compared with theoretical results other than stylized facts [147], [148], [149]. One reason for this is
the notorious difficulty to elaborate, based on available data, segregation indices [150] that could correspond to
some of the theoretical ones - the evolution of which is described in agent-based modeling.

81
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On the other hand, an impressively large number of exploratory analyses on real data led to many proposals
of segregation indices, aimed at capturing the details of any regularity emerging in the spatial distribution
[151]. The numerous existing indices may be classified in at least two categories [152, 153]. First, there are the
zone-based indices such as the dissimilarity index [154, 155, 156], the proximity index [157] or the concentration
profile [158] which work at fixed scales. They are all liable to the Modifiable Areal Unit Problem (MAUP) [159].
Second, surface-based measures [160, 161] use a continuous population density surface to circumvent the MAUP.
But data most often comes as already aggregated units, so these indices usually require refined statistical
interpolation techniques. Furthermore, they are not scale-free, since one has to select values for the radius
within which the population density is estimated and the dissimilarity indices computed. Another class of
indices largely used in spatial statistics is that based on spatial autocorrelations [162], sometimes coupled to a
subsequent clustering. Although easy to compute and helpful in practice, these require introducing an a priori
dependence structure on the grid of spatial units and on the shape of the influence of one spatial unit upon
another.

However, as pointed out in [163] or [164], segregation is essentially a multiscalar phenomenon, while multiscalar
approaches have been introduced only recently [165], [166].

The starting point of the work leading to the contributions I will present in this chapter was the questioning of
whether starting from real data and an exploratory setting, one may drive the analysis, step by step, towards
a more theoretical, possibly mechanistic, framework. In particular, we aimed at including a multidimensional
perspective (use several variables describing the data instead of a unique one as is commonly done in studies on
segregation), and a multiscalar one. Our contributions are thus two-folded, and may be seen as two separate,
or at least not unified yet, research projects.

The first project was focused on the multidimensional aspects of the real data, and mainly involved Aurélien
Hazan, Marie Cottrell, Julien Randon-Furling and myself. Since we started from real data and with an ex-
ploratory goal, at least in the beginning, we turned towards the self-organizing maps algorithm that I presented
in the previous section and which was particularly appealing in this context. Indeed, SOM produces homo-
geneous clusters starting from multi-dimensional data, while mapping the data in a low-dimensional space
preserves its topology. The clustering, together with the stochasticity of the online version of the algorithm,
allows to find structure in the data, and to assess how discriminant this structure is. The mapping, when
combined with the geographical distribution of the data, provides a good indicator of whether the patterns
identified with the clustering have specific spatial distributions. Our empirical findings on a Parisian dataset
were published in [MO27] and [MO1], and I will describe them in Section 5.2. We are currently investigating
a new multidimensional index of segregation, based on SOM, mixing a robustness index on the underlying
structure of the data with the correlation between the geographical distances and the distances on the SOM
mapping. I will further discuss this in the conclusion of the chapter.

The second study was carried out mainly with William Clark and Julien Randon-Furling, as I will present it in
Section 5.3. We tackled the multiscalar issue starting from a common-sense remark, that an individual perceives
segregation all the more acutely as she has to go a longer way from her home to discover what the city in its
entirety might look like. We built upon the idea of egocentric profiles or egocentric signatures already proposed
in [166] among others, and computed individual trajectories in the city, using all possible scales in the data.
Using these trajectories, we introduced new concepts such as focal distances and distortion coefficients, which
are new measures for measuring the perceived segregation at individual level. Other colleagues contributed to
this work: Antoine Luquiaud, a PhD student supervised by Julien Randon Furling who took a look at the ballot
theorem in our paper [MO3], Cécile de Bezenac who has been implementing some of the algorithms in Python
during her summer internship, Jean-Charles Lamirel who greatly contributed to one of the last papers published
on this topic [MO24].

All the results to be presented next are mostly related to exploratory statistics, and are inspired by machine
learning, spatial statistics, and statistical physics. In some sense, this might be frustrating, since the mathe-
matical formalisms are not completely established yet. But, at the same time, I believe that these very new
tools that we introduced, and especially those in Section 5.3, open new paths of research, both theoretical and
applied, that I will try to summarize in the perspectives section. Our contributions up to present have been
published in three journal papers [MO1], [MO2], [MO3] and three peer-reviewed conference proceedings [MO24],
[MO25], [MO27].

I should mention here that this work benefitted from a significant amount of institutional interest, which
materialized both as financial support, and as additional collaborations. Julien Randon-Furling and myself got
a research grant from the board of the University, which allowed us to invite William Clark several times in
Paris, and also to make a short visiting stay at UCLA in 2018 (while I’m about it, let me also say that Julien
Randon-Furling was my main collaborator for all the results presented here, and I shall never be grateful enough
towards him for his networking skills!). Together with some Cuban colleagues from the University of Habana,
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equally interested in the emergence of spatial patterns in cities and particularly in the spatial distribution of the
aging population and her access to public facilities, we obtained a two-years PHC funding (2019-2020). This
grant was combined with a joint PhD project: Dafne Garcia de Armas started to work with us early 2019, under
the supervision of Sira Allende (Habana) and myself.

I’ve already said that measuring residential segregation and measuring spatial inequalities are by essence an
interdisciplinary topic, but I should also say here that the impact of the research findings on this issue echoes
beyond the scientific community, and more particularly in the eyes of public policy makers and local authorities.
In 2018, I joined the Convergence Institute “Migrations”, and, around the same dates, submitted a proposal for
a data challenge organized by the European Commission and aimed at studying the integration of migrants in
cities, https://bluehub.jrc.ec.europa.eu/datachallenge/. Our contribution was published in a technical
report [167] after a showy workshop in Brussels.

In the next two sections, I will briefly present our findings. Section 5.2 describes how we used self-organizing
maps for highlighting multidimensional spatial patterns in the cities, while Section 5.3 summarizes the new
concepts we introduced, such as focal distances and distortion coefficients. A conclusion with perspectives for
current and future work will follow.

5.2 Assessing residential segregation with self-organizing maps (SOM)

5.2.1 The data

We illustrate the proposed methodology on a dataset comprising several variables for the city of Paris, recorded
in 2014 and provided by INSEE (Institut National de la Statistique et des Études Économiques), France’s Census
Bureau, as well as some additional data provided by the IGN (Institut Géographique National) and RATP (Régie
Autonome des Transports Parisiens), Paris public transport agency.

Census data is provided as aggregated values on fixed spatial units, called IRIS (Ilôts Regroupés pour l’Information
Statistique). They do not correspond to a fixed surface area, nor to a fixed number of inhabitants, although
they are supposed to correspond to around 2,000 inhabitants, in average. For the city of Paris, having about
2 million inhabitants, the number of spatial units is just under 1,000, although some are purely geographical,
with no or very few inhabitants. INSEE provides data such as the number and types of shops, public service
offers, health facilities. They also provide deciles of the income distribution within each census unit, summary
statistics on the age, education, social status, ... of the inhabitants. From the metropolitan authority for public
transportation we obtained the geographical coordinates of all access points to underground, tramway and bus
stations, and were able to compute for each spatial unit the number of underground and tramway lines available
within an 800 meter radius (this was computed with respect to the centroid of the unit, and should be further
refined in our future work).

Our goal was to first compare different sets of variables in terms of spatial distributions, and assess whether
they produced different spatial patterns, and, eventually, more or less marked signs of segregation. From the
available dataset, we built three sets of characteristics:

1. Revenue and income. We used the first and the ninth deciles, as well as the median of the income
distribution within a spatial unit, the fraction of revenue coming from assets and other patrimonial sources,
and the fraction of revenue coming from minimal social benefits.

2. Population characteristics. We focused on age (average and standard deviation), number of people under
18 in the household, education level for the head of the household.

3. Urban facilities and services. We included the rate of social housing, the access to public transportation,
the access to medical and health services, the number of shops, of sports facilities, of primary and secondary
schools, including primary schools in special urban and education development projects, called éducation
prioritaire (EP).

5.2.2 Three facets of the city

We used the numerical SOM algorithm described in Section 4.2 for clustering the available data, using as input
data each set of variables measured for all spatial units summarizing the city of Paris. For each set of variables,
we trained a 8× 8-map, which was further clustered by applying hierarchical clustering (HAC) on the resulting
prototypes. Eventually, four super-clusters were obtained for the first two sets of variables, and six super-clusters
for the third set. I briefly describe the features of each clustering.
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Set 1 The variables in the first set, income and revenue, are the most commonly used in socioeconomic studies
on segregation (along with ethnic groups, but let me recall here that ethnic statistics are not available in France).
As in can be seen in Figure 5.1, SOM followed by HAC yields four easily identifiable types of spatial units (see
also Table 5.1). The population in supercluster 1 is richer than average, and more particularly the top 10%, and
has also a very substantial part of revenues coming from financial and other patrimonial assets. At the other
end of the spectrum, the population in supercluster 4 is poorer than the Parisian average. In between, one has
the upper (supercluster 2) and the lower (supercluster 3) middle classes, with again a difference in the level of
patrimonial income. The clustering obtained with the first set of variables appears as significantly correlated
with spatial segregation. Indeed, Figure 5.1 shows a high level of spatial homogeneity for the superclusters
computed with the variables related to income and revenue.

Cluster 8 Cluster 16 Cluster 24 Cluster 32 Cluster 40 Cluster 48 Cluster 56 Cluster 64

Cluster 7 Cluster 15 Cluster 23 Cluster 31 Cluster 39 Cluster 47 Cluster 55 Cluster 63

Cluster 6 Cluster 14 Cluster 22 Cluster 30 Cluster 38 Cluster 46 Cluster 54 Cluster 62

Cluster 5 Cluster 13 Cluster 21 Cluster 29 Cluster 37 Cluster 45 Cluster 53 Cluster 61

Cluster 4 Cluster 12 Cluster 20 Cluster 28 Cluster 36 Cluster 44 Cluster 52 Cluster 60

Cluster 3 Cluster 11 Cluster 19 Cluster 27 Cluster 35 Cluster 43 Cluster 51 Cluster 59

Cluster 2 Cluster 10 Cluster 18 Cluster 26 Cluster 34 Cluster 42 Cluster 50 Cluster 58

Cluster 1 Cluster 9 Cluster 17 Cluster 25 Cluster 33 Cluster 41 Cluster 49 Cluster 57

Prototypes overview

1

2

3

4

Figure 5.1: Left: the Kohonen map for the variables of Set 1, with values of the variables for the prototypes in
each cluster. Colors indicate the final super-clusters obtained with HAC. Right: Spatial distribution of the four
super-clusters obtained with the variables of Set 1. Areas in white correspond to parks, train stations, hospitals,
and blocks for which data is not available.

Super-cluster 1st decile Median income 9th decile Revenue from assets Revenue from social benefits
1 13,405 44,367 129,538 40 0.2
2 12,504 33,281 73,929 22 0.5
3 9,471 23,963 50,338 13 1.2
4 7,390 15,081 30,840 7 3.6
All 10,672 28,411 65,309 19 1.1

Table 5.1: Per super-cluster averages of some of the variables in Set 1 (in euros for the deciles of income
distribution, in percentage for the share of revenue drawn from financial and other assets).

Set 2 The clustering obtained on the second set of variables is much less structured than the first one (see
Figure 5.2 and Table 5.2). However, one may eventually identify four superclusters and some underlying trends:
the heads of the household are younger than the average in superclusters 1 and 2, whereas the level of education
is lower than the average in supercluster 4. Spatially, superclusters are much less grouped in contiguous patterns
and their distribution is more heterogeneous than in the previous case .

Super-cluster Age Age SD Children per household Education
1 39.2 17.7 0.3 2.8
2 39.3 14.4 0.6 2.7
3 44.5 18.6 0.4 2.7
4 46.4 16.7 0.5 2.1
All 42.6 17.6 0.4 2.6

Table 5.2: Per super-cluster averages of some of the variables in Set 2 (education level is from pre secondary
(1) to postgraduate (5)).
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Cluster 8 Cluster 16 Cluster 24 Cluster 32 Cluster 40 Cluster 48 Cluster 56 Cluster 64

Cluster 7 Cluster 15 Cluster 23 Cluster 31 Cluster 39 Cluster 47 Cluster 55 Cluster 63

Cluster 6 Cluster 14 Cluster 22 Cluster 30 Cluster 38 Cluster 46 Cluster 54 Cluster 62

Cluster 5 Cluster 13 Cluster 21 Cluster 29 Cluster 37 Cluster 45 Cluster 53 Cluster 61

Cluster 4 Cluster 12 Cluster 20 Cluster 28 Cluster 36 Cluster 44 Cluster 52 Cluster 60

Cluster 3 Cluster 11 Cluster 19 Cluster 27 Cluster 35 Cluster 43 Cluster 51 Cluster 59

Cluster 2 Cluster 10 Cluster 18 Cluster 26 Cluster 34 Cluster 42 Cluster 50 Cluster 58

Cluster 1 Cluster 9 Cluster 17 Cluster 25 Cluster 33 Cluster 41 Cluster 49 Cluster 57
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Figure 5.2: Left: the Kohonen map for the variables of Set 2, with values of the variables for the prototypes in
each cluster. Colors indicate the final super-clusters obtained with HAC. Right: Spatial distribution of the four
super-clusters obtained with the variables of Set 2. Areas in white correspond to parks, train stations, hospitals,
and blocks for which data is not available.

Set 3 Processing the third set of variables with SOM allows one to distinguish six well-identified types of
spatial units (Figure 5.3 and Table 5.3):

1. areas with more medical services, more private schools, fewer shops and less access to public transports;

2. areas with many shops, facilities, and the highest access to public transportation;

3. areas with a slight concentration of social housing, 9%, and below average for all other variables;

4. areas with a high level of access to public transportation, many shops and facilities, and also a certain
number of EP primary schools;

5. areas with a significant proportion of social housing, 34%, very few EP primary schools, and the lowest
access to public transportation;

6. areas with the highest proportion of social housing, 42%, the largest number of EP primary schools, and
low access to public transportation and other facilities.

On this set of variables, a multidimensional approach sheds light on residential patterns by integrating various
sources of information and subsequently of potential inequalities. If one looks at the spatial distribution of
the superclusters, there are again some distinct areas that emerge as particularly representative of a given
supercluster. There appears to be an important correlation between the third set of variables and the spatial
distribution of the units.

Super-cluster Social Housing Medical doctors EP schools Shops Public transportation
1 5 298 0.1 362 7.2
2 5 181 1.4 626 16.6
3 9 172 0.5 236 7.2
4 10 129 5.4 406 12.4
5 34 129 2.8 177 5.9
6 42 100 10.5 182 6.3
All 18 173 2.8 288 8

Table 5.3: Per super-cluster averages of some of the variables in Set 3 (social housing rate is a percentage per
spatial unit, other variables are raw numbers for each spatial unit and its ten nearest neighbors; access to public
transportation is the number of lines within 800m of a unit’s centroid).

Which facet is the most segregated? Thanks to its multidimensional nature, SOM yields typologies
of neighborhoods according to multiple variables taken into account simultaneously. Now, for a given set of
variables, are all types of neighborhoods well mixed across the city, or are there any spatial patterns? In other
terms, is there any form of spatial segregation along some of the variables considered here? Is there a set of
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Figure 5.3: Left: the Kohonen map for the variables of Set 3, with values of the variables for the prototypes in
each cluster. Colors indicate the final super-clusters obtained with HAC. Right: Spatial distribution of the six
super-clusters obtained with the variables of Set 3.

variables for which segregation patterns are stronger than for the other two? Looking at the maps in Figures
5.1, 5.2 and 5.3, one sees spatial patterns, but how significant are they?

Since the data for the city of Paris is available as aggregated spatial units (this is the case for most public census
data in most countries), we measure segregation by quantifying two different things:

1. first, we quantify how different spatial units are from one another, or, in other terms, whether there is
structure in the multidimensional distribution of the units.

2. second, we are interested in the spatial concentration of the units of a given type, or in how far one stands
from a uniform distribution over the whole city for units belonging to each group.

The first point may be addressed using the stochasticity of the SOM algorithm. Indeed, if there were no structure
in the data, the clustering would not be very robust to the training of the algorithm with various initializations.

Segregation as an underlying structure of the distribution I will address here the first point above,
which consists in assessing the robustness of the clustering, or, on the contrary, its volatility. I imply here
that a volatile clustering means there is little underlying structure in the data. For doing this, we used the
stochasticity of the map, and took advantage of an old idea of “strong patterns” introduced in [168], and later
developed for self-organizing maps in [169], [170] and [171]. Essentially, one trains a large number of SOM’s with
different, independent initializations, and then looks at the pairs of inputs which are always clustered together
or in neighbor clusters, and the pairs of inputs for which the associations appear to be random. A discriminant
underlying structure in the data would lead to robust, recurrent associations, and very few random ones.

With some more formalism, let (xi)i=1,...,n be the input data to be clustered, and L the total number of trainings
of the SOM, with different initializations. For each i, j = 1, ..., n and l = 1, ..., L, one defines

neighli,j =
{

1 , if xi and xj are neighbors in the l-th training of the SOM;
0 , otherwise.

(5.1)

In the following, we use a fixed crisp function for deciding whether two inputs are in neighboring units of the
map: two SOM units are said to be neighbors if the shortest path distance on the SOM grid is smaller or equal
to 1 (this a priori choice should be further investigated in the future by using smoother functions, adapting the
threshold to the size of the grid and the number of clusters U , ...).

Next, one defines Yi,j =
∑L
l=1 neigh

l
i,j , ∀i, j = 1, ..., n, as the number of times xi and xj are neighbors after L

different, independent trainings, and the stability index Mi,j = Yi,j/L as the average over all trainings. Via a
statistical hypothesis testing, one may check whether Mi,j is completely different from its expected value were
xi and xj neighbors in a complete random way.

If edge effects are not taken into account and with the neighborhood structure defined above, the number of
units involved in a neighborhood for a regular two-dimensional grid is equal to 9. Hence, for any pair xi and xj ,
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the probability of being neighbors in a random way is 9
U . Using a Gaussian approximation for Yi,j ∼ B(L, 9

U ),
one may build a critical region for a test of level 5%:

CL,U,0.05 = ]−∞, A−B[ ∪ ]A+B,+∞[ , (5.2)

where

A = 9
U

and B = 1.96

√
9
UL

(
1− 9

U

)
. (5.3)

In practice, for each pair of inputs xi and xj , one computes the stability index Mi,j and applies the following
rule:

• if Mi,j > A+B, then xi and xj are almost always neighbors in a significant way, they attract each other;

• if Mi,j < A−B, then xi and xj are almost never neighbors in a significant way, they repulse each other;

• if A−B ≤Mi,j ≤ A+B, then xi and xj are neighbors due to randomness, they are a fickle pair.

Eventually, for each input xi, i = 1, ..., n, one may compute its index of volatility or fickleness as the percentage
of fickle pairs to which it belongs:

Vi = #{j 6= i , |Mi,j −A| ≤ B}
n− 1 . (5.4)

With this index, one may represent each data point with its associated volatility index, and decide upon the
randomness of the associations and the lack of structure in the data.

As an illustration, we trained L = 100 maps with different initializations on the three sets of variables above.
All maps had the same size, U = 8× 8. I will remark here that, actually, the three maps presented above were
each selected as being the one minimizing the quantization error among the 100 clusterings obtained on each
set of variables. The percentage of fickle pairs is 4% with the first set of variables, 7.5% with the second, and
9.6% with the third. SOM clusterings appear as being quite robust overall, although the one computed with
the first set of variables is the less volatile, indicating a greater level of differentiation among the input spatial
data, and most probably a more discriminant underlying structure.

In Figure 5.4, we show the volatility indices per input data, for the three sets of variables, ordered decreasingly.
The larger the number of fickle inputs, the less definite will any clustering be. Note that this is not only a
measure of the robustness of the clustering, it is actually measuring the level of heterogeneity between areal
units, independently of their spatial distribution. In this respect, volatility indices provide a first level of
information concerning segregation, in terms of local composition. They will be complemented by the indices
taking into account the spatial aspects, that I will present next.
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Figure 5.4: Volatility of SOM-based clusterings on each of the three sets of variables. Plots show levels of
fickleness for each spatial unit, in decreasing order of magnitude for Sets 1 (left), 2 (middle), and 3 (right).

Segregation as a clustering spatial distribution issue The second point above, assessing segregation as
a question related to the spatial concentration of some characteristics of the population, may be dealt with using
various approaches inspired from physical statistics, spatial statistics or machine learning. One very common
approach is to use entropy and information-theory based criteria. We compare these historical indices with a
new one, that we introduced in [MO1], and that makes use of the specific properties of SOM.

For illustration purposes, we compute several common indices based on the entropy, such as the spatial dis-
similarity index (D̃-index), the spatial relative diversity index (R̃-index), and the spatial information theory
index (H̃-index). These indices have been defined for the multi group context and with a spatial constraint in
[151] and [150]. They measure the difference between the entropy of the global distribution at the city scale
and local distributions. We used the normalized versions of the indices implemented in the R-package seg [153],
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which allow for a comparison: the values of the indices range from 0 to 1, where a value of zero represents no
segregation and a value of 1 indicates complete segregation. A summary of the values obtained for these three
standard segregation indices is given in Table 5.4. All three indices indicate stronger segregation on the third set
of variables, and weaker on the second one. The first set appears closer to the third one in terms of segregation.

Set of variables D̃-index R̃-index H̃-index SOM-based Index
1 0.64 0.43 0.50 0.26
2 0.44 0.22 0.28 0.13
3 0.72 0.49 0.60 0.18

Table 5.4: Values of various segregation indices for the three clusterings on the three sets of variables.

The new index we propose takes advantage of the topology preservation property of the SOM algorithm. Indeed,
since the proximity on the SOM grid preserves the proximity in the multidimensional space of the variables
used for clustering, the closer two inputs are on the SOM grid, the more similar they are for the variables
under consideration. Now, if the city were spatially well mixed, one would not observe any particular spatial
pattern: geographical distances would be independent of the distances on the grid. Thus, any correlation
between geographical and SOM distances signals spatial patterns, i.e. the presence of segregation, the level of
which is well quantified by the actual value of the correlation.

We illustrate the link between geographical distances and grid distances in Figure 5.5, and give the values of
the correlations for the three datasets in Table 5.4. Two remarks may be immediately made. First, the values
of these correlations appear to be significant, although much weaker than the segregation indices based on the
entropy. Second, although the second set of variables appears here also as the less subject to spatial segregation,
there is a switch between the first and the third set of variables in terms of relative importance of segregation.
The first set of variables appears as being the one producing the most significant spatial patterns, and in some
sense this is consistent with the fact that the first set of variables displayed also the smallest rate of cluster
volatility. According to our SOM-based approach, it is mostly income and revenue that yield robust clusters,
well separated, which have also a significant spatial structure. This conclusion is yet to be nuanced, since our
study is for the moment very preliminary. We still need to investigate, mostly empirically and analytically
whenever this is possible, the possible ranges for the correlations as a function of the number of clusters, the
form of the spatial patterns, etc. We already know, for example, that if one considers four equal groups fully
separated on the four quadrants of a square city, the correlation may be computed exactly and is equal to 0.61.
We also know that if the city has a circular form and the clusters are distributed in concentric patters, the
correlation measure will not be able to quantify them.
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Figure 5.5: Visual representation of a SOM-based segregation index for the units clustered with the variables
in Set 1 (left), 2 (middle), and 3 (right). The x-axis contains the shortest-path distance on the Kohonen grid
for any pair of spatial units (the maximum value is 7, since the maps are 8 × 8), while the y-axis contains the
geographical distance between the centroids.

5.3 Residential segregation perception through a multiscalar lens

Let me summarize next the different concepts related to the individual perception of segregation, that we
recently introduced in [MO2] and [MO3]. They are based upon the observation that the image one has of the
city is all the more blurred that the neighborhood she lives in is segregated, at all possible scales. We formalized
this as individual trajectories in the city, focal distances and distortion coefficients, and eventually compared
the real city, from the actual data, with a null model, of an unsegregated city.
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5.3.1 Individual trajectories as a multiscalar fingerprint of the city

Since segregation patterns arise from a myriad of individual situations and perceptions, we build upon the idea
of individual experiences and the fact that the longer an individual has to go from her home to seize what the
city looks like as a whole, the more cut-off from the rest of the city she will feel. In the extreme case of a
city where two equal groups A and B live in total separation, thus forming two ghettos, an individual living
at the heart of one of the ghettos would have to explore the whole city to find out that it actually comprises
equal proportions of each group. On the contrary, starting from the boundary between the two ghettos, there
would be no need to cover so large an area to come to the same realization. This basic observation led us to
introduce a new mathematical object that allows to capture and measure spatial dissimilarities as an individual
and multiscalar phenomenon across the city.

One may indeed compute individual trajectories encoding the perception of the walker while visiting first her
direct neighborhood, then the next closest one, and so on, gradually, until having visited the entire city. This
exploration process considers ever larger neighborhoods around a starting point, all the way up to the whole
city.

More formally, suppose the data is known as a set of spatial units or polygons (ui)i=1,...,N , at an already
basic aggregated level (other configurations such as geo-localized individual data may be similarly dealt with).
To each spatial unit ui is associated an empirical distribution of some random variable, measured on the ni
individuals belonging to unit ui. Next, for a given starting unit ui, one may sequentially aggregate the rest of
the units, using for instance a nearest neighbor rule (other aggregation procedures, based on enlarging radii etc,
may equally be used). At step k of the aggregation procedure, k spatial units have been merged, including the

starting one, and one may compute both the empirical distribution f̂i,1:k of the aggregated population on the k

units, as well as any dissimilarity or divergence with respect to the distribution of the whole city, d(f̂i,1:k, f0).

Once one has aggregated all N units around ui, she obtains the individual trajectories in terms of distributions,
(ni,1:k, f̂i,1:k)k=1,...,N , or in terms of divergence, (ni,1:k, d(f̂i,1:k, f0))k=1,...,N , where ni,1:k is the size of the pop-

ulation in the first k aggregated units around ui. One may also remark that f̂i,1:N = f0 and d(f̂i,1:N , f0) = 0,
which is equivalent to saying that each trajectory eventually converges to the city as a whole. Nevertheless,
trajectories may differ widely from one starting point to another. Some converge quickly, corresponding to areas
where even relatively small aggregates present a reasonably good picture of the whole city. Other trajectories,
on the contrary, converge very slowly, corresponding to areas where segregation effects build up across scale and
accumulate far beyond the local level.

For illustration, we use the Parisian data described in Section 5.2.1 and focus on the social housing distribution.
In this case, the variable of interest has a Bernoulli distribution, and the empirical distributions f̂i,1:k may be
summarized by p̂i,1:k, the proportions of social housing within the first k aggregated units around ui. As one
may see in Figure 5.6, social housing is unevenly distributed across the city: while the actual average is 17,86%
(close to the 20% official target), the median is equal to 7% only, and the rates in each spatial unit go from 0%
to 97%, with a concentration of the high-rate units on the borders.

Figure 5.6: Left: social housing rate per spatial unit. Right: Trajectories for the social housing rate, starting
from some (10%) of the 937 spatial units in Paris. The solid line corresponds to the city’s average (17.9%). The
x-axis is the number of aggregated units at each instant of the trajectory.
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We also display in Figure 5.6 a sample of the trajectories computed from the social housing rate. They display
an important heterogeneity, some starting from below the average and converging very slowly, others starting
well above the average, and converging very fast.

At this point, I may say already that combining statistical data with geographical information and computing
all possible individual trajectories in the city, allows one to create a complete and powerful mathematical object,
a fingerprint of the city containing all the information about the variable of interest, at all scales and from the
finest possibly available point of view. Nevertheless, despite its richness, the size and the complexity of this
object make it difficult to use as such for large datasets or to explore in practice. One needs to summarize it
into new indices and features, which should preserve a maximum amount of the information and bring to light
the patterns of perceived segregation.

Before introducing the indices we proposed, let me emphasize the link between the notion of individual trajec-
tories as defined above, and multiscalar approaches used in recent papers such as [172], [173] and [165], who use
cross-sections of the trajectories defined here, i.e. values at certain points only. From this point of view, our
approach may be seen as a general framework for the previous multiscalar proposals.

5.3.2 Focal distances

When summarizing the trajectories, one may be interested, for instance, in quantifying the speed at which their
convergence occurs. If one fixes a convergence threshold δ, it is then possible to compute, for each trajectory, the
instant when it enters (and remains thereafter) in the interval [0, δ]. This instant is the size of the population
that one needs to aggregate, for a given starting point, to have a distribution of groups that remains close,
within a given threshold δ, of the reference distribution. In other terms, this is, for a given starting point,
how far one needs to go in the aggregation process to see (with precision δ) the city’s population as it is in its
globality – the distance one needs to cover in order to get a relatively clear picture of the city. We call this
convergence size the focal distance. Formally, the focal distance at point i, with precision δ, is defined as

τi(δ) = inf
k=1,...,N

{
ni,1:k | ∀k̃ ≥ k, d(f̂i,1:k̃, f0)) ≤ δ

}
, (5.5)

where ni,1:k is the size of the population in the first k aggregated units around ui. If the variable of interest is
distributed according to a Bernoulli summarized by its parameter p, as in the example above on social housing
rates, then focal distances may in particular be defined as

τBi (δ) = inf
k=1,...,N

{
ni,1:k | ∀k̃ ≥ k, |p̂i,1:k̃ − p0| ≤ δ

}
. (5.6)

Focal distances translate the distortion in the perception of the city than an individual living in unit ui has:
the smaller the focal distance, the less cut-off from the city she will feel; the larger the focal distance, the more
persistent the feeling of segregation. An illustration of this concept for the data on the social housing rate in
Paris in given in Figure 5.7, for two specific Paris districts. The convergence threshold δ was fixed at 5%. On
the left, the Champs-Elysées and their surrounding area display trajectories converging very slowly and from
below the city average, the 8th district being the “core” of the rich neighborhoods of Paris, with almost no social
housing. On the right, in the 11th district, a working-class area, trajectories converge very fast.

Focal distances allow to draw an already significant picture of individual segregation patterns, although there
is some arbitrariness in the choice of the convergence threshold. This may be circumvented by considering
all its possible values. For any starting unit ui and for δ = 0, convergence occurs only at the very end of
the trajectory, so that τi(δ) = ni,1:N (ni,1:N is the total population). When δ is large, convergence occurs
immediately so that τi(δ) = 0. One may then study the variation of τi(δ) as δ increases. The higher the
curve representing τi(δ), the longer the focal distances for ui even at large values of δ (i.e. when convergence
is easier). This helps identifying points in a city where spatial dissimilarities accumulate on multiple scales
to create veritable “hotspots” of segregation. From these points, what one perceives of the city is very much
altered, even on large scales, compared to what the city looks like in actuality. We formalized this concept into
what we termed distortion coefficients.

5.3.3 Distortion coefficients

We formally introduced the notion of distortion coefficients in the particular case of multinomial distributions
and for trajectories encoding the Kullback-Leibler divergence of the distribution f̂i,1:k from f0, where f̂i,1:k
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Figure 5.7: Trajectories for the social housing rate, starting from each census block in Paris 8th (left) and 11th
(right) districts. The solid flat line is the city average, the dashed lines correspond to ±5% around it. Solid
vertical lines correspond to focal distances. The x-axis is the number of aggregated units at each instant of the
trajectory.

summarizes the empirical frequencies of the groups in the first k aggregated units around ui, and f0 is the
distribution in the whole city.

For each unit ui, we averaged the focal distances τi(δ) for all δ, and obtained a measure of how distorted the
perception of the city is, from location ui. Formally, we simple integrated the focal distance curves, that is, we
defined the distortion coefficient associated to the spatial unit ui as

∆i =
∫ δi,max

0
τi(δ) dδ , (5.7)

where δi,max = maxk=1,...,N dKL(f̂i,1:k, f0), where dKL denotes the Kullback-Leibler divergence and

τi(δ) = inf
k=1,...,N

{
ni,1:k | ∀k̃ ≥ k, dKL(f̂i,1:k̃, f0)) ≤ δ

}
. (5.8)

In practice, since one will ultimately wish to make comparisons between different configurations (different
variables measured for the same city, a same variable measured for different cities or at various time instants),
distortion coefficients should be independent of the size of the city, and also of the reference distribution.
We proposed a first attempt for a normalization procedure in [MO2], designed for multinomial distributions
without any ordering of the categories. The normalized distortion coefficients are defined as ∆̃i = ∆i/N , where
the normalizing constant N is chosen as the maximum distortion coefficient in a theoretical extreme case of
segregation. Theoretically, the maximal-segregation distortion coefficient is achieved when sorting the m groups
into m ghettos, ordered by increasing frequencies, and then computing the coefficient for the most isolated
person in the smallest group. This person would first meet all the individuals of his own group, then all those of
the second most unfrequent group, and so on, until having seen the entire population of the city. The normalized
distortion coefficients ∆̃i take values between 0 and 1, and express the levels of distortion as a fraction of the
perspective one has from the theoretical maximally-segregated unit (for given group proportions).

In the case of a Bernoulli distribution, with a proportion p0 < 0.5 of group A in the whole city, the theoretical
trajectory maximizing the distortion coefficient is that consisting in first aggregating exclusively all individuals
from group A, and then all individuals of group A. In this case, N may be explicitly computed as:

N = −p0 log(p0) +
∫ 1

p0

[
p0

x
log
(

1
x

)
+ x− p0

x
log
(

x− p0

x(1− p0)

)]
dx . (5.9)

In order to have a better grasp of distortion coefficients and of their normalization procedure, we simulated
various examples, available in the supplementary information of [MO2]. Figure 5.8 illustrates what we previously
called the most segregated theoretical configuration for a city with two groups. We highlighted the spatial unit
from which segregation is the most acutely perceived, its corresponding Kullback-Leibler divergence trajectory,
and the resulting map of distortion coefficients, normalized with respect to the distortion coefficient of this
extreme unit.



92 CHAPTER 5. WHEN SPACE STEPS IN

(a) (b) (c)

Figure 5.8: A two-group simulated scenario with extreme segregation. (a) The actual city configuration: the
green group represents 25% of the population. (b) The Kullback-Leibler divergence trajectories for all units.
The trajectory of the most segregated unit (top right corner in (a) is plotted in a solid green and orange line:
a walker starting from this unit would first meet all the green units, and the orange ones only afterwards). (c)
The normalized distortion coefficients map computed as in Equation 5.7 and normalized with respect to N as
defined in Equation 5.9, for p0 = 0.25. The color scale goes from 0 (dark blue) to 1 (dark red).

Figure 5.9 also illustrates some simulated configurations for a population with two groups, less and less segre-
gated, and the evolution of their normalized distortion coefficients maps. Again, the normalization is always
done with respect to the extreme trajectory in the extreme configuration in Figure 5.8.

Figure 5.9: Various simulated city configurations. Top row: Actual city configurations, with the green group
(25%) more or less segregated. Middle row: The Kullback-Leibler divergence trajectories. The trajectory of the
most segregated unit (top right corner in the first scenario) is added on all graphs as a solid black line. Bottom
row: The normalized distortion coefficients map computed as in Equation 5.7 and normalized with respect to
N as defined in Equation 5.9, for p0 = 0.25. The color scale goes from 0 (dark blue) to 1 (dark red).

I will briefly go back to the real data and illustrate the normalized distortion coefficients distribution and map
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for the social housing rate in Paris. Figures 5.10 and 5.11 are excerpted from [MO24]. As one may easily see,
most spatial units have low distortion coefficients, with a median value of 2.5% and 75% of the units below 5%.
The tail of the distribution is however rather heavy, and when looking into details, one may identify a hotspot
of segregation around the Champs-Elysées. Furthermore, the spatial unit with the highest distortion coefficient,
10%, hence maximum segregation in the actual city configuration, is situated Place Vendôme, while the spatial
unit reaching the lowest distortion coefficient, 0.1%, is situated in the 10th district of the city, the Hôpital Saint
Louis neighborhood, a historically well mixed area. One may also note the two orders of magnitude between
the two.

Figure 5.10: The empirical distribution of the normalized distortion coefficients computed from the Kullback-
Leibler divergence trajectories on the social housing rate in Paris.

Figure 5.11: Spatial distribution of the normalized distortion coefficients computed from the Kullback-Leibler
divergence trajectories on the social housing rate in Paris. Left: linear color scale; right: log color scale (color
scales were normalized with respect to the maximum computed value of the coefficients).

5.3.4 Testing segregation with respect to a null “unsegregated” model

Assessing segregation may also be considered as a statistical hypothesis testing question: one may wish to
compare the actual configuration with respect to some null model, which should be the unsegregated city. In
the case of a well-mixed city, the probability distribution should be uniform across space. This means that
when aggregating spatial units according to some spatial proximity rule, as in the computation of individual
trajectories above, no sign of this rule should be reflected by the sequence of aggregates: everything would be
as if one was drawing units at random in an urn. Any deviation from such a random behavior will be a sign
that an underlying structure leads to biased shuffling of the units.

We used this concept of null model twice in our contributions, as I will briefly explain next.
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Measuring deviations from random sequences using the ballot theorem We first used the notion
of well-mixed city as a reference null model in [MO3], for Bernoulli-distributed variables of interest. More
specifically, we placed ourselves in the particular case where the data should be known at individual level, hence
where the trajectories in Section 5.3.1 were computed by aggregating individuals one by one instead of already
basic level aggregated spatial units.

Let me denote by Npop = ni,1:N the total size of the population in the city, and p0 the proportion of group A
in the whole city. For each individual i, consider Xi = 1 if i belongs to group A and 0 otherwise, and let

Si(n) =
n∑
j=1

Xi(j) , n = 1, ..., Npop , (5.10)

be the number of individuals belonging to group A, among the n individuals spatially closest to i.

According to the ballot theorem [174], if two candidates have been submitted to a vote and candidate A wins
with a final score ρ > 0.5, then the probability that during the counting the number of votes for A is at all
times greater than the number of votes for A is equal to 2ρ− 1.

The natural interpretation of the ballot theorem in terms of urban trajectories is the following. In one builds
aggregated trajectories of social housing rates as in Section 5.3.1 and Figure 5.6, what is the probability that
she will always see a minority of social housing, given that the fraction of social housing in the whole city is
p0 = 0.18? According to the ballot theorem, this probability should be equal to 0.64. In other words, if the city
were perfectly mixed, 64% of the individual trajectories should always stay below 0.5. In actuality 85% of the
trajectories are always beneath 0.5.

Obviously, one needs to test whether this deviation from the value in the ballot theorem is statistically significant
or is due to a random sampling effect. By defining the following set of variables,

Yi =
{

1 , if the trajectory of the i -th individual, (Si(n)
n )n=1,...,Npop , stays always below 0.5

0 , otherwise.
(5.11)

Y1, ..., YN are distributed according to a Bernoulli with parameter q and one will test H0 : q = 0.64 (the city is
well mixed) versus H1 : q 6= 0.64. By supposing the Npop trajectories independent and identically distributed,
one immediately rejects H0 with a p-value of order 10−16. This p-value is explained by the fact that a perfectly
well-mixed city is an extreme unrealistic case. Nevertheless, it provides an absolute scale, very useful for reliable
comparisons.

Let me also point out here the fact that some notations in this paragraph may seem quite messy, and this is
partly due to the fact that the ballot theorem holds for individual count data, whereas the spatial data we have
and on which we carried the analysis was available at a basic aggregated level. The trajectories we computed,
such as those illustrated in Figure 5.6, may be seen as sampled in the individual-based trajectories, had one
access to individual data. This situation could be formalized by introducing a subordination step, which will
allow to properly write the aggregated spatial units trajectories in Section 5.3.1 as sampled from particular
forms of individual trajectories (and random walks) in Equation 5.10. This formalization is not immediate
however, and its study is part of Anoine Luquiaud’s PhD work, under the supervision of Julien Randon-Furling
and as a joint work following our paper [MO3].

A null model based on permutations Another way of using the concept of null or“unsegregated”model and
of testing how different the actual configuration of the city is with respect to it, is to use random permutations
and empirical testing. If one supposes that the null model corresponds to a completely random configuration of
the city, she may aggregate the spatial units of the city by considering a large number random permutations,
and thus obtain a set of artificial trajectories. For each of these trajectories, a normalized distortion coefficient
may be then computed, as defined in Section 5.3.3. In practice, one thus has N normalized distortion coefficients
corresponding to the actual configuration, where N is the number of spatial units in the city, with an empirical
distribution as illustrated in Figure 5.10 for the social housing rate in Paris, and B normalized distortion
coefficients, N � B, corresponding to B artificial trajectories in a perfectly well-mixed city.

As an illustration, Figure 5.3.4 excerpted from [MO2] displays the two distributions, the actual one, and the
one of the artificial distortion coefficients, obtained by random permutations. This example is on data related
to ethnic mixing in the Los Angeles area, but the methodology used for the computations is exactly the same as
for the Parisian data. The histogram of the normalized distortion coefficients corresponding to the actual city,
as well as their estimated density, are represented together with the mean and the 95% confidence interval (with
a Gaussian hypothesis) of the normalized distortion coefficients computed for random trajectories. One may
easily see that the hypothesis of a completely random distribution is rejected. There is a spatial structure in
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the data, which means there is segregation. Again, a perfectly well-mixed city is a very unrealistic hypothesis,
but here again this situation constitutes a reliable basis for comparisons.

Figure 5.12: Histogram and estimated density (pink solid line) of normalized distortion coefficients in Los
Angeles area. The solid blue vertical line corresponds to the average value of distortion coefficients in a null
model obtained by random (spatial) permutations. Dashed lines indicate a 95% confidence interval around the
average in the null model.

5.4 A conclusion and some (numerous) perspectives

Upon reflection, this chapter is somehow both an unexpected and a natural continuation of the work presented
in the previous ones. Over the years, as I got more and more interested in complex data in humanities and
social sciences, I chose to focus on its temporal aspects. However, space is just one step away from time, and at
some point its integration becomes an evidence. All the more so with the definition we proposed of individual
trajectories in the city, which encompasses a notion of displacement, be it temporal or spatial.

To summarize this chapter, I would say that we have investigated various exploratory techniques, which appear
to bring insightful perspectives in the study of residential segregation. The notions of focal distances and
distortion coefficients in particular attracted a great deal of attention from the geographers’ community, also
thanks to the very fruitful collaboration with William Clark. My intention is to continue with the two projects
described in Sections 5.2 and 5.3, with a parallel development of the methodologies, and with some bridges
established mostly by applications on real data.

With the colleagues involved in the study based on self-organizing maps, we are currently working on mixing
together the information on the structure in the data, brought by the volatility index of the clustering, with the
information on the spatial structure, brought by the correlation between geographical distances and distances
in the mapping space. We believe the combination of the two could produce a global, powerful tool, for
assessing multidimensional spatial patterns. We have already obtained some theoretical results for synthetic
configurations, and performed various simulations. Some situations, such as concentric patterns, appear to be
problematic for the moment, and we are investigating possible solutions for overcoming this.

The research project on the urban trajectories mushroomed in various directions, with a broad spectrum of
theoretical, methodological, and applications possibilities, and I think this mainly comes both from the novelty
of the notions we introduced, and from the enthusiasm they raised among colleagues. I will list some of our
ongoing reflections and plans of work.

First, I will say that working on the urban trajectories is not conceptually or computationally straightforward
and one needs to specify the exact framework she deals with. In practice, residential data may come in two
forms: either as individual information with a geo-localization label (this is the case for some Northern European
countries), or as already aggregated basic spatial units with more or less homogeneous population densities, such
as blocks or tracts in the US, IRIS in France, ... Working on individual data is more interesting from a theoretical
point of view, since the framework is more adapted to using random-walks modeling techniques and deriving
properties of the trajectories such as first passage times, sojourn times etc, and also since all the information is
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available at the finest possible level. In practice, the computation of these trajectories, and more particularly
their storage are rapidly troublesome for massive data, and one needs to use parallel computing on the one
hand, and meaningful indices for summarizing the trajectories on the other. Working on aggregated spatial
units is more interesting in practice since the complexity of the algorithms and their computational burden are
much lower, but this gives rise to other issues, such as the bias in the definition of the spatial units, or the fact
that trajectories should now be modeled as subordinated random walks and variants, which is more difficult to
handle from a theoretical perspective.

Trajectories may thus be explored either by extracting meaningful information and indices from them, or by
clustering them and combining clustering with feature selection criteria. First, one may wish to extract other
scales of interest from the trajectories, besides focal distances and distortion coefficients. With Mark Handcock
and Julien-Randon Furling, we have started very recently to look at other indices starting from random walks
and expected Kullback-Leibler divergences. A clustering of the trajectories combined with a regularization term
such as a lasso-penalty or a fused-lasso penalty (by an the analogy of the trajectories with a time series) may
both allow to extract some critical instants or implicit scales of the trajectories thanks to feature selection,
and also to produce homogeneous groups of trajectories, that could be further used for practical analysis and
interpretation. With Jean-Charles Lamirel, we’ve already published a very preliminary study [MO24] which
uses growing neural gas as an extension, more flexible alternative to SOM, and a feature importance criteria
computed as an analogy with the F -measure. We obtained very encouraging results, consistent with other
exploratory results. This specific collaboration will be strengthened starting with the Fall of 2020, since we’ll
be co-supervising together a PhD student with a background in quantitative geography and demography. The
aspects related to lasso-penalized clustering and variants will be investigated during Alex Mourer’s PhD on
variable importance, funded by Safran and co-supervised with Marie Chavent (INRIA, Université de Bordeaux).

Another theoretical aspect to be investigated relates to the theoretical properties of a null model built by consid-
ering random permutations. Establishing the theoretical properties of this model is not straightforward, and de-
pends on what the urban trajectories are exactly made of. In the case of trajectories of proportions for Bernoulli
distributions, one may approximate the corresponding trajectories by generalized Brownian bridges [175, 176]
and transform the problem into a first-passage one for Brownian motion [177]. The more general case of multi-
nomial distributions and trajectories computed from divergences between distributions, does not seem amenable
to the same techniques, and poses an interesting mathematical challenge for future research. This work is done
in collaboration with Julien Randon-Furling and Antoine Luquiaud, who is also currently investigating, as part
of his PhD, the extension of the ballot theorem to subordinated processes, so that the test I presented in Section
5.3.4 has a complete theoretical foundation.

Other extensions that we will seek to develop include exploring models (Schelling-type models, Markov random
fields and extensions, Poisson point processes) able to reproduce stylized aspects of the observed urban trajec-
tories. Some of this work should be done in collaboration with Julien Randon-Furling and William Clark, some
in collaboration with Radu Stoica, with whom we plan to co-supervise a master’s internship and possibly a PhD
thesis starting with the Summer of 2020.

In terms of data and applications, we are quite ambitious and hopefully will come up with meaningful studies
in urban geography. With William Clark and Julien Randon-Furling, we are currently investigating a broader
empirical context. We aim at characterizing ethnic mixing in the US for multiple cities and at various time
instants, and contribute to a fine understanding of segregation, of how does it change in time or across space,
of how micro and/or macroscopic interventions on the dynamics or on the spatial distribution may lead to
significant changes in the trajectories, where these changes are the most prominent, and how do they propagate
over space. This will allow me to complete the circle, and go back to the study of the temporal issues. Chris
Fowler, who will be visiting the SAMM team as an invited professor during the Spring of 2020, will most
certainly join us in these reflections.

Eventually, we wish to extend our research beyond residential segregation, and tackle more complex data such as
geo-mobility, social networks, ... Indeed, one is not restricted to computing trajectories by aggregating spatially
according to a nearest neighbor rule. One may also consider transportation times, for example, or “personal
distances” based on information where one lives, works, goes out ... These personal trajectories transform the
spatial network of blocks into personal networks reflecting personal paths and lives in the city. For some, the
initial spatial network may turn into a small-world network, thanks to an ease of mobility across the different
parts of the city. For others, personal trajectories may well be extremely concentrated around their local block.
We’ll start to investigate these aspects by using Cuban mobile phone and census data, within our PHC project
and Dafne Garcia’s PhD, and in collaboration with Alejandro Lage, a statistical physicist at Universidad de la
Habana.

Since we wish our methods to be known and used beyond the computational statistics or machine learning
community, we do make an effort into making the methodologies and indices described in this chapter available
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in a user-friendly format. Dafne Garcia de Armas is currently finishing the implementation and documentation
of a Python script that will allow one to compute urban trajectories and distortion coefficients when feeding
census data together with shape files for the spatial units. An R-package should be also released next Summer
and regularly updated with our latest findings.

I will end this chapter by mentioning a project that I’m currently putting up, that is important to me both
from a professional and a personal perspective. As I said in the introduction of this chapter, my colleagues
and I participated in a data-challenge on migrants integration in Europe and I am currently a fellow of the
Migrations Convergence Institute. This institutional framework, as well as all the work done on residential
segregation these last two years, and the associated perspectives for assessing segregation from a broader point
of view, encouraged me to consider the issue of the Romanian diaspora, from a research perspective. Indeed,
Romania has been facing a massive emigration phenomenon these last years, the official statistics being unable
to assess how many inhabitants (10%? 20%? 40%? - depending on the sources) are living abroad. The
phenomenon is a complex one from many points of view - including the integration in the arrival country -, and
relatively few studies (other than qualitative) are available. Together with a group of Romanian sociologists
and geographers, in Bucharest, Zurich and Paris, we wish to draw attention on this phenomenon, and use our
knowledge in statistics, machine learning, humanities and social sciences for building a dedicated team and raise
the necessary funding for theoretical and applied research on this topic.
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Chapter 6

Conclusion: where do I stand and what
next?

“The idea of the future, pregnant with an infinity of possibilities,
is thus more fruitful than the future itself,

and this is why we find more charm in hope than in possession,
in dreams than in reality. ”

H. Bergson

Before concluding this manuscript, I would like to take two more pages for wrapping up. Although each of
the previous chapters contains a conclusion and particularly the related perspectives about the works presented
throughout them, I will briefly summarize here my current research situation and the associated on-going and
forthcoming projects, in order to give a global picture.

My research crystallized as a particular interest in using data for understanding transitions, changes and rhythms
in time-evolving phenomena, and especially those at study in humanities and social sciences. At present, all my
projects are designed and being carried out in interdisciplinary settings. In terms of collaborations and practical
applications, I am currently developing three lines of research.

First, I am interested in temporality issues for historical data, whether one speaks about data extracted from
(possibly digitized) traditional archives, or from new sources of knowledge such as Wikipedia. The underlying
questions are thus related to the rhythms of past and present societies, both in terms of organization and
production of knowledge. Most of this work is being done in collaboration with historian researchers from
the PIREH team (Julien Alerini, Stéphane Lamassé), some colleagues from the Archeology Department being
also interested to join us. The techniques and methods we are developing are based on hidden Markov models
and change-point detection algorithms and take into account the various specificities of the data, univariate or
multivariate time series (integer-valued, bounded, with missing values or unequally sampled, with uncertainties
on the time instants). Thanks to a research grant from the University scientific board, we will be able to fund
a summer internship next year, and move forward at least the data analysis phase for the Wikipedia study. We
are at present perfectly aware of the importance and of the interest of this topic, as well as of the scarcity of
internal human and financial ressources, hence we are now convinced by the necessity of applying for a national
or European grant on these issues.

Second, I aim at studying temporal networks and understanding their underlying structures, whether in terms
of clusters of vertices or temporalities. During the last two years, I have been hosted by the MaIAGE team
at INRA, where I had the opportunity of participating to a ANR (French National Research Agency) funded
project. This project, called Cadence, is investigating the behavior of the entire French cattle-trading network
over more than fifteen years, with a daily frequency, and focusing particularly on epidemics spreading issues.
Being in charge with one of the working packages, and together with Elisabeta Vergu (principal investigator), I
looked at how relational self-organizing maps (bagged version) could be adapted and trained on this kind data,
while co-supervising an internship during the summer of 2019. A first paper is currently being written and will
be submitted soon, but we have a significant amount of empirical results that need to be organized, summarized,
and hopefully further published. This work raised a series of questions related to the definition and computation
of temporal dissimilarities, the adaptation of relational SOM to sparse and not-symmetric dissimilarities, the
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meaningfulness of the resulting clusters with respect to an epidemics spreading, ... The data being investigated
in this project being very large (in terms of number of vertices, temporal span and frequency), its analysis has
been quite tedious, and at some times even frustrating. It is only now, that we have finally obtained some
clustering structures, that it becomes interesting to compare our approach with other methods and test the
sensitivity with respect to epidemics spreading.

Third, my work is driven by the question of detecting spatial patterns in multivariate geo-localized data, and,
more generally, of assessing the homogeneity of the data at all scales. The first results were motivated by
the issue of residential segregation, but the framework we introduced could be easily generalized to networks,
mobility data, ... Eventually, on a longer term, I would reflect upon these issues both from a temporal and
spatial perspective, hence relating the notions of change-points and transitions in the temporal analysis to those
of frontiers when space steps in the game. This work is being currently developed in collaboration with colleagues
in geography (William Clark, UCLA), statistical physics (Alejandro Lage, University of Havana, Julien Randon-
Furling, Université Paris 1), statistics (Cécile Hardouin, Université Paris X, Radu Stoica, Université de Nancy,
Mark Handcock, UCLA) and machine learning (Aurélien Hazan, Université Paris Créteil, Jean-Charles Lamirel,
LORIA Nancy). I am currently co-supervising the PhD of a Cuban student, and several interns and PhD should
join this project next Summer and Fall. The conclusion in Chapter 5 contains a detailed summary of our ongoing
projects.

Let me mention at this point that I am also currently co-supervising two industrial PhD’s, the first related to
aircraft engine health-monitoring (funded by Safran Aircraft Engines, and co-supervised with Marie Chavent,
INRIA, Bordeaux), and the second to phytopharmacovigilence data mining (funded by Anses, and co-supervised
with Fabrice Rossi, Université Paris Dauphine). The first project is aimed at studying variable importance for
clustering and also at selecting meaningful variables, using regularization techniques and on data stemming from
test benches. The second project is focused on change-point and anomaly detection when monitoring polluting
substances concentrations in various environments. My interest in this kind of collaborations is double. On the
one hand, the temporal issue is present in the data and the data poses several challenges in terms of modeling
approaches which may be translatable to other fields of applications. On the other hand, I am particularly
interested in how private companies handle data, how are the new techniques and methodologies disseminating,
what are their current needs in data mining ... This last point is highly related to my teaching activities also. I
have been teaching data mining and data-science for more than ten years now, and I have also been in charge
of a data-science Master’s program for six years. As a trainer of future data-scientists, a close collaboration
with industry has always been valuable and important to me, and I’ve always tried to step out of our academic
world (and bubble) and get some feed-back from the industry, on both student training and dissemination of
scientific results.

As far as I see things, my interests and my activity – both in terms of supervision and research – are now well
established, with ongoing, mid-term and long-term projects, and with consistent collaborations. If I were to
identify some impediments, I will most probably name two. The first is related to the delicate balance one
should find between research, student supervision, teaching, and the ever increasing amount of administrative
tasks. The latter is to be considered also from an evermore digitized society perspective: new technologies are
not always simplifying our lives in our universities, in some cases they are just a mean to add more bureaucracy
and invent new chores. The second issue I see raises the question of scarcity of human and financial ressources,
and of an imposed way of doing “planned” research while writing plenty of time-consuming applications for
grants. I am not particularly convinced this is the ideal environment for a level-headed reflection, but I assume
I have some more years to come ahead of me to try to figure this out.
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Short curriculum vitae 103

Fundings and grants
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perspectives. Project funded by Partenariats Hubert Curien (PHC), Campus France.
Co-coordinator with Sira Allende Alonso (Universidad de la Habana, Cuba).
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on Artificial Neural Networks), IWANN (International Work Conference on Artificial Neural Networks), ICOR
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sociales).
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June 2009 Modeling and data analysis in biomedical systems, Special session at the International
Workshop on Artificial Neural Networks (IWANN 2009). Co-organized with E. Garcia
(Universidad de Malaga, Spain) in Salamanca, Spain.

June 2008 Modeling and statistical learning in humanities and social sciences (MASHS 2008),
Co-organized with P. Gaubert (Université Paris Créteil).
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October 2019 Hypothesis testing. Lecture for undergraduate level (24h). University of Habana, Cuba.

April 2017 Hypothesis testing. Lecture for undergraduate level (24h). University of Habana, Cuba.

March 2016 Time series: change point detection and regime switching. Lecture for graduate level (12h).
University of Habana, Cuba.

July 2015 Time series: change point detection and regime switching. Lecture for graduate level (10h).
Summer school in Applied Mathematics, organized by the French-Romanian CNRS European
Laboratory. Sinaia, Romania.

March 2015 Machine learning. Lecture for graduate level (8h). Spring school Interdisciplinary College,
Gunne, Germany.

May 2009 Data mining and machine learning. Lecture for graduate level (10h). University of Alger, Algeria.

Graduate level

2003-2016 On average 90 hours per year. Lectures and tutorials in Data mining, Statistics, Statistical Learning,
2019-... Quantitative techniques and applied statistics, Statistics with SAS, Survival Analysis, Time series,

for master students in Economics, Applied Mathematics, Data-science, Bioinformatics. Université
Paris 5, Université Paris 1 Panthéon Sorbonne, Université de Rouen.

2011-2014 Quantitative methods in humanities and social sciences (6h per year). Lecture for PhD students in
History and Archeology, Université Paris 1 Panthéon Sorbonne.

2008-2009 Data mining with SAS (18h per year). Lecture for PhD students in Economics, Université Paris 1.

2007-2016 Training in mathematics for Economics teaching-degree candidates (CAPES SES, Agrégation SES ).
54h per year. Université Paris 1 Panthéon Sorbonne.

Undergraduate level

2003-2016 On average 60 hours per year. Lectures and tutorials in Statistics, Probability theory, Linear
2019-... algebra, Time series, for students in Economics, Applied Mathematics, Biology. Université Paris 5,

Université Paris 1 Panthéon Sorbonne.
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2018-2020 Elected member of the University senate (Université Paris 1 Panthéon Sorbonne).

2016-... Member of the board of the apprentice training center CFA Formasup Paris-Ile de France.

2013-2016 Elected member of the Academic Council of the University (Université Paris 1 Pantéon Sorbonne).

2012-2018 Director of the data-science Master program TIDE (Techniques d’information et de décision
dans l’entreprise), Université Paris 1 Panthéon Sorbonne. Sandwich program.

2012-2016 Elected member of the Education Committee of the University (Université Paris 1 Pantéon
Sorbonne) and member of its permanent commission.

2010-... Elected member of the research committee of the Mathematics and Computer Science department,
Université Paris 1 Panthéon Sorbonne.

2010-... Member of several selection committees for Associate Professorship (Université Paris 1 Panthéon
Sorbonne - 2010, 2011, 2015, 2019; Université Toulouse 3 - 2015; Université Paris 13 - 2009).
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[121] M. Bǎdoiu, S. Har-Peled, and P. Indyk. Approximate clustering via core-sets. In J. Reif, editor, Proceedings
of the 34th annual ACM Symposium on Theory of Computing, number 250-257, Montreal, QC, Canada,
2002. ACM New York, NY, USA.

[122] D. Yan, L. Huang, and M.I. Jordan. Fast approximate spectral clustering. In J. Elder, F. Soulié-Fogelman,
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