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‘Ibergekumene tsores iz gut tsu dertseylin.’

(C’est un plaisir de raconter les ennuis passés.)

— Proverbe yiddish, placé en épigraphe de
Primo Levi, Le systéme périodique (1975)






Recombination as a driver of
genome evolution:
characterisation of biased gene
conversion in mice

Abstract

During meiosis, recombination hotspots host the formation of DNA double-strand
breaks (DSBs). DSBs are subsequently repaired through a process which, in a wide
range of species, is biased towards the favoured transmission of G and C alleles:
GC-biased gene conversion (gBGC). The intensity of this fundamental distorter
of meiotic segregation strongly varies between species but the factors dictating its
evolution are not known. We thus aimed at directly quantifying the transmission bias
in mice and comparing the parameters on which it depends with other mammals.

Here, we coupled capture-seq and bioinformatic techniques to implement an
approach that proved 100 times more powerful than current methods to detect
recombination. With it, we identified 18,821 crossing-over (CO) and non-crossover
(NCO) events at very high resolution in single individuals and could thus precisely
characterise patterns of recombination in mice. In this species, recombination
hotspots are targeted by PRDM9 and are therefore subject to a second type of
biased gene conversion (BGC): DSB-induced BGC (dBGC). Quantifying both dBGC
and gBGC with our data brought to light the fact that, in cases of structured
populations, past gBGC from the parental lineages is hitchhiked by dBGC when
the populations cross. We next observed that, in male mice, only NCOs — and
more particularly single-marker NCOs — contribute to the intensity of gBGC. In
contrast, in humans, both NCOs and at least a portion of COs (those with complex
conversion tracts) distort allelic frequencies. This suggests that the DSB repair
machinery leading to gBGC varies across mammals. Our findings are also consistent
with the hypothesis of a selective pressure restraining the intensity of the deleterious
g¢BGC process at the population-scale: this would materialise through a multi-level
compensation of the effective population size by the recombination rate, the length
of conversion tracts and the transmission bias.

Altogether, our work has allowed to better comprehend how recombination and
biased gene conversion proceed in the mammalian clade.

Keywords: Recombination, Biased gene conversion, PRDM9, Hotspots, Ge-
nomics, Molecular evolution, Mammals, Sperm-typing.



Résumé en francais

Au cours de la méiose, les points chauds de recombinaison sont le siege de la
formation de cassures double-brin de ’ADN. Ces derniéres sont ensuite réparées
par un processus qui, chez de nombreuses espéces, favorise la transmission des
alleles G et C : la conversion génique biaisée vers GC (gBGC). L’intensité de cet
important distorteur de la ségrégation méiotique varie fortement entre especes mais
les facteurs déterminant son évolution sont toujours inconnus. Nous avons donc
voulu quantifier directement le biais de transmission chez la souris et comparer
les parametres dont il dépend avec d’autres mammiferes.

Dans cette étude, en couplant des développements bioinformatiques a une
technique de capture ciblée d’ADN suivie de séquengage haut-débit (capture-seq),
nous avons réussi a mettre au point une approche qui s’est révélée 100 fois plus
performante pour détecter les événements de recombinaison que les méthodes
existant actuellement. Ainsi, nous avons pu identifier 18 821 crossing-overs (COs)
et non-crossovers (NCOs) a tres grande résolution chez des individus uniques, ce
qui nous a permis de caractériser minutieusement la recombinaison chez la souris.
Chez cette espece, les points chauds de recombinaison sont ciblés par la protéine
PRDM9 et sont donc soumis a une deuxieme forme de conversion génique biaisée
(BGC) : le biais d’initiation (ABGC). La quantification du dBGC et du gBGC a
partir de nos données nous a permis de mettre en lumiere le fait que, au moment ou
des populations structurées s’hybrident, le gBGC des lignées parentales est propagé
par un phénomene d’auto-stop génétique (genetic hitchhiking) provenant du dBGC.
Nous avons ensuite pu observer que, chez les souris males, seuls les NCOs — et plus
particulierement les NCOs contenant un seul marqueur génétique— contribuent a
I'intensité du gBGC. En comparaison, chez 'Homme, a la fois les NCOs et au moins
une part des COs (ceux qui présentent des tracts de conversion complexes) distordent
les fréquences alléliques. Ceci suggere que la machinerie de réparation des cassures
double-brin qui induit le biais de conversion génique (BGC) présente des variations
au sein des mammiferes. Nos résultats sont aussi en accord avec ’hypothese selon
laquelle une pression de sélection limiterait 'intensité de ce processus délétere a
I’échelle de la population. Cela se traduirait par une compensation de la taille
efficace de population a de multiples niveaux : par le taux de recombinaison, par
la longueur des tracts de conversion et par le biais de transmission.

Somme toute, notre travail a permis de mieux comprendre la facon dont la
recombinaison et la conversion génique biaisée opérent chez les mammiferes.

Mots-clés: Recombinaison, Conversion génique biaisée, PRDM9, Points chauds,
Génomique, Evolution moléculaire, Mammiferes, Sperm-typing.



Résumé étendu en francais

Lorsque l'on traite de I’évolution des génomes, trois forces sont classiquement
invoquées : la mutation, la sélection naturelle et la dérive génétique. Toutefois,
depuis une vingtaine d’année, une quatrieme force a fait son entrée sur la scene
évolutive : la conversion génique biaisée, que nous noterons ‘BGC’ (de 'anglais
biased gene conversion). Ce phénomene est une conséquence directe du processus

de recombinaison méiotique chez les espéces a reproduction sexuée.

Chez les mammiferes en effet, apres s’étre fixée a certains loci cibles appelés
‘points chauds de recombinaison’, la protéine PRDM9 recrute la machinerie de
formation de cassures double-brin et marque, de ce fait, I'initiation d’un événement
de recombinaison (Baudat et al., 2010; Myers et al., 2010; Parvanov et al., 2010).
Ce dernier doit ensuite étre réparé en utilisant le chromosome homologue comme
matrice, ce qui mene a ce qu’on appelle un événement de conversion génique,

c’est-a-dire le transfert non-réciproque d’une information de séquence d’ADN.

Toutefois, si PRDM9 présente une plus grande affinité de liaison avec la
séquence de I'un des deux chromosomes (que nous appellerons ‘haplotype’), la
cassure s’initiera préférentiellement sur cet haplotype, et I’événement de conversion
génique se fera donc préférentiellement dans un sens donné : c’est ce qu’on appelle
le biais d’initiation, aussi appelé conversion génique biaisée induite par cassure
double brin et noté ‘dBGC’ (de 'anglais double-strand break-induced biased gene
conversion). Du fait de ce phénomene, les points chauds finissent nécessairement
par s’éroder : comme I’haplotype portant le motif ciblé par PRDMY9 est le siege
de la cassure, il est systématiquement converti par I'autre haplotype, et voué a
disparaitre (Boulton et al., 1997).

Il existe une deuxieme forme de conversion génique biaisée : la conversion génique
biasée vers GC, que I'on notera ‘gBGC’ (de I'anglais GC-biased gene conversion).
En effet, il a été observé chez plusieurs especes de fagon directe (Mancera et al.,
2008; Si et al., 2015; Williams et al., 2015; Halldorsson et al., 2016; Keith et al.,
2016; Smeds et al., 2016) ou indirecte (Escobar et al., 2011; Pessia et al., 2012;
Figuet et al., 2014) que la réparation des cassures double-brin favorise les alleles G
et C par rapport aux alleles A et T.

La quantification du coefficient de conversion génique biaisée a ’échelle des
populations (B) chez un grand nombre de métazoaires (Galtier et al., 2018) a mis
en évidence un résultat étonnant: 'intensité du gBGC ne varie que dans une gamme
de valeurs tres restreinte. Par exemple, chez les mammiferes placentaires, B reste
dans une fourchette de 0 a 7 (Lartillot, 2013b). Etant donné que B correspond



au produit de la taille efficace de population (N.) par le coefficient de gBGC
(b) et que la taille efficace peut varier sur plusieurs ordres de grandeurs parmi les
métazoaires, b ne peut mécaniquement pas étre identique chez toutes les especes. Au
contraire, un ou plusieurs des parametres dont b dépend (le taux de recombinaison
r, la longueur des tracts de conversion L et le biais de transmission by) varient

nécessairement inversement a la taille efficace.

Cependant, peu de données sont disponibles pour comprendre la base de la
dépendance entre N, et b: le biais de transmission (by) n’a été mesuré que chez
quelques especes (Mancera et al., 2008; Si et al., 2015; Williams et al., 2015;
Halldorsson et al., 2016; Keith et al., 2016; Smeds et al., 2016) et, parmi les
mammiferes, la seule espéce chez qui ce biais a été mesuré de fagon directe (Homo
sapiens) présente une tres faible taille efficace d’environ 10,000 (Takahata, 1993;
Erlich et al., 1996; Harding et al., 1997; Charlesworth, 2009; Yu et al., 2004).

Afin d’apporter un éclairage nouveau sur l'interaction entre b et N., nous avons
donc voulu quantifier le gBGC chez une autre espece de mammiferes présentant
une taille efficace beaucoup plus grande que celle de I'Homme (Geraldes et al., 2008;

Phifer-Rixey et al., 2012; Davies, 2015): la souris Mus musculus.

Pour pouvoir quantifier précisément le gBGC, il est nécessaire de disposer
d'un grand nombre d’événements de recombinaison. Or, la méthode généralement
utilisée pour détecter ces événements — l'analyse de pedigrees — est extrémement
gourmande en ressources : elle requiert le séquencage de génomes complets d’un
grand nombre d’individus et permet de détecter seulement un nombre limité de
recombinants. Nous avons donc mis au point une nouvelle approche permettant
de détecter plusieurs milliers de recombinants a tres haute résolution chez des

individus uniques.

Concretement, notre approche repose sur deux étapes principales. Premierement,
puisque la recombinaison n’est identifiable qu’a partir du génotypage de marqueurs
hétérozygotes, nous avons croisé deux lignées de souris (C57BL/6J que nous noterons
‘B6” et CAST/EiJ que nous appellerons ‘CAST’) issues de deux sous-especes (Mus
musculus domesticus et Mus musculus castaneus) présentant un fort taux de
polymorphisme de 0.74% (Keane et al., 2011; Yalcin et al., 2012). Les points
chauds de recombinaison chez 'hybride F1 qui résulte de ce croisement (B6xCAST)
ont déja été identifiés par d’autres que nous (Baker et al.; 2015a). Afin de maximiser
le nombre de recombinants détectables, nous en avons donc sélectionné 1 018 qui
sont particuliecrement denses en marqueurs hétérozygotes. Nous avons ensuite
enrichi ’ADN du sperme de cet hybride en fragments provenant de ces loci grace a

une technique de ciblage spécifique suivie de séquengage haut-débit (capture-seq).



La deuxieme étape de notre procédure consiste a génotyper les molécules
séquencées de facon individuelle, et d’identifier, parmi ces dernieres, celles cor-
respondant a des événements de recombinaison. Toute la difficulté de cette analyse
réside dans le fait que les molécules sont uniques: des lors, toute erreur de séquencage
ou toute ambiguité d’alignement peut devenir une source d’erreur a l'origine de
faux positifs (i.e. de fragments détectés comme recombinants alors qu’ils ne le sont
pas). Lors de la mise en ceuvre de notre approche, nous nous sommes rendus
compte que les anomalies les plus critiques a cet égard provenaient de 1’étape
d’alignement car celle-ci est biaisée vers le génome de référence. L’étape cruciale
de notre méthode a donc été d’effectuer la procédure en utilisant successivement

les deux génomes parentaux comme référence.

Au final, notre approche s’est révélée extrémement performante. A titre de
comparaison, les études récentes ayant obtenu des cartes de recombinaison a haute
résolution chez 'Homme, la souris ou l'oiseau (Halldorsson et al., 2016; Smeds et al.,
2016; Li et al., 2018) se sont montrées plus de cent fois moins puissantes que notre
méthode pour détecter ces événements.

L’approche que nous avons mise au point nous a permis de détecter 18 821
événements de recombinaison chez la souris et donc de caractériser précisément
la recombinaison sur environ un millier de points chauds (jusqu’alors, ceci n’avait

été fait que sur une poignée de points chauds).

En premier lieu, nous avons pu observer ’étendue de la variation du taux de
recombinaison entre les points chauds et identifier quelques uns de ses déterminants.
En particulier, 'affinité de liaison entre la protéine PRDM9 et son motif cible
est parfaitement proportionnelle a I'activité recombinationnelle du point chaud.
Toutefois, les points chauds dont les deux haplotypes (celui venant de B6 et celui
venant de CAST) présentent un différentiel d’affinité & PRDM9 important (les points
chauds dits ‘asymétriques’) ont un taux de recombinaison fortement réduit (d'un

facteur deux a quatre) par rapport a l’attendu basé sur l'intensité du signal PRDMO.

Un certain nombre d’événements de recombinaison (en particulier ceux dont
le tract de conversion ne chevauche aucun marqueur polymorphe) ne sont pas
détectables. Des lors, les parametres de recombinaison observés — comme la
longueur des tracts de conversion, le taux de recombinaison et le ratio de COs et
de NCOs — ne sont pas forcément représentatifs des parametres de recombinaison
réels. Pour pouvoir estimer ces parametres réels, il est donc nécessaire de passer
par des méthodes inférentielles telles que la méthode bayésienne approchée (approz-
imate bayesian computation) qui consiste a simuler le processus biologiques avec

différents parametres et a sélectionner les simulations dont le résultat est proche



des observations biologiques. Par ce biais, nous avons pu estimer de fagon indirecte
les parametres de recombinaison chez la souris : les tracts de conversion des COs
mesurent 450 paires de bases en moyenne contre 35 pour les NCOs, et le taux de

recombinaison moyen sur I’ensemble des points chauds que nous avons étudié est de

30 cM/Mb.

Ensuite, en cherchant a quantifier le biais de transmission (by) des alleles GC
et donc l'intensité du gBGC (b) chez la souris, nous avons remarqué que, dans
un dispositif expérimental tel que le notre, ce biais était affecté par 'autre forme
de conversion génique: le biais d’initiation (dBGC). En effet, prenons le cas de
deux populations possédant deux alleles Prdm9 distincts évoluant donc de fagon
indépendante dans leurs lignées respectives. Dans chacune des lignées, les points
chauds ciblés par 'allele présent s’érodent sous l'effet du dBGC et s’enrichissent
en méme temps en alleles G et C sous l'effet du gBGC. Lorsque 'on croise deux
individus issus de ces deux lignées, 1'allele Prdm9 initie la cassure double-brin sur
I’haplotype pour lequel il a la plus grande affinité, c¢’est-a-dire ’haplotype de la
lignée avec laquelle il n’a pas co-évolué, puisque celle dans laquelle il se trouvait
a vu ses points chauds s’éroder. Ainsi, c’est I’haplotype de sa lignée d’origine —
qui est localement enrichi en GC — qui sera systématiquement le donneur lors
de I’événement de conversion génique. De ce fait, le gBGC qui a eu lieu dans les
lignées parentales est propagé par un phénomene d’auto-stop génétique (genetic
hitchhiking) provenant du dBGC.

Pour pouvoir quantifier le gBGC correctement, il fallait donc controler pour
cet effet d’auto-stop, ce que nous avons fait en sous-échantillonnant les tracts de
conversion analysés pour égaliser le nombre d’événements de conversion ayant un
donneur B6 a ceux ayant un donneur CAST. Des lors, nous avons pu quantifier
le gBGC et observer que le biais de transmission (bg) est nul pour les COs et
extrémement faible chez les NCOs contenant plusieurs marqueurs génétiques (NCO-
2+). En revanche, le biais est tres élevé pour les NCOs contenant un seul marqueur
(NCO-1) : l'intensité du biais est comparable a ce qui a été observé chez 'humain
(Halldorsson et al., 2016).

A partir de la, nous avons pu comparer la relation entre I'intensité du gBGC
(b) et la taille efficace de population (N,) chez les deux especes de mammiferes
pour lesquelles le biais de transmission (by) a été quantifié de fagon directe : la
souris et I’Homme. Nos analyses indiquent que le taux de recombinaison et la
longueur des tracts de conversion participent tous deux a limiter l'intensité du
gBGC (b) chez la souris par rapport a I'Homme et, bien que les données disponibles



a I’heure actuelle soient insuffisantes pour le confirmer, il semblerait que le biais
de transmission des COs y participe également.

Globalement, ces observations sont compatibles avec I’hypothése selon laquelle
une pression de sélection limiterait I'intensité de ce processus délétere a 1’échelle de
la population par le biais d’'une compensation de la taille efficace de population a
de multiples niveaux : par le taux de recombinaison, par la longueur des tracts de

conversion et, peut-étre, par le biais de transmission des COs.

Enfin, la méthode de détection des recombinants a 1’échelle d’individus uniques
est tout indiquée pour étudier le role individuel de genes impliqués dans le processus
de recombinaison. Pour ce faire, il faut analyser des individus homozygotes pour
une version inactivée du gene d’intérét mais présentant tout de méme un haut
niveau d’hétérozygotie pour que la recombinaison soit détectable. Comme des
individus F2 issus du croisement de trois lignées distinctes peuvent présenter de
telles caractéristiques alors que des individus F1 issus d’un unique croisement ne le

peuvent pas, il nous a fallu adapter notre méthode a un tel schéma de croisement.

Suite a cela, nous avons pu analyser le role du gene Hfm1, une hélicase d’ADN
essentielle a la résolution des cassures double-brin en COs : nous avons observé que
son inactivation menait a un taux de recombinaison plus élevé et a des tracts de

conversion de COs sensiblement plus courts que chez les individus non mutants.

Somme toute, notre travail a mené a la mise au point d’une approche originale de
détection de la recombinaison a haute résolution et a faible coflit chez des individus
uniques. Cette approche ouvre la voie a 1’étude plus poussée des genes impliqués
dans le processus de recombinaison et nous a permis de mieux comprendre la fagon

dont la recombinaison et la conversion génique biaisée opérent chez les mammiferes.
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SFS).

DAF . ... .. Derived allele frequency.

DBA2 . . . .. Mouse strain DBA/2J.

dBGC . . . .. DSB-induced biased gene conversion.

dHJ . ... .. Double-Holliday junction.

DMC1 . . . .. DNA meiotic recombinase 1 (or Dosage Suppressor of Mckl
homologue).

DNA . . .. .. Deoxyribonucleic acid.

DNM ... .. De novo mutation.

DSBR . . . .. Double-strand break repair.

DSB .. .. .. Double-strand break.

dsDNA . . .. Double-stranded DNA.

EME1 . .. .. Essential meiotic structure-specific endonuclease 1 (Yeast homo-

logue: Mms4).

EM .. ... .. Expectation maximisation.

F1 hybrid . . . First filial generation of offspring of distinct parental types.
F2 . ... ... Second filial generation. Results from a F1 x F1 cross.
F3, F4, etc . . Subsequent filial generations.

FIMO . .. .. Find individual motif occurrences (bioinformatic tool).

Fp .. ... .. False positive.

GATK . .. .. Genome analysis toolkit (bioinformatic tool).
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Polymerase chain reaction.
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Synaptonemal complex central element 2.
Yeast suppressor of Rad six 2.
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Targeted by PRDM9®st,

Testis-expressed sequence 11 (yeast homologue: Zip3).
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Definitions

Achiasmy The phenomenon where autosomal recombination is completely absent

in one sex of a species.
Allele A variant form of a given gene.
Anaphase Third stage of mitosis, meiosis I and meiosis II.
Ascospore Reproductive cells of a certain class of fungi (ascomycetes).

Asymmetric hotspot Hotspot for which one of the two haplotypes is more likely
to host the double-strand break.

Apoptosis Programmed cell death (from the Greek word dnéntworc: ‘falling off”).

Biased gene conversion Process by which gene conversion is biased towards a
given outcome. It occurs when one haplotype has a higher probability of
being the donor.

C-terminus End of an amino acid chain terminated by a free carboxyl group.

Centimorgan Unit of genetic distance: 1 ¢cM corresponds to a frequency of crossing-

overs of 1%.
ChIP-sequencing Method used to analyse protein interaction with DNA.

Chiasma (pl. chiasmata) An exchange (crossing-over) between paired chro-
matids, observed cytologically between diplotene and the first meiotic anaphase,

from the Greek word yiaopa: ‘X-shaped cross’.

Chromatid A DNA molecule associated to proteins and forming one half of the
two identical copies of a replicated chromosome.

Codon usage bias Unequal frequency of the alternative codons that specify the

same amino acid.
Codon Sequence of three nucleotides coding for a given amino acid.

Cold haplotype The haplotype that is most often the donor in the gene conversion

event.
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CpG (or CG) site Region of DNA where a cytosine nucleotide is followed by a
guanine nucleotide in the 5’-to-3” direction.

CpG island Region with a high frequency of CpG sites.

Crossing-over Recombination event leading to the reciprocal exchange of the
DNA sequences flanking the crossing-over point.

DINA capture Hybridisation-based targeted-DNA enrichment.

DSB-induced biased gene conversion The form of biased gene conversion due
to the differential formation of double-strand breaks on the two haplotypes.

Diploid Organism (or phase) displaying a ploidy of 2 (n = 2), i.e. two sets of
chromosomes (which are paired).

Ectopic gene conversion Gene conversion between copies of a gene family.

Effective population size The number of individuals in a population who con-
tribute to the next generation.

GC-biased gene conversion The process by which the GC-content increases
because of biased gene conversion.

GC-content The percentage of G or C nucleotidic bases in a DNA sequence.
Gamete Product of meiosis.

Gene conversion A non-reciprocal recombination process that results in one

sequence being converted into the other.

Genetic drift The random fluctuation in allele frequencies due to random sampling

of individuals.

Genetic distance Distance between DNA markers on a chromosome measured as
the amount of crossing-overs between them.

Genetic interference The fact that the formation of a recombination event can
affect that of others in adjacent regions.

Genetic linkage Non-independent assortment of genes.
Genetic marker A known site of heterozygosity.

Genotyping The process by which DNA is analyzed to determine which genetic

variant (allele) is present for a given marker.
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Haploid Organism (or phase) displaying a ploidy of 1 (n = 1), i.e. a single set of
chromosomes.

Haplotype (In the context of this thesis, used to define the background of the
PRDM9 motif)

Heterochiasmy The differential recombination rates between the sexes of a species.

Heteroduplex DNA A DNA portion where the two strands composing it contain
different information for the segregating marker.

Holocentric Chromosome devoid of any major centromeric constriction.

Homologues A set of one paternal and one maternal chromosomes that pair up
during meiosis (a.k.a. homologous chromosomes).

Homologous recombination The process through which segments of DNA are
exchanged between two DNA duplexes with high sequence similarity.

Hot haplotype The haplotype that most often hosts the double-strand break.
in silico In a computing context.

in vitro Outside the normal biological context.

in vivo Inside the normal biological context.

Interphase Period of cell growth before cell division.

Locus (pl. loci) Fixed position of a genetic marker on a chromosome (from the
Latin word locus: ‘place’).

Linkage disequilibrium Non-random associations between loci.

Meiosis Specialised cell division that reduces the chromosome number by half and
leads to the formation of gametes.

Metaphase Second stage of mitosis, meiosis I and meiosis II.

n-fold degenerate codon A position of a codon is said to be n-fold degenerate
if n of the four nucleotides possibleat this position (A, T, C, G) end in the
same amino acid (AA). By extension, a codon is said to be n-fold degenerate

if n different three-nucleeotide sequences will code for the same AA.

N-terminus End of an amino acid chain terminated by a free amine group.
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Non-crossover Recombination event without the exchange of flanking DNA
sequences.

Nonself haplotype The haplotype that did not co-evolve with a given Prdm9
allele.

Nonsynonymous substitution Substitution that does not modify the amino
acid produced.

Outgroup Distantly related group of organisms that serves as the ancestral
reference for the studied group (or ingroup).

Pedigree A family tree drawn with standard genetic symbols, showing inheritance

patterns for specific phenotypic characters.
Phenotype The composite of observable traits.
Ploidy The number of complete sets of chromosomes (n) in a cell.

Polymerase chain reaction Molecular biology method used to make copies of a
specific DNA fragment.

Polymorphic Which presents several forms. In other words: subject to inter-
individual variability.

Post-meiotic segregation Segregation occuring after the end of meiosis, during
the mitotic division (Figure 1.3).

Primer Short single-stranded nucleic acid used to initiate DNA synthesis.
Prophase First stage of mitosis, meiosis [ and meiosis II.
Pseudogene, pseudogeneisation (pas utilise)

Purebred Bred from members of a recognised breed, strain, or kind without
admixture of other blood over many generations.

Reciprocal cross Breeding experiment designed to test the role of parental sex

on a given inheritance pattern.

Recombination hotspot Region of the genome with an elevated rate of recombi-

nation.
Recombination Exchange of DNA sequence information.

Self haplotype The haplotype that co-evolved with a given Prdm9 allele.
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Sister chromatids The two chromatids originating from the same chromosome

(after a replication event).

Stationary GC-content (GC*) The GC-content that sequences would reach at

equilibrium if patterns of substitution remained constant over time.

Symmetric hotspot Hotspot for which the two haplotypes are equally likely to
host the double-strand break.

Synapsis Pairing of homologues.
Synonymous substitution Substitution that modifies the amino acid produced.
Telophase Fourth stage of mitosis, meiosis I and meiosis II.

Tetrad analysis Analysis of the four products (gametes) resulting from one single

meiosis event.

Transition Mutation between two nucleotidic bases of the same family (purine or
pyrimidine), i.e. either a A <» G or a C <> T mutation.

Transversion Mutation involving a change of nucleotidic family (from a purine
to a pyrimidine or the other way round), i.e. either a A <> C,a A <+ T, a
G < Cor a G < T mutation.

Variant-calling The process of identifying variant (a.k.a. polymorphic) sites on a

genome.

ZMM complex A set of conserved yeast proteins Zipl, Zip2, Zip3, Zip4, Mer3,
Msh4, Msh5 and Spol6 (a.k.a. synapsis initiation complex, SIC).






Preamble






‘When Oldspeak had been once and for all superseded,
the last link with the past would have been severed.

— George Orwell, Nineteen Eighty-Four (1949)

While Charles Darwin (1809-1882) was advocating an evolutionary interpretation
of vestigial structures! in his groundbreaking opus On the Origin of Species (1859),

he drew a parallel between the work of linguists and that of evolutionary biologists:

‘Rudimentary organs may be compared with the letters in a word, still
retained in the spelling, but become useless in the pronunciation, but
which serve as a clue in seeking for its derivation.’

Nowadays, with the rise of sequencing technologies, the meaningfulness of his
analogy is just as topical as ever: evolutionary biologists can now directly ‘read’
DNA and search for its ‘etymology’ by analysing the series of its ‘letters’. Ultimately,
their goal is to uncover the kinship ties between species, just like linguists would
disclose the paths through which words have travelled by examining the remnants
of unpronounced letters within them.

Indeed, the discovery of DNA in the mid-twentieth century (Franklin and
Gosling, 1953; Watson and Crick, 1953; Wilkins et al., 1953) brought about a real
revolution in the study of evolution and even led to the establishment of a new
research field to which this thesis belongs: molecular evolution — now rather called
evolutionary genomics for whole genomes, rather than single genes, get analysed. I
will therefore open the introduction in Part I with Chapter 1 devoted to tracing
back the scientific findings in genetics that directly led to the emergence of this

research field aiming at understanding genome evolution.

LA vestigial structure is an anatomical feature or behaviour that has lost part or all of its initial
function and that thus no longer seems to have a purpose in the current species. For instance, the
human appendix and coccyx are two such vestigial organs.
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But, precisely, why and how do genomes evolve? Three main evolutionary forces
are classically invoked in this process: mutation, natural selection and genetic
drift. Though, a couple of decades ago, a fourth force made an entrance in the
evolutionary scene: biased gene conversion (BGC). This driver of genome evolution
is a direct consequence of recombination — a process essential to meiotic cell division
in sexually-reproducing organisms. I will thus review the mechanism of meiotic
recombination in Chapter 2 and the sources of recombination rate variation in
Chapter 3. This will lead me, in Chapter 4, to go over the knowledge acquired so
far on the fourth evolutionary force of interest for this thesis.

From that point on, I will focus on the puzzling observation which laid the
foundation for this work and will set, in Part II, the objectives we wanted to address.

The results presented in Part III will then be divided into four chapters. In
Chapter 5, I will describe the unprecedentedly powerful approach we implemented
to detect recombination events at high resolution in single individuals. Next, I
will show how we used this method to precisely characterise mouse recombination
patterns in Chapter 6 and to quantify biased gene conversion in Chapter 7. Last, in
Chapter 8, I will detail how we adapted our method to other studies of recombination
with more complex experimental designs involving several genomic introgressions.
All the developments presented in this part are the result of a collaboration with
Bernard de Massy and Frédéric Baudat, and those of Chapter 8 also involved
Valérie Borde and Corinne Grey: the totality of the experimental work necessary
for this study (mouse crosses and DNA extraction) was carried out by them. As for
me, | contributed to this project by designing and implementing the bioinformatic
procedures allowing to detect and quantify recombination and biased gene conversion
and by analysing the ensuing results.

Finally, Part IV will be dedicated to discussing this work: I will first consider
the scientific implications of our study in Chapter 9 and will then share ideas related
to it in the broader fields of epistemology, philosophy of science and sociology

of knowledge in Chapter 10.



Part 1

Introduction






‘Our species, from the time of its creation, has been
travelling onwards in pursuit of truth; and now that
we have reached a lofty and commanding position,
with the broad light of day around us, it must be
grateful to look back on the line of our past progress;
— to review the journey.

— William Whewell, History of Inductive Sciences:
From the Earliest to the Present Times (1837)

A geneticist’s history of genetics
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Grand scientific discoveries sometimes lead a research field to completely reorgan-
ise around new principles or axioms. This was the case with the comprehension of
heredity. Up until the late nineteenth century, the inheritance of acquired characters

— the idea that an organism can transmit features that it has acquired through use
or disuse during its lifetime to its progeny — was a supposedly well-established
fact that had been accepted by a plethora of philosophers and scientists, starting
with Hippocrates (c. 460—c. 370 BC) (Zirkle, 1935). However, Mendel’s pioneering

work on hybridisation questioned the latter paradigm and shaked the scientific
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community so well that it ended in the creation of a brand-new field in biology:
genetics — which was first institutionalised in 1906 (Gayon, 2016).

In this chapter, I will review the main events of the genetics era that led to
the concepts of recombination, gene conversion and genome evolution, which are
of major interest for this thesis. A reader who is not familiar with the vocable
of recombination (such as ‘meiosis’, ‘gene conversion’, ‘post-meiotic segregation’,
‘interference’; etc. .. ) may find this chapter slightly difficult, as these denominations
will not be fully detailed here. I therefore send them back to the definitions at the
beginning of this thesis, or to the subsequent chapters of this introduction where
the terms will be fully described, whenever they come across one of them.

The historical developments that one can appreciate are nothing but the result of
what was transmitted to us by our predecessors and I therefore entitled this chapter
A geneticist’s history of genetics as a wink to what Richard Feynman (1918-1988),
one of the most influential physicists of his time, wrote on this subject in his famous

book on quantum physics QED: The Strange Theory of Light and Matter (2006):

‘By the way, what I have just outlined is what I call a “physicist’s history
of physics,” which is never correct. What I am telling you is a sort of
conventionalized myth-story that the physicists tell to their students, and
those students tell to their students, and is not necessarily related to the
actual historical development, which I do not really know!’

1.1 Emergence of a concept: recombination

1.1.1 An abstruse exception to Mendel’s laws of heredity

Between 1857 and 1864, the Austrian monk Johann Gregor Mendel (1822-1884)
undertook a series of hybridisation experiments on the garden pea plant Pisum
sativum. This led him to describe the idea of an ‘independent assortment of
traits’ (Mendel, 1865), thereby proving the existence of paired ‘elementary units of
heredity’ (i.e. genes) and establishing the statistical laws governing them. His work

remained unrecognised by the scientific community for several decades but was



1. A geneticist’s history of genetics 9

finally rediscovered in the early twentieth century when three botanists (Hugo de
Vries (1848-1935), Carl Correns (1864-1933) and Erich von Tschermak (1871-1962))
independently confirmed his findings (Dunn, 2003). Meanwhile, William Bateson
(1861-1926) fiercely defended Mendel’s thesis in Mendel’s Principles of Heredity:
A Defense (Bateson, 1902) against his contemporary biometricians (reviewed in

Bateson, 2002), thus spreading Mendel’s view into the scientific world.

A few years later, Bateson noticed exceptions to Mendel’s principles of inde-
pendent assortment: some crosses generated certain phenotypes in far excess from
the expected Mendelian ratios (Bateson and Killby, 1905). This led him and his
collaborators to propose that certain traits were somehow coupled with one another,

although they did not know how (Bateson et al., 1905).

1.1.2 The chromosomal theory of inheritance

In the meantime, it had been understood that cells derived from other cells, but
the exact process was unknown. To understand it, Walther Flemming (1843—
1905) used stains to intensify the contrasts of cell contents observed through
microscopy and identified a substance located within the nucleus, which he named
‘chromatin’ (from the Greek word ypapa: ‘color’). He described precisely the
movements of chromosomes during cell division (which he termed ‘mitosis’), thus
providing a mechanism for the distribution of nuclear material into daughter cells
during mitosis (Flemming, 1879).

Theodor Boveri (1862-1915) went one step further by demonstrating the indi-
viduality of chromosomes in the roundworm Ascaris megalocephala, which allowed
him to suggest that the chromosomes of the germ cells are involved in heredity
(Boveri, 1888). In addition, he showed that the egg and the spermatozoon contribute
the same number of chromosomes to the new individual, thus providing the first
descriptions of meiosis (Boveri, 1890). Walter Sutton (1877-1916) independently

came to the same conclusion at about the same time: he enunciated the chromosomal
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theory of inheritance with the following words closing his 1902 paper: ‘I may finally
call attention to the probability that the association of paternal and maternal chro-
mosomes in pairs and their subsequent separation during the reducing division |. .. ]
may constitute the physical basis of the Mendelian law of heredity’ (Sutton, 1902).

However, this theory was debated in the scientific community, because there was
yet no direct proof of a link between the inheritance of traits and the segregation of

chromosomes.

In parallel, based on cytological observations of chromosomes, Frans Janssens
(1863-1924), a priest also known as the ‘microscopy wizard’ for he mastered the
process, developed the idea that the chromosomes’ ‘filaments [chromatids| are
involved in contacts that can modify their organisation from one segment to the
next’ which ‘will generate new segmental combinations’ in his Chiasmatype Theory

(Janssens, 1909).

1.1.3 Morgan’s theory of gene linkage and crossing-over

In 1909, Thomas Hunt Morgan (1856-1945) expressed his strong skepticism of the
Mendelian theory of inheritance in his very derisive article What are Factors in
Mendelian Inheritance? (Morgan, 1909) and doubted the chromosomal basis of
heredity (reviewed in Koszul et al., 2012). Little did he know at the time that he

was to become the main craftsman of the reconciliation of these two theories.

In his famous ‘fly room’” where he bred Drosophila melanogaster fruit flies, he
found an unusual male white-eyed individual. Crossing it with purebred red-eyed
females yielded red-eyed male and female F'1 hybrids, — a typical result proving
that the white eye color is a recessive trait. Unexpectedly, after inbreeding the
heterozygous F1 progeny, he discovered that the traits of the F2 offspring did not
assort independently: all white-eyed flies were males (Figure 1.1, left). However,

when he crossed the white-eyed male with F1 daughters, he found both male
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Figure 1.1: Reciprocal crosses between red-eyed (red) and white-eyed (white)
Drosophila.

In the first cross (left), a red-eyed purebred female is crossed with a white-eyed male,
resulting in F1 hybrids made of heterozygous red-eyed females bearing both the dominant
(wt) and the recessive (w) alleles and red-eyed males bearing only the dominant (w*)
allele. The inbreeding of F1 individuals results in a F2 generation with a 3:1 ratio of
red-eyed:white-eyed individuals, all white-eyed individuals being males.

In the second cross (right), a white-eyed female is crossed with a red-eyed purebred male,
resulting in F1 hybrids made of heterozygous red-eyed females bearing both the dominant
(wt) and the recessive (w) alleles and white-eyed males bearing only the recessive (w)
allele. The inbreeding of F1 individuals results in a F2 generation with a 2:2 ratio of
red-eyed:white-eyed individuals, half of white-eyed being males and half being females.
The results of these two crosses show that the gene coding for eye color is located on the

female sexual chrosome (X). The fact that results in the F2 progeny differ according to

the direction of the cross ((%) x (w) or (£) x (w')) is a typical signature of linkage

disequilibrium between the observed trait (eye color) and the sex chromosomes.
This figure was reproduced from Griffiths et al. (2015) (permission in Appendix B).
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and female white-eyed flies (Figure 1.1, right), thus showing that the white eye
color was not lethal for females.

He immediately hypothesised that eye color was connected to the sex determinant
(Morgan, 1910) and, as these findings were consistent with the idea that genes were
physical objects located on chromosomes, Morgan soon came up with the idea of
genetic linkage, i.e. the fact that two genes closely associated on a chromosome
do not assort independently (Morgan, 1911). He also suggested that this coupling
dependended on the distance between genes: ‘we find coupling in certain characters,
and little or no evidence at all of coupling in other characters; the difference
depending on the linear distance apart of the chromosomal material that represent

the factors’

With three of his students (Alfred Sturtevant (1891-1970), Hermann Muller
(1890-1967) and Calvin Bridges (1889-1938)), he summarised all the evidence in
The Mechanism of Mendelian Heredity which constitutes one of the most important
books in the whole history of genetics (Gayon, 2016). There were two major
propositions in that book.

First, the recognition that Mendelian factors — Morgan would soon call them
‘genes’ — are physical portions of chromosomes. This brought a mechanistic support
to Mendel’s ‘law of segregation’ (according to which the zygote inherits only one
version of each gene from each parent) and to the so far unexplained exception to
Mendel’s ‘law of independent assortment fo traits’> when two genes are located
on the same chromosome, they have to segregate together — and thus the law
does not apply to this special case.

Second, they proposed that the linkage between genes located on the same
chromosome could sometimes break, through the process of what Morgan called
‘crossing-over’ (Figure 1.2). This was to take place at the positions of the chiasmata
previously observed by Janssens (Janssens, 1909). Later, Edgar Wilson (1908-1992)

and Morgan crafted structures of crossing-overs with clay to materialise how the
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crossing-over could physically form (Wilson and Morgan, 1920).

Altogether, with the ideas of recombination and crossing-over, Morgan had fused
three theories: gene linkage (the major exception to Mendel’s laws of heredity),
the chromosomal theory of inheritance and the chiasmatype theory. This triggered
a real revolution in biology and marked the commencement of genetics. His
major contribution through his work on Drosophila won him the Nobel Prize in
Physiology or Medicine in 1933.

It was only ten years later that Harriet Creighton (1909-2004) and Barbara
McClintock (1902-1992) would bring the first proof of that theory by correlating

cytological and genetic exchanges in maize (Creighton and McClintock, 1931).

-

P

A B C D

Figure 1.2: Original drawing of crossing over in The Mechanism of Mendelian
Heredity (Morgan et al., 1915).

Original legend by the authors: ‘At the level where the black and the white rod cross in A,
they fuse and unite as shown in D. The details of the crossing over are shown in B and C’
This drawing symbolises the reconciliation between Mendel’s and the chromosomal theories
of inheritance.

This figure was reproduced from Morgan et al. (1915) (permission in Appendix B).
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1.2 Emergence of a concept: gene conversion

1.2.1 The study of fungal products of meiosis

The next major advances on the comprehension of the recombination mechanism
were to come through the study of fungi, soon adopted as model organisms for the
multiple advantages they confer to genetics reseach. First, as they take up little space
and are easy and cheap to propagate, they can be studied in very large numbers.

Second, it was reported early that they alternate haploid! and diploid? phases. In-
deed, the Czech scientist Jan Satava (1878-1938) managed to isolate the ascospores?
of a yeast and saw that they germinated without fusing other ascopores, thus giving
rise to haploid cultures (Satava (1918), reviewed in Barnett, 2007). This feature, —
haploidy of the progeny, — considerably facilitates the interpretation of the products
of meiosis since the phenotype of each offspring is a direct manifestation of its
genotype (contrary to diploid or higher-order of ploidy cases for which dominance
and recessiveness may blur gene expression).

Third, in some fungi, the cells corresponding to the four products of meiosis
remain grouped in a tetrad of four sexual spores, which makes the direct observation
of a single meiosis possible. The first study of this type, — a ‘tetrad analysis’, — was
achieved by @jvind Winge (1886-1964), the founder of yeast genetics (Winge and
Laustsen, 1937). In some ascomycetes, the meiotic products undergo one additional
mitotic division, thus ending in ‘octads’ of four pairs of identical spores (Figure 1.3).

Last, in certain fungi, the spindles of the meiotic (and mitotic, if applicable)
divisions are constrained in a tube-shaped ascus preventing them from overlapping,
which leads the tetrads (or octads) to arrange linearly, and makes the interpretation
of the behaviour of genes during meiosis (and mitosis) straightforward (Figure 1.3)

(Casselton and Zolan, 2002).

Single set of chromosomes
2Two sets of chromosomes
3Reproductive cells of a certain class of fungi (ascomycetes)
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Figure 1.3: Meiotic and post-meiotic mitotic segragations of chromosomes in
a linear ascomycete tetrad.

During the first meiotic segregation (Meiosis I), the homologous chromosomes either
segregate with the occurrence of a crossing-over (right) or not (left). In absence of a
crossing-over, the markers segregate at different nuclei at the end of first meiotic division
and this results in ascopores displaying a sequence of four times the paternal allele and
four times the maternal allele. In presence of a crossing-over, the markers segregate
at different nuclei only at the end of the second meiotic division, which thus results in
ascospores displaying an alternance of two times the paternal allele and two times the
maternal allele.
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All these attributes and technical achievements rendered fungi superior model
organisms for the study of recombination. And there began the dawn of the

fungal genetics era.

1.2.2 Four novel phenomena associated to recombination

Gene conversion

Using them, Hans Winkler (1877-1945) observed 3+:1- and 1+:3- departures
from the expected Mendelian segragation among tetrads of + /- diploids (Winkler
(1930), reviewed in Roman, 1985), which meant that the information present on
one chromatid was replaced by that from another chromatid (Orr-Weaver and
Szostak, 1985).

This observation was later confirmed by Carl Lindegren (1896-1987), a former
student of Morgan’s, who obtained similar irregular ratios with frequencies of about
1% in the budding yeast Saccharomyces cerevisiae (Lindegren, 1953) as well as by
Mary Mitchell (l. 1950-1965) who found 2:6 segregations? of wild-type:recessive

phenotypes in Neurospora (Mitchell, 1955a,b).

Originally, Winkler had hypothesised that a mutational mechanism was at the
origin of this replacement and invented the term ‘gene conversion’ to describe it.
Although his interpretation turned out to be wrong (the mechanism is in fact
purely recombinational, not mutational) and some authors suggested alternative
nomenclature for it (e.g. Roman, 1986), the term he had come up with persisted

over the years and is still used today.

Post-meiotic segregation
Soon after, Lindsay Olive (1917-1988) observed another type of aberrant segregation
in the octads of Sordaria fimicola: 5:3 segregation ratios (Figure 1.4b) (Olive, 1959;

4A 2:6 segregation in the eight-spored Neurospora ascus is equivalent to a 1:3 segregation in
the four-spored ascus of the budding yeast Saccharomyces cerevisiae.
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(a) Ascus containing 6 black and 2 white ascospores: gene conversion.

o

%

(b) Ascus containing 5 black and 3 white ascospores: post-meiotic segregation.

Figure 1.4: Original photographs of aberrant octads in Sordaria fimicola.
This figure was reproduced from Olive (1959) (permission in Appendix B).

Kitani et al., 1962). This result was puzzling, since it was not congruent with the
models so far: 6:2 segregations were explainable on the basis of a non-directional
transfer of information from one chromatid to another one, but this sole explanation
could not account for the 5:3 segregation ratios. However, these results were totally
reconciliable with the concept of a chromatid composed of two functional subunits,
which had been proposed after autoradiographic studies on DNA (Taylor et al., 1957)
in accordance with the Watson-Crick model of DNA (Watson and Crick, 1953).
This feature was again observed in Neurospora crassa concomitantly with the
finding that several alleles were converted concertedly (Case and Giles, 1964). Such
co-conversion of alleles was also found in S. cerevisiae, together with the finding
that the frequency of co-conversion decreases with increasing distance between the

alleles (Fogel and Mortimer (1969), reviewed in Orr-Weaver and Szostak, 1985).

Altogether, these findings indicated the presence of ‘heteroduplex DNA’, i.e. a
DNA portion where the two strands composing it contain different information for

the segregating marker. Such heteroduplex DNA cannot be detected genetically
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until an additional round of DNA replication produces two duplexes, each expressing
the information from one of the strands of the heteroduplex. These segregations,
occuring after the end of meiosis, are called ‘post-meiotic segregations’ (PMS). The
additional observation that markers are co-converted at frequencies dependent on
their distance suggested that heteroduplex DNA (and thus, gene conversion) could

span hundreds of nucleotides (Orr-Weaver and Szostak, 1985).

Conversion polarity

In addition, it was found that gene conversion frequencies vary linearly from one
end of a gene to the other (reviewed in Nicolas and Petes, 1994): this discovery
was made in both Ascobolus immeraus (Lissouba and Rizet, 1960; Lissouba et al.,
1962) and in Neurospora crassa (Murray et al., 1960) at approximately the same
time. This phenomenon was observed again in Aspergillus nidulans (Siddiqi, 1962)
and in other mutants of Neurospora (Stadler and Towe, 1963), and was designated
as ‘conversion polarity’ or ‘polarised recombination’.

Later, one of its discoverers, Lady Noreen Murray (1935-2011) demonstrated
that this polarity was due to elements located close to the gene, as opposed to being
imposed by the orientation of the gene with respect to the centromere (Murray,
1968). This led to the idea that recombination initiates on ‘pseudofixed sites’, the

erstwhile concept for what we now call ‘recombination hotspots’.

Interference

One last important observation made during this decade came from a study
on Aspergillus nidulans (Pritchard, 1955). The authors looked at four linked
marker genes, whose recessive alleles will here be designated as ‘y’, ‘117, ‘&
and ‘bi’, and whose dominant alleles will here be designated as ‘+’ in all four
cases. They crossed a strain of genotype (y+8+) with a strain of genotype
(+11+bi) to obtain a F1 hybrid of genotype (%ﬁ%i) and found that the largest

proportion of recombinants from this hybrid was of genotype (y++11), while all
other combinations ((y+++), (+++bi) and (++++)) were under-represented
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(reviewed in Whitehouse, 1965). Similar observations of this phenomenon were
made in Neurospora crassa (Mitchell, 1956).

These findings suggested that recombination between alleles (in this case, between
the second and third marker) are negatively associated with recombination in
neighbouring regions (in this case, between the first and second, and between the

third and fourth markers). This feature was designated as ‘interference’.

1.2.3 The first theories on the recombinational mechanism

To sum up, over the course of the 1950’s and of the early 1960’s, numerous studies
evidenced that crossing-over was associated with gene conversion, PMS, polarised
recombination and interference.

It was soon proposed that all these processes were somehow mechanistically
linked (Perkins, 1962) and from that point on, several scientists conjectured theories
reuniting these observations. One important one, the ‘copy-choice hypothesis’,
was postulated by Joshua Lederberg (1925-2008) (Lederberg, 1955). According to
this (wrong) theory, the process of replication switches from copying one parental
chromosome to the other — the switch occuring when both chromosomes are closely
paired. An alternative hypothesis, ‘the hybrid DNA hypothesis’, was proposed
(Whitehouse, 1963), allegedly inspired from the model of Robin Holliday (1932-2014)
(Holliday, 2011) which the latter would publish the following year (Holliday, 1964).

The Holliday model (Holliday, 1964, 1968), which was in accordance with the
then recent discovery of the double-stranded structure of DNA (Franklin and Gosling,
1953; Watson and Crick, 1953; Wilkins et al., 1953), happened to be the first widely
accepted molecular explanation for the phenomena with which crossing-over had
been found to be associated, namely aberrant segregation (i.e. gene conversion and
PMS) and polarised recombination. Briefly, this model rested on the formation of
two concomitant DNA breaks, the separation of the two DNA strands followed by

base pairing between the complementary segments to form symmetric heteroduplex



20 1.3. Emergence of a concept: genome evolution

DNA and the so-called ‘Holliday junction’, and last, the resolution of this junction
by cutting either the originally crossed or the non-crossed strands.

Over the following two decades, the Holliday model was meticulously tested
and revised (reviewed in Haber, 2008) and several other models were formulated
to account for novel experimental observations. Notably, Matthew Meselson (born
1930) and Charles Radding (born 1946) proposed one according to which a Holliday
structure would be generated by a single-strand nick in only one chromosome
(Meselson and Radding, 1975). A few years later, their model was supplanted
by one that is still used today: the double-strand break repair (DSBR) model
(Szostak et al., 1983). According to the latter, recombination is initiated by a
DNA double-strand break (DSB) on one chromosome and the resulting strand
exchange leads to the formation of a double-Holliday junction (dHJ). This model, as

well as all the other recombinational models used today, will be detailed in Chapter 2.

In addition to all these advances on the mechanistical aspects of heredity, the
early twentieth century was marked by theoretical breakthroughs in the study of

evolution, which I review in the upcoming section.

1.3 Emergence of a concept: genome evolution

1.3.1 The dawn of population genetics

Soon after the rediscovery of Mendel’s laws of inheritance, a fierce debate opposed
two groups of biologists: Mendelians who believed that evolution was driven by
mutations transmitted by the discrete segregation of alleles (Bowler, 2003), and
biometricians who claimed that variation was continuous. The first group, led by
Bateson and de Vries, maintained that the variations measured by biometricians
were too small to account for evolution while the second, led by Karl Pearson (1857
1936) and Walter Weldon (1860-1906), rejected Mendelian genetics on the basis

that it would necessarily imply discontinuous evolutionary leaps (Provine, 2001).



1. A geneticist’s history of genetics 21

It was only fifteen years later that the British statistician Ronald A. Fisher (1890
1962) reconciled both theories, first by proving mathematically that mutiple discrete
loci could result in a continuous variation (Fisher, 1919) and then by showing in
subsequent papers and in his book The Genetical Theory of Natural Selection (1930)
that natural selection could change allele frequencies in a population and result
in evolution. Soon after, in a series of ten papers named A Mathematical Theory
of Natural and Artificial Selection (1927), another British geneticist — John B. S.
Haldane (1892-1964) — derived equations of allele frequency change at a single
locus under a broad range of conditions. This allowed him to re-establish natural
selection as the major cause of evolution (Haldane, 1932). The contributions of
the two of them, — together with that of Sewall Wright (1889-1988), a geneticist
living across the Atlantic who worked out the mathematics for combinations of
interacting genes, — laid the foundations for population genetics, a discipline which
basically integrated Mendelism, Darwinism and biometry.

The emergence of this new field of study was the first step towards the develop-
ment of a unified theory of evolution named the ‘modern synthesis’ (Huxley, 1942).
Its founders — Theodosius Dobzhansky (1900-1975), George Ledyard Stebbins Jr.
(1906-2000) and Ernst Mayr (1904-2005) — all defined it on the basis of natural
selection acting on the heritable variation supplied by mutations (Mayr, 1959;
Stebbins, 1966; Dobzhansky, 1974). But the exclusive contribution of this adaptive

process to genome evolution was soon to be contested.

1.3.2 Neutralists versus selectionists: a conflictual story

One of Wright’s main contributions to population genetics was the introduction of the
concept of ‘adaptive landscapes’ according to which phenomena other than natural
selection, — like genetic drift and inbreeding, — could push small populations
away from adaptive peaks, thus propelling, in turn, natural selection to drive them

towards different adaptive peaks (Wright, 1932). As such, the relative contributions
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of neutral forces (like genetic drift) and adaptive forces (like natural selection)
became a major subject of debate between Wright and Fisher (Plutynski, 2007).

But this controversy really intensified after Motoo Kimura (1924-1994) proposed
the neutral theory of molecular evolution (Kimura, 1968, 1991; Kimura et al., 1986)
and Tomoko Ohta (born 1933) adapted it as the nearly neutral theory (Ohta, 1973).
For selectionists, most mutations are either beneficial or harmful and are thus either
retained or purged by the action of natural selection, whereas supporters of the
neutral theory claim that most mutations are adaptively neutral and thus become
fixed in populations through the cumulative effect of sampling drift (Lewin, 1996).

As of today, it is widely accepted that both genetic drift and natural selection
participate in the evolution of genomes: the controversy is no longer strictly
dichotomous but rather concerns the quantitative contributions of adaptive and of
non-adaptive evolutionary processes. Though, distinguishing between both types of
processes may not be that simple, for selection also has important indirect effects

directly due to the process of recombination, as detailed in the next subsection.

1.3.3 Recombination in the context of genome evolution

At approximately the same time, scientists suggested that other evolutionary
processes may be linked to recombination (Maynard Smith and Haigh, 1974):
theoretically, a gene undergoing a selective sweep could result in allele frequency
changes of the loci in its vicinity, thus resulting in a local decrease of polymorphism.
This phenomenon — later known as genetic hitchhiking or background selection
depending on the direction of selection — was then empirically demonstrated by
Begun and Aquadro (1992) when they put to light an apparent correlation between
the level of genetic diversity and the recombination rate in flies.

As such, it became obvious that recombination plays a major role in genome
evolution and that it should, in no case, be overlooked. But, to understand precisely
the extent of its contribution to evolution, it is necessary to know more about its

mechanistics: this will be reviewed in the following chapter.



‘[...] if there is one event in the whole evolutionary
sequence at which my own mind lets my awe still
overcome my instinct to analyse, and where I might
concede that there may be a difficulty in seeing a
Darwinian gradualism hold sway throughout almost
all, it is this event — the initiation of meiosis.’

— W. D. ‘Bill’ Hamilton, Narrow Roads of Gene
Land: Volume 2: Evolution of Sex (1996)
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‘Why all this silly rigmarole of sex? Why this gavotte of chromosomes?
Why all these useless males, this striving and wasteful bloodshed, these
grotesque horns, colors... and why, in the end, novels, like Cancer
Ward, about love?’

— W. D. Hamilton, Review of Ghiselin (1974) and Williams (1975)
(1975)

This is how the fanciful Bill Hamilton (1936—2000) sums up the mystery of sexual
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reproduction (or simply, ‘sex’) that has been puzzling biologists for over a century
and which, to this day, remains unanswered (de Visser and Elena, 2007; Otto, 2009).

This so-called ‘paradox of sex’ finds its roots in that most theoretical arguments
plead an elevated cost of sex as compared to asexual modes of reproduction (Otto
and Lenormand, 2002; Lehtonen et al., 2012). First, females invest half their
reproductive resources in the production of males which, in turn, invest minimally
into the progeny, as epitomised by the uncommonness of paternal care when it is not
beneficial to the male (Maynard Smith, 1977; Fromhage et al., 2007) — a concept
known as the ‘twofold cost of sex’ or ‘cost of meiosis’ (Bell, 1982). Second, the sexual
act itself wastes time and energy to find and attract a sexual partner, and exposes
the individual to the risks of contracting diseases and of being predated (sometimes
by the mate itself), thus making sex a pearilous and unprofitable endeavour.

Nevertheless, only 80 (Vrijenhoek et al., 1989; Neaves and Baumann, 2011)
of the 70,000 vertebrate species discovered so far (IUCN (International Union
for Conservation of Nature), 2019) and as little as 0.1% of all named animals
(Vrijenhoek, 1998) reproduce otherwise than sexually. Such pervasiveness of sex
in nature constitutes indisputable proof of its evolutionary success.

But, given its considerable drawkbacks, how come sex has superseded all other
forms of reproduction? Over 20 theories have been put forward to answer this
question (Kondrashov, 1993), but the most generally claimed advantages revolve
around the idea that sex both eliminates deleterious mutations and brings up more
favourable combinations of alleles (Normarck et al., 2003; Speijer, 2016). This
defensibly profitable reshuffling of alleles is called ‘recombination’ and occurs during

meiosis, the cellular process leading to the formation of gametes.

This chapter — named after a review on the subject (Hunter, 2015) — explores
the cytological features of meiosis and the mechanistic principles of homologous
recombination (HR), before venturing into the body of molecular actors enacting in

this complex process and the reasons why their performance is critical for heredity.
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2.1 Meiosis in the context of gametogenesis

2.1.1 A two-step division process to form gametes

Most sexually-reproducing organisms have diploid cells, i.e. cells counting two sets of
chromosomes: one from each parent. The transmission of half this genetic material
to the progeny goes through the formation of specialised haploid cells (i.e. cells
encompassing a single set of chromosomes) called ‘gametes’. Such transition from
diploidy to haploidy occurs during a particular type of cell division called ‘meiosis’
(from the Greek word peiwois: ‘lessening’). The evolutionary origin of meiosis is
still a mystery (Lenormand et al.; 2016) but its wide occurrence in eukaryotes
suggests that their last common ancestor had already acquired it (Cavalier-Smith,
2002; Ramesh et al.; 2005; Speijer et al., 2015) through a process that is still largely
debated (Wilkins and Holliday, 2009; Bernstein and Bernstein, 2010; Bernstein et al.,

2011). Despite its somewhat blurry origins, its cytological features are conserved.

Concretely, meiosis is preceded by a unique round of chromosome duplication
occurring during the interphase of diploid germinal cells (ovocytes in females
and spermatocytes in males). Thence, before entering meiosis, each homologous
chromosome (or ‘homologue’) i.e. each parental copy, is formed of two identical
double-helix DNA molecules called ‘sister chromatids” which are physically attached
at a point called the ‘centromere’ and adjoined along their whole length by cohesins
(Klein et al., 1999). Therefrom, the two successive cell divisions that compose
meiosis will result in the distribution of the chromatids into four gametes.

The first meiotic division is also known as the ‘reductional division’ because it
reduces ploidy by setting apart the homologues of each pair. It is classically divided
into four stages: prophase, metaphase, anaphase and telophase (Figure 2.1, top).
Prophase I, described more extensively in Subsection 2.1.2, stages the pairing of

homologous chromosomes along with recombination. Next, the meiotic spindle bonds

'Except for species with holocentric chromosomes (i.e. chromosomes devoid of any major
centromeric constriction), like Lepidoptera, aphids and nematodes.
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Figure 2.1: Chromosome organisation diagrams and cytological pictures of the two meiotic divisions leading to the formation of four gametes.

During the first meiotic division (top), homologous chromosomes condense and pair up via chiasmata at prophase I, line up on the equatorial plate at metaphase I, segregate
at anaphase I and decondense at telophase I, thus giving two secondary gametocytes. During the second meiotic division (bottom), the sister chromatids of the two secondary
gametocytes go through the same steps. Chromosome segments of the same colour (blue or pink) come from the same parental origin and centrosomes are coloured in green.
The micrographs show meiosis in a male lily while the diagrams show it in an animal cell. This figure was reproduced from Hillis et al. (2012) (permission in Appendix B).
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the paired homologues and lines them up on the equatorial plate during metaphase I,
before separating them during anaphase I. Such partition of homologues is achieved
thanks to the existence of two opposite forces that stabilise the chromosomes
until they are correctly oriented: first, the chiasmata that maintain the homologues
attached and second, the meiotic spindle that creates a poleward tension (Petronczki
et al., 2003). The co-segregation of sister chromatids is likely due to a physical
jointure of their kinetochores (Nasmyth, 2015). Segregation per se terminates at
telophase I during which the chromosomes decondense and a nuclear enveloppe
(NE) forms around the nuclei. At the end of the first meiotic division, each of the
two haploid daughter cells (‘secondary gametocytes’) contains one pair of sister
chromatids corresponding either to the paternal or to the maternal homologue.
Following a short interkinesis during which DNA does not replicate, the second
meiotic division splits sister chromatids in a manner much similar to a haploid mitosis.
This division is termed ‘equational’ because the number of chromosomes stays equal
before and after it. Like the first one, it is partitioned into four stages (Figure 2.1,
bottom) executed synchroneously in the two secondary gametocytes. During
prophase II, the NEs break down and the chromatids recondense. In the meantime,
the centrosomes duplicated during interkinesis move towards opposite poles while a
new meiotic spindle forms in between and starts to capture chromatids. The single
chromosomes line up across the equational plates of each cell during metaphase
IT and sister chromatids segregate towards opposing poles during anaphase II. At
telophase II, the chromosomes begin to decondense and new NEs form around them,

thus producing the final set of four genetically-unique haploid gametes.

Albeit these general features of meiosis are shared, its timing and the products
it forges are sexually dimorphic in mammals (reviewed in Handel and Schimenti,
2010). Indeed, male meiosis forms four gametes (spermatids) whereas female meiosis
ends in a single functional gamete and three non-functional haploid cells called
‘polar bodies’. As for the timing, spermatogonia mature into spermatocytes which

initiate meiosis all along male adulthood, thus ensuring a continuous production
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of sperm. In contrast, the common conception in females is that the integrality of
oogonia mature into ovocytes during fetal development (Pearl and Schoppe, 1921;
Zuckerman, 1951), even though recent findings suggest that oocyte production may
be sustained in postnatal ovaries (Johnson et al., 2004, 2005). In any case, female
meiotic prophase I — initiated and arrested right after the production of ovocytes —
is resumed in small batches of ovocytes at periodic intervals during the reproductive
lifespan. It halts once again at metaphase II, until fertilisation by a spermatozoid

(if it ever occurs) triggers the completion of the process.

While the transition from plain cell cycle to meiotic entry is managed by a
complex body of checkpoints (reviewed in Marston and Amon, 2005), the metronomic
completion of meiotic subprocesses is abundantly warranted by the capacity of
chromosomes to respond to cell cycle controls (reviewed in McKim and Hawley,
1995). But the most regulated — and perhaps most critical — meiotic step is the

synapsis of homologous chromosomes which takes place during prophase I.

2.1.2 The synapsis of homologues during prophase 1

Four differential degrees of synapsis

Prophase I is commonly subdivided into four stages (Figure 2.2): leptotene (or
leptonema), zygotene (or zygonema), pachytene (or pachynema) and diplotene (or
diplonema). Each is characterised by a particular chromosomal configuration that
mirrors their degree of ‘synapsis’ i.e. pairing of homologues.

At leptotene, chromosome ends connect the cytoskeleton located outside the
nucleus (Scherthan et al., 1996) via their binding a complex body of SUN-domain
proteins of the inner nuclear membrane (INM) that have beforehand bridged KASH-
domain proteins of the outer nuclear membrane (ONM) (Tzur et al., 2006; Yanowitz,
2010). This allows cytoplasmic forces to animate the motion of chromosome ends

at the surface of the INM (Penkner et al., 2009) and ends at late leptotene by the
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formation of a ‘bouquet’ (Figure 2.3) (Zickler and Kleckner, 1998) which constrains
the chromosomes to a limited nuclear area (Zickler, 2006).

At zygotene, the homologous chromosomes begin to synapse, starting with
the telomeric regions tethered in the bouquet (Pfeifer et al., 2003). By the
end of pachytene, synapsis is complete for all pairs of chromosomes, with the
notable exception of the non-homologous male X and Y chromosomes. Instead,
the sex chromosomes are transcriptionnally inactivated (‘meiotic sex chromosome
inactivation’> MSCI) by remodelling into heterochromatin (Fernandez-Capetillo
et al., 2003) and are pushed to the periphery of the nucleus where they form the
‘sex body’ (Handel, 2004) (Figure 2.2.e.). Then, during diplotene, the homologous
chromosomes desynapse but remain attached in pairs via their chiasmata.

Meiotic prophase |

Leptonema Zygonema Pachynema Diplonema

Homologous
chromosomes

Sister

chromatids {

Sister \\

chromatids {

Nuclear // K<

membrane

DSB formation Recombination esolutlon
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SYCP3 | DMC1 or RAD51

Figure 2.2: Chromosome organisation and cytology during prophase I.

Top: Two pairs of duplicated homologous chromosomes (red and blue) display different
configurations in the four substages of meiotic prophase I. Double-strand break (DSB)
formation at leptotene triggers both synapsis and the DSB resolution materialising as
chiasmata during zygotene. Synapsis is completed at the onset of pachytene. Diplotene
stages desynapsis, with homologues held together via chiasmata.

Bottom: immunofluorescence staining of synaptonemal complex protein 3 (SYCP3) and
stage-specific signals on mouse spermatocyte spreads. a | Meiosis-specific MEI4-homologue
(MEI4) colocalises with the synaptonemal complex (SC). b | H2AX is phosphorylated
(YH2AX) following DSB formation. ¢ | DNA recombinases DMC1 and RAD51 localise at
DSB repair sites. d | MutL protein homologue 1 (MLH1) localises at DSB sites repaired
as COs. e | Unrepaired DSB sites in the sex body are marked by yH2AX.

This figure was reproduced from Baudat et al. (2013) (permission in Appendix B).
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Presynaptic pairing

Matching homologous chromosomes into pairs constitutes the most critical event
of synapsis. This challenge is colossal: for human cells, it compares to finding a
20-cm stretch — other than the sister chromatid — throughout the London-Moscow
distance, simulaneously for hundreds of sites and coordinately with higher-order

cellular processes (Neale and Keeney, 2006).

This search is likely facilitated by the establishment of pre-meiotic physical
contacts between homologues (reviewed in McKee, 2004; Zickler, 2006). Such
presynaptic pairing was evidenced in mice (Boateng et al., 2013; Ishiguro et al., 2014)
and, although its mechanism remains unknown, several theories wrestle to explain it.

According to one of them, presynaptic associations may occur through DNA-
DNA duplexes (Danilowicz et al., 2009). This assumption relies on the observation
that meiotic chromosomes pair only when they are transcriptionally active (Cook,
1997). DNA duplexes could thus momentarily form within the ‘transcription
factory’ to which DNA loops are attached (Xu and Cook, 2008). Alternatively,
these associations may be promoted by sequence-specific RNA molecules, in a
manner similar to gene silencing in plants and fungi (Bender, 2004, cited in Zickler,
2006). A third scenario suggests a mechanism analogous to the ‘pairing centres’
(PC) or ‘homologue recognition regions’ (HRR) described in Caenorhabditis elegans
(Villeneuve, 1994; MacQueen et al., 2005), Drosophila melanogaster (McKee, 1996)
and Saccharomyces cerevisiae (KKemp et al., 2004). Namely, the cis-acting PCs (or

HRRs) could initiate interactions between homologues (Gerton and Hawley, 2005).

In any case, demonstrating the existence of such presynaptic pairing in mice
has driven Boateng et al. (2013) to propose a new model for homology search
(Figure 2.3). With it, they challenge the commonly accepted view that homology
search is triggered by the need to repair newly-formed DNA double-strand breaks
(DSBs). Instead, they propose that DSBs occur after the pre-leptotene pairing and

that their repair serves as a prophase checkpoint to proofread the initial connection.



2. Meiotic recombination, the essence of heredity 31

If that were so, homology search for DSB repair would be restrained to a reduced

territory and thus, much facilitated (Barzel and Kupiec, 2008; Mirny, 2011).

Whether or not this view is correct, chromosomal movements allow random
collisions between chromosomes (Fung et al., 1998), thus creating opportunities
for homologues to encounter and, more importantly, to disrupt unwanted (non-
homologous) associations (Koszul and Kleckner, 2009). Yet, at this stage, the
interstitial interactions between homologues are transient and reversible (Boateng
et al., 2013). They thus need to be strengthened by a higher-order chromosomal

structure: the synaptonemal complex (SC).
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Figure 2.3: Mouse preleptotene DSB-independent pairing model proposed by
Boateng et al. (2013).

Boateng et al. (2013)’s model stipulates that the tethering of telomeres (green points) to
the NE in late preleptotene facilitates the initiation of synapsis at subtelomeric regions by
simplifying the search for the homologous chromosome (light and dark grey lines). The
authors also conjecture that, upon entry into prophase (leptotene), this DSB-independent
pairing at non-telomeric sites is lost, but that telomeric pairing is maintained at least at
one end until homologues recombine. Ultimately, DSB repair and synapsis at zygotene
and pachytene would progressively restore pairing at non-telomeric sites.

This figure was reproduced from Boateng et al. (2013) (permission in Appendix B).
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The synaptonemal complex (SC)

The synaptonemal complex (SC), discovered by Fawcett (1956) and Moses (1956), is
a remarkably well-conserved ribbon-like proteinaceous structure composed of three
units: two dense lateral (or axial) elements (LE) and — except in the green alga
Ulva (Braten and Nordby, 1973) and Chlamydomonas (Storms and Hastings, 1977)
— one less dense central element (CE) (Figure 2.4) (Schmekel and Daneholt, 1995).

LEs resemble axes along which the sister chromatids are loaded, binding short
stretches of DNA to the LE and condensing the rest of it into long loops of tens
to hundreds of kilo base pairs (kb). Generally, the loops closer to the telomeres
are much shorter than the ones located elsewhere (Heng et al., 1996).

LE assembly begins at leptotene with the aggregation of both RECS cohesins
and axial proteins (SCP2 and SCP3 in mammals) into small fragments (Eijpe
et al., 2003) which later fuse into full LEs (Schalk et al., 1998). At full synapsis,
they are connected to the CE (formed of SYCEL and SYCE2 proteins (Pera et al.,
2013)) by transverse filaments (TFs), thus giving the SC a striated, zipper-like
appearance. The main constituent of TFs — the SCP1 protein, in mammals — has
homologues in worms (MacQueen et al., 2002; Colaidcovo et al., 2003), flies (McKim
et al., 2002) and yeasts (reviewed in Zickler and Kleckner, 1999) that, despite little
sequence conservation, display a similar structure: two head-to-head homodimers
of an ~80 nm coiled coil flanked by globular C and N termini (Meuwissen et al.,
1992; Liu et al., 1996). The polymerisation of these central region proteins between
paired homologue axes results in the tight pairing (~100 nm) of the bivalents? along
their entire length at the end of pachytene (Page and Hawley, 2004), as compared

to their ~400-nm spacing during presynaptic alignement (Tessé et al., 2003).

Synapsis is indeed the most commonly acknowledged role of the SC, but it may
also act to limit recombination with the sister chromatid. Avoiding the sister may
seem a trivial problem given the 2:1 odds ratio in favour of homologue templates

(Lao and Hunter, 2010). However, an important guarantee of genome stability is

2Homologous chromosomes
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Figure 2.4: Structure of the synaptonemal complex (SC).

Original legend by the author: ‘The SC consists of a pair of parallel strands, the lateral
elements, that are linked by transversal filaments. The central element runs halfway
between the lateral elements. Loops of sister chromatids are tethered both to each other
and to a lateral element. Synapsis progresses along pairs of homologous chromosomes in
a zipper-like fashion. The axes of unsynapsed portions are called axial elements. Initial
homologous interactions may or may not need axial elements. The sites of crossing over
are marked by recombination nodules, which are located between the axial elements.
This figure was reproduced from Loidl (2016) (permission in Appendix B).

the preferential use of the sister chromatid in mitotically dividing cells (Kadyk and
Hartwell, 1992; Bzymek et al., 2010) which is likely promoted by their cohesin-
dependent proximity (Sjogren and Strom, 2010). Thus, switching this mitotic
inter-sister bias to a meiotic inter-homologue bias is essential for synapsis. Even
though this could be ensured by other features of meiosis (Schwacha and Kleckner,
1997; Goldfarb and Lichten, 2010; Hong et al., 2013, reviewed in Humphryes and
Hochwagen, 2014), recent evidence points that the components of the CE are

effectively involved in template choice (Kim et al., 2010) as was suggested in the
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past (Haber, 1998).

Microscopy observation of the SC reveals dense nodules where recombination
occurs (‘recombination nodules’) (Carpenter, 1975; Schmekel and Daneholt, 1998).
Indeed, the formation of DSBs is a prerequisite for SC formation in many species
including plants, mammals and fungi (Zickler and Kleckner, 1999; Henderson and
Keeney, 2004). Yet, the meiotic program seems to vary for other species: SC
formation is recombination-independent in species with holocentric chromosomes
like Caenorhabditis elegans (Dernburg et al., 1998) and Bombyz mori (Rasmussen,
1977) but also in Drosophila females (McKim et al., 1998) (and recombination
does not even occur in Drosophila males, as reviewed in Tsai and McKee, 2011)
whereas Schizosaccharomyces pombe (Bahler et al., 1993) and Aspergillus nidulans
(Egel-Mitani et al., 1982) recombinate but have no SC (reviewed in Zickler and
Kleckner, 2015).

More generally, whenever SC is associated to recombination, it seems that
its correct formation is important to facilitate stable DNA connections between
homologues (Hunter and Kleckner, 2001, reviewed in Hunter, 2003). If, contrariwise,
it builds improperly, the resulting asynapsis may have dramatic consequences on

the fate of maturating gametes.

2.1.3 Impaired meiosis-associated diseases

Asynapsis

To prevent the formation of abnormal gametes, surveillance systems (a.k.a. ‘check-
points’) chase after defects at several meiotic stages (reviewed in Handel and
Schimenti, 2010). In particular, the ‘pachytene checkpoint’ (Roeder and Bailis,
2000) monitors chromosome synapsis in Saccharomyces cerevisiae (Wu and Burgess,
2006), Drosophila melanogaster (Ghabrial and Schiipbach, 1999; Abdu et al., 2002)

and Caenorhabditis elegans (Bhalla and Dernburg, 2005). In mammals however,
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this one in multiple surveillance systems (Barchi et al.; 2005) seems to be associated

to the completion of recombination rather than to synapsis per se (Li et al., 2007).

An early pachytene response to asynapsis in both mice (Baarends et al., 2005;
Turner et al., 2005) and humans (Ferguson et al., 2008; Sciurano et al., 2007)
is the meiotic silencing of unsynapsed chromatin (MSUC). In normal males, its
specialisation, meiotic sex chromosome inactivation (MSCI), silences sex chromo-
somes in both mammals and birds (Schoenmakers et al., 2009) and leads to their
compartmentalisation into the sex body (Figure 2.2).

MSUC of only one asynapsed chromosome (on top of the sex chromosomes)
allows to escape apoptosis® (Mahadevaiah et al., 2008; Jaramillo-Lambert and

Engebrecht, 2010), the normal response to asynapsis (Hochwagen and Amon, 2006).

Infertility
Regarding sex effects, chromosomal anomalies associated with asynapsis are found
in 3% of infertile men (Vincent et al., Feb, cited in Burgoyne et al., 2009) and, more
generally, mammalian males are more severely affected by asynapsis-dependent
sterility than females (reviewed in Burgoyne et al., 2009 and Hunt and Hassold,
2002), likely because meiosis checkpoints are either less numerous or less efficient
in females (Champion and Hawley, 2002).

The converse is true for aneuploidy: since female checkpoints interrupt a
smaller proportion of abnormal meioses, they exhibit a higher rate of unbal-

anced conceptions.

Aneuploidy
In humans, aneuploidy is the primary cause of miscarriage and congenital birth
defects (Hassold et al., 2007).

As one studied chromosome proved to transmit properly even in the absence of

chiasma (Fledel-Alon et al., 2009), the incapacity to control for proper disjunction,

3Programmed cell death (from the Greek word dnémtwoic: ‘falling off?)
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— rather than the effective number of recombination events, — may cause these
irregularities. These female-specific failures are likely due to the dictyate arrest:
female chiasmata, formed at the fetal age, have to hold for decades until puberty
resumes meiosis. Consequently, they may degrade over time (Hassold and Hunt,
2001). In accordance with this hypothesis, the frequency of Down Syndrome
(a.k.a. trisomy 21) (Penrose, 2009) and other human trisomies (Morton et al.,
1988, reviewed in Hassold et al., 1996 and Smith and Nicolas, 1998) are positively
correlated with maternal age. In yeasts too, trisomies correlate with parental
age (Boselli et al., 2009).

These aneuploidy defects are caused by segregation errors, 80% of which
arising during the first meiotic division and many involving an achiasmate bivalent
(Székvolgyi and Nicolas, 2010). Therefore, this suggests that one of the most crucial

features of meiosis is that yielding chiasmata: homologous recombination (HR).

2.2 Models of homologous recombination (HR)

Ever since the unexpected observations on fungal products of meiosis (see Chapter 1),
a few aficionados with a craving to understand the exchange of genetic informa-
tion between chromosomes have come up with theoretical models of homologous
recombination (HR).

The Holliday model (Holliday, 1964) was the first widely accepted molecular
explanation of the relationship between aberrant segregation and crossing-over. It
has since then been refuted by posterior discoveries but one of its concepts, the

‘Holliday junction’ (HJ), remains a key feature in all current models of HR.
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2.2.1 The Holliday junction (HJ)

One central tenet of the Holliday model lies in the idea that DNA can break,
thus allowing complementary sequences to pair in a cruciform structure that was
later designated as the ‘Holliday junction’ (HJ). The HJ forms as a consequence
of the single-end invasion (SEI) of a nicked DNA strand into the homologous,
intact chromosome.

Double Holliday junctions (dHJs) have later been directly observed in recom-
bination intermediates of yeasts (Schwacha and Kleckner, 1994, 1995). However,
these studies, like prior works (Sun et al., 1989a; Cao et al., 1990), have shown
that recombination does not start with single-strand nicks as enunciated in the
Holliday model, but with double-strand breaks (DSBs) as posited in the DSB
repair (DSBR) model.

2.2.2 Double-strand break repair (DSBR)

The double-strand break repair (DSBR) model (Szostak et al., 1983) was originally
developped from yeast studies (Orr-Weaver et al., 1981; Orr-Weaver and Szostak,
1983) and postulates the formation of DSBs. The broken ends are then processed
into two single-stranded DNA (ssDNA) tails. One of them invades the homologue by
displacing one of its intact strands into a D-shaped loop designated as the ‘D-loop’.
This forms the prime HJ (Figure 2.6). Following DNA synthesis of the invading
strand, the D-loop broadens sufficiently to anneal the opposite, free 5> end. This
completes the formation of a second HJ, crisscrossed with the first one. According
to this model, the newly formed dHJ is later resolved into a crossing-over (CO)
or a non-crossover (NCO) with a 50:50 odds-ratio.

Many of the predictions of this model revealed true and, as such, it is still used
today (see Subsection 2.3.3). But the prognosis regarding the equal number of
COs and NCOs was never confirmed biologically (Bishop and Zickler, 2004) which

suggested that a portion of NCOs were created via another mechanism.
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2.2.3 Synthesis-dependent strand annealing (SDSA)

The synthesis-dependent strand annealing (SDSA) model (Resnick, 1976; Nassif
et al., 1994; Ferguson and Holloman, 1996) shares its initial steps with the DSBR
model: it begins with a DSB and involves a D-loop that extends along the recipient
strand (reviewed in McMabhill et al., 2007). Once it has elongated past the DSB site,
the D-loop is disrupted and the invading strand anneals its original complementary
ssDNA on the vis-d-vis side of the DSB. Last, the remaining gaps are filled in by
DNA synthesis and ligation. This generates NCOs prior to the formation of dHJs
in the DSBR pathway (Allers and Lichten, 2001).

In the past decades, many experimental studies have uncovered additional spatial
and temporal features of meiotic recombination, many of which being in accordance

with the aforementioned HR models. I review these findings in the upcoming section.

2.3 Molecular mechanisms of recombination

Homologous recombination (HR), which occurs during prophase I, leads to the
formation of a (relatively) long-term connection that maintains the bivalents together
until their separation at anaphase I.

It begins at leptotene with the formation of a DNA double-strand break (DSB)
on one homologue. To repair properly, this crack needs a DNA strand to use as
template. There begins a homology search accomplished at zygotene by the broken-
strand invasion onto the mating chromosome. The template-based repair process
creates a transient structure, subsequently resolved into either a crossing-over (CO)
or a non-crossover (NCO) during late zygotene and pachytene.

In mammals, each of these actions is executed by a complex body of proteins

summarised in Figure 2.5.
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2.3.1 Initiation of recombination

The evolutionarily conserved SPO11 transesterase — observed in a wide range of
species (Baudat et al., 2000; McKim and Hayashi-Hagihara, 1998; Romanienko and
Camerini-Otero, 2000; Steiner et al., 2002; Bowring et al., 2006; Stacey et al., 2006)
— catalyses the programmed formation of DSBs (Keeney et al., 1997; Bergerat et al.,
1997) that marks the beginning of HR (Sun et al., 1989a). Of the two isoforms found
in mice (Metzler-Guillemain and de Massy, 2000), SPO11{ is the one responsible
for DSB formation (Bellani et al., 2010). DNA cleavage by this homodimeric
protein leaves a two-nucleotide 5" overhang (de Massy et al., 1995) onto which
it remains trapped till the further processing of DSB ends (see Subsection 2.3.2)
(reviewed in Cole et al., 2010b).

Several other proteins have been identified as essential for the correct formation
of DSBs (extensively reviewed in Keeney, 2008 and de Massy, 2013). Among
them, the yeast Mer2-Meid-Rec114 complex (Li et al., 2006; Maleki et al., 2007)
and two of its mouse homologues (MEI4 and REC114) have been identified as
functional and required for double-strand break formation by SPO11 (Kumar et al.,
2010, 2015), thus suggesting a conserved mechanism for recombination initiation.
Nevertheless, the mammalian system has some specificities since MEI1 (Libby et al.,
2002, 2003), which does not set forth any yeast homologue, has been uncovered as
essential for normal DSB levels, along with HORMADI1 (yeast homologue: Hopl)
(Shin et al., 2010; Daniel et al., 2011).

Once DSBs have been generated, the ataxia telangiectasia mutated (ATM) kinase
both phosphorylates the 139" serine residue of histone H2AX variants located in
their vicinity (then named yH2AX) (Rogakou et al., 1998; Burma et al., 2001) and
thwarts further DSB formation (Lange et al., 2011; Lukaszewicz et al., 2018).

In mice and humans, ~200—400 DSBs initiated in this manner at early leptotene
are required to avoid defects in synapsis (Kauppi et al., 2013; Smagulova et al.,
2013). From this point forward, they thus have to be repaired to secure the

production of viable gametes.
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2.3.2 Repair of double-strand breaks (DSBs)

DSB-end processing

The repair of DSBs begins with the processing of its ends: an endonucleolytic
cleavage several nucleotides downstream of the 5" end (Neale et al., 2005) is executed
by the Mrell/MRE11 complex both in yeasts (reviewed in Borde and Cobb,
2009) and mammals (reviewed in Borde, 2007). In Saccharomyces cerevisiae and
Caenorhabditis elegans, Mrell/MRE11 acts collaboratively with Rad50/RAD50
and Xrs2/NBS1, two proteins required for DSB mending (reviewed in Lam and
Keeney, 2015). Both have mammalian homologues, but their putative role in DSB
repair (reviewed in Baudat et al., 2013) is hard to prove since knocking them out

is lethal for mice (Luo et al., 1999; Zhu et al., 2001).

Single-end invasion (SEI)

As removal of SPO11 is paired with the 5-to-3’ end resection of the DSB, 3’
single-stranded DNA (ssDNA) tails become accessible to the nuclear machinery
(Figure 2.5.b.). As such, RPA proteins rapidly bind them (He et al., 1995) but are
then displaced by RAD51 and /or DMC1 recombinases (Pittman et al., 1998; Yoshida
et al., 1998) which catalyze the pairing and exchange between the ssDNA strand
and the intact, homologous double-stranded DNA (dsDNA). Their relationship is
complex: RPA is necessary both for RAD51 filament formation and for DMCI1-
catalysed strand exchange, but notwithstandingly, it also competes with them
for ssDNA binding (Sung et al., 2003).

The proper functioning of DMC1 and RAD51 in strand invasion requires several
other proteins that interact with either one or both of them: HOP2 and MND1
(Bugreev et al., 2014), BRCA1 (Scully et al., 1997) and BRCA2 (Thorslund et al.,
2007). This complex process also requires other, less well-characterised actors that
I will not describe here for they are of little interest for the scope of this thesis
(but for review, see Neale and Keeney, 2006, and Figure 2.5.c.).

Next, the sensor proteins of the mismatch repair (MMR) system (MSH2-MSH3
and MSH2-MSH6 complexes in mammals) control the identity between the targeted
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Figure 2.5: Proteins involved in mammalian meiotic recombination.

a | DNA double-strand break (DSB) formation (blue triangles) is catalysed by SPO11
(purple spheres) on the chromosome axes and requires MEI1, MEI4, REC114 and
HORMADI. b | Endonucleolytic cleavage of DSB ends by MRE11, RAD50, NBS1,
CTIP and Pol B forms SPO11-oligonucleotide complexes of 12-—36 nucleotides (purple
spheres with tails). EXO11 further enacts a 5-to-3’ resection of DSB tails. ¢ | Strand
invasion is catalysed by DMC1 and RAD51 recombinases in the presence of several co-
factors: HOP2, MND1, RAD52, RAD54, BRIT1, BRCA1 and BRCA2. RPA and NBPA2
bind recombination intermediates. At this stage (zygotene), homologous chromosomal
axes are synapsed at DSB repair sites by proteins of the synaptonemal complex, including
SYCP1 (brown segments). d | Recombination intermediates are either dismantled by
BLM-RMI1-TOP3 to generate non-crossover intermediates, or stabilized by TEX11,
MSH4-MSH5, RNF212, ZIP2, HFM1 and HEI10 to generate double Holliday junctions
(CO intermediates). e | Resolution into crossovers requires MLH1, MLH3 and EXO1
while non-crossovers are formed after strand displacement and annealing. Non-crossovers
formed via alternative pathways are not shown. Recombination products are generated
at the end of pachytene. Gene conversion (unidirectional transfer of genetic information
in the vicinity of DSB) is present in both products.

Proteins marked with an asterisk (*) are predicted to be involved, but not yet confirmed
by experimental evidence. Chromatin loops and chromosome axes during zygotene are
illustrated in the top right.

This figure was reproduced from Baudat et al. (2013) (permission in Appendix B).
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strand and the invader. When it is insufficient, the latter is rejected and repaired
using the sister chromatid instead, thus preventing any potentially deleterious ectopic

recombination (reviewed in Surtees et al., 2004 and Goldfarb and Lichten, 2010).

Recombination-intermediate processing

The interaction between the invading strand and the homologue is subsequently
stabilised by several proteins. Indeed, BLM, TEX11 (yeast homologue: Zip4) and
RNF212 (yeast homologue: Zip3) appear at zygotene at recombination foci and
progressively decrease until the end of pachytene, i.e. when DSBs are repaired
(reviewed in Baudat et al., 2013). In addition, together with MCM8 and MCM9
proteins (Lutzmann et al., 2012), heterodimers of MSH4 and MSH5 (Scully et al.,
1997) are required for synapsis stabilisation in both mice (de Vries et al., 1999;
Kneitz et al., 2000) and humans (Snowden et al., 2004).

Though, the role of MSH4 continues beyond synapsis establishment. Indeed, the
stabilisation of the interaction between the two homologues creates an intertwined
recombination intermediate structure, and MSH4 participates in its resolution when

it leads to COs, but also, as argued by Baudat and de Massy (2007), to NCOs.

2.3.3 Resolution of recombination intermediates

Recombination intermediate structures may be resolved via two main pathways
(Figure 2.6). In the pathway leading to COs, the non-invading strand of the broken
chromosome interacts with the displaced homologue strand which forms the D-loop.
In constrast, in the pathway leading to NCOs, the non-invading strand anneals
again the invading strand from the same chromatid, after the latter has elongated
on the homologue and displaced from it. Assertedly, these two pathways presuppose

the production of distinct recombination intermediates (Figure 2.5.d. and e.).
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Figure 2.6: Molecular mechanism of pathways leading to crossing-overs (COs)
and non-crossovers (NCOs).

Resected DSBs invade homologous duplex DNA to form a D-loop structure. The invading
3’ end then serves as a primer for DNA synthesis, which leads to the capture of the second
end and, ultimately, to the formation of a double Holliday junction. This junction is
then either dissolved into a NCO (left panel), resolved by canonical Holliday junction
resolvases introducing a pair of symmetrical nicks to generate nicked DNA duplexes that
can be directly ligated (middle panel) or resolved by noncanonical resolvases introducing
asymmetrical nicks to produce gapped and flapped DNA duplexes that require further
processing prior to ligation (bottom right panel). If only two strands are cleaved, the
outcome is necessarily a NCO while it is a CO if all four strands are cleaved.

This figure was reproduced from Wyatt and West (2014) (permission in Appendix B).
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The CO pathway

In certain cases, the homologues are physically bound twice: one strand from each
chromosome (the invading strand and the D-loop strand) displaces to bind the
homologue, thus creating a double Holliday junction (dHJ) in step with the DSBR
model. TEX11 (yeast homologue: Zip4), RNF212 (yeast homologue: Zip3) and
HFM1 (yeast homologue: Mer3) — three of the eight proteins of the ZMM complex
conserved between the budding yeast and mammals (reviewed in Pyatnitskaya et al.,
2019) — are thought to play a role in processing the dHJ, since knocking one of
them out leads to a diminished level of chiasmata and COs (Adelman and Petrini,
2008; Guiraldelli et al., 2013; Reynolds et al., 2013, reviewed in Baudat et al., 2013).
In yeasts, Mer3 seems to stimulate heteroduplex extension, possibly to stabilise

D-loop structures (Mazina et al., 2004).

The resolution of the dHJ per se is catalysed by resolvases, i.e. enzymes that
slice the interwound strands. In mice, a pair of nicks is introduced across the
helical branchpoint of most (90%) dHJs by the concerted action of the MLH1-
MLH3 heterodimer (Baker et al., 1996; Edelmann et al., 1996; Lipkin et al., 2002)
and of EXO1 (Wei et al., 2003).

Alternatively, the dHJ can be resolved by introducing two single-stranded
incisions (Wyatt and West, 2014). In that case, the two nicks are asymmetric and
can be located several nucleotides away from the branchpoint. This resolution is
catalysed by MUS81 and EMEL1 (yeast homologue: Mms4). In Schizosaccharomyces
pombe where it was first discovered, it is the only pathway to produce COs (Osman
et al., 2003). However, in plants (Mercier et al., 2005), budding yeasts (de los Santos
et al., 2003) and mice (Holloway et al., 2008), it coexists with the MLH1-dependent
CO pathway.

Of the 200—400 recombination foci in mice, only ~20 (approximately one per
chromosome) lead to a CO (Baudat and de Massy, 2007). This implies the existence

of another repair pathway: that leading to NCO events.
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The NCO pathway

Instead of being resolved, the dHJ is sometimes dissolved by the BLM helicase
together with a topoisomerase (Wu and Hickson, 2003). This pathway thus interferes
with the formation of COs. Indeed, inactivating BLM leads to an increased number
of chiasmata (Holloway et al., 2010).

Though, most NCOs are formed via another pathway that occurs before the
resolution of dHJs: the synthesis-dependent strand annealing (SDSA) pathway
(see Subsection 2.2.3). In Saccharomyces cerevisiae, it produces the large majority
of NCOs (Martini et al., 2011) and the dissociation between the invading strand
and the homologue is promoted by Sgsl (De Muyt et al., 2012) while another
helicase, Srs2, also promotes the SDSA pathway via a different mode of action (Ira
et al., 2003). However, the latter helicase does not have any mammalian homologue
(Spell and Jinks-Robertson, 2004). Therefore, the molecular operations of SDSA in

mammals are still unclear.

Altogether, the resolution of a genetically programmed DSB into a CO versus a
NCO outcome seems to be decided early: in most species, they arise from distinct
intermediates (reviewed in Hunter, 2015). This intermediate structure involves
the formation of a heteroduplex, which, in mammals, can spread over 500-2,000
bp for COs, but generally less than 300, and sometimes as little as tens of base
pairs, for NCOs (Jeffreys and May, 2004; Ng et al., 2008). Heterozygous markers
located within the heteroduplex are either all converted in the same direction
(in that case, the conversion tract of the CO or NCO is said to be ‘simple’) or
alternate converted and unconverted markers (in that case, the conversion tract
is said to be ‘complex’) (Borts and Haber, 1989).

In contrast, non-programmed DSBs, which correspond to DNA lesions, can be
repaired either by homologous recombination (reviewed in Sung and Klein, 2006)
or by alternative processes. Indeed, such spontaneous DSBs are frequent in mitotic
cells and mitotic breaks are mainly repaired by recombining with the genetically

identical sister chromatid, or via one of two repair systems that are more error-prone
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(Smith et al., 2001): non-homologous end-joining (NHEJ), which consits in directly
ligating the broken strands of DNA (Weterings and van Gent, 2004) or single-strand
annealing (both reviewed in Helleday, 2003 and Moynahan and Jasin, 2010).

Recombination may also occur between non-allelic sequences located at dif-
ferent genomic locations — generally low copy repeats resulting from duplica-
tion events (Bailey and Eichler, 2006). This is called non-allelic homologous
recombination (NAHR) (or ‘ectopic recombination’) and proceeds similarly to
HR (Sasaki et al., 2010).

Distinguishing between HR and NAHR implies knowing where recombination

effectively takes place on the genome, which is the object of the next chapter.
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The very mechanism of meiosis introduces genetic mixing in two separate ways.
On the one hand, the paternal and maternal chromosomes are independently re-
assorted during the first meiotic division. On the second hand, genetic content
is exchanged during recombination at the points where homologues cross over
(a.k.a. chiasmata).

Even if this phenomenon was not known in Charles Darwin’s time, he had

the intuition that genetic diversity — which meiosis participates in instilling —

47
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was essential to the formation of new species:

‘The principle, which I have designated by this term [ed. divergence
of character/, is of high importance on my theory, and explains, as [
believe, several important facts. [...] according to my view, varieties
are species in the process of formation, or are, as I have called them,
incipient species. How, then, does the lesser difference between varieties
become augmented into the greater difference between species?’

— Charles Darwin, On the Origin of Species by Means of Natural
Selection, or the Preservation of Favoured Races in the Struggle for Life
(1859)

As enunciated by his theory, the transition from varieties to species requires
‘a severe struggle for life [which] certainly cannot be disputed’ (natural selection),
the occurrence of ‘variations useful to any organic being’ (mutations) and ‘the
strong principle of inheritance’ through which ‘they will tend to produce offspring
similarly characterised’ (heredity). As such, the emergence of new species is tightly
linked to the process of meiotic recombination since it is a major vector of genetic
variation at the heart of the process of heredity.

Furthermore, the notion of biological species itself, formally defined by Ernst
Mayr (1904-2005) as ‘groups of interbreeding natural populations that are repro-
ductively (genetically) isolated from other such groups’ (Mayr, 1999), rests on the
ability to sexually reproduce and thus, to meiotically recombine.

The relationship between these two concepts (further developed in Felsenstein,
1981 and Butlin, 2005) is such that, in the mammalian clade, the only speciation
gene discovered so far (PRDM9) is the one that controls the localisation of double-
strand breaks (DSBs) on the genome (Baudat et al., 2010; Myers et al., 2010;
Parvanov et al., 2010).

I will come back to this essential gene and to its impact on the evolution
of recombination rate in the third section of this chapter. But prior to that, I
will review the existing methods to detect recombination genome-wide, and the
multiple layers of recombination rate (RR) variation that have been observed

along genomes and across species.
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3.1 Genome-wide detection of recombination

3.1.1 Linkage maps via the analysis of crosses or pedigrees

The comprehension of genetic linkage by the group of Thomas Hunt Morgan (see
Chapter 1) was the inaugural step towards the establishment of the first genetic map
(a.k.a. linkage map) (Sturtevant, 1913). Basically, these maps abstractly represent
the proportion of crossing-overs (COs) occurring between pairs of ‘genetic markers’,
i.e. polymorphic! DNA sequences located at fixed genomic positions.

Initially, genetic markers exclusively comprised genes coding for visually dis-
cernable phenotypes. Since their relatively wide genomic spacing granted a poor
resolution to detect recombination, they were eventually supplanted by other types
of markers: restriction fragment length polymorphisms (RFLPs) i.e. sequences
enzymatically shortenable first used for linkage analysis by Botstein et al. (1980);
minisatellites and microsatellites (Hamada and Kakunaga, 1982) i.e. tandem repeats
of short motifs highly variable in length (Ellegren, 2004) and widely spread in
eukaryotes (Hamada et al., 1982); and single-nucleotide polymorphisms (SNPs) i.e.

one-base sequence variations.

When the two parental chromosomes carry distinct alleles at these loci?, one
can track their transmission by genotyping the markers in the descendants. As
such, the mosaic of paternal and maternal haplotypes — and thus, the positions
of recombination exchange points — can be reconstituted using various statistical
methods (Haldane, 1919; Kosambi, 1943, reviewed in Backstrom, 2009).

These kindred individuals are generally obtained by crossing members of highly
divergent inbred populations (e.g. Rowe et al., 1994; Dietrich et al., 1996), one of
which being, if possible, homozygous for the recessive alleles (‘test cross’) so as to
disentangle the genotypes of the descendants (reviewed in Brown, 2002). Alterna-

tively, in species that have long generation time or that cannot be manipulated

"Which presents several forms. In other words: subject to inter-individual variability.
2Fixed position of a genetic marker on a chromosome (from the Latin word locus: ‘place’)
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genetically for ethical considerations, successive generations of existing families

(a.k.a. pedigrees) can be examined (e.g. Kong et al., 2002, 2010; Cox et al., 2009).

Examining large numbers of individuals allows to estimate the genetic distance
(measured in ‘morgans’ (M) as a tribute to its designer) between pairs of markers:
one centimorgan (cM) expresses a frequency of 1 CO every 100 meioses. However,
for high recombination frequencies (i.e. long distances), some experiments (e.g.
Morgan, 1911; Morgan and Cattell, 1912) showed exceptions to additivity: the
genetic distance between two polymorphic sites could be smaller than the sum of
their distances with an in-between marker. Indeed, in cases of ‘double crossing-overs’
(i.e. two COs occurring within a given interval — which is more likely in wider
stretches), the two loci are inherited together. Thus, the CO event is not detectable
and, in the end, the recombination frequency is underestimated.

In addition, genetic distances are not proportional to physical remoteness, as
stated by Hermann Muller (1890-1967) (Muller, 1920) in a response to William
Castle (1867-1962) who disputed the graphical representation of these maps (Castle,
1919a,b, reviewed in Vorms, 2013):

‘[I]t has never been claimed, in the theory of linear linkage, that the per
cents of crossing over are actually proportional to the map distances
[ed. physical distances]: what has been stated is that the per cents of
crossing overs are calculable from the map distances — or, to put the
matter in more mathematical terms, that the per cents of crossing over

are functions of the distances of points from each other along a straight
line.”

Decades later, the complete sequencing of the Saccharomyces cerevisiae chromo-
some IIT (Oliver et al., 1992) confirmed this statement by enabling the first direct
comparison between linkage and physical maps. The discrepancies between the two
distances legitimised the introduction of a new measurement: the estimation of
recombination rates (RRs) per physical distance (expressed in ¢M/Mb), useful to

compare RRs across genomic regions, individuals or species.
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Altogether, linkage maps directly measure recombination occurring in the
offspring and thus allow to observe differences between sexes (e.g. Cheung et al.,
2007; Coop et al., 2008) or among individuals (e.g. Broman et al., 1998). However,
the resolution of these maps is restrained by the position of polymorphic sites and
the number of meioses analysed. Consequently, in mammals, except for one very
recent study (Halldorsson et al., 2019), the resolution has remained capped at tens
to hundreds of kilo base pairs (kb) (Shifman et al., 2006; Billings et al., 2010; Kong
et al., 2010). This limitation motivated the development of a population-genetic

method to learn about RRs at a finer-scale: the linkage disequilibrium (LD) analysis.

3.1.2 Linkage disequilibrium (LD) analysis

Populations of unrelated beings can be analysed in a fashion similar to family
members since kinship (or non-kinship) only conveys a relative sense: unrelated
individuals are merely more distantly akin than traditional pedigrees (Nordborg
and Tavaré, 2002).

Therefore, the principle remains the same for populations of unrelated individuals
as for families: recombination breaks down linkage disequilibrium (LD) (Lewontin
and Kojima, 1960), i.e. non-random associations between loci (materialised by
non-random segregations of alleles), which results in the fragmentation of LD into
blocks. Reciprocally, analysing patterns of LD (i.e. the positions of LD blocks) will

allow to trace back the underlying recombination process.

Concretely, LD can be quantified using statistics of association between allelic
states at pairs of loci (Lewontin, 1964; Hill and Robertson, 1968) and the recombi-
nation rates (RRs) further estimated through a myriad of methods (reviewed in
Stumpf and McVean, 2003) which basically consist in using the allelic diversity
of each LD block to reconstruct the genealogy (reviewed in Hinch, 2013). Indeed,
patterns of LD do not account for recombination only (reviewed in Venn, 2013): they

are also shaped by other forces such as population history (Golding, 1984), mutation
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(Calafell et al., 2001) (though easily distinguishable from recombination (Hudson
and Kaplan, 1985)), natural selection (Barton, 2000) and drift (Charlesworth et al.,
1997). Modelling the underlying genealogical history of the population therefore
allows to take the latter effects into account and thus, to estimate RR accurately

from LD patterns (Stumpf and McVean, 2003).

Recombination events have been inferred by LD analysis in a plethora of
mammalian orders including Artiodactyla (Farnir et al., 2000; McRae et al.,
2002; Nsengimana et al., 2004), Carnivora (Menotti-Raymond et al., 1999; Sutter
et al., 2004; Verardi et al., 2006), Lagomorpha (Carneiro et al., 2011), Rodentia
(Brunschwig et al., 2012), Perissodactyla (Corbin et al., 2010; McCue et al., 2012)
and Primates (Auton et al., 2012). Though, the resolution of recombination events
is greatest in humans, where it has reached 1 to 2 kb (The International HapMap
Consortium, 2007; Hinch et al., 2011; The 1000 Genomes Project Consortium,
2015). Such precision arises from the fact that there have had many oppportunities
for recombination to take place between the last common ancestor (LCA) of a
population of unrelated beings and its studied descendants. Since recombination
decreases LD at every generation (Slatkin, 2008), the more ancient the LCA, the
shorter the LD blocks and thus, the higher the resolution.

However, the recombination events identified with LD analysis sum up the whole
recombination process that has occurred since the LCA: historical recombination,
rather than current recombination, is uncovered. In addition, LD studies give a
population average of recombination, with no possibility to extricate sex-specific
nor individual recombination events. Third, both LD studies and linkage maps
allow the detection of COs, but not NCOs.

Another method, — sperm-typing, — solves the three aforementioned caveats:
it provides fine-scale mapping of current CO and NCO recombination events in

separate individuals.
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3.1.3 High-resolution sperm-typing studies

Sperm-typing consists in analysing the transmission of recombination events directly
in the sperm of an individual. This was made possible by the development of
a polymerase chain reaction® (PCR) method allowing to genotype single diploid
and haploid cells (Li et al., 1988). Since PCR only allows the copy of size-limited
DNA sequences and cannot be performed automatically, sperm-typing cannot be
applied genome-wide (Coop et al., 2008), unless a microfluidic device is used (Fan
et al., 2011; Wang et al., 2012a). Instead, sperm-typing is generally restricted to
regions of high recombinational activity inferred from linkage or LD maps (see

Subsections 3.1.1 and 3.1.2).

It can be applied either to single gametes or to total-sperm DNA (reviewed
in Arnheim et al., 2003). In single-sperm typing, the PCR is performed on the
lysed sperm of an individual gamete with the use of pairs of primers* flanking
two polymorphic markers at the extremities of the locus of interest (Cui et al.,
1989; Lien et al., 1993). This modus operandi has soon been used to construct
linkage maps on highly recombining regions (Schmitt et al.; 1994; Lien et al.,
2000; Cullen et al., 2002) while others (Tusié-Luna and White, 1995; Jeffreys
et al., 1998, 2001; Guillon and de Massy, 2002) have used the alternative approach
with total-sperm DNA which requires allele-specific PCR to capture and amplify
recombinant molecules (Wu et al., 1989).

In both cases, the precise CO exchange point can be mapped using the genetic
markers internal to the selected locus. Sperm-typing thus offers the best resolution
for recombination exchange points since it is only limited by SNP density — a
resolution even sufficient to detect the difficult-to-access NCOs that only affect a
few markers (Hellenthal and Stephens, 2006), as in Tusié-Luna and White (1995)
and Guillon and de Massy (2002).

3Molecular biology method used to make copies of a specific DNA fragment.
4Short single-stranded nucleic acid used to initiate DNA synthesis.
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However, even though some authors have managed allele-specific PCR in pooled
ovaries (Guillon et al., 2005; Baudat and de Massy, 2007) and single oocytes (Cole
et al., 2014), it has almost exclusively been used for the study of male products of

meiosis.

The three methods described so far allow to detect the outcome of the recombina-
tion process: COs (and NCOs in the case of sperm-typing). To get insights into other
stages of the recombination process, one can use chromatin-immunoprecipitation
(ChIP) of proteins involved in a given recombination stage (see Chapter 2) to
crosslink them on their DNA binding sites, followed by the identification of bound
DNA sequences either with a microarray (ChIP-chip) or by direct sequencing of
the fragments (ChIP-seq) (reviewed in Park, 2009). The sites of recombination
initiation have been identified by using this technique with Spoll proteins in yeasts
(Gerton et al., 2000; Mieczkowski et al., 2007; Pan et al., 2011) and mice (Lange
et al., 2016) and the repair sites with RPA proteins in yeasts (Borde et al., 2009)
and RAD51 and DMC1 proteins in mice (Smagulova et al., 2011; Brick et al., 2012).
Alternatively, sites of recombination initiation have been mapped by analysing
the enrichment of single-stranded DNA (ssDNA) in yeasts (Blitzblau et al., 2007;
Buhler et al., 2007) and mice (Khil et al., 2012).

These methods do not rely on the existence of polymorphic markers and,
therefore, only depend on the size of the region bound by the protein. As such, the
resolution reaches up to ~500 bp for DMC1, ~50 bp for PRDM9 and a few base
pairs for SPO11.

All these approaches have contributed to a better understanding of recombination
genome-wide. In particular, it was soon understood that COs do not appear at
random locations on the genome. The reasons for this particular distribution

became the object of many research works.
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3.2 The landscape of recombination

3.2.1 The non-random distribution of crossing-overs (COs)

The number and distribution of crossing-overs (COs) along the genome are subject
to a tight regulation (reviewed in Jones, 1984; Jones and Franklin, 2006): a minimum
number of COs (‘CO assurance’), evenly spaced (‘CO interference’) — including
when few DSBs are generated (‘CO homeostasis’) — are formed preferentially

with the homologous chromosome.

Crossing-over assurance (COA), or the ‘obligatory crossing-over’

Together with sister chromatid cohesion, COs hold the homologous chromosomes
joint until anaphase I (reviewed in Roeder, 1997) and are therefore essential to
the proper disjunction of bivalents. Accordingly, in most sexually-reproducing
organisms, the total number of COs ranges between one per chromosome and one

per chromosome arm?®

, irrespective of chromosome length (Dutrillaux, 1986; Pardo-
Manuel de Villena and Sapienza, 2001; Dumas and Britton-Davidian, 2002; Hillers
and Villeneuve, 2003; Hassold et al., 2004; Dumont, 2017). As such, mammalian
genetic map lengths (which are proportional to CO numbers) can be predicted
with the haploid number of chromosome arms (Figure 3.1).

The sexual chromosomes also comply to this phenomenon: they systematically
have one CO on their pseudoautosomal region (PAR), a feature likely facilitated by
the much higher DSB rate on the PAR than on the autosomes (Kauppi et al., 2011).
However, this ‘obligatory CO’ rule suffers exceptions: Drosophila melanogaster
females do not display any CO on their tiny 4" chromosome nor, in certain cases,

on their X chromosome (Orr-Weaver, 1995; Koehler and Hassold, 1998) and neither

do marsupial sex chromosomes (Sharp, 1982).

SWith the notable exceptions of honey bees (Beye et al., 2006) and birds (Groenen et al., 2009)
which display higher numbers of COs per chromosome, and of Drosophila melanogaster males
who do not display any CO throughout their genome (McKee, 1998).
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Figure 3.1: Correlation between genetic map lengths and the number of
chromosomal arms in mammals.

The y-axis represents genetic map lengths from which the number of crossing-overs (COs)
can be extrapolated. The x-axis represents the total number of chromosomal arms per
species, excluding the small arms of acrocentric chromosomes and the sex chromosomes
of baboon and rhesus macaques. The black line corresponds to the best fit between these
two measures.

This figure was reproduced from Coop and Przeworski (2007) (permission in Appendix B).

In Caenorhabditis elegans, crossing-over assurance (COA) is so strong that only
one DSB per pair of chromosome suffices to guarantee a CO (Rosu et al., 2011).
Nevertheless, chromosome pairs holding only one DSB may be uncommon since the
number and position of DSBs is also under tight control, at least in yeasts (Wu
and Lichten, 1995; Fan et al., 1997; Robine et al., 2007; Anderson et al., 2015): the
formation of a DSB reduces the likelihood for another to form nearby (Garcia et al.,
2015). This phenomenon, called ‘interference’, applies to DSBs and another one,
also called interference but applying this time to COs via a distinct mechanism,

has also been reported, as reviewed in the upcoming paragraph.

Crossing-over interference (COI)

Early studies on recombination (Sturtevant, 1915; Muller, 1916) have shown that,
when more than one CO appears on a given chromosome, the chiasmata they

form tend to be evenly spaced (Jones, 1967, 1974, 1984; Jones and Franklin, 2006).
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Indeed, the occurrence of a CO hampers the coincident formation of another one
in the same pair of chromosomes (van Veen and Hawley, 2003; Hillers, 2004) —
the physical length of prophase chromosomes, rather than the genomic (bp) or
genetic (cM) distance, being the primary parameter (Zhang et al., 2014; Wang et al.,
2015). So far, COI has been noted in several species including Arabidopsis thaliana
(Drouaud et al., 2007), Saccharomyces cerevisiae (Shinohara et al., 2003), Homo
sapiens (Laurie and Hultén, 1985; Broman and Weber, 2000) and Mus musculus

(Lawrie et al., 1995; Anderson et al., 1999; Broman et al., 2002).

The mechanism of COI remains unclear but several models have been proposed
(reviewed in Youds and Boulton, 2011). One early hypothesis, — the polymerisation
model, — posits that the completion of a CO triggers the polymerisation of an
inhibitor of recombination, thus preventing the formation of adjacent COs (Maguire,
1988; King and Mortimer, 1990). According to another one, — the stress model,
— axis buckling converts the recombination intermediate into a CO, and this
mechanical tension is released in the vicinity of established COs, thus making
neighbouring DSBs repair into NCOs instead (Borner et al., 2004; Kleckner et al.,
2004). The most recent pieces of evidence point that, in mice, COI may operate in
two consecutive steps: at late zygotene and at pachytene (de Boer et al., 2006).

Correlations between the length of the synaptonemal complex (SC) and interfer-
ence have been reported (Sym and Roeder, 1994; Lynn et al., 2002; Petkov et al.,
2007), but others have found that COI does not depend on the SC (de Boer et al.,
2007; Shodhan et al.; 2014), which suggests that COI operates before SC formation:
either prior to single-end invasion (SEI) (Hunter and Kleckner, 2001; Bishop and

Zickler, 2004) or during the stabilisation of the SEI (Shinohara et al., 2008).

Whatever the mechanism at play, it may have a role in controlling the outcome
of the repair (e.g. by preferentially recruiting the MUS81 repair machinery). Indeed,
the COs formed via the DSBR pathway comply to COI whereas those repaired via
the MUSS81 pathway do not (de los Santos et al., 2003; Kohl and Sekelsky, 2013).
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In particular, neither Schizosaccharomyces pombe for which all COs depend on the
Mus81 pathway (Munz, 1994; Hollingsworth and Brill, 2004; Cromie et al., 2006)
nor Aspergillus nidulans which lacks SC (Strickland, 1958, reviewed in Shaw and
Moore, 1998 and Egel, 1995) show CO interference.

As for NCOs, their formation is undoubtedly promoted by COI to downregulate
the number of COs (Rockmill et al., 2003; Youds et al., 2010; Crismani et al.,
2012; Séguéla-Arnaud et al., 2015).

Crossing-over homeostasis (COH)

Even though it has been disputed (Shinohara et al., 2008), the mechanism that
ensures COI may be responsible for another level of regulation: crossing-over
homeostasis (COH) (Joshi et al., 2009; Zanders and Alani, 2009, reviewed in Youds
and Boulton, 2011). COH promotes the formation of COs at the expense of NCOs
when fewer DSBs than the wild-type level are generated. This phenomenon was
initially observed in Saccharomyces cerevisiae (Martini et al., 2006; Chen et al.,
2008), but also exists in Caenorhabditis elegans (Yokoo et al., 2012; Globus and
Keeney, 2012), Drosophila melanogaster (Mehrotra and McKim, 2006) and Mus
musculus (Cole et al., 2012).

Preference for the homologue over the sister chromatid in DSB repair

So that the homologous chromosomes disjoin properly, a fourth regulatory level
applies to the repair of DSBs into COs: the promotion of interhomologue repair over
intersister mending. Template choice must be regulated differently in mitosis and
meiosis (Andersen and Sekelsky, 2010). Indeed, in mitosis, the sister chromatid is
always favoured (Kadyk and Hartwell, 1992; Bzymek et al., 2010), whereas evidence
in Saccharomyces cerevisiae suggests that, in meiosis, two thirds (Goldfarb and

Lichten, 2010) to nearly all (Pan et al., 2011) DSBs are repaired using the homologue.

Cohesins and components of the SC seem to be implicated in template choice

(Couteau et al., 2004; Kim et al., 2010, reviewed in Pradillo and Santos, 2011) but the
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proteins that play a role in homology search are also adequate candidates for this en-
deavour (reviewed in Youds and Boulton, 2011). Indeed, in Saccharomyces cerevisiae,
the phosphorylation of Hopl (mouse homologue: HORMADI1) triggers a mechanism
that prevents intersister repair of DSBs (Niu et al., 2005): it inhibits Rad51 (Niu
et al., 2009), thus leaving homology search to Dmc1 which promotes interhomologue
recombination more efficiently than Rad51 (Schwacha and Kleckner, 1997).

Elucidating these four layers of control on the formation and genome-wide
distribution of COs was largely fostered by the immunodetection of the MLH1
protein (which is a marker of CO events) on meiotic chromosome spreads. Such
maps have been obtained in multiple clades including primates (e.g. Sun et al.,
2005; Codina-Pascual et al., 2006; Garcia-Cruz et al., 2011; Gruhn et al., 2013;
Munoz-Fuentes et al., 2015), rodents (e.g. Froenicke et al., 2002; Dumont and
Payseur, 2011), ruminants (e.g. Vozdova et al., 2013; Sebestova et al., 2016) and
other eutherians (e.g. Borodin et al., 2008; Segura et al., 2013; Mary et al., 2014,
reviewed in Capilla et al., 2016).

Further analysis of maps like those has allowed to uncover both the large-scale
and fine-scale patterns of recombination rate (RR) variation along the genomes,

which are reviewed in the forthcoming subsection.

3.2.2 Intragenomic patterns of variation

Large-scale variations across genomic regions

When compared over the scale of megabases (Mb), recombination rates (RRs) vary
by an order of magnitude in both humans (Figure 3.2.a.) (Nachman, 2002; Myers

et al., 2005) and mice (Billings et al., 2010; Morgan et al., 2017).
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These large-scale variations associate with certain elements of the genome
(reviewed in de Massy, 2013 and Lam and Keeney, 2015). Centromeric regions, for
instance, are generally associated with little or no recombination, like in mammals
(Qiao et al., 2012) and yeasts: in Schizosaccharomyces pombe, components of the
RNA interference (RNAi) pathway repress DSB formation around centromeres
(Ellermeier et al., 2010) and in Saccharomyces cerevisiae, Spoll relocalises onto
chromosome arms at prophase, thus preventing the formation of DSBs adjacent to
centromeres (Kugou et al., 2009). This feature likely aids in the proper disjunction of
homologues, since centromere-proximal COs result in aneuploidy in yeasts (Rockmill
et al., 2006), humans (Hassold and Hunt, 2001) and flies (Kochler et al., 1996).

A similar suppression is also observed at telomeric regions in yeasts (Blitzblau
et al., 2007; Buhler et al., 2007), possibly because DSBs in repetitive sequences are
likely to be repaired through the non-allelic homologous recombination (NAHR)
pathway which can alter genome architecture via chromosomal rearrangements
(Sasaki et al., 2010). However, recombination seems increased in the neighbouring
(subtelomeric) regions of yeasts (Chen et al., 2008; Barton et al., 2008) albeit this
was not observed in other genome-wide studies (Buhler et al., 2001; Pan et al., 2011).
High RRs are also observed in the subtelomeric regions of mammals (Kong et al.,

2002; Jensen-Seaman et al., 2004; Pratto et al., 2014) and plants (Giraut et al., 2011).

In lieu of occurring at centromeres and telomeres, recombination primarily
localises within interstitial regions, themselves fragmented into DSB-rich and DSB-
poor domains — of about 100 kb in Saccharomyces cerevisiae (Baudat and Nicolas,
1997; Borde et al., 1999). The DSB-rich domains are associated with higher
GC-content in yeasts (Gerton et al., 2000; Petes, 2001; Marsolier-Kergoat and
Yeramian, 2009), rodents (Jensen-Seaman et al., 2004) and mammals (Eyre-Walker,
1993; Fullerton et al., 2001). In humans and chimpanzees, these domains are
further enriched in 5’ and 3’ untranslated regions (UTRs) and CpG islands (Kong
et al., 2002; Auton et al., 2012).
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It was suggested early that these highly-recombinant regions may correspond to
structural genes (Thuriaux, 1977), which is indeed the case in maize (Nelson, 1959,
1962, 1975; Dooner and Martinez-Férez, 1997; Dooner and He, 2008, reviewed in
Okagaki et al., 2018). Notwithstandingly, neither Arabidopsis thaliana (Kim et al.,
2007; Horton et al., 2012), Schizosaccharomyces pombe (Cromie et al., 2007) nor
mammals (McVean et al., 2004; Myers et al., 2005; Brick et al., 2012) share this
characteristic: in humans and mice, recombination correlates negatively with both
gene content (Kong et al., 2002; Jensen-Seaman et al., 2004) and gene transcription
rate (McVicker and Green, 2010; Pouyet et al., 2017).

Recently, Halldorsson et al. (2019) argued that the mechanism guiding re-
combination away from genes may have emerged through evolution in order to
reduce the deleterious effect of its inherent de novo mutations (DNMs) on coding
sequences. The mutagenicity of recombination was indeed demonstrated in yeasts
(Strathern et al., 1995; Rattray et al., 2015) and humans (Arbeithuber et al., 2015;
Halldorsson et al., 2019) and explained, — together with Hill-Robertson effects,

— the correlations found between recombination and genetic diversity in humans
(Nachman, 2001; Lercher and Hurst, 2002; Hellmann et al., 2003, 2005; Spencer et al.,
2006; Montgomery et al., 2013; Smith et al., 2018) and other species (Begun and
Aquadro, 1992; Aquadro, 1997; Webster and Hurst, 2012; Cutter and Payseur, 2013).

More generally, sites of recombination initiation seem to correspond to regions
of open chromatin: highly active sites present trimethylation of the 4" lysine of
histone H3 (H3K4me3) marks in yeasts (Borde et al., 2009) and mice (Buard et al.,
2009) and DNA hypomethylation in plants (Maloisel and Rossignol, 1998; Melamed-
Bessudo and Levy, 2012; Mirouze et al., 2012). Curiously though, in mammals,
long-range recombination rates seem to be associated to DNA hypermethylation
rather than hypomethylation (Sigurdsson et al., 2009; Zeng and Yi, 2014).

Nucleosome-depleted regions (NDRs) are another typical feature of open chro-
matin and recombinational activity is stronger at these sites in mammals (Getun

et al., 2010; Lange et al., 2016; Yamada et al., 2017, reviewed in Jabbari et al., 2019)
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Figure 3.2: Heterogeneity in recombination rates along the human genome.
a | The shape of the distribution of recombination rates (RRs) depends on the level
of resolution. b | Most recombination events cluster in a small proportion of the total
genomic sequence.

This figure was reproduced from Coop and Przeworski (2007) and originally adapted from
(Myers et al., 2005) (permission in Appendix B).

as well as in Schizosaccharomyces pombe (de Castro et al., 2012) and Saccharomyces
cerevisiae (Wu and Lichten, 1994; Berchowitz et al., 2009) for which NDRs host
most DSBs. More precisely, recombination is found near transcription start sites
(TSSs) of gene promoters in budding yeasts (Baudat and Nicolas, 1997; Petes, 2001;
Mancera et al., 2008), dogs (Auton et al., 2013; Campbell et al., 2016), plants
(Hellsten et al., 2013; Choi et al., 2018) and birds (Singhal et al., 2015).

Recombination hotspots

The level of resolution matters tremendously when analysing patterns of RR
variation (reviewed in Smukowski and Noor, 2011). Indeed, at finer genomic
scales of 1-10 kb, recombination rates considerably vary (Figure 3.2.a.): in humans
(McVean et al., 2004; The 1000 Genomes Project Consortium, 2010) and other
eukaryotes (Mézard et al., 2015), 80% of recombination events gather in only 20%
of the genome (Figure 3.2.b.), primarily into 1—2-kb® regions called ‘recombination

hotspots’ (Myers et al., 2005).

6In mammals. But, in yeasts, recombination hotspots span several kilo base pairs.
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Hotspots are generally defined as sequences that show a recombinational activity
several times greater than the background rate (Crawford et al., 2004; Stapley et al.,
2017). However, the activity of adjacent regions and the genome-wide average are
alternately used as the comparative criterium (de Massy, 2013), which renders the
delimitation and the number of hotspots slightly imprecise.

Nevertheless, apart from Drosophila melanogaster (Comeron et al., 2012; Manzano-
Winkler et al., 2013), Caenorhabditis elegans (Kaur and Rockman, 2014) and Apis
mellifera (Mougel et al., 2014; Wallberg et al., 2015) which lack them, recombination
hotspots have been identified in a myriad of eukaryotes, including Saccharomyces
cerevisiae (Sun et al., 1989b; Lichten and Goldman, 1995), Schizosaccharomyces
pombe (Steiner and Smith, 2005; Cromie et al., 2007), Arabidopsis thaliana (Drouaud
et al., 2006), Zea mays (Brown and Sundaresan, 1991; Dooner and Martinez-Férez,
1997; Yao et al., 2002; Fu et al., 2002), Triticum aestivum (Saintenac et al., 2011)
and other plants (Mézard, 2006), Canis lupus (Axelsson et al., 2012), Mus musculus
(Guillon and de Massy, 2002; Kauppi et al., 2007; Smagulova et al., 2011), Pan
troglodytes (Winckler et al., 2005; Auton et al., 2012) and Homo sapiens (Jeffreys
et al., 2001; Myers et al., 2005).

The first experimental evidence for hotspots was found serendipitously in the
H2 region (i.e. major histocompatibility complex, MHC) of mouse chromosome 17
(Steinmetz et al., 1982). The first human hotspots were later identified in $-globin
and insulin regions (Chakravarti et al., 1984, 1986). Since then, the list of recognised
hotspots has grown extensively (reviewed in Arnheim et al., 2007; Paigen and Petkov,
2010) and many have been studied individually via sperm-typing studies (e.g. Hubert
et al., 1994; Jeffreys et al., 2001; Schneider et al., 2002) (see Appendix A).

Later, genome-wide lists of hotspots — concordant with sperm-typing analyses
(e.g. Tiemann-Boege et al., 2006) — have been achieved by analysing linkage
disequilibrium in pedigrees or populations (see Subsections 3.1.1 and 3.1.2): about

30,000 have been uncovered in humans (Myers et al., 2005; The International
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HapMap Consortium, 2007) and 47,000 in mice (Brunschwig et al., 2012).

Two additional layers of RR variation exist at the hotspot level in mammals.
First, the recombinational activity of individual hotspots varies over orders of
magnitude (Jeffreys et al., 2001; Kauppi et al., 2004; Paigen et al., 2008), with the
number of hotspots per class of intensity following a negative exponential relationship
(Paigen and Petkov, 2010). Second, the apparent” relative ratio of CO to NCO
outcomes also varies between hotspots in flies (Singh, 2012), yeasts (Mancera et al.,
2008), mice (Paigen et al., 2008) and humans (Jeffreys and May, 2004).

These relative differences in hotspot activity come from their both cis- and
trans- regulations (reviewed in Paigen and Petkov, 2010) which also account for

the differences in hotspot usage among individuals.

3.2.3 Inter-individual differences in hotspot usage

Sexual dimorphism

Sex differences in recombination were discovered over a century ago with the first
linkage studies in Drosophila melanogaster (Morgan, 1912, 1914), Bombyz mori
(Takana, 1914) and Gammarus chevreuzi (Huxley, 1928). Since then, several levels
of sexual dimorphism have been unveiled.

First, as compared to males, the overall recombinational activity is greater in
females® for most mammals (Dunn and Bennett, 1967) including mice (Shifman
et al., 2006) and humans (Donis-Keller et al., 1987; Broman et al., 1998) — a result
consistent with the fact that the genetic maps are longer in females than in males
in these two species (Lynn et al., 2004; Cox et al., 2009) as well as in pigs (Mikawa
et al., 1999), dogs (Neff et al., 1999) and thale cresses (Drouaud et al., 2007). In

mammals, this observation could be partly due to the fact that female meiosis

"The density of polymorphic markers (which can vary across hotspots) affects the ability to
detect NCOs. As such, the apparent CO:NCO ratio may differ from the genuine CO:NCO ratio.
8This feature (a species with different RRs in both sexes) is termed ‘heterochiasmy’.
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entails a dictyate arrest which can last for decades (from the fetal age to ovulation),
thus leaving time for spontaneous DSBs to arise and to be repaired as complex COs
(see Chapter 2). But it has also been argued that the synaptonemal complex (SC)
length per se could play a major role in determining recombination rate differences,
since the SC is much longer — and the DNA loops much shorter — in occytes than
in spermatocytes (Tease and Hultén, 2004). Of note, this effect is reversed in sheeps
(Maddox et al., 2001), flycatchers (Backstrom et al., 2008) and most marsupials
(Bennett et al., 1986; Hayman et al., 1988; Hayman and Rodger, 1990) and it not
visible in one marsupial (Hayman et al., 1990) nor cattle (Kappes et al., 1997).

Second, sexual differences are regionalised: CO rates in men are several times
lower near centromeres and higher near telomeres than in women (reviewed in Buard
and de Massy, 2007), arguably because the SC is shorter in males (Tease and Hultén,
2004) and their synapsis preferentially initiates at subtelomeric regions (Brown
et al., 2005). Contrariwise, females display more numerous interstitial initiation
sites and their recombination landscape is thus generally flatter (Paigen et al., 2008).

Despite these sexual differences in hotspot usage — which can be so strong
that a few hotspots are sometimes perceived as entirely sex-specific (Shiroishi
et al.,; 1990, 1991), — nearly all hotspots are shared by both males and females
(Bhérer et al., 2017).

Altogether, this sexual dimorphism mainly results from disparities in hotspot
usage (Brick et al., 2018) possibly coming from haploid selection (Lenormand and
Dutheil, 2005), imprinting (Lercher and Hurst, 2003) or sex-based differences in
chromatin structure (Gerton and Hawley, 2005) and SC length (Petkov et al., 2007).

Heterogeneity between individuals
Hotspot usage is also variable between individuals of the same sex (reviewed in
Popa, 2011 and Capilla et al., 2016).

In humans, fluctuations in recombination rates are greater between women
than between men, but both sexes show inter-individual variation (Cheung et al.,

2007). For instance, the major histocompatibility complex (MHC) shows a 2-fold
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difference among 5 men (Yu et al., 1996), some hotspots are active in only a few
men (Neumann and Jeffreys, 2006) and the CO:NCO ratio shows inter-individual
disparities (Jeffreys and Neumann, 2005; Sarbajna et al., 2012).

As for mice, an inter-individual effect was also found in one strain (Koehler
et al., 2002), but not in others. Thus, RRs vary not only between chromosomal
regions and individuals, but also across populations and species, which indicates

that they evolve with time, as reviewed in the following section.

3.3 Evolvability of recombination rates (RRs)

3.3.1 Intra- and inter-species comparison of fine-scale RRs

The comparison of human linkage disequilibrium (LD) maps has shown that LD
blocks are highly correlated among populations (Gabriel et al.; 2002), but the
positions of the historical recombination hotspots they uncover are not entirely
concordant with the one-generation recombination of genetic maps (Tapper et al.,
2005). This non-concordance between historical and actual recombination was also
observed independently at specific regions (Jeffreys et al., 2005; Kauppi et al., 2005)
and suggests that the set of hotspots reorganises through time. Thus, discrepancies

in the fine-scale RR should be found both within and among species.

On the one hand, recombination rates exhibit intra-species disparity. In mice,
for instance, the number of MLH1 foci (a proxy for the number of COs) differs
between strains (Koehler et al., 2002; Paigen et al., 2008; Baier et al., 2014)
and, in humans, the use of recombination hostpots vary across populations (Berg
et al., 2011; Hinch et al., 2011).

On the other hand, even though closely related species show similar average
recombination rates (RRs) (Dumont and Payseur, 2008; Hassold et al., 2009; Garcia-
Cruz et al., 2011; Auton et al., 2012) when compared over the scale of megabases

(Mb), dissimilarities appear at finer scales, as was shown between humans and
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macaques (Wall et al., 2003), between humans and chimpanzees (Ptak et al., 2004,
2005; Winckler et al., 2005) and between humans and great apes (Stevison et al.,
2016).

The reasons for such a rapid turnover of recombination hotspots were understood
about a decade ago with the discovery of the protein that determines the position

of recombination hotspots in mammals: PRDMO9.

3.3.2 Prdm9, the fast-evolving mammalian speciation gene

Discovery of the Prdm9 gene

Positive regulatory (PR) domain zinc finger protein 9 (PRDM9) — encoded by
a gene originally named Meisetz (for ‘meiosis-induced factor containing PR/SET
domain and zinc-finger motif’) — was discovered in mouse germ cells as a histone
H3 lysine 4 methyltransferase protein essential to the progression through meiotic
prophase (Hayashi et al., 2005; Hayashi and Matsui, 2006). In 2010, three groups
simultaneously identified it as responsible for the positioning of recombination
hotspots in mice and humans (Baudat et al., 2010; Myers et al., 2010; Parvanov
et al., 2010, reviewed in Cheung et al., 2010 and Hochwagen and Marais, 2010).

One of these groups had previously identified a degenerate 13-bp GC-rich motif
(Myers et al., 2005) implicated in the activity of 40% of human hotspots (Myers
et al., 2008; Webb et al., 2008) and had predicted that it was likely bound by a zinc
finger protein of at least 12 units (Myers et al., 2008). Later, the computational
analysis of all predicted zinc-finger DNA-binding proteins in the human genome
yielded PRDM9 as both the only binding partner compatible with the observed
degeneracy of the motif and the only candidate consistent with the lack of activity
in chimpanzees (Myers et al., 2010).

The other two groups had previously independently identified a ~5-Mb region on

mouse chromosome 17 containing a trans-acting locus controlling the activation of
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specific hotspots (Grey et al., 2009; Parvanov et al., 2009), respectively named Dsbc1
and Rerl at the time. Parvanov et al. (2010) used a mouse cross to narrow the
interval down to 181 kb and argued that, among the four genes it comprised, Prdm9
was the only relevant candidate that could explain the differences in hotspot usage.

Baudat et al. (2010) also reduced the interval with additional crosses to identify
Prdm9 as a relevant candidate. They further sequenced several human variants
and found that the human Prdm9 alleles were associated with hotspot usage, thus
providing convincing evidence that it plays a major role in hotspot positioning, and
demonstrated its sequence-specific binding to the 13-bp motif in vitro.

The dots were later reconnected with two past studies: one had found a haplotype
associated with the control of recombination (Shiroishi et al., 1982) — this haplotype
actually contained Prdm9; and in another, a protein binding a minisatellite motif
had been partially purified (Wahls et al., 1991) — this protein turned out to be

PRDM9 (Wahls and Davidson, 2011).

Since then, the role of PRDM9 in regulating the position of recombination
hotspots has been confirmed multiple times in humans (Berg et al., 2010; Pratto
et al., 2014) and observed in other primates (Groeneveld et al., 2012; Heerschop
et al., 2016; Schwartz et al., 2014), rodents (Buard et al., 2014; Capilla et al.,
2014; Kono et al., 2014), ruminants (Sandor et al., 2012; Ahlawat et al., 2016a,b,
2017) and equids (Steiner and Ryder, 2013).

Nevertheless, PRDM9 does not bind solely its specific binding motifs (Grey
et al., 2017) and, in PRDM9-lacking mice, DSBs are located at functional sites
(Brick et al., 2012). It has been proposed that DSB repair at such sites is inefficient
and leads to sterilty (Brick et al., 2012) but a recent study proved that PRDM9
is not essential to fertility in male mice (Mihola et al., 2019). As for humans, a
woman lacking a functional Prdm9 allele was found to be fertile (Narasimhan et al.,

2016). Hotspots are also defined independently of PRDM9 in canids (Axelsson
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et al., 2012; Munoz-Fuentes et al., 2011; Auton et al., 2013) and birds (Singhal
et al., 2015) in which they instead locate at transcription start sites (TSSs) and

are stable over evolutionary times.

Structure of the protein

PRDM9 determines the precise localisation of hotspots thanks to its carboxy-
terminal tandem array of 8 to over 20 Cysy-Hisy (C2H2) zinc fingers (Znf) (reviewed
in Paigen and Petkov, 2018): the residues -1, +3 and 46 (relative to the alpha helix)
of each Znf specify the DNA trinucleotide to bind and thus, altogether, the sequence
target of the Znf array (Neale, 2010). A few fingers contribute preponderantly to
the principal motif recognised (Figure 3.3.B.) and one Znf is separated from the
rest of the array and closer to the central region (Figure 3.3.A.).

The central region also contains the histone methyltransferase PR/SET domain
which is distantly related to the family of Suppressor of variegation 3—-9, Enhancer of
Zeste and Trithorax (SET) domains (reviewed in Grey et al., 2018). Thanks to this
domain required for DSB formation (Diagouraga et al., 2018), PRDM9 can catalyse
the mono-, di- and trimethylation of H3K4 and H3K36° (Wu et al., 2013; Powers
et al., 2016) but also its own authomethylation (KKoh-Stenta et al., 2017) which may
help to regulate its activity by modulating the folding of the PR/SET domain.

The N-terminus hosts the Krippel-associated box (KRAB)-related domain
involved in protein:protein interactions (Parvanov et al., 2016, 2017; Imai et al.,
2017), and a synovial sarcoma X repression domain (SSXRD). These two domains
are also known to be involved in transcriptional repression (Margolin et al., 1994;
Lim et al., 1998) but no such activity was identified in human PRDM9 (Born
et al., 2014), and they both seem essential to the hotspot-targeting role of PRDM9

(Baker et al., 2017; Thibault-Sennett et al., 2018).

9H3K4, H3K36: Lysine 4 (resp. 36) of histone H3.
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Figure 3.3: Molecular structure of PRDM9.

A | The PRDM9 protein consists of a KRAB-like, a SSXRD, a PR/SET and a zinc finger
(Znf) array domains. The three residues (located at positions -1, +3 and +6 relative to
the alpha helix) that are explicitely lettered specify the DNA target of each Znf. Human
A and mouse Dom2 alleles are shown. B | The composition of the tandem Znf array
of the major human and mouse Prdm9 alleles are represented as a sequence of squares,
coloured based on the composition of residues at positions -1, +3 and +6. The boxes
frame the fingers that contribute most to the principal motif of each allele.

This figure was reproduced from Paigen and Petkov (2018) (permission in Appendix B).

Multimerisation and hybrid sterility
PRDMY9 has been proposed to act as a multimer (Baker et al., 2015b; Altemose
et al., 2017; Schwarz et al., 2019) which may explain the dominance of certain alleles
reported for human C over A (Pratto et al., 2014) and I over A alleles (Baudat
et al., 2010), as well as mouse 13R over 9R (Brick et al., 2012) and Cst over Dom2
alleles (Smagulova et al., 2011; Baker et al., 2015a,b).

Multimer formation certainly may play a role in PRDM9-mediated homologue

pairing (Davies et al., 2016) and dominance may affect the dosage sensitivity of
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PRDM9 (Flachs et al., 2012; Ségurel et al., 2011) and thus participate in both
hybrid infertility — which was observed long before the known implication of Prdm9
(Forejt and Ivanyi, 1974) — and in speciation (Mihola et al., 2009).

Given its critical role in fertility, one might expect PRDM9 to be under strong
purifying selection and thus to be highly conserved. But, counterintuitively, it

seems to evolve rapidly.

The rapid evolution of Prdm9

The Znf array forms a vast reservoir of variability since it may differ both in
length (number of fingers) and composition, thus yielding extensive allelic pos-
sibilities for Prdmd.

Indeed, a large number of Prdm9 alleles have been uncovered in primates
(Groeneveld et al., 2012; Heerschop et al., 2016) and ruminants (Ahlawat et al.,
2016a). As for mice, over 100 distinct alleles have been detected thus far (Buard
et al., 2014; Kono et al., 2014). Most laboratory inbred strains derived from the
Mus musculus domesticus subspecies carry either the Dom2 or Dom3 allele while
those derived from Mus musculus musculus carry the Msc allele and those derived
from Mus musculus castaneus the Cst allele (Figure 3.3.B.).

Human populations also vary in their PRDM9 allelic composition (Berg et al.,
2010, 2011; Fledel-Alon et al., 2011): African populations have ~50% of allele A,
13% of allele C' and the rest composed of other minor alleles (Berg et al., 2011);
non-African populations mainly encompass allele A and, to a smaller extent, allele
B (Baudat et al., 2010; Berg et al., 2010; Hinch et al., 2011); and the Neanderthal
and Denisovan samples studied so far exhibit yet other alleles (Schwartz et al., 2014;

Lesecque et al., 2014).

Such great allelic diversity, which is associated with diversity in hotspot usage,
is made possible by the high mutation rate of Prdm9 (Jeffreys et al.; 2013) and
by the strong positive selection exerted on its decisive Znf residues (Oliver et al.,

2009; Thomas et al., 2009; Ponting, 2011).
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3.3.3 The Red Queen dynamics of hotspot evolution

DSB-induced biased gene conversion (dBGC) and the erosion of targets
Once PRDMO9 has bound its allele-specific target, a DSB is initiated and subsequently
repaired as a CO or a NCO (see Chapter 2). In most hotspots studied, the
distribution of CO exchange points — which likely reflect the position of the
resolution of the transient Holliday junction rather than the DSB initiation site
(Smith, 2001) — decreases identically on the two sides (5" and 3’) of the DSB
(Arnheim et al., 2007). However, a skewed CO exchange point distribution appeared
in a few hotspots (Jeffreys and Neumann, 2002, 2005; Yauk et al., 2003; Neumann
and Jeffreys, 2006) and was interpreted as a visible corollary of the differential DSB
initiation on the two homologues (Baudat and de Massy, 2007).

Indeed, PRDM9 can a priori bind its target on either homologue (‘haplotype’
henceforth). However, if one haplotype has a higher PRDM9-binding affinity, it
hosts more DSBs and is thus ‘hotter’ (Zelazowski and Cole, 2016). Therefore, the
other, ‘colder’ haplotype is used as a template to repair the DSB, which results
in the hot haplotype being frequently converted by the cold one. This meiotic
initiation bias thus yields biased gene conversion (BGC) recombination events
and, since this phenomenon is induced by the preferential placement of DSBs on
one haplotype, I will henceforth call it ‘DSB-induced BGC’ (dBGC), as others
before (Lesecque, 2014; Grey et al., 2018).

A differential binding affinity between the two haplotypes arises when one
target motif acquires mutations: the more affinity-disruptive mutations the targeted
motif gains (i.e. the more eroded the hotspot), the more asymmetrically the DSBs
initiate (i.e. the more asymmetric the hotspot), and the stronger the dBGC effect

(reviewed in Tiemann-Boege et al., 2017).

The hotspot paradox
As just stated, during the repair of the DSB, the hot (recombination-activating)

haplotype is converted into the cold (recombination-suppressing) haplotype from the
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other chromosome (Gutz, 1971; Schuchert and Kohli, 1988; Jeffreys and Neumann,
2009) and therefore suffers a meiotic drive against itself. Consequently, in the long-
term, the very mechanism of recombination is expected to lead to the self-destruction
of hotspots — a prediction that seems antipodal with the observation that hotspots
are abundant in sexually active eukaryotes. This dilemma has been called the
‘hotspot paradox’ (Boulton et al., 1997): individually, hotspots are suicidal but,

collectively, they are maintained.

Over the decade following the discovery of that paradox, several theoretical
studies have been conducted to try and understand how hotspots are maintained
despite their self-destruction (Boulton et al.,; 1997; Pineda-Krch and Redfield, 2005;
Coop and Myers, 2007). Three main hypotheses were put forward by these studies
to justify the maintenance of hotspots.

First, all three studies have proposed that recombination-activating back-
mutations could arise in hotspots to counteract their extinction by dBGC. Though,
all three conclude that the mutation rate required in face of the intensity of gene
conversion would need to be unfeasibly large for them to be likely to be observed.

Second, the authors suggested that, given the benefits of recombination on
fertility and viability, there could be a selective force opposing the spread of
recombination-suppressing haplotypes: to ensure the correct segregation of alleles,
recombination hotspot alleles could be directly selected for. However, for such a
selective force to be strong enough to counterbalance hotspot extinction, DSBs would
have to resolve into COs with a much higher probability than is observed in reality.

The third main hypothesis put forward was arguably the most plausible one:
hotspots appear to compete for a finite amount of recombination with other adjacent
hotspots. As such, it may be possible for them to increase their activity — and
thus to start experiencing drive — only when nearby ones have been lost. This
inter-hotspot competition drastically slowed down the expected rate of extinction.
Still, it did not allow hotspots to persist indefinitely. As such, at that time, the

mystery remained complete as to the way the paradox could be solved.
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Determinants of the Red Queen dynamics

Further progress in solving the hotspot paradox came in 2010 with the discovery
of PRDM9 as the determinant of hotspot localisation (Baudat et al., 2010; Myers
et al., 2010; Parvanov et al.; 2010). Indeed, it had been mentionned two years
before that the hotspot paradox could theroretically be resolved if a trans-acting
modifier (thus escaping gene conversion) had the ability to activate or inactivate
the hotspots (Peters, 2008; Friberg and Rice, 2008).

Ubeda and Wilkins (2011) formally formulated the model involving PRDMY as
the trans-acting protein solving the paradox under the form of a race for evolution
termed a ‘Red Queen dynamics’ (van Valen, 1973), after the words of the Red
Queen in the Through the Looking-Glass and What Alice Found There book by
Lewis Caroll (1871) (Figure 3.4).

7 —
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Figure 3.4: Original drawing of Alice and the Red Queen by John Tenniel.
The ‘Red Queen dynamics’ term is derived from a statement of the Red Queen in Lewis
Carroll’s Through the Looking-Glass and What Alice Found There (1871) about the nature
of her world: ‘Now, here, you see, it takes all the running you can do, to keep in the same
place. If you want to get somewhere else, you must run at least twice as fast as that!’
This figure is free of rights and was reproduced from Carroll (1871).
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In their model (Figure 3.5), owing to dBGC, the target loci lose their propensity
to be bound by PRDM9, thereby reducing the overall recombination rate and
creating a selective pressure for PRDM9 alleles to evolve and target a new set of
binding sites. This intragenomic conflict leads to a never-ending situation where
recombinogenic PRDM9 alleles continually chase their target motifs and evolve into
other allelic variants as soon as their targeted sites are sufficiently eroded.

More recently, Latrille et al. (2017) formalised a quantitative population-genetic
model accounting for all possible actors of the Red Queen model. Their mathematical
developments led to the identification that both an extremely high mutation rate of
PRDM9 and a strong dBGC eroding its target motifs are required for the model to
be valid.

However, Ponting (2011) questioned this theory on the basis that the number of
recombination hotspots (~25,000 in humans) far exceeds the number of chromosome
arms (~40) and proposed four explanations justifying the strong and sustained
positive selection on the DNA-binding determinant sites of PRDM9.

First, it could be that only a portion of the hotspots are bound by PRDM9
with strong affinity and that PRDM9 could evolve to keep a high binding affinity
with a maximum number of these strong sites.

Second, since the PAR of sexual chromosomes is very short and is the only
region where COs can form between these chromosomes, PRDM9 may be driven
to evolve rapidly to ensure their correct segregation.

Third, if multiple weakly deleterious alleles accumulate in a non-recombining
region, PRDM9 may be driven to evolve and target this particular region to break
down the detrimental linkage in it.

Last, PRDM9 may evolve so as to prevent diseases, since increased CO rates

in certain regions can lead individuals to certain diseases.
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Figure 3.5: The Red Queen model of recombination hotspots.

In mice, the position of recombination hotspots, defined as regions of elevated recom-
bination rate, is determined by PRDM9. At a given generation (top panel), one allelic
variant of this protein, PRDM92¢le-1 " targets specifically its target motif (yellow square)
thanks to its sequence-specific zing finger array (yellow triangles). Over time, because of
double-strand break induced biased gene conversion (dBGC), the recombination-activating
haplotypes carrying the target motif get eroded (crossed yellow square), which directly
leads to a deprivation of hotspots as fewer sites are targeted by the PRDM9 allele present
in the individual (middle panel). According to the Red Queen model of recombination
hotspots, this creates a selective pressure for PRDMO9 to evolve rapidly into a new allele,
PRDM9a!ele_2 " carrying a distinct zinc finger array (red triangles) targeting a new set of
motifs (red square). As such, the recombination landscape with this new allele (bottom
panel) is completely different from the one with the original allele (top panel).
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Experimental proofs of the Red Queen model

Whichever the reason driving PRDM9 to evolve, all hypotheses rest on the following
assumption of the Red Queen model: that the destruction of PRDM9 targets via
dBGC is at the origin of the raise in frequency of new PRDM9 variants. Though, for
this model to be plausible, dBGC must be strong enough to lead to a significant loss
of hotspots genome-wide. Therefore, Lesecque et al. (2014) empirically quantified
the dynamics of hotspot turnover by estimating the age and life expectancy of
human hotspots. Their estimates showed that human hotspots were both much
younger and much shorter-lived than had previsouly been suggested, and that dBGC
was extremely high in certain hotspots. As such, they showed that dBGC was
indeed sufficiently strong to explain the rapid loss of hotspots.

Further experimental testings of PRDM9 driving the evolutionary erosion of
hotspots were carried in mice by Baker et al. (2015a). They indeed compared the
activity of a Prdm9 allele originating from the Mus musculus castaneus subspecies
(Prdm9%s) in both Mus musculus castaneus and Mus musculus domesticus. They
found that most variants affecting PRDM9®** binding had arisen specifically in
the Mus musculus castaneus subspecies in which it had evolved and that hotspots
had thus been greatly eroded in that lineage, which confirmed experimentally the
predictions of the Red Queen model.

As a consequence of this haplotype difference, F1 hybrids between the two
subspecies showed large haplotype biases in PRDM9 binding. The latter were
sometimes so large that novel hotspots appeared in the hybrid, as a result of the
interplay between one parent’s Prdm9 allele and the other parent’s chromosome
(for the hotspot on the ‘self’ chromosome had eroded).

Smagulova et al. (2016) further analysed the consequences of such sequence
divergence generated by hotspot turnover in mouse hybrids and suggested that,
because COs are disfavoured at the hotspots showing large haplotype biases, this
may lead to reduced fertility and, ultimately, to speciation. The precise reasons
why a shortage of symmetric hotspots can cause asynapsis remain to be elucidated,

but it has been proposed that it may be due to a concomittant asymmetry in
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PRDM9-dependent chromatin remodelling (Davies et al., 2016) or to an excessively

high level of heterozygosity impeding recombination (Gregorova et al., 2018).

Altogether, DSB-induced biased gene conversion (ABGC) is an important driver
for the evolution of the recombination landscape. Though, it is not the only one:
another form of meiotic drive (GC-biased gene conversion, gBGC) also shapes the

genome around recombination hotspots. I will review it in the following chapter.



‘Finally, if my chief conclusion is correct, and if the
neutral or nearly neutral mutation is being produced
in each generation at a much higher rate than has
been considered before, then we must recognize the
great importance of random genetic drift due to finite
population number in forming the genetic structure
of biological populations.’

— Motoo Kimura, Fvolutionary Rate at the Molecular
Level (1968)
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Gene conversion, i.e. the process through which one DNA sequence is cleaved
and non-reciprocally replaced by another one (the homologue in the case of allelic
gene conversion), leads to the non-Mendelian segregation of genetic information
at the locus where it occured. If the two alleles are equally likely to be converted,
this has no incidence at the population scale: allelic frequencies remain constant
over generations. If, however, one homologue preferentially converts the other, it is

more frequent in the pool of gametes and the transmission of alleles is necessarily
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biased: the donor has an evolutionary advantage over the acceptor.

Such biased gene conversion (BGC) exists under two forms: DSB-induced BGC
(dBGC) when the bias comes from a differential competency for homologues to host
the double-strand break (see Chapter 3), and GC-biased gene conversion (gBGC)
when it comes from the nature of the nucleotides involved. Indeed, the repair of the
cut homologue involves the formation of heteroduplex DNA | i.e. a stretch of DNA
where the two strands bear distinct alleles. These mismatches are either ‘restored’ if
the original allele of the cut sequence is reinstated, or ‘converted’ if it is supplanted by
the allele of the homologue. The position of these events delineate ‘conversion tracts’
(CTs) — which are designated as ‘complex CTs” when they alternate conversion
and restoration events (Borts and Haber, 1989) and ‘simple CTs’ otherwise.

In some species, whether through conversions or restorations, the repair favours
GC over AT alleles (Mancera et al., 2008; Si et al., 2015; Williams et al., 2015;
Halldorsson et al., 2016; Smeds et al., 2016), hence the term ‘GC-biased gene
conversion’ (gBGC). Because its consequences on genome evolution ressemble those
of natural selection, the very existence of this recently discovered phenomenon has
been questioned by many in the more global context of the controversy opposing
selectionists to neutralists (see Chapter 1). I will therefore start this chapter by
reviewing the breakthrough of gBGC in the climate of this debate, then explore the
similitudes of its implications for genome evolution with those of natural selection

and finish by looking into the first studies that characterised it.

4.1 Discovery of GC-biased gene conversion (gBGC)

4.1.1 The debated origin of isochores

In double-stranded DNA, adenosine (A) and thymine (T) nucleotides pair up while
cytosine (C) nucleotides mate guanine (G) bases (Chargaff, 1950, reviewed in Kresge
et al., 2005). Therefore, when studying the composition of a stretch of DNA, it

is conventional to measure its GC-content.
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Originally, this was done via the ultra-centrifugation of DNA fragments (Meselson
et al., 1957; Corneo et al., 1968). Using this technique, a few studies have
characterised GC-content distribution in several eukaryotes (Filipski et al., 1973;
Thiery et al., 1976; Macaya et al., 1976, 1978; Cortadas et al., 1977) and revealed
that mammalian, avian and reptilian genomes — but not amphibians nor fishes
(Bernardi and Bernardi, 1990) — display a long-range compositional heterogeneity
(Figure 4.1). The long regions of 100 kb or more that carry a relatively homogeneous

GC-content were later termed ‘isochores’ (Cuny et al., 1981).

GC-rich isochores are enriched in genes (Bernardi et al., 1985; Mouchiroud et al.,
1991; Lander et al., 2001, reviewed in Bernardi, 2005) that are shorter and more
compact than in GC-poor regions (Duret et al., 1995). Regional GC-content further

correlates with the timing of DNA replication (Federico et al., 1998; Watanabe
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Figure 4.1: Overview of isochores on four human chromosomes.

Human chromosomes 1, 2, 3 and 4 are divided into 100-kb windows coloured according to
their mean GC-content: the spectrum of GC-level was divided into five classes (indicated
by broken horizontal lines) from ultra-marine blue (GC-poorest L1 isochores) to scarlet
red (GC-richest H3 isochores). Grey vertical lines correspond to gaps present in the
sequences and grey vertical regions to centromeres.

This figure was reproduced from Costantini et al. (2006) and corresponds to a subsample
of the original figure (permission in Appendix B).
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et al., 2002; Costantini and Bernardi, 2008), the density in transposable elements
(TEs) (Smit, 1999; Lander et al., 2001; Mouse Genome Sequencing Consortium
et al., 2002) and the recombinational activity (Fullerton et al., 2001; Kong et al.,
2002).

Since base composition of homologous genomic regions correlate between the
three amniotic lineages (mammals, birds and reptiles) (Kadi et al., 1993; Caccio
et al., 1994; Hughes et al.,; 1999), it is thought that isochores were inherited from
their last common ancestor (LCA). Since then, certain lineages have undergone
additional somehow steep changes. For instance, the isochore GC-content of mice
is less variable than that of other mammals — a pattern that is in the derived
state as compared to nonrodents (Galtier and Mouchiroud, 1998) and which likely
reflects one (Mouchiroud et al., 1988) or two (Smith and Eyre-Walker, 2002) extra
‘murid shifts’ since the LCA.

Originally, two main hypotheses had been proposed as for the origin of isochores
(reviewed in Duret and Galtier, 2009a). According to the mutational bias hypothesis,
isochores would be caused by a variation along chromosomes in the mutational bias
towards either AT or GC nucleotides (Filipski, 1988; Wolfe et al., 1989; Francino
and Ochman, 1999; Fryxell and Zuckerkandl, 2000). If this were true, GC — AT
and AT — GC mutations should have the same probability of fixation at neutral
sites. The finding that this was not the case (Eyre-Walker, 1999; Smith and
Eyre-Walker, 2001; Lercher et al., 2002; Webster and Smith, 2004; Spencer et al.,
2006) ruled out this theory.

Another proposition involving natural selection has been thoroughly defended
by one of the major discoverers of isochores (Bernardi, 2000, 2007, 2012). In his
view, the fact that G and C bases are linked via three hydrogen bonds (instead
of two for A and T bases) would compensate for the purportedly instable nature
of DNA in warm-blooded animals. However, this does not explain why only a
fraction of the genome is affected by higher GC-content (Duret and Galtier, 2009a).

This theory was further invalidated by the facts that no correlation between body
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temperature and GC-content was found (Belle et al., 2002; Ream et al., 2003)
and that this isochore organisation also takes place in cold-blooded animals like
reptiles (Hughes et al., 1999; Hamada et al., 2003; Costantini et al., 2016). In
addition, a scenario according to which all sites are under selection has theoretical
limitations: given the elevated rate of deleterious mutations in their protein-coding
sequences (Eyre-Walker and Keightley, 1999; Keightley and Eyre-Walker, 2000),
mammalian genomes would probably accumulate a mutation load too high to be
coped with (Eyre-Walker and Hurst, 2001).

An alternative role for natural selection in causing isochore organisation would
be its fine-tuning the expression of tissue-specific genes (Vinogradov, 2003, 2005).
This hypothesis may not hold, though, since the correlation between GC-content
and gene expression is extremely weak (Sémon et al., 2005, 2006; Pouyet et al.,

2017, reviewed in Duret and Galtier, 2009a).

Since natural selection thus seems insufficient to explain, on its own, the bias
towards the fixation of GC alleles, another track has been considered: GC-biased

gene conversion (gBGC).

4.1.2 An alternative causation: the gBGC model

The excess of AT — GC substitutions in a context where GC — AT mutations
are preponderant can be explained in two non-mutually exclusive ways: either
because of non-stationarity (i.e. the GC-content in GC-rich isochores would still
be decreasing) or because of GC-biased gene conversion (gBGC). This hypothesis,
initially mentioned by Holmquist (1992) and Eyre-Walker (1993, 1999), has been
promoted by Galtier et al. (2001).

The latter model originates from the observation that the mismatch repair
(MMR) system — the main pathway active during recombination to correct base
misalignments (Alani et al., 1994; Nicolas and Petes, 1994, reviewed in Evans and

Alani, 2000 and Spies and Fishel, 2015) which is also involved in the mending of



84 4.1. Discovery of GC-biased gene conversion (gBGC')

Figure 4.2: Gene conversion during a recombination event involving a strong
(G or C) versus a weak (A or T) base mismatch.

A pair of homologous chromosomes displaying a heterozygous site with a G:C pair
represented as a black rectangle and a A:T pair as a white rectangle (a) undergoes a
recombination event which materialises as a heteroduplex (b) containing a T:G mismatch
(c). The T:G mismatch is repaired and results either in a G:C (d) or a A:T (d’) pair
which yield a non-Mendelian segregation of alleles (e and €’). This has an incidence at
the population-scale if the repair towards G:C (d) or A:T (d’) is more frequent than the
other one. It is called GC-biased gene conversion (gBGC) in the particular case where
the repair towards G:C (d) occurs more often.

This figure was reproduced from Galtier et al. (2001) (permission in Appendix B).

base misincorporations during DNA replication (Surtees et al., 2004) — may favour

G and C alleles (Brown and Jiricny, 1988; Bill et al., 1998). (Figure 4.2).

A predictable consequence of such alteration in the frequency of transmission of
G and (' alleles is the long-term evolution of base composition in regions undergoing
gBGC. Though, at the time, one major argument against the gBGC model was

that there was only a one-order-of-magnitude range of parameters for which the
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rate of biased gene conversion would be sufficiently high to alter polymorphism
patterns significantly but remain sufficiently low not to induce an extreme base
composition (Eyre-Walker, 1999). This objection was adressed by Duret and Arndt
(2008) who found that the gBGC model explains well the relationship between
recombination and substitution rates. Indeed, considering that gBGC acts only at
recombination hotspots, the substitution rate increases greatly at these loci, but
stops before their GC-content reaches 100%, because hotspots generally have a
short lifespan (Ptak et al., 2005; Winckler et al., 2005). In particular, as soon as a
hotspot gets inactivated, its GC-content should start decreasing, consistently with
what has been observed in the GC-rich regions' of primates (Duret et al., 2002;
Belle et al., 2004; Meunier and Duret, 2004; Duret, 2006).

gBGC also provides an explanation for the higher heterogeneity of GC-rich
isochores (Clay et al., 2001; Clay and Bernardi, 2001): since recombination hotspots
would locally display higher GC-levels than the genome-wide average, hotspot-dense

regions would exhibit a particularly disparate GC-content.

Another objection to gBGC (Eyre-Walker, 1999) came with the observation
that GC-content at the synonymous third position of codons (GCj3) is generally
greater than intronic GC-content (Clay et al., 1996). But Duret and Hurst (2001)
provided an explanation compatible with gBGC to this observation: assuming
that transposons are GC-poorer than the GC-rich regions of the genome, their
accumulation within introns (but not exons) would justify such difference between

intronic GC-content and GCs.

Altogether, the presence of isochores seems to fit theoretically with gBGC (Duret
et al., 2006). But, under the gBGC hypothesis, a number of other consequences

are expected and their footprints can be researched in genomes.

! According to the gBGC hypothesis, GC-rich regions are those that host the hotspots.
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4.1.3 Footprints of gBGC in mammalian genomes

One strong prediction of the gBGC model is that highly recombining regions should
be GC-rich, which happens to be the case in several instances.

For example, components of the genome that undergo ectopic gene conversion
(i.e. conversion between copies of a gene family) — like transfer RNAs (tRNAs),
introns of ribosomal RNAs (rRNAs) (Galtier et al., 2001), human and mouse major
histocompatibility complex (MHC) regions (Hogstrand and Bohme, 1999) and other
gene families (Backstrom et al., 2005; Galtier, 2003; Kudla et al., 2004) — are
all GC-richer than the rest of the genome.

The human pseudoautosomal region (PAR) of X and Y chromosomes — the only
portion of male sexual chromosomes which has homology and therefore recombines
— provides another example of the association between recombination and GC-
content. Indeed, given its short size, the per-nucleotide recombination rate (RR)
of the PAR is much higher than that of autosomes (Soriano et al., 1987), while
the non-PAR sections of sex chromosomes recombine even less (X chromosome)
or not at all (Y chromosome). Under the gBGC model, the average GCj3 of these
four genomic domains is expected to increase with their RR — which, as a matter
of fact, is the case (Galtier et al., 2001).

This relationship between recombination and GC-content is really impressive
in the Fry gene that has been translocated onto the boundary of the mouse PAR
a few million years ago: as compared to its X-linked portion, the PAR-side part
of Fry has undergone an acceleration in substitution rates (Perry and Ashworth,
1999) together with a strong increase in GC-content at both coding and non-coding
positions (Montoya-Burgos et al.,; 2003; Galtier and Duret, 2007) — a finding that
is consistent with gBGC occuring at the highly recombining PAR-side of the gene.
Surprisingly however, the XG gene overlapping the PAR boundary of primates
does not show the same pattern (Yi et al., 2004). Nevertheless, this observation
does not necessarily conflict with the gBGC model: if XG was wholly located
within the PAR before displacing onto its boundary, — or rather, before the PAR

boundary displaces onto the gene, since the mammalian PAR gradually erodes
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(Lahn and Page, 1999; Marais and Galtier, 2003), — it would have accumulated a
high GC-content and would now be undergoing a slow, mutation-driven decrease in

GC-content that would not be detectable yet (Galtier, 2004).

At the genome-wide scale, GC-content correlates positively with recombination
rate in many eukaryotes (Pessia et al., 2012) including yeasts (Gerton et al., 2000;
Birdsell, 2002), nematodes and flies (Marais et al., 2001, 2003; Marais and Piganeau,
2002), birds (International Chicken Genome Sequencing Consortium, 2004; Mugal
et al., 2013), turtles (Kuraku et al., 2006), paramecia (Duret et al., 2008), algae
(Jancek et al., 2008), plants (Glémin et al., 2006) and humans (Fullerton et al., 2001;
Yu et al., 2001; Meunier and Duret, 2004; Khelifi et al., 2006; Duret and Arndt, 2008).

But, since the evolution of GC-content is relatively slow as compared to that of
recombination rates in mammalian clades, it has been claimed that these estimates
should be measured on similar time scales to be correctly compared (Duret and
Galtier, 2009a). To do this, the stationary GC-content (GC”), i.e. the GC-content
that sequences would reach at equilibrium if patterns of substitution remained
constant over time, is generally used. Under the assumption that all sites evolve
independently from one another (Sueoka, 1962), this statistic can be calculated as:

* u

GC =
U+ v

where u and v represent respectively the AT — GC and the GC — AT
substitution rates. But, because the latter assumption is not valid in vertebrates
where the mutation rate of a given base depends on the nature of the neighbouring
bases?, Duret and Arndt (2008) used a maximum likelihood approach to improve
the estimation of GC” and showed that it correlated better with recombination
rate than with the observed GC-content (Figure 4.3). This further suggests that
recombination acts upon GC-content, and not the other way round, as was proposed

by Gerton et al. (2000), Blat et al. (2002) and Petes and Merker (2002).

2For instance, CpG sites (i.e. CG dinucleotides) are hypermutable (Arndt et al., 2003).
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In past primate lineages, GC" also correlates well with the historical recombina-

tion rate (Munch et al., 2014).

These correlations between GC-content and recombination appear to be greater
in males than in females for several species including mice, dogs and sheeps (Popa
et al., 2012) as well as humans (Webster et al., 2005; Dreszer et al., 2007; Duret and
Arndt, 2008). Since chiasmata persist many years in females (Coop and Przeworski,
2007), it is possible that the repair of mismatches proceeds differently in the two
sexes, which could explain the seemingly male-specific gBGC (Duret and Galtier,
2009a). Alternatively, the sex-specific strategies for the distribution of recombination
events along chromosomes (and more specifically, as a distance to telomeres) seem

to account for this difference between males and females (Popa et al., 2012).

RZ2=0.36
L o 1 Mb region
o gBGC model

50

Stationary GC content (%)

0 1 2 3 4
Crossover rate (cM/Mb)

Figure 4.3: Correlation between the stationary GC-content (GC™) and the
crossover rate (cM/Mb) in human autosomes.

Each dot corresponds to a 1-Mb-long genomic region. Green dots correspond to the
predictions of the gBGC model.

This figure was reproduced from Duret and Galtier (2009a) and originally adapted from
Duret and Arndt (2008) (permission in Appendix B).
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4.2 Interference with natural selection

Several of the aforementioned observations supporting gBGC would also be predicted
under a natural selection model. For instance, since linkage reduces the efficacy
of selection (Hill and Robertson, 1966), a correlation between GC-content and
recombination rate would be expected if there was a very high selection coefficient
in favour of GC alleles (Galtier et al., 2001). More generally, the dynamics of
the fixation process for one locus is identical no matter which of the two forces
(biased gene conversion or natural selection) is responsible for it (Nagylaki, 1983),
which explains why the first observations were initially interpreted as resulting from
natural selection (e.g. Eyre-Walker, 1999). In this section, I review a few case studies

in which such confounding patterns between gBGC and natural selection exist.

4.2.1 The case of codon usage bias (CUB)

Codon usage bias (CUB) corresponds to the observation that the frequency of
use of synonymous codons (i.e. sequences of three nucleotides coding for the same
amino acid (AA)) can vary across or within species (Fitch, 1976). Both adaptative
(natural selection) and non-adaptative (mutation (Marais and Duret, 2001) or biased
gene conversion) forces account for CUB (Bulmer, 1991; Sharp et al., 1993; Akashi
and Eyre-Walker, 1998), but there remains a controversy about the quantitative

contribution of each of these mechanisms to CUB (Pouyet, 2016).

In Drosophila, the CUB of each gene is correlated to transfer RNA (tRNA)
content (Akashi, 1994; Duret and Mouchiroud, 1999; Bierne and Eyre-Walker,
2006; Behura and Severson, 2011), particularly for genes that are highly expressed
(Chavancy et al., 1979; Shields et al., 1988; Moriyama and Powell, 1997; Hey and
Kliman, 2002). This association between CUB and gene expression also holds true
in Caenorhabditis (Duret and Mouchiroud, 1999; Castillo-Davis and Hartl, 2002;
Marais and Piganeau, 2002), Daphnia (Lynch et al., 2017), Arabidopsis (Duret
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and Mouchiroud, 1999; Wright et al., 2004), Oryza (Muyle et al., 2011) and single-
celled organisms like Giardia (Lafay and Sharp, 1999), Saccharomyces (Bennetzen
and Hall, 1982; Akashi, 2003; Harrison and Charlesworth, 2011), Dictyostelium
(Sharp and Devine, 1989) and bacteria (Gouy and Gautier, 1982; Ikemura, 1985;
Sharp and Li, 1987). This has been interpreted as ‘translational selection’: the
coevolution of tRNA content with codon usage would increase either the accuracy
or the efficiency of translation (Sharp et al., 1995; Duret, 2002). Though, other
processes, like messenger RNA (mRNA) stability, protein folding, splicing regulation
and robustness to translational errors could also play a role (Chamary et al., 2006;

Cusack et al., 2011; Plotkin and Kudla, 2011, reviewed in Clément et al., 2017).

In contrast, in lowly recombining regions of Drosophila (Kliman and Hey, 1993)
and in species with small effective population size (Ne) (Subramanian, 2008; Galtier
et al., 2018), like mammals (Urrutia and Hurst, 2003; Comeron, 2004; Lavner
and Kotlar, 2005), selection for codon usage remains weak. Instead, in mammals,
codon usage is primarily governed by variations in GC-content (Sémon et al., 2006;
Rudolph et al., 2016; Pouyet et al., 2017), which implies that gBGC could be
one of the drivers of CUB in that clade. In Drosophila too, even if selection on
codon usage predominates (Zeng and Charlesworth, 2009, 2010; Zeng, 2010), gBGC
could also participate to CUB. Indeed, one peculiar feature of codon usage in this
species is that, for all 20 amino acids (AAs), the preferred codon systematically
ends with a G or a C nucleotide (reviewed in Duret and Galtier, 2009a). Even if
the reason for this remains unknown, the finding that the base composition of the
third position of 4-fold degenerate® codons is similar to that of non-coding regions
(Clay and Bernardi, 2011) indicates that the patterns of CUB could (at least partly)
come from evolutionary processes influencing base composition irrespectively of
translational selection — such as gBGC (Duret, 2002; Galtier et al., 2006; Lynch,
2007, but see Jackson et al., 2017). A similar observation made in plants was also

interpreted as the consequence of gBGC (Clément et al., 2017).

3A codon is said to be n-fold degenerate if n distinct three-nucleotide sequences result in the
same amino acid (AA).
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4.2.2 The case of human accelerated regions (HAR)

gBGC has also been mistaken for positive selection in fast-evolving regions specific
to the human genome (reviewed in Duret and Galtier, 2009a). Such regions, —
named human accelerated regions (HAR) or human accelerated conserved non-
coding sequences (HACNS), — have been searched by several groups (Pollard
et al., 2006a,b; Prabhakar et al., 2006; Bird et al., 2007; Bush and Lahn, 2008;
Lindblad-Toh et al., 2011) in a quest to find the molecular adaptations that make
the human genome distinct from other mammals.

HARs have first been interpreted as resulting from positive selection (reviewed
in Hubisz and Pollard, 2014) but, because they harbour an excess of AT — GC
substitutions, gBGC has been proposed as an alternative origin for these accelerated
sequences (Galtier and Duret, 2007; Berglund et al., 2009; Duret and Galtier, 2009b;
Katzman et al., 2010; Ratnakumar et al., 2010). And indeed, about one fifth of
HARs seem to have evolved under gBGC alone (Kostka et al., 2012).

Thus, altogether, gBGC mimics natural selection in terms of consequences on the
nucleotidic sequence (Bhérer and Auton, 2014), and this is likely to bring biases to
molecular evolution and phylogenomics analyses (Berglund et al., 2009; Ratnakumar
et al., 2010; Webster and Hurst, 2012; Romiguier et al., 2013, 2016; Romiguier and
Roux, 2017; Bolivar et al., 2018, 2019; Rousselle et al., 2019). Consequently, prior
to concluding that positive selection explains a given observation, one should check
that the extended null hypothesis of molecular evolution (i.e. both the neutral and
the gBGC models) has been rejected (Galtier and Duret, 2007; Duret and Galtier,
2009a). To check for this, three observations should be taken into consideration:
first, whether AT — GC substitutions are preponderant; second, whether the
studied locus is in a highly recombining region; and third, whether both functional
and non-functional sites are affected. Whenever all three criteria are met, gBGC
remains a likely explanation for any observed acceleration in substitution rates.

But, if gBGC interferes with natural selection, what happens when both forces

drive evolution in the opposite direction?
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4.2.3 The deleterious effects of gBGC

The AT — GC mutations whose fixation is favoured by gBGC can be either
beneficial, inconsequential or detrimental to the fitness of the individual carrying
it. To quantify the fate of all these categories of mutations in presence of gBGC,
Duret and Galtier (2009a) performed simulations with characteristics close to
those of human populations (in terms of effective population size and mutation
rate) and showed that gBGC mainly favours the fixation of slightly deleterious
and neutral AT — GC mutations.

Analysing the ratio (fl—g’) of the rate of nonsynonymous* (dy) over that of
synonymous® substitutions (dg) in exon-specific episodes of accelerated amino acid
(AA) evolution, Galtier et al. (2009) demonstrated that gBGC has been sufficiently
strong to outdo the effect of purifying selection® and promote, instead, the fixation
of deleterious AT — GC mutations within proteins. In wheat too, the accumulation
of deleterious AT — GC mutations shown by the analysis of ‘fl—’; has been interpreted
as originating from gBGC (Haudry et al., 2008). More generally, gBGC maintains

deleterious mutations associated to human diseases (Necsulea et al., 2011; Capra

et al., 2013; Lachance and Tishkoff, 2014; Xue et al., 2016).

But, if gBGC prejudices fitness, how come it has persisted over evolutionary
times? This question remains open as of today, but it has been claimed that
gBGC could somehow counterbalance the mutational load (Bengtsson, 1986; Marais,
2003; Glémin, 2010; Arbeithuber et al., 2015) which favours GC — AT mutations
in both eukaryotes (Lynch, 2010) and procaryotes (Hershberg and Petrov, 2009).
Alternatively, gBGC has been proposed to be a meiotical side-effect of the GC-biased
base excision repair (BER) mechanism which is crucial in mitosis to reduce the
number of somatic mutations (Marais and Galtier, 2003; Lesecque, 2014). Though,
a study aiming at characterising gBGC in Saccharomyces cerevisiae ruled out the

latter hypothesis for yeasts (Lesecque, 2014).

4A nonsynonymous substitution does not modify the amino acid (AA) produced.
A synonymous substitution modifies the amino acid (AA) produced.
6Purifying selection (or negative selection) is the selective removal of deleterious alleles.
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4.3 Characterisation of gBGC

Understanding the still-blurry reason for the evolutionary maintenance of gBGC
requires to better quantify it in living beings and characterise its relationship with
other parameters of genome evolution. I review the knowledge acquired so far on

this topic in the last section of this chapter.

4.3.1 Quantification via site frequency spectra (SFS)

Fundamentally, gBGC shifts the allelic frequency of strong (S) (i.e. G and C) and
weak (W) (i.e. A and T) bases, since it favours the fixation of the former and hinders
that of the latter. Thus, comparing the distribution of the derived allele frequency
(DAF) of S bases arising from W — S (WS) mutations and of W bases arising from
S — W (SW) mutations can allow to estimate the intensity of gBGC.

In practice, this is done by analysing site frequency spectra (SFS), a.k.a. derived
allele frequency spectra (DAFS). Indeed, because the SFS provides the number of
SNPs for each class of frequency, it summarises the information in a much more
detailed manner than any existing statistics (such as the GC3 content in the case of
gBGC, the ratio of non-synonymous over synonymous diversity (7;—1;) in the case
of polymorphism, or the ratio of non-synonymous over synonymous substitutions
(‘fl—g) in the case of divergence) (Rousselle, 2018).

In the particular case of gBGC, the spectra for WS and SW mutations must
be compared. This requires to polarise mutations from the ancestral to the
derived state, thanks to an outgroup’ giving the ancestral state. But, because

the increased propensity for transitional® over transversional? mutations as well as

the hypermutability of CpG sites and other context-dependent DNA replication

7An outgroup is a distantly related group of organisms that serves as the ancestral reference
for the studied group (or ingroup).

8A transition is a mutation between two nucleotidic bases of the same family (purine or
pyrimidine), i.e. either a A <> G or a C +» T mutation.

9A transversion is a mutation involving a change of nucleotidic family (from a purine to a
pyrimidine or the other way round), i.e. eithera A <» C,a A <> T, a G +> C or a G <> T mutation.
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Figure 4.4: Example of a derived allele frequency spectrum (DAFS) separated
for AT — GC (WS) and GC — AT (SW) mutations.

AT — GC (WS) mutations are coloured in black and GC — AT (SW) in white. The
spectrum for WS mutations is shifted towards higher frequencies, as compared to the
spectrum for SW mutations, as predicted in the gBGC model.

This figure was reproduced from Glémin et al. (2015) and corresponds to a subsample of
the original figure (permission in Appendix B).

errors (Hwang and Green, 2004) are known to induce spurious signatures of gBGC
(Hernandez et al., 2007), Glémin et al. (2015) developed a method correcting for
such polarisation errors and thus allowing to better detect and quantify gBGC.
Indeed, if gBGC participates in the evolution of the genome studied, the SFS will
present WS mutations shifted towards higher frequencies than SW mutations (e.g.

in Figure 4.4), and the intensity of the shift will reflect that of gBGC.

As an alternative to SF'S, comparative genomics approaches exist to quantify
gBGC. For instance, Lartillot (2013b) created a method based on the analysis
of substitution patterns to quantify gBGC in a whole phylogeny and Capra et al.
(2013) developed another one allowing to quantify gBGC along a given genome

(reviewed in Mugal et al., 2015).
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As such, gBGC has been quantified in several organisms wvia theoretical ap-
proaches. But empirical studies too have helped in better characterising this driver

of genome evolution, as reviewed hereunder.

4.3.2 Empirical studies of gBGC

All in all, the gBGC model is in accordance with observations in countless metazoans
(Capra and Pollard, 2011; Galtier et al., 2018) including vertebrates (Figuet et al.,
2014), — among which mammals (Romiguier et al., 2010; Katzman et al., 2011;
Lartillot, 2013b; Clément and Arndt, 2013; Glémin et al., 2015; Dutta et al., 2018),
avians (Webster et al., 2006; Weber et al., 2014; Bolivar et al., 2016) and reptiles
(Figuet et al., 2014), — and also some invertebrates like bees (Kent et al., 2012;
Wallberg et al., 2015) and Daphnia (Keith et al., 2016). Though, not all invertebrates
are subject to gBGC: Drosophila, except for its X chromosome (Galtier et al., 2006;
Haddrill and Charlesworth, 2008), is not affected (Robinson et al., 2014). Plants
— both angiosperms (Escobar et al., 2011; Glémin et al., 2014; Rodgers-Melnick
et al., 2016; Clément et al., 2017; Niu et al., 2017, but see Liu et al., 2018) and
gymnosperms (Serres-Giardi et al.,; 2012) — also show molecular characteristics
compatible with gBGC. Thus, these eukaryotes, as well as numerous others (Escobar
et al., 2011; Pessia et al., 2012) — but also certain prokaryotes (Lassalle et al., 2015;
Long et al., 2018), — likely undergo gBGC.

Nevertheless, in all the aforementioned cases, gBGC was only observed indirectly
— for instance via correlations between GC-content and recombination, or via the
analysis of patterns of substitutions between closely related species. A decade ago
though, gBCG has been confirmed experimentally in yeasts thanks to the creation
of the first high-resolution recombination map (Mancera et al., 2008): this map
allowed to precisely analyse conversion tracts (CTs) at the genome-wide scale and
to demonstrate that S alleles are significantly overtransmitted, even if the effect is

extremely weak (GC-bias: 50.065%). Further analyses of this dataset have revealed
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that, in yeasts, gBGC is only associated with COs (but not NCOs), and solely
affects the markers at the extremities of CTs (Lesecque et al., 2013).

In contrast, the first experimental evidence for gBGC in humans was restricted
to a few hotspots (Odenthal-Hesse et al., 2014; Arbeithuber et al., 2015) and was
found exclusively in NCOs. Nonetheless, gBGC remains a pervasive driver of human

genome evolution since it has been estimated to affect about 15% of our genome

(Pouyet et al., 2018).

The mechanism at the origin of gBGC may not be the same for these two
species. Indeed, in yeasts, gBGC is primarily associated to simple CTs (Lesecque
et al., 2013), which rules out the hypothesis of gBGC originating from the base
excision repair (BER) machinery (according to which gBGC should be associated
mainly with complex CTs) and instead suggests that it would originate from the
mismatch repair (MMR) machinery. As for humans, Halldorsson et al. (2016)
found that gBGC was stronger at CpG than at non-CpG sites, which argues in
favour of the BER hypothesis.

Interestingly, the BER and the non-canonical MMR, (i.e. MMR activated by DNA
lesions) pathways have been shown to cooperate in the removal of mismatches in the
context of DNA demethylation (Grin and Ishchenko, 2016), and a similar interplay
between the two machineries in the context of meiotic repair of programmed DSBs

could alternatively be conceived.

More recently, direct observations of gBGC at a larger scale in humans have been
reported by two independent studies (Williams et al., 2015; Halldorsson et al., 2016).
They confirmed that gBGC affects NCOs (GC-bias: 68%), but also COs displaying
complex CTs (GC-bias: 70%). However, the framework used did not allow to test
for gBGC in COs with simple CTs. This phenomenon was also directly observed in
NCO CTs of birds (Smeds et al., 2016) and rice (Si et al., 2015) (GC-bias: 59%

in both cases), but could not be tested either in CO CTs.
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4.3.3 Relationship with parameters of genome evolution

Provided that no evolutionary force acts upon its transmission, the allelic frequency
of a heterozygous locus in a pool of gametes should equal the Mendelian frequency
of 50%. In presence of gBGC however, the allelic frequency of the favoured allele in
the gametic pool (z) increases proportionately to the gBGC coefficient (b) according

to the following relationship:

x:;x(1+b)

Since z is a proportion and is thus necessarily bounded between 0 and 1, b
is bounded between -1 (when AT alleles are systematically transmitted) and 1
(when GC alleles are systematically transmitted).

The intensity of the gap between the observed transmission and the Mendelian
frequency (and thus, the gBGC coefficient b) depends on the recombination rate r
(including both COs and NCOs), the length of gene conversion tracts L and the

transmission bias (a.k.a. mismatch repair bias) by, as such:

b=1rx L X by

Finally, the spread of the favoured allele in the population is represented by
the population-scaled gBGC coefficient (B), which itself depends on both b and
the effective population size (N,) in a fashion much similar to the probability of

fixation under selection defined by Kimura (1962):

B=4xN,xb

In human genomes, apart from recombination hotspots which display a mean B
value of 3 (Glémin et al., 2015), the average B found in several independent studies
circumscribes between 0.1 and 0.5 (Lartillot, 2013b; De Maio et al., 2013; Glémin
et al., 2015), which is a low estimate as compared to other mammalian genomes

(Lartillot, 2013b) (Figure 4.5).
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Figure 4.5: Reconstructed phylogenetic history of B =4 x N, x b in placental
mammals.

The names of orders are given on the right side of the tree and each branch is coloured
according to its average genome-wide B.

This figure was reproduced from Lartillot (2013b) (permission in Appendix B).
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It has also been found that B (approximated by the average GCj; content)
correlates with certain life history traits. Indeed, it correlates negatively with
genome size in mammals (Romiguier et al., 2010), likely because the per-megabase
recombination rate is greater in short chromosomes (Kaback et al., 1992; Lander
et al., 2001; International Chicken Genome Sequencing Consortium, 2004).

B also correlates negatively with body mass, longevity and age of sexual maturity
in mammals (Romiguier et al., 2010; Lartillot, 2013a) and birds (Weber et al.,
2014; Figuet, 2015; Figuet et al., 2016), which was interpreted in terms of effective
population size (NN,), since body mass negatively correlates with N, in both mammals

(Damuth, 1981; White et al., 2007) and birds (Nee et al., 1991).

Nevertheless, this relationship between life history traits and GC-content dy-
namics is not (or not entirely) mediated by N, since no direct correlation between
N, and B has been observed among animals (Galtier et al., 2018). This unexpected
observation has been interpreted by two non-mutually exclusive possibilities. One
interpretation would be that, since gBGC is a deleterious process (Galtier et al.,
2009; Necsulea et al., 2011; Lachance and Tishkoff, 2014), there may be a selective
pressure to minimise b in species with large N..

Alternatively, there may be a ‘dilution effect’ if, as in yeasts (Lesecque et al.,
2013), only the SNPs located at the extremities of conversion tracts (CTs) are
converted: in that case where only one part of the CT markers are subject to
gBGC, the mean b would decrease with N, since polymorphism correlates positively

with N, (Tajima, 1996; Woolfit, 2009).
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Objectives of the thesis



102



‘But it we are to solve problems — if we are to have
problem-seeing and problem-solving natures, then
we have got to have morals, consciences, personal
difficulties to puzzle over, and to seek relief from
them by wreaking our will upon inanimate objects
outside our heads.’

— Roy Lewis, The Evolution Man: Or, How I Ate My
Father (1960)

One striking result that came with the quantification of the population-scaled
GC-biased gene conversion (gBGC) coefficient (B) across metazoans (Galtier et al.,
2018) is that its intensity restricts to a very limited scope. For instance, in placental
mammals, B settles in a [0; 7] range (Lartillot, 2013b). Given that B is nothing but
the product of the effective population size (N,) by the gBGC coefficient (b) (see
Chapter 4) and that N, fluctuates over orders of magnitude across metazoans, any
theory according to which the intensity of gBGC (b) would be evolutionarily stable
has to be ruled out (Galtier et al., 2018). Instead, one or several of the parameters
on which b depends (the recombination rate 7, the length of conversion tracts L
and the transmission bias by) necessarily vary inversely with N..

However, data still lack to understand the basis of the dependency between
N, and b: the transmission bias (by) has only been measured in a handful of
species (Mancera et al., 2008; Si et al., 2015; Williams et al., 2015; Halldorsson
et al., 2016; Keith et al., 2016; Smeds et al., 2016) and, among mammals, the
only species for which by has been quantified is one with a very low N, of 10,000
(Takahata, 1993; Erlich et al., 1996; Harding et al., 1997; Charlesworth, 2009;
Yu et al., 2004): Homo sapiens.

In order to shed new light on the interplay between b and N,, we thus aimed at
quantifying gBGC in another mammalian species displaying an effective population
size much larger than that of humans (Geraldes et al., 2008; Phifer-Rixey et al.,
2012; Davies, 2015): Mus musculus.

103
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Such endeavour calls for a large number of recombination events on which gBGC
could be measured. Though, the method prominently used to detect recombination
— pedigree analysis — is extremely resource-intensive: it requires a considerable
number of individuals sequenced genome-wide and results in the detection of a
limited amount of recombination events (see Chapter 3). Thus, we implemented
a novel approach allowing to detect thousands of such events at high resolution
in single individuals. I describe it in Chapter 5.

Then, in Chapter 6, I describe how these tens of thousands of events allowed us to
precisely characterise recombination in over 1,000 autosomal recombination hotspots
and how we could infer the genuine parameters of mouse meiotic recombination
(in particular the recombination rate r and the length of conversion tracts L)
through inferential methods.

Next, after distinguishing the effects of GC-biased gene conversion (gBGC)
from those of DSB-induced biased gene conversion (dBGC) on the observable
transmission of alleles, we managed to quantify the transmission bias (by) of GC
alleles in the conversion tracts of our detected recombination events as well as
the intensity of dBGC in several hundreds of recombination hotspots. I describe
these findings in Chapter 7.

Last, because the approach presented in Chapter 5 showed unprecedented power
to detect recombination events in a single individual, the logical follow-up was to re-
use it in other studies involving the inactivation of genes essential to recombination.
In Chapter 8, I describe the methodological adaptations of our procedure to such
investigations and the preliminary results of our analysis.

The results described in the four aforementioned chapters will then be dis-

cussed in Chapter 9.
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‘I don’t claim to be a methodologist, but I act like
one only because I do methodology to protect myself
from crazy methodologists.’

— Ward Cunningham, Geek Noise (2004)

High-resolution detection of

recombination in single individuals

Contents
5.1 Overview of the experimental design . . . . .. ... .. 108
Acquisition of highly polymorphic individuals . . . . . . . 108
5.1.2 Enrichment in detectable recombination events . . . . . . 110
5.1.3 Ultra deep-sequencing and mapping of captured DNA . . 113
5.2 The unique-molecule genotyping pipeline . . . . .. .. 114
Identification of polymorphic sites . . . . . . ... .. .. 114
5.2.2 Genotyping of individual DNA fragments . . .. ... .. 117
Identification of recombination events . . . . . ... ... 118
5.3 The determinants of sensitivity and specificity . . . . . 119
An unprecedentedly powerful approach . . . . ... ... 119
5.3.2  The critical step: mapping onto both genomes . . . . .. 120
Impact of the filters on the false positive (FP) rate . . . . 121
This chapter in brief — Because the existing approaches to study recombination at

high resolution are extremely resource-intensive, we implemented a novel approach based
on the unique-molecule genotyping of recombination-enriched sperm DNA from single
highly heterozygous individuals. We found that the main source of errors when genotyping
unique recombinant molecules of DNA did not come from sequencing errors, but from
alignment ambiguities — for the aligners are biased towards the reference genome. Thus,
searching for events after mapping fragments onto both parental genomes proved to be the
most critical step of our pipeline. In the end, our approach proved 100 times more powerful
than current methods to detect recombination: it allowed to identify several thousands of
recombination events in single individuals, with a false positive rate below 5%.

107
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The existing approaches to study recombination events at high resolution are
limited (see Chapter 3). For instance, the total number of events detectable with
approaches like pedigree analyses is capped by the restricted number of meioses that
can be analysed (one meiosis per individual sequenced). In addition, since whole
genomes are sequenced to retrieve these events, the cost/benefit ratio is particularly
elevated for species with large genomes, like mammals.

Here, we propose a different procedure which rests on the unique-molecule
genotyping of recombination-enriched sperm DNA from single highly heterozygous
individuals (Figure 5.1). In this chapter, I first describe how our experimental design
led to an enrichment in detectable recombination events and how we implemented
our unique-genotyping pipeline to identify such events and then discuss the impact

of each component of our workflow onto the detectability of events.

5.1 Overview of the experimental design

5.1.1 Acquisition of highly polymorphic individuals

Detecting recombination events rests on one indispensable prerequisite: the presence
of markers (i.e. polymorphic sites).

Therefore, we performed a cross between two subspecies of mice that present a
high level of heterozygosity (1 SNP every 150 bp) (Keane et al., 2011; Yalcin et al.,
2012) and that are known to hybridise naturally (Orth et al., 1998): Mus musculus
domesticus (strain C57BL/6J, hereafter called B6) and Mus musculus castaneus
(strain CAST/EiJ, hereafter called CAST). This cross resulted in F1 hybrid mice
(B6xCAST), of which two males were selected. Sperm DNA was then collected from
these two individuals and kindly given to us by D. Bourch’is (Institut Curie, Paris).

The extracted DNA from both biological replicates was then sonicated to

produce fragments of a mean size of 350 bp.
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We performed a cross between a Mus musculus domesticus (B6) and a Mus musculus
castaneus (CAST) mouse individual to obtain a F1 hybrid, from which we extracted sperm
DNA i.e. the substrate of recombination products. We then performed two rounds of
DNA capture to target the 1,018 hotspots and 500 control regions selected, and sequenced
captured DNA with an Illumina device, using a 250-pb paired-end protocol. At the end
of this process, the pool of DNA was enriched in recombination events. B6 chromosomes
and fragments of DNA are coloured in red and CAST chromosomes and fragments of

DNA in yellow.
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5.1.2 Enrichment in detectable recombination events

Since the recombination rate is relatively weak genome-wide, we wanted to target
specifically recombination hotspots, i.e. regions of the genome where recombination
massively occurs. This required two steps: selecting hotspots, and performing DNA
capture (i.e. hybridisation-based targeted-DNA enrichment) of these loci (Gnirke
et al., 2009; Hodges et al., 2007, reviewed in Horn, 2012).

Selection of targets

The recombination hotspots of B6xCAST mice had previously been identified via
chromatin immunoprecipitation followed by sequencing (ChIP-seq) of the PRDM9
protein (Baker et al., 2015a). We restricted this known list of 6,758 hotspots to
those (1) displaying a high marker density in the vicinity of the PRDM9 binding
site (so as to increase the chance of detecting recombination events) and (2) aligning
on their whole length on both the CAST and the B6 reference genome (so as
to restrain mapping artifacts).

In practice, the selection criterium on heterozygosity (a minimum of 4 SNPs in
the 300-bp central region of the locus centred on the PRDM9 peak summit) was
the most stringent: it cut down the original list of 6,758 hotspots to only 1,261
hotspots. The other two criteria on mappability (a strict maximum of 60 sites with
low sequence quality in the 1-kb central region, and the absence of a large indel by
ensuring that a minimum of 800 bp in the 1-kb from the B6 genome shared at least
90% identity with the CAST genome) respectively discarded 205 and 38 additional
loci. Altogether thus, a total of 1,018 1-kb long regions centred on the summit
of the PRDM9 ChlIP-seq peaks were selected. These were positioned randomly
both across and along chromosomes (Figure 5.2).

In addition, we selected 500 1-kb control regions which displayed genomic
characteristics similar to those of the 1,018 hotspots (in terms of GC-content, SNP
density, sequence quality and content in transposable elements) but which did not

belong to the list of known recombination hotspots.
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DNA capture

To enrich the sequencing data in fragments coming from the 1,518 aforementioned
loci (hereafter called targets), we performed either one or two rounds of DNA capture
targeting them. Since our final aim was to detect recombination events, i.e. fragments
carrying both a portion of the B6 haplotype and a portion of the CAST haplotype,
it was essential that the efficiency of the capture be similar for both haplotypes.
We thus designed two baits (one for each of the two haplotypes) for every target.

We next monitored the existence of any capture bias by looking at the origin
of all the non-recombinant fragments. Indeed, as recombination is rare, the vast

majority of sequenced fragments do not correspond to recombination events and

20%

15%

10%

Proportion of targets

5%

0%

0.00 0.25 v 0.150 ) 0.75 1.00
Proportion of non-recombinant fragments coming from the B6 haplotype

Figure 5.3: Absence of capture bias between the B6 and CAST haplotypes.
All fragments exclusively containing B6-typed markers were designed as non-recombinant
fragments coming from the B6 haplotype. The distribution of the proportion of such
fragments across targets is reported in this figure. The dashed line corresponds to the
median proportion of B6-genotyped fragments across targets and the two dotted lines
correspond to the 2.5 and 97.5 percentiles (i.e. the delimitation of the proportion for 95%
of targets).
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thus, half of all non-recombinant fragments should come from the B6 haplotype
(and consequently, the other half from the CAST haplotype). We found that this
was indeed the case since the proportion of fragments containing only B6-typed
markers (i.e. coming from the B6 haplotype) revolved around 50% for nearly all
targets: 95% of targets held in a [43.4%; 55.6%)] range (Figure 5.3).

Thus, although a small fraction of hotspots displayed a haplotype bias (possibly
because one of the two baits better matched one of the two haplotypes), overall, there

was no systematic bias favouring the capture of one haplotype relative to the other.

5.1.3 Ultra deep-sequencing and mapping of captured DN A

Libraries were sequenced by an Illumina device using a 250-bp paired-end protocol,
except for 4 small libraries (out of 18) which contributed to 6% of the total number
of fragments and which were sequenced as a pilot experiment using a 100-bp
paired-end protocol (Table 5.1).

We then mapped the sequenced reads to both the GRCm38/mm10 version of
the B6 genome (ftp://ftp-mouse.sanger.ac.uk/ref/) and to the CAST/EiJ
draft reference genome (ftp://ftp-mouse.sanger.ac.uk/REL-1509-Assembly/),
using BWA-MEM (Li and Durbin, 2009; Li, 2013) with default parameters and
marking shorter split hits as secondary. PCR duplicates were marked thanks to
picardTools (version 1.98(1547)) (Broad Institute, 2018) and pairs of reads which
were either marked as unmapped, as secondary alignment! or as mapping in an

improper pair? were filtered out, for they were not likely to be real fragments.

Overall, sequenced reads mapped equally well to both the B6 and the CAST

reference genome assemblies (Table 5.1). In addition, DNA capture was efficient

'BWA marks a read as secondary-aligned in cases where it can align at several locations. The
best hit (i.e. location with the best alignment score) is marked as primary alignment, while all
others are marked as secondary alignment.

2A proper pair flag is attributed by the aligner (here, 