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Résumé
Les faisceaux d’aiguilles des assemblages combustibles des réacteurs à neutrons
rapides à caloporteur sodium (RNR-Na) se déforment au cours de leur irradiation,
ce qui impacte l’écoulement du caloporteur et la distribution de températures dans
l’assemblage, dont la connaissance est essentielle pour la démonstration de sûreté.
De plus, les mécanismes à l’origine de cette déformation, à savoir le gonflement
et le fluage thermique et d’irradiation, dépendent fortement de la température
de la gaine du combustible, d’où l’existence d’un couplage entre les évolutions
thermo-hydraulique et thermomécanique des assemblages. Par le passé, ce couplage
a été négligé dans les simulations numériques, et une approche plus conserva-
tive a été privilégiée : les simulations thermo-hydrauliques étaient réalisées sans
tenir compte de la déformation géométrique, et les distributions de températures
résultantes étaient utilisées comme des données d’entrée pour les simulations ther-
momécaniques. L’objectif de cette thèse est de définir une méthodologie pour
l’évaluation du comportement des assemblages combustibles de type RNR-Na
sous irradiation en prenant en compte le couplage entre leurs évolutions thermo-
hydraulique et thermomécanique.

A cet effet, un nouveau couplage numérique a été développé entre le code indus-
triel de dynamique des fluides numérique (CFD) STAR-CCM+ et DOMAJEUR2,
code basé sur la méthode aux éléments finis et dédié à la modélisation du comporte-
ment thermomécanique des assemblages combustibles RNR-Na sous irradiation.
Ce couplage a été réalisé par l’échange de la déformation de la gaine, calculée par
DOMAJEUR2, et de son champ de températures, obtenu avec le modèle CFD
qui prend en compte de manière explicite la déformation géométrique des aiguilles
combustibles. De plus, les conditions aux limites thermo-hydrauliques utilisées
dans les simulations CFD, comme le débit massique de sodium dans le faisceau,
sont ajustées pour tenir compte de cette déformation.

Cette méthodologie a été appliquée à des faisceaux respectivement de 7 et 19 aigu-
illes combustibles munies de fils espaceurs, avec des caractéristiques géométriques
et des conditions aux limites représentatives des RNR-Na de quatrième génération,
ont été analysés. Dans le cas des faisceaux combustibles fortement irradiés, les
simulations couplées conduisent à une réduction significative de la déformation
diamétrale des aiguilles combustibles, par rapport aux simulations non couplées,
causée par la prise en compte de l’augmentation de la température de la gaine
induite par la déformation. En raison de la déformation plus faible, la contrainte
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maximale de la gaine a été réduite. De plus, des simulations ont été menées afin de
vérifier que, en situation de fonctionnement normal, la dépendance de la neutron-
ique à l’évolution de la thermo-hydraulique et de la thermomécanique est faible.
Enfin, une contribution à la validation de cette méthodologie de simulation couplée
a été réalisée avec un benchmark numérique basé sur un outil de simulation couplé
existant et en simulant l’irradiation d’un assemblage combustible expérimental.
Contrairement à l’approche innovante développée dans le cadre de ce travail de
thèse, l’outil de simulation existant utilise un modèle thermo-hydraulique simplifié
et ne tient pas compte de l’impact de la déformation sur le débit massique du
caloporteur, qui, selon les résultats de l’évaluation, a une importance majeure. La
simulation de l’irradiation expérimentale a conduit à une déformation maximale
de la gaine et un gradient de déformations en accord avec les grandeurs mesurées,
bien que des limitations liées aux lois empiriques de gonflement utilisées dans
DOMAJEUR2 pour le calcul du gonflement aient été identifiées. La reformulation
de ces lois à l’aide de la méthodologie de simulation couplée développée constitue
une perspective à ce travail de thèse.
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Abstract

The fuel pin bundles of Sodium-cooled Fast Reactors (SFR) undergo significant
geometrical changes during their irradiation, which affect the coolant flow and
temperature distributions in the fuel subassemblies, the knowledge of which is
essential for safety assessments. Moreover, as the mechanisms responsible for the
deformation of the fuel bundles, namely the swelling and creep, strongly depend
on the fuel cladding temperature, a coupling between the thermal-hydraulic and
thermomechanical evolutions of the fuel subassemblies exists. In the past, this
coupling has been neglected in the numerical simulations, and a more conservative
approach has been preferred. In this conservative approach, the thermal-hydraulic
simulations are conducted without considering the geometrical deformation, and
the resulting temperature distributions are used as input for the thermomechanical
simulations. The objective of this thesis is to define a new methodology for the
evaluation of the behavior of SFR fuel bundles under irradiation that considers the
coupling between their thermal-hydraulic and thermomechanical evolutions.

To this end, a new numerical coupling has been developed between the industrial
Computational Fluid Dynamics (CFD) code STAR-CCM+ and DOMAJEUR2, a
finite element code dedicated to the modeling of the thermomechanical behavior of
SFR fuel subassemblies under irradiation. The coupling has been implemented via
the exchange of the cladding deformation, calculated by DOMAJEUR2, and its
associated temperature field, obtained with a CFD model implemented in STAR-
CCM+ that explicitly considers the geometrical deformation of the fuel pins. In
addition, the thermal-hydraulic boundary conditions used in the CFD simulations,
such as the sodium mass flow rate through the bundle, are also adjusted to account
for the deformation.

Fuel bundles of 7 and 19 wire-wrapped pins, with geometrical characteristics
and boundary conditions representative of fourth generation SFRs, were analyzed
in order to gain insight on the effects of the coupling. For highly irradiated fuel
bundles, the coupled simulations were shown to lead to a significant reduction
of the diametral strain of the fuel pins, with respect to non-coupled simulations,
caused by the deformation-induced cladding temperature increase. Consequence
of the lower deformation, the cladding maximal stress was also significantly re-
duced. Additionally, neutronic simulations were conducted in order to verify that,
under nominal operating conditions, its coupling with thermal-hydraulics and
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thermomechanics is of minor importance. Finally, a contribution to the validation
of the developed coupled simulation methodology was realized by performing a
numerical benchmark against a preexisting coupled simulation tool, and by sim-
ulating the irradiation of an experimental fuel subassembly. Unlike the novel
approach developed in this work, the preexisting simulation tool employs a simpli-
fied thermal-hydraulic model and does not consider the impact of the deformation
on the coolant mass flow rate, which was found to be of major importance. The
simulation of the experimental irradiation yielded a maximal cladding deformation
and deformation gradient that are in good agreement with the measured values,
although limitations related to the empirical laws employed in DOMAJEUR2 to
compute the swelling were identified. The reformulation of these laws using the
developed coupled simulation methodology is part of the future outlook of this work.
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1. Introduction

1.1. The fourth generation of nuclear reactors
The rapidly increasing world’s population has to be met with an increase in the
electricity generation capacity, in order to maintain— and if possible increase—the
worldwide electricity access, which is highly correlated with human development
(Sušnik and Zaag 2017). Depending on the technologies employed to do so, the
increase in generation capacity could conflict with the pressing need to reduce
the emission of greenhouse effect gases (Jiang 2011), which is one of the reasons
why nuclear energy is often considered to be a necessary contributor to the future
energy mix (Brook, Alonso, Meneley, et al. 2014; MIT 2018).

It is precisely to address the need for increased nuclear energy supply that the
Generation IV International Forum (GIF) has been created, in the year 2000,
initially representing nine countries where nuclear was relevant and considered
to be essential for the future, and currently comprising 14 members. In the year
2002, the GIF announced a selection of six advanced nuclear reactor concepts that
it considered to represent the future in nuclear power plant technologies. These
concepts, which constitute the Fourth Generation of Nuclear Reactors (GEN IV),
were selected because they represent a substantial improvement, with respect to
the existing technologies, in four main different areas, namely, Sustainability, Safety
& Reliability, Economics, and Proliferation Resistance & Physical Protection. The
selected technologies are:

• Gas-cooled Fast Reactor (GFR), with a closed fuel cycle;

• Lead-cooled Fast Reactor (LFR), with a closed fuel cycle;

• Molten Salt reactor (MSR), with thermal and fast neutron concepts and a
closed fuel cycle;

• Sodium-cooled Fast Reactor (SFR), with a closed fuel cycle;

• Supercritical Water-cooled Reactor (SCWR), thermal and fast concepts with
open and closed fuel cycles;

• Very-High-Temperature Reactor (VHTR), with thermal neutrons and an open
fuel cycle.
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The prevalence of closed fuel cycle concepts, in which the spent fuel is reprocessed
and recycled, responds to the need of optimising the utilisation of the uranium
resources and minimising the high-level nuclear waste. The choice of operating in
the fast neutron spectrum is, as explained in Section 1.2.2, also in line with this goal.

Out of these six concepts, the GIF considers that the LFR and the SFR are
the ones with higher Technology Readiness Level (TRL) (OECD/NEA 2018), and
that the latter is the nearest-term deployable system for actinide management
(OECD/NEA 2014). Recently, in the USA, the SFR was the only concept consid-
ered mature enough to support preliminary design and licensing activity before the
year 2025, as established by a technology maturity assessment conducted by the
Idaho National Laboratory (INL) (Gougar, Bari, Kim, et al. 2015), and it has also
been the concept privileged by France since the year 2010 (Gauche and Rouault
2011).

This work is conducted in the framework of the Research and Development
(R&D) efforts carried over at the Atomic and Alternative Energy Commission—
or Commissariat à l’énergie atomique et aux énergies alternatives— (CEA) on
advanced SFR prototypes, which is why this technology is described in the following
section.

1.2. Sodium-cooled Fast Reactors
In this section, we firstly outline some of the SFR main characteristics. Then,
the choice of the energy spectrum of the neutrons and the employed coolant are
explained. Finally, the SFR subassembly and its deformation during the irradiation,
which is at the core of this work, is introduced.

1.2.1. SFR system
A typical SFR is schematically presented in Figure 1.1, where its main components
are indicated. This figure corresponds to a pool-type reactor, which has similar
working principles than loop-type systems but, unlike the latter, integrates the main
components—the primary pumps and the intermediate heat exchangers—inside
the reactor vessel. In the pool-type SFR, the primary pumps take sodium from
the cold plenum and make it flow through the core. After exchanging heat there
and increasing its temperature, the sodium goes into the hot plenum and then
through the intermediate heat exchangers to end up in the cold plenum again, thus
closing the primary circuit. The intermediate heat exchangers, that protect the
primary circuit from potential water-sodium reactions discussed in Section 1.2.3,
allow heating up the secondary sodium, which then flows through the steam gener-
ators to produce the water vapor needed for the traditional Rankine-cycle-based
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energy conversion system, which is, up to now, the reference technological solution
(OECD/NEA 2018).

The upper core structure supports the required core instrumentation, and holds
and guides the insertion of neutron absorbing rods, used to control the core’s nuclear
chain reaction and to shut it down. The core is composed of an arrangement of
slender structures called subassemblies, amongst which the fuel subassemblies
contain the nuclear fuel needed for the fission chain reaction. They constitute the
object of this work, and are described in more detail in Section 1.2.4.

Figure 1.1.: Pool-type SFR system (H. Ohshima and Kubo 2016).

As its name suggests, the SFR technology is defined by the choice of the coolant
fluid and of the neutron energy spectrum, an overview of which is given in the
following sections.

1.2.2. Fast neutron energy spectrum
The neutrons produced by the fission reaction have an average energy of approxi-
mately 2 MeV and, in the context of reactor physics, they are called fast neutrons
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since they have not yet lost part of their energy by scattering, process referred to
as neutron slowing down. Most nuclear reactors in operation today rely on the
slowing down of the neutrons to benefit from the increased fission probability that
thermal neutrons, which are in thermal equilibrium with the surrounding medium
at an energy of approximately 25 meV, have. This is achieved by introducing in
the reactor materials of low mass number, which increase the energy loss of the
neutrons with each scattering, good examples of which are graphite, beryllium,
and heavy and light water. The required inventory of fissile isotopes in the reactor,
which are the isotopes that can undergo a fission reaction with both thermal and
fast neutrons, is decreased due to the higher fission probability associated with the
thermalization of the neutron energy spectrum. This reduces the need of increasing
the proportion of the fissile 235U isotope with respect to the more abundant 238U,
by a costly process known as uranium enrichment.

However, in thermal reactors—the most popular of which is the Pressurized
Water Reactor (PWR)—, the fertile isotopes, that can produce a fissile isotope by
transmutation, are barely utilised as an energy source. This is the case of 238U,
that constitutes almost 99.3% of natural uranium but does not undergo fission
when the incident neutron is not energetic enough (Joël Guidez and Bonin 2014).
In a thermal reactor, 238U is firstly transmuted into 239Pu, and then, by successive
neutron captures, into 240Pu, 241Pu, 242Pu, and so on. Only the Pu isotopes with
odd mass number are fissile, therefore the rest, just like 238U, are not utilised.
Moreover, they are detrimental to the fission chain reaction since they absorb
neutrons. Overcoming this limitation is one of the motivations for the development
of fast reactors.

In fast reactors, the nuclear chain reaction is sustained directly with the highly
energetic fission neutrons, without purposely reducing their energy by scattering.
A sustained fission reaction with fast neutrons requires a larger inventory of fissile
isotopes, which is achieved by enriching uranium and by employing a mixture
of uranium and plutonium as fuel. However, 238U and all the Pu isotopes men-
tioned before can undergo fission with fast neutrons. Additionally, the ratio of the
probability of a neutron inducing a fission to the probability of it being captured
(fission-to-capture ratio) is higher in the fast spectrum, as well as the number of
neutrons per fission of 239Pu. This leads to an increase in the excess neutrons from
239Pu fission that, in turn, can be captured by 238U to breed more 239Pu (Yang
2012). The breeding capability of a reactor is characterized by the average number
of fissile nuclides produced per fissile nuclide consumed, which can be larger than
unity in which case is called breeding ratio.

The higher fission-to-capture ratio also means that fast reactors are more efficient
at burning the long lived transuranic elements, that in thermal reactors end up as
high level waste. Moreover, fast reactors could even be used to transmute the long
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lived actinides present in used fuel from thermal reactors.

Profiting from the enhanced economical and environmental benefits of fast
reactors is only possible if the right coolant is employed, as explained next.

1.2.3. Liquid sodium as coolant
The choice of the coolant is tightly related to the choice of the neutron energy
spectrum. In fast reactors, and contrary to the case of thermal reactors, elements
with low mass numbers are avoided, since they contribute to the neutron slowing
down process. This rules out the use of water, employed in most operating thermal
reactors, as a coolant fluid. Also, the coolant should not absorb neutrons, and
should be stable under irradiation.

Additionally, to increase the breeding ratio and to reduce the amount of fissile
isotopes required to achieve a sustained fission chain reaction, geometrically com-
pact cores are employed, which leads to a very high power density that calls for
an efficient heat transfer from the fuel to the coolant, which is improved when the
latter presents a high thermal conductivity and heat capacity. Besides, the melting
and boiling points of the coolant should be compatible with the desired temperature
operation range, since, if liquid, its solidification during reactor operation and its
evaporation must be avoided. In addition, in order to limit the pumping power
required, the coolant viscosity should be low.

Other industrial criteria also have to be considered when choosing the coolant,
such as the chemical compatibility with the reactor components it is in contact
with and their inspectability, its behaviour in case of leakage, potential associ-
ated fire or toxic risks, or the availability of compatible pumps, heat exchangers,
and other reactor components. In view of all these requirements, it is not sur-
prising that only a few fluids are being considered as suitable coolants for fast
reactors. In Europe, these are molten salts, helium, lead1, and sodium, the latter
being the one with the largest operational experience (Joël Guidez and Bonin 2014).

Indeed, sodium has a very high thermal conductivity, and a high boiling point
that allows for non-pressurized designs that eliminate the accidental scenarios
related to depressurization, and for a large coolant temperature increase within
the core, which increases the thermodynamic efficiency of the reactor and favours
the natural convection as a passive cooling strategy. Additionally, its compatibility
with the reactor materials is excellent, and corrosion can be managed by controlling
impurities such as oxygen and hydrogen (H. Ohshima and Kubo 2016). It also has
a relatively low density, which makes the use of gravity based passive stop systems

1Typically in eutectic mixture with bismuth.
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possible, and low viscosity, which limits the required pumping power.

The neutronic properties of sodium are also very satisfactory, since its relatively
high mass number makes it inefficient to slow down neutrons that, additionally,
sodium only weakly absorbs. Besides, its activation under irradiation is low, al-
though two radioactive isotopes produced with low probability have to be considered
for maintenance and dismantling operations.

The main disadvantage of sodium as a coolant fluid is that it reacts vigorously and
exothermically when in contact with water, and it can also burn when exposed to
air. For these reasons, specific means have been developed to reduce the occurrence
of sodium leaks, and to detect them when they occur. Concerning the risk of
sodium fires, several approaches, mostly based on limiting the available oxygen for
its combustion, have also been developed (Cacuci 2010). Enhancing the robustness
of existing heat exchangers against sodium-water reaction, or even eliminating the
risk of water-sodium reactions by employing a Brayton energy conversion cycle,
are amongst the primary research and development activities envisaged by the GIF
for the next years (OECD/NEA 2014).

1.2.4. SFR fuel subassemblies
The fuel subassemblies of SFR are composed of a bundle of elongated cylindrical
rods called fuel pins, arranged in a triangular lattice and containing the nuclear fuel
in the form of—typically—ceramic pellets. As an example, the fuel subassembly,
here called subassembly for the sake of brevity, of an advanced SFR prototype being
designed at the CEA is presented in Figure 1.2. The fuel bundle is enclosed by a
hexagonal wrapper can—also called hexcan—, is held in place at the bottom by a
core grid into which the inlet nozzle is inserted, and has a lifting head for handling
purposes. In the concept illustrated in Figure 1.2, a plenum is introduced above the
fuel bundle in order to favor a mechanism—described in Section 2.3.2—by which
the power of the reactor is passively reduced in case of loss of coolant or coolant
density, which is a desired safety feature. The coolant goes into the subassembly
through a series of holes in the inlet nozzle, to then flow upwards through the fuel
bundle, the plenum and the upper neutron shielding, finally exiting the subassembly
through the lifting head. It should be noted that, unlike the case of the PWR,
the separation provided by the hexcan makes of each subassembly an independent
hydraulic channel, connected to the others only via the plenums below and above
the core.

The fuel pins, illustrated schematically in Figure 1.3 together with the cross
section of the fuel bundle, are constituted of hollow cylindrical claddings that
contain the fuel pellets, and are separated by helically wrapped spacer wires,
that also increase the coolant mixing. They have a lower and upper plenum
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Figure 1.2.: Fuel subassembly of an advanced SFR prototype (Beck, Blanc,
Escleine, et al. 2017). The dimensions are in mm.

to accommodate the gaseous fission products. As indicated in that figure, the
triangular pin arrangement gives place to three distinct types of elementary chan-
nels for the coolant flow, namely the triangular, corner, and edge subchannels.
Two characterizing parameters of SFR subassemblies are the ratio of the pitch
P , which is the minimal distance between fuel pin centers, to the external diam-
eter of the cladding Dec, and the ratio of the helix step H of the spacer wires to Dec.

Some of the innovative SFR designs currently being studied present values of
these parameters that escape their experimentally validated range. This is the case,
for example, of the P/Dec of the SFR being designed at the CEA (Beck, Blanc,
Escleine, et al. 2017) that, in order to enhance the aforementioned mechanism
by which the rector power is reduced when the sodium density is reduced, has
a lower P/Dec than the range recommended by the subassembly design rules in
France (CEA 1994). These design rules are partially based on extensive irradiation
experiences—conducted in Rapsodie, Phenix, and SuperPhenix reactors (Schneider
2009)—that, a priori, cannot be extrapolated to some of these new designs, which
increases the effort required to validate them.

The subject of this work is, precisely, the evolution of SFR subassemblies during
irradiation, and it is therefore briefly introduced in the next section.
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Figure 1.3.: Cross section of a SFR fuel subassembly and schematic representation
of one fuel pin (adapted from Saxena 2014)

1.2.5. SFR bundle deformation
During their lifetime in the reactor core, the fuel pin claddings, the spacer wires, and
the hexcan that are part of the subassemblies are exposed to high temperatures and
increasing irradiation dose, which is a measure of the interaction of the radiation
with the materials. Besides, the claddings are subject to an increasing internal
pressure due to the accumulation of gaseous fission products, and also to external
pressure exerted by the sodium, which affects the hexcan as well. Consequence
of the irradiation, the swelling and irradiation creep of the materials—described
in sections 2.2.2.2 and 2.2.2.3, respectively—lead, together with their thermal
expansion, to the deformation of the fuel bundle (Leclere 1983).

Swelling is the isotropic increase of the material volume, and it is dependent of
the irradiation dose and of the temperature, amongst other variables. Irradiation
creep is the isochoric plastic strain of a material under the effect of stresses—such
as the ones associated to the internal pressurisation of the claddings—and depends
mainly on the irradiation dose, the temperature, and the mechanical stress level
(F. Garner 2006).
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These phenomena cause the diametral strain of the claddings, an example of
which is presented in Figure 1.4a, which leads to the contact between fuel pins,
and between pins and the hexcan. These contacts induce high mechanical stresses
in the cladding, and increase the ovalisation and the helical flexion of the fuel
pins, already present due to the tension of the spacer wires. Extreme examples
of cladding ovalisation and helical flexion of the fuel pins are presented in Figure
1.4b and in Figure 1.4c, respectively. Additionally, the fuel pins can also exhibit an
increase of their length, as well as bowing due to differential thermal expansion and
swelling. The hexcan can also bow under the effects of differential deformation, and
increase in length and in plate to plate distance. However, as discussed in Section
2.2.2.2, these effects are very limited when compared to the strains of the fuel pins
due to the alloys employed for the hexcan, which show great irradiation stability
(Beck, Blanc, Escleine, et al. 2017) but cannot be used for the claddings due to
their higher operational temperature and internal pressurization (IAEA 2012).

Throughout this work, we will see that the deformed fuel bundle has a higher
hydraulic resistance than the nominal one, which leads to a reduction of the coolant
mass flow rate and to an associated increase in coolant outlet temperature. Besides,
that the deformation induces local perturbations in the distribution of the sodium
flow, which also affect its temperature distribution. These effects are traditionally
not considered in the SFR subassembly simulations, which, as described next,
constitute a key step in the design process of SFR.
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Figure 1.4.: a) Measured axial profile of diametral strain of a fuel pin irradiated in
Phenix reactor. The heated column of the fuel pin—where most of the fission
energy is produced—is indicated. b) Image of a highly ovalised fuel pin. c)

Image of fuel pins that exhibit a very high helical flexion.

1.3. Numerical simulations and multiphysics
1.3.1. Need for comprehensive simulations
A fundamental part of the iterative design process of a nuclear reactor consists in
verifying that the design choices made lead to the desired reactor behavior, both
in nominal and in accidental situations. In practice, this translates to evaluating
the distribution of variables of interest, such as temperature or nuclear power,
as well as their evolution during the operation of the reactor, during transients
deemed relevant, or even after the end of the lifespan of the component being
studied. Historically, this task has been accomplished by combining the use of
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experimental approaches and numerical analyses, the latter conducted—since they
became available—with computers.

In an ideal scenario, one would be able to employ experimental techniques to
study every case of interest, without having to make simplifying hypotheses or
modelling choices as is the case with numerical simulations. However, for nuclear
reactor systems, this is very often not practical, too expensive, or even not possible.
The limitations come mainly from the dimensional or time scales involved; the
irradiation, pressure, and temperature conditions that are difficult to reproduce and
under which instrumentation becomes very challenging; or from the risks involved
in the reproduction of the scenarios of interest, an extreme case of which would be
a severe accident. Being able to overcome these limitations led to the widespread
use of numerical simulation tools for the design and analysis of nuclear reactors.

Traditionally, the technique employed for the numerical simulations of reactor
systems consisted in identifying the distinct physical components involved, i.e. phe-
nomena responding to different governing equations, and treating them separately.
This paradigm led to the development of the so called single-physics computer
codes, that became more complex and sophisticated with the years, and that
were validated individually. Some examples are the codes employed to compute
the neutron flux2 distribution within the reactor, the codes used to compute the
temperature and flow characteristics of the coolant, the ones employed to evaluate
the performance of the fuel pins, or the ones used to investigate the mechanical
state of the components of the reactors.

However, separating the studies in different physical components responded to
the need of limiting the complexity of the problem to be solved by each computer
code, but neglected the interdependence between the involved phenomena. In
cases when this dependence is one directional, it can be resolved by chaining the
different simulations by using the output of one as part of the input of the following.
On the other hand, the simple chaining of simulations is not sufficient in cases
where there is a strong two-way coupling between the evolution of the variables
of interest, a canonical example of which is the evolution of the fuel temperature
and the nuclear power in an accidental transient; indeed, the safety of nuclear
reactors is greatly dependent on the negative feedback that a temperature increase
has on their power—discussed in Section 2.3.2—, and on the temperature increase
immediately following a power outburst.

In order to resolve the multi-physical coupling which is relevant in many nuclear
reactor applications, and motivated by the increase of computational power and the
development of parallel computation techniques, the straightforward coupling of

2The neutron flux characterises the distribution of the neutron population in a reactor, and is
discussed in Section 2.3.
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the aforementioned single-physics codes was popularised. This technique, called Op-
erator Split (OS), has become the main multi-physics paradigm in reactor analysis,
and is based on the information exchange between the codes. Its development was
also motivated by the preexisting verification and validation of the single-physics
codes, which is not compromised by the OS coupling (Mahadevan, Elia Merzari,
Tautges, et al. 2014).

OS based couplings, as well as other coupling techniques, have been exten-
sively employed to address the interdependence between neutronics and thermal-
hydraulics, which becomes particularly relevant in transient scenarios. Indeed,
multiple platforms have been developed to this end, namely PARCS/TRACE
(Xu, Downar, Walls, et al. 2009), DeCART/StarCD (Weber, Sofu, Yang, et al.
2004), NURESIM (Chauliac, Aragonés, Bestion, et al. 2011), RELAP5-3D (Us-
puras, Kaliatka, and Bubelis 2004), among many others used to study thermal
reactors. Similar tools have also been developed for or applied to SFR. Some exam-
ples are HEMERRA (Bruna, Fouquet, Dubois, et al. 2007) Nek-5000/PROTEUS
(Mahadevan, Elia Merzari, Tautges, et al. 2014), MCNPX/COBRA-IV (Vazquez,
Tsige-Tamirat, Ammirabile, et al. 2012), or even SHARP (E. Merzari, Shemon,
Y. Yu, et al. 2015) and GeN-Foam (Fiorina, Clifford, Aufiero, et al. 2015) that also
take into account the thermal deformation of some core structures. However, other
relevant areas of SFR analysis have been relegated, one of these being the evolution
of SFR fuel subassemblies during their irradiation. The thermal-hydraulic and the
thermomechanical evolution of the SFR subassemblies are coupled due to their
significant irradiation induced deformation, which both depends on and affects the
coolant temperature distribution. Nevertheless, this coupling is typically neglected
in the numerical simulations conducted to evaluate their evolution.

1.3.2. Traditional and multiphysical simulations of the
evolution of SFR subassemblies

The numerical simulation of the irradiation of SFR subassemblies is traditionally
done by sequentially conducting different single-physics calculations, and using the
output of one as the input of the next one. This process is illustrated in Figure
1.5, as an example, for the particular case of the SFR simulation program of the
CEA. In this scheme, a neutronic evaluation yields the power and irradiation dose
distribution within the fuel bundle and their time evolution. The power distribu-
tion is used by a thermal-hydraulics code to obtain the temperature distribution
within the fuel bundle. A fuel thermomechanics code—also called fuel performance
code—uses the dose and power computed by the neutronic calculation, and the
maximal cladding temperature obtained with the thermal-hydraulic simulation,
to compute, among other variables, the evolution of the fission gas release and
the associated pressure inside the claddings. Finally, a bundle thermomechanical
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code is employed to compute the evolution of the strain and stress fields during
the irradiation, for which the irradiation dose, internal cladding pressure, and
temperature histories are needed.

Figure 1.5.: Traditional SFR subassembly simulation scheme. Example of the
strategy employed at the CEA.

With this simulation strategy, then, the effects of the deformation on thermal-
hydraulics are not considered, since the simulations are conducted using the as-
fabricated bundle dimensions. Therefore, the modification of the temperature field
induced by the deformation cannot be considered for computing the evolution
of the bundle’s deformation, which is temperature dependent. Indeed, the most
common practice is to consider a constant temperature distribution throughout the
irradiation under consideration (Masoni 2016), or, at most, to take into account
the temperature evolution as a consequence of the evolution of the linear power
with the burn-up of the fuel, discussed in Section 2.2.1.
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The impact of the bundle deformation on its thermal-hydraulics has been observed
experimentally in SFR, for example in Rapsodie and Phenix reactors, for which very
simple models were proposed to estimate the maximal cladding temperatures in
the deformed geometries (Laubin 1982; Pol and Bourdot 1978). In addition, more
detailed Computational Fluid Dynamics (CFD) simulations have been used to show
the impact of arbitrarily generated bundle deformations, representative of mildly
irradiated subassemblies, on its temperature and flow distributions (Baglietto,
Fricano, and Sosnovsky 2014; Sosnovsky, Baglietto, Keijers, et al. 2015). However,
the coupled evolution of thermal-hydraulics and thermomechanics are not addressed
in these works.

Early efforts to consider this coupling were presented by (Ohmae, Morino, Nakao,
et al. 1972), by (Sakai, Okubo, and Hishida 1978) and by (Miki 1979). These
approaches are based on the use of very simplified thermal-hydraulic simulation
tools, and on semi-analytical methods to compute the irradiation induced bundle
deformation, neglecting in some cases relevant phenomena. A more comprehensive
approach has been recently presented by (Uwaba, Hiroyuki Ohshima, and M. Ito
2017), in which a bundle-thermomechanics code is coupled with a thermal-hydraulic
code following the OS paradigm. In that work, a more sophisticated beam-based
finite element representation of the fuel bundle is employed to simulate its defor-
mation as a consequence of thermal expansion, swelling, creep, and the mechanical
contacts between fuel pins and between the pins and the hexcan. However, a low
resolution thermal-hydraulic code has also been employed, which relies on empirical
correlations to compute the cross flow between the different subchannels and, as
discussed in Chapter 3, is outperformed by more modern CFD techniques (Fanning,
W. D. Pointer, and Thomas 2009), especially in significantly deformed fuel bundles
(Baglietto, Fricano, and Sosnovsky 2014).

In addition, none of the aforementioned approaches considers the impact of the
deformation of the bundle on the coolant mass flow rate, even though (Uwaba,
Hiroyuki Ohshima, and M. Ito 2017), (Miki 1979) and (Ohmae, Morino, Nakao,
et al. 1972) acknowledge its existence. Indeed, the bundle deformation increases its
hydraulic resistance which leads to a coolant redistribution within the core, since
less deformed subassemblies represent a preferential coolant flow channel. As a
consequence, the mass flow rate of the deformed subassembly can be significantly
reduced with respect to a non-deformed one, which has already been observed
experimentally (Pol and Bourdot 1978).

Overcoming some of the limitations of the existing methodologies for simulating
SFR subassemblies under irradiation—namely the use of very simplified thermome-
chanical and/or thermal-hydraulic simulation tools, and the nonconsideration of
the dependence of the coolant mass flow rate on the deformation—is one of the
main goals of this work, which are outlined next.
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1.4. Motivations and goals of this work
This work is conducted in the framework of the R&D activities of the CEA on an
advanced SFR prototype. As in all SFR development programs, one of the main
challenges is to extend the lifespan of the subassemblies, increasing their burn-up
and thus improving the economic performance of the reactor, which nowadays
constitutes one of the most decisive factors for determining the success of a techno-
logical solution for the energy supply problem (MIT 2018). In fact, the evaluation
of high burn-up SFR subassemblies is identified by the GIF as one of the main
R&D axes for the next years (OECD/NEA 2018).

The need of simulating the extended irradiation of SFR subassemblies reinforces
the interest of being able to evaluate the coupling effects between the bundle
deformation and its thermal-hydraulics, since they become more relevant at higher
irradiation doses. However, as explained in Section 1.3.2, this coupling is tradition-
ally neglected in the numerical simulations conducted to evaluate the evolution of
the subassemblies, and the few existing coupling methodologies have significant
limitations that arise, mainly, from the use of very simplified lumped parameters
thermal-hydraulic codes, from ignoring the effect of the deformation on the coolant
mass flow rate, and from using—in most cases—simplified thermomechanical anal-
yses.

Besides, the coupling effects are very dependent on the geometry of the sub-
assembly under consideration, on the temperature range at which it is operated, on
the irradiation dose level and on the material properties of its constituents, among
other factors, which is why the scarce existing results cannot be extrapolated to
new SFR designs, of which the CEA prototype is part. Furthermore, as of the start
of this work, the CEA did not possess a simulation methodology to evaluate these
coupling effects.

The present work intends to address these issues by developing a methodology
for the simulation of the evolution of the fuel subassemblies of SFR under irra-
diation, in nominal operating conditions, which takes into account the coupling
between their thermal-hydraulics and thermomechanics and, if deemed necessary,
their neutronics. Moreover, this methodology should be based on state-of-the art
simulation techniques, in order to profit from the additional physical insight they
provide with respect to the simplified approaches employed in the past, and should
not interfere with preexisting code validation efforts, which indicates the adequacy
of the OS coupling paradigm. Finally, this work aims to provide a first evaluation of
the coupling effects during the irradiation of a SFR subassembly under conditions
that are representative of the prototype being studied at the CEA.
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1.5. Structure of the manuscript
The remainder of this manuscript is organized as follows.

In Chapter 2, we describe the main thermal-hydraulic, thermomechanical, and
neutronic phenomena that are involved in evolution of SFR subassemblies under
irradiation in nominal operating conditions. We also study their interdependence
and evaluate their importance, in order to define which need to be considered in
the coupled simulation methodology here developed.

In Chapter 3, we discuss the different techniques available for the numerical simu-
lation of the thermal-hydraulics of SFR bundles, and we detail the implementation
of a CFD approach done in this work to this end.

In Chapter 4, we describe a numerical tool developed at the CEA for the simula-
tion of the thermomechanical evolution of SFR subassemblies under irradiation,
which is employed in this work.

In Chapter 5, we describe the simulation methodology developed in this work,
based on the coupling between the aforementioned CFD model and the thermo-
mechanical simulation tool of the CEA. In this chapter, we also describe a model
developed to take into account the effects of the bundle deformation on the coolant
mass flow rate, and an algorithm implemented to generate a Computer Aided
Design (CAD) representation of the deformed fuel bundles, required for the CFD
simulations.

In Chapter 6, we present the coupled simulation of several study cases aimed
at gaining insights on the effects of the coupling in conditions representative of
the irradiation of fuel bundles of advanced SFR designs. Additionally, we present
neutronic and heat-transfer simulations conducted to validate some of the main
hypotheses adopted in the coupling methodology.

In Chapter 7, two application cases are presented. One is based on the simula-
tion of an irradiation campaign conducted in Phenix reactor, while the other is a
numerical benchmark performed against a preexisting coupled approach.

Finally, in Chapter 8, the conclusions and outlooks of this work are discussed.
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2. SFR subassembly evolution.
Phenomenology of a
multiphysical system

In this chapter, we introduce the main physical phenomena involved in the evolution
of the subassemblies of SFR during their irradiation under nominal conditions,
presented in Figure 2.1. During their lifetime in the reactor, the swelling, the
creep and the thermal expansion of the structural materials that constitute the
subassemblies (I) give place to a very significant geometrical deformation of the fuel
bundles (II). This deformation affects the hydraulic resistance of the subassembly
under consideration (III), which leads to a coolant mass flow redistribution in the
core (IV), since less deformed subassemblies offer a preferential flow channel. The
core-level mass flow redistribution affects the total coolant mass flow rate of the
deformed subassembly, and the distribution of this flow within the subassembly
(V) is also dependant of the deformation itself. Both the coolant mass flow distri-
bution inside the subassembly and the fuel bundle geometrical deformation affect
the coolant (and cladding) temperature field (VI), which has a feedback on the
temperature-dependent phenomena (I) responsible for the subassembly deformation
(II). The temperature of the coolant, which is in average higher in deformed fuel
bundles, affects its density and, together with the increased diameter that the
deformed fuel pins exhibit, leads to a reduction of the available coolant in the
subassembly cross section (VII). This has an impact on the neutron flux distribution
(VII), which affects temperature because it determines the power distribution, but
is also temperature dependent. Finally, the neutron distribution determines the
neutron damage (IX), which is the leading cause of the phenomena (I) that lead to
the subassembly deformation (II).

To introduce these concepts, this chapter is organized as follows. Firstly, in
Section 2.1, we deal with the thermal-hydraulic characteristics of sodium flow
in wired wrapped fuel bundles. Then, in Section 2.2, we present the main con-
tributing factors to the thermomechanical evolution of the subassemblies, and
their consequences. In Section 2.3, we outline the fundamental notions of neutron
physics required to understand how it is linked to the thermal-hydraulics and the
thermomechanics of SFR subassemblies. Finally, the phenomena and coupling
mechanisms considered in the simulation methodology developed in this work are
identified in Section 2.4.
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2.1. Thermal-hydraulics
2.1.1. Generalities
In nominal operation of SFR, liquid sodium flows through the subassemblies that
constitute the core under a forced convection regime. It is injected by the pri-
mary pumps into the reactor vessel lower plenum that communicates the inlet
nozzles of all subassemblies and, after flowing through them, it enters the upper
reactor plenum that connects their outlets. In pool-type designs, this plenum is
only pressurized above atmospheric pressure by the column of sodium above the
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subassemblies (∼5m). Within each subassembly, the sodium goes firstly through
the inlet nozzle and then through the wire-wrapped fuel pin bundle, identified in
Figure 1.2 where the subassembly of the advanced SFR designed at the CEA is
presented as an example.

In this advanced SFR, with the objective of homogenizing the core outlet sodium
temperature and of respecting the design limits imposed on the maximal cladding
temperature, the coolant mass flow rate of each subassembly is regulated according
to its position within the core. This is achieved by introducing a pressure loss
device between the inlet nozzle and the fuel bundle. Also in this reactor, after
flowing through the fuel bundle, the coolant goes into a subassembly plenum, still
within the hexcan, that separates the outlet of the fuel bundle from the upper
neutronic shielding, that typically takes the shape of a wire-wrapped pin bundle of
fewer pins and with larger diameter and shorter length than the fuel pins.

The sodium inlet temperature is close to 400°C, while the average outlet tem-
perature is typically close to 550°C. The sodium heating takes place within the
active length of the bundle, which contains the fuel pellets where the fission
reactions take place, also called heated column. The length of the heated col-
umn is around 1 m, while the total length of the bundle is close to 2 m. This
difference is mainly determined by the length of the plenum inside the fuel pins
needed to accommodate the gaseous fission products, as discussed in Section 2.2.1.2.

The sodium velocity through the subassembly greatly determines the flow regime
and its characteristics, as discussed next.

2.1.2. Turbulent flow regime
Fluid flows can be generally classified in three different regimes, namely laminar,
transition and turbulent, according to their Reynolds number, which represents
the ratio of inertial to viscous forces and can be defined for internal flows as:

Re = ρUDh

µ
(2.1)

where ρ is the density of the fluid, U its average velocity, µ its dynamic viscosity,
and Dh the hydraulic diameter of the flow channel, which can be expressed as:

Dh = 4A
Pw

(2.2)

with A being the cross sectional area available for the fluid flow and Pw the wetted
perimeter of the cross section.

At low velocities (i.e. low Re), the fluid flows in an ordered way following smooth
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streamlines, and is called laminar flow. Under these conditions, it is dominated
by viscous forces that damp out any velocity fluctuations that might arise. As
the Re increases, disturbances appear within the flow leading to magnitude and
direction variations in velocity that are no longer damped out by the fluid’s viscosity,
rendering the flow turbulent. A transition regime exists for intermediate Re, in
which the velocity perturbations start manifesting gradually.

The transition to the turbulent regime is defined by a critical Reynolds number
Rec, which depends on the geometry of the problem. For wire-wrapped fuel bun-
dles, Cheng and Todreas (Cheng and Neil E. Todreas 1986) proposed the following
expression dependent on the fuel pin pitch to diameter ratio P/Dec:

log(Rec/10000) = (0.7(P/Dec)− 1.0) (2.3)
which yields Rec from 12,000 to 19,000 as P/Dec varies from 1.1 to 1.4, range that
includes most SFR designs. In nominal operating conditions, the sodium flow in
a SFR subassembly is characterized by a Re between 40000 and 60000, and is
therefore well within the turbulent regime.

In turbulent flows, swirling structures with irregular velocities, called eddies, are
formed, destroying the smooth streamlines of laminar flows. These eddies enhance
the rate at which momentum and energy is transferred within the fluid, which is
why turbulent flows are often preferred for industrial heat transfer applications.
However, as discussed in Section 2.1.4, the turbulent contribution to heat transfer
in liquid metals is limited due to their high thermal conductivity.

In most internal flows, the fluid velocity on the solid surface that confines it can
be considered null, since the adhesive molecular forces between the fluid particles
and the wall are greater than the cohesive forces between fluid particles, and this
is referred to as no-slip condition. Then, if we consider the velocity in the axial
direction (flow direction), it is seen to increase, in the direction perpendicular to
the wall, from zero to its maximal local value. The enhanced momentum transfer of
turbulent flows makes this increase more rapid than in laminar flows, as illustrated
in Figure 2.2 for the canonical example of the flow in a circular tube, considering a
time-averaged velocity. For incompressible and isotropic Newtonian fluids (valid
hypotheses for liquid sodium), the viscous shear forces exerted by the wall to the
fluid are proportional to the wall normal velocity gradient, and are thus increased
in the turbulent case with respect to the laminar flow. These forces lead to the
pressure loss of the flowing fluid, which is thus higher in turbulent flows and is
discussed in Section 2.1.6.

The sodium physical properties not only intervene in the definition of Re, but
also define other relevant flow characteristics, which is why they are discussed next.
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Figure 2.2.: Laminar (a) and turbulent (b) time-averaged axial velocity (u) profiles
for the flow in a circular pipe (Smits and Marusic 2013).

2.1.3. Sodium properties
As explained in Section 1.2.3, liquid sodium is chosen as coolant fluid mainly for its
compatibility with a fast neutron spectrum and for its physical properties, which
are compared to those of water—the coolant employed in most operating nuclear
reactors—in Table 2.1, for representative coolant temperatures and pressures of
SFR and PWR.

Property Units Sodium
(1 atm, 475°C)

Water
(15.5 MPa, 315°C)

Kinematic viscosity (ν) m2/s 2.92e-7 1.19e-7
Heat capacity (Cp) J/kg/K 1268 5920
Thermal conductivity (k) W/m/K 68 5.39e-1
Thermal diffusivity (α) J/kg/K 6.4e-5 1.3e-7
Boiling point °C 882 345
Density (ρ) kg/m3 838 694
Prandtl number (Pr = ν

α
)

(See Section 2.1.4) - 4.56e-3 0.91

Table 2.1.: Sodium (Sobolev 2011) and water (Clément and Bardet 2017) physical
properties at representative SFR and PWR coolant temperatures and

pressures.

The high boiling point of sodium allows to operate the reactor close to at-
mospheric pressure, while still being able to have a temperature increase within
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the core of about 150°C and having a margin to boiling of more than 300°C in
nominal operating conditions. Besides, while the viscosity of sodium is of the
same order of magnitude as that of water, its thermal conductivity and diffusivity
are about 130 and 500 times larger, respectively. This means that sodium is
comparatively much better at conducting heat, and that this heat conduction
takes place at a higher rate. As a consequence, the Prandtl number of sodium,
which represents the ratio of momentum to thermal diffusivities, is about 200 times
smaller than that of water in the operational conditions of PWR. The consequences
that this has on the heat transfer properties of sodium are explained in Section 2.1.4.

In the temperature operational range of SFR subassemblies, the temperature
dependence of the physical properties of sodium is not very significant. The most
sensitive property is the viscosity that, for example, decreases by about 6% with
respect to its value at 475°C when temperature is increased by 50°C. This variation
is comparable to the uncertainty of the correlations employed to compute the
physical properties of sodium (Sobolev 2011).

2.1.4. Low Prandtl flows
The Prandtl number is a non dimensional parameter that depends exclusively on
the physical properties of the fluid, and it can be expressed as:

Pr = ν

α
= Cpµ

k
(2.4)

where ν is the kinematic viscosity of the fluid, α its thermal diffusivity, µ its
dynamic viscosity, k its thermal conductivity, and Cp its isobaric heat capacity.
Physically, it weights the diffusion of momentum and heat, and it is << 1 for liquid
metals such as sodium. This has consequences on the heat transport mechanisms
that are particularly relevant near solid surfaces where heat exchange takes place.

To illustrate this, we can consider, for example, the flow of a Newtonian fluid
with free stream temperature T0 on a semi infinite plate at temperature TW . As
presented in Figure 2.3, both the velocity and the temperature profiles develop in
the direction perpendicular to the wall, to reach the flow’s free stream temperature
and velocity. This development takes place in the so called momentum and thermal
boundary layers, where the effects of viscosity and of the wall temperature, respec-
tively, are relevant. The boundary layers have a characteristic thickness, typically
defined as the distance from the wall when the velocity or the temperature reach
99% of the free stream values. In the case of fluids with Pr << 1, the thermal
energy diffusion from the wall is larger than the momentum diffusion, and thus
the thermal boundary layer thickness (δth) is larger than the momentum boundary
layer thickness (δv). For Pr ∼ 1, which is the case of water for example, the mo-
mentum and temperature boundary layers have similar thickness, which motivated
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the development and widespread use of the Reynolds analogy between momen-
tum and heat transport to compute the turbulent contribution to heat transfer.
However, this analogy, which is described in Section 3.2.2, does not hold for sodium.

y

uδ

δv
Tw

T0

δth

δv��δth
Pr<<1

y

uδ

δv

Tw

T0

δth

δv∼δth
Pr~1

y uδ

δv

Tw

T0

δth

δv��δth
Pr>>1

(a) (b) (c)

y

uδ

δv
Tw

T0

δth

δv��δth
Pr<<1

y

uδ

δv

Tw

T0

δth

δv∼δth
Pr~1

y uδ

δv

Tw

T0

δth

δv��δth
Pr>>1

(a) (b) (c)

Figure 2.3.: Effect of Pr number on the thickness of the thermal and momentum
boundary layers in the case of a flow with free stream temperature T0 over a

semi infinite plate at temperature Tw (OECD/NEA 2015).

For laminar flows of liquid metals under forced convection, the difference between
the velocity and temperature profiles does not induce fundamentally different
behaviours than those of other fluids, since the heat away from the bounding walls
is transported mainly by molecular conduction, and is thus not affected by the
velocity distribution. Due to this, the heat transfer correlations developed for fluids
with Pr close to unity still hold for liquid metals.

In turbulent flows, on the other hand, heat transport is determined both by
the molecular conductivity and the eddy conductivity, discussed in Section 3.2.2,
which refers to heat transported by the turbulent eddies and can be the dominant
mechanism in fluids for which Pr ∼ 1 holds. In fluids with Pr << 1, however, the
molecular conductivity dominates and its effects are not only concentrated on a
thin layer close to the wall but also in the turbulent core of the fluid, which is why
specific liquid metal heat transfer correlations had to be determined (OECD/NEA
2015).

It is then interesting to compare heat transfer correlations developed for liquid
metals to those of fluids with higher Pr. For internal forced convection, a relevant
parameter is the heat transfer coefficient h, which relates the heat flux q′′ from a
solid surface into the fluid to temperature difference between the two, and can be
written as:

h = q
′′

Tw − Tb
(2.5)

where Tw is the temperature of the solid surface and Tb a representative temperature
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of the fluid, called bulk temperature, often taken to be the average on the considered
cross section. A traditional way of nondimensionalizing the heat transfer coefficient
is by defining the Nusselt number Nu that represents the ratio of the convective to
conductive heat transport in the direction perpendicular to the flow. Based on the
hydraulic diameter Dh, it can be expressed as:

Nu = hDh

k
(2.6)

For a fluid with 0.7 ≤ Pr ≤ 120 flowing with 2500 ≤ Re ≤ 1.24× 105 while being
heated, Dittus and Boelter (Dittus and Boelter 1985) developed the following
correlation:

Nu = 0.023Re4/5Pr0.4 (2.7)
while, for liquid metals, one of the most accurate formulas (Bejan 1993) is that of
Notter and Sleicher (Notter and Sleicher 1972):

Nu = 6.3 + 0.0167Re0.85Pr0.93 (2.8)

which is valid for 0.004 ≤ Pr ≤ 0.1, 104 ≤ Re ≤ 106, and constant wall heat flux,
and is based on experimental and computational data (Bejan 1993). Unlike the
case for Pr ∼ 1, Nu for low Pr fluids was observed to depend on the type of
thermal boundary condition (fixed Tw vs fixed q′′) as well as on the geometry of
the problem (Neil E. Todreas and Mujid S. Kazimi 1990).

Comparing equations 2.7 and 2.8 reveals some key characteristics of liquid metal
flows. Firstly, Nu grows with the increasing Re in both cases, since the convec-
tive heat exchange is increased by turbulent eddies at increasing flow velocities.
However, this dependence is greatly reduced in the case of liquid metals due to
the multiplication by their very low Pr. Additionally, the additive constant of
Equation 2.8 reveals that significant heat transfer occurs for low Pr fluids even at
low Re, due to the high contribution of their conductivity.

Indeed, as discussed in (G. Grötzbach 2013), in a fluid of Pr = 0.007—so,
slightly higher than that of sodium at SFR operating temperatures—the eddy heat
transport exceeds the molecular transport only for Re > 214000. It then follows
that, at the typical Re ∼ 50000 of the sodium flow in SFR subassemblies, the
contribution of turbulence to the heat transport in the wall normal direction is
low. As discussed in Section 3.2, this is relevant because it reduces the relative
importance of the model employed to compute the eddy conductivity, and it implies
that the uncertainties on the velocity field have a lesser impact on the temperature
field than for higher Pr flows.

The flow characterization cannot be complete without considering, besides the
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turbulent regime and the low Prandtl effects, the particularities of the geometry of
SFR subassemblies, which are discussed next.

2.1.5. Characteristics of sodium flow in wire-wrapped fuel pin
bundles

The bundle of wire-wrapped fuel pins is characterized by the following geometrical
parameters:

• The external diameter of the fuel pins Dec and of the spacer wires Dw;

• The minimum distance between pin centers, or pitch P ;

• The winding step H of the helically wrapped spacer wires;

• The gap gH between the center of a peripheral pin and the hexcan;

• The side length LH of the cross section of the hexcan, with an associated
plate to plate distance E;

• The number of fuel pins Npins;

• The length of the fuel bundle Lbundle.

The value of the parameters that describe the cross section of the fuel bundle of
the advanced SFR being designed at the CEA are presented, as a representative
example, in Figure 2.4. In this case, the local hydraulic diameter of the corner and
edge subchannels are significantly larger than the triangular inner subchannels,
which is also the case for other SFR designs. Besides, the heat input per unit length
is lower in the peripheral subchannels than in the inner subchannels, since the
first are next to the hexcan while the latter are surrounded by fuel pins. For these
reasons, there are two distinct flow zones within the cross section of the bundle.
The peripheral region presents higher axial velocity values, and the fuel pins there
are colder than the pins from the inner (or central) region, although the first are
subject to higher temperature gradients around their circumferences. As we will
see in Section 2.2.2, the differences between central and peripheral pins have direct
consequences on their thermomechanical evolution under irradiation.

A recent review on existing pin bundle experiments identified, besides the
aforementioned peripheral/central differences, the following key flow characteristics
(Saxena 2014):

• There is significant circular flow and wake downstream of the spacer wires.
This creates a low velocity zone that leads to cladding hot spots.
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Figure 2.4.: Cross section of the fuel bundle of the advanced SFR designed at the
CEA. Adapted from (Saxena 2014).

• The axial velocity of a given subchannel and its cross flow are cyclic along
the axial direction, with a spacial periodicity given by the helical pitch H of
the spacer wire.

In complement with the experimental campaigns, significant efforts have been
done in the last years in terms of numerical simulations, in order to improve
our understanding of the thermal-hydraulics of wire-wrapped pin bundles. Some
relevant findings are summarized below:

• The spacer wires induce very significant secondary flows, with tangential
velocities representing up to about 15% of the axial velocity, which are
stronger in the edge and corner subchannels than in the central ones (J.-H.
Jeong, Song, and Lee 2017b; Cadiou and Saxena 2015). One of the reasons
for this is that, following the length of the bundle, the gap between peripheral
pins and the hexcan is always interrupted by the wire in the same angular
direction; however, the gaps between fuel pins are interrupted by spacer wires
in alternating rotation directions, and thus their effects cancel out partially
(Zhao, J. Liu, Ge, et al. 2017). Besides, the force exerted by the wires on
the fluid is dependent on the axial velocity, but also heavily dependent on
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the angular position between the wire and the pin, and the relative position
between the wire and the hexcan (J.-H. Jeong, Song, and Lee 2017a).

• Increasing the winding step H (in the range 100 mm < H < 300 mm) leads
to a lower sodium cross flow and significantly decreases the friction factor
(Natesan, Sundararajan, Narasimhan, et al. 2010; Gajapathy, Velusamy,
Selvaraj, et al. 2015), and it has very little effect on the Nusselt number
(Natesan, Sundararajan, Narasimhan, et al. 2010). However, completely
eliminating the twist does have a noticeable impact, as shown by (Gajapathy
and Velusamy 2016) who computed a Nu 15% larger for helically wrapped
spacer wires than with straight spacers, which was explained by the increased
sodium mixing.

• Increasing the number of pins of the bundle does not have a large influence
on the main flow features (Natesan, Sundararajan, Narasimhan, et al. 2010),
although larger fuel bundles lead to a higher mass exchange between central
subchannels (Brockmeyer, Carasik, Elia Merzari, et al. 2017) and to slightly
larger friction factors (Rolfo, Péniguel, Guillaud, et al. 2012).

The determining role of the geometrical parameters of SFR bundles on the
sodium flow characteristics suggests the need of a detailed thermal-hydraulic model
in order to capture these effects in a numerical simulation. The geometry of the
subassembly also determines its pressure loss due to friction, which is linked to the
coolant mass flow rate and is discussed next.

2.1.6. Pressure drop in SFR subassemblies
In a viscous fluid, internal shear stresses arise due to its resistance to move with
uniform velocity when only one portion of it is subjected to an externally imposed
velocity. For incompressible flows of Newtonian fluids, the components τij of the
shear stress tensor τ can be expressed as (Neil E. Todreas and Mujid S. Kazimi
1990):

τij = µ( ∂vi
∂xj

+ ∂vj
∂xi

) (2.9)

where vi,j and xi,j are the i, j components of the velocity and position, respectively,
and µ the dynamic viscosity of the fluid. For internal flows, the wall shear stress
τw acting against the fluid motion is of particular engineering interest since it
leads to its pressure loss due to friction. Under the no-slip condition discussed
in Section 2.1.2, one can see from Equation 2.9 that τw can only depend on the
velocity gradient in the wall normal direction. As discussed in that section, the
wall normal velocity gradient is higher in turbulent than in laminar flows, which
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causes the frictional energy loses to be higher in the first1.

It is customary to nondimentionalize τw by employing the Darcy-Weisbach friction
factor fD as follows:

fD = 8τw
ρU2 (2.10)

where U is the mean flow velocity. Then, the pressure drop ∆P due to friction at
the wall over a length L can be written as:

∆P = fDLU
2ρ

2Dh

= fDLQ
2

2ρDhA2 (2.11)

where Dh is the hydraulic diameter of the channel under consideration, A its cross
sectional area, and Q the mass flow rate of the fluid.

Over the last six decades, over a hundred experimental investigations of the
pressure drop in wire-wrapped pin bundles have been conducted worldwide, resulting
in about 10 empirical correlations between the friction factor, the Reynolds number,
and the geometrical parameters of the bundle (S. Chen, N. Todreas, and Nguyen
2014; S. K. Chen, Y. M. Chen, and N. E. Todreas 2018). One of these correlations
is that developed by Rehme (Rehme 1973), that can be expressed as:

fD = ((64/Re)F 0.5 + (0.0816/Re0.133)F 0.9335)Npinsπ(Dec +Dw)/Pw) (2.12)

where
F = (P/Dec)0.5 + 7.6(P/Dec)2(Dec +Dw)/H2.16 (2.13)

As indicated by Equation 2.13, and as discussed in the previous section, increas-
ing the pitch of the wire, H, leads to a lower friction factor. This is illustrated in
Figure 2.5, where the normalized friction factor is presented as a function of H, as
computed with Equation 2.12 using the dimensions of the advanced SFR designed
at the CEA and taking Re = 50000.

Additionally, equations 2.12 and 2.13 evidence the dependence of fD on the
diameter Dec of the fuel pins. Increasing Dec only slightly reduces the friction factor,
as can be observed in Figure 2.6a, where Rehme’s correlation and Re = 50000 were
also employed2. However, as illustrated in Figure 2.6b, it significantly reduces the

1 The velocity fluctuations of turbulent flows add an additional contribution to the shear stress
(see Section 3.2.2), not considered in this analysis based on mean velocity profiles. However,
the importance of these additional stresses is low close to the wall, and they vanish on the
wall surface (Kundu, Cohen, and Hu 2001), and thus the qualitative conclusion remains valid.

2Virtually the same result is obtained if the mass flow rate is kept constant, instead of Re.
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hydraulic diameter of the bundle. Therefore, the reduction of Dh overcomes the
reduction of fD, so that increasing Dec leads to an increase in the bundle pressure
drop, if the coolant mass flow rate is not modified, or to a reduced flow rate, if
the pressure drop is kept constant, as can be deduced from Equation 2.11. This
is of particular relevance in the context of evaluating the coolant mass flow rate
in deformed fuel bundles, which is discussed in Section 5.3.2. In Section 5.3.2, we
will show that the coolant mass flow rate of a deformed subassembly—in which
Dec is increased—is lower than that of a non-deformed one. This is because all
subassemblies are connected at their inlets and outlets by plenums, so the coolant
can be diverted from the deformed subassembly towards the non-deformed ones,
which provide a preferential flow path with less hydraulic resistance. This flow
redistribution according to the hydraulic resistance of the subassemblies is the same
principle that allows homogenizing the outlet temperature of the core of SFR by
introducing pressure drop devices in their inlet nozzles, as mentioned in Section
2.1.1.

A reduction of the coolant mass flow rate would be of little importance if it was
not for its impact on the temperature distribution within the subassembly, which
is discussed next.
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Figure 2.5.: Normalized friction factor as a function of H, computed with Rehme’s
correlation.
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Figure 2.6.: Normalized friction factor computed with Rehme’s correlation (a) and
normalized hydraulic diameter (b) as a function of the cladding external

diameter.

2.1.7. Axial distribution of sodium temperature
The steady state axial distribution of the average sodium temperature TNa(z)
within the subassembly cross section (sodium bulk temperature) can be computed
from a known temperature T 0 at an axial position z0 (e.g. the inlet sodium
temperature) and the axial distribution of the subassembly linear power q′(z) by
considering an energy balance. This yields:

TNa(z) = T 0 + 1
QCp

∫ z

z0
q′(z̃)dz̃ (2.14)

where Q is the mass flow rate of the coolant in the subassembly, which is assumed
to remain in liquid state, and Cp the coolant’s specific heat capacity, considered
constant here. Then, the axial profile of coolant’s bulk temperature is proportional
to the integral of the linear power profile.

Equation 2.14 allows to evaluate the increase of the sodium bulk temperature
δTNa(z) as a consequence, for example, of the mass flow rate reduction δQ men-
tioned in Section 2.1.6. Then, if we consider the length of the heated column (i.e.
where q′(z) 6= 0), we have that δTNa(z) is null at its inlet, and grows monotonically
with the axial position to reach, at the outlet, a value δT out given by:
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δT out = PSA
CpQ

δQ

Q− δQ
= ∆T 0

Na

δQ

Q− δQ
(2.15)

where PSA is the total subassembly power and ∆T 0
Na = TNa − T 0 the difference

between the inlet and outlet sodium bulk temperature before the mass flow rate Q
is reduced.

2.1.8. Section summary
In this section, we firstly define some of the general characteristics of the sodium
flow in SFR subassemblies, including its turbulent nature and the implications
that this has. Then, the sodium physical properties are introduced, and its very
high conductivity is highlighted. These properties give place to a very low Pr
number, the consequences of which are then discussed. Out of these, one of the
most relevant is that, in nominal operating conditions, the heat transfer from the
claddings to the sodium is dominated by conduction. As discussed in Section 3.2,
this reduces the relative importance of the error introduced in the modelling of the
turbulent contribution to the heat exchange.

Finally, the parameters that characterize the SFR fuel bundles and the main
resulting flow characteristics are summarized. It results that the external diameter
of the cladding is a key parameter, and that it plays a major role in the pressure
drop characteristic of the bundle. In this work, this is of upmost importance, since—
as we will see in Section 2.2.5—the cladding diameter increases as a consequence
of the irradiation, and this leads to a reduction of the coolant mass flow rate,
evaluated in Section 5.3.2. As discussed at the end of this section, this causes a
sodium temperature increase.

Such a temperature variation would have an impact on the temperature-dependent
thermomechanical evolution of the fuel bundle, which is discussed in the next section.

2.2. Thermomechanics
In this section, we show how the fuel pin claddings, the spacer wires and the hexcan
of SFR subassemblies evolve during their irradiation, from a thermomechanical
point of view. The main external loads that lead the evolution of the stress and
strain states of these components are:

• The high temperatures they are subject to;

• The internal pressurization of the claddings due to the accumulation of gaseous
fission products, and, to a lesser extent, the sodium pressure which acts both
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on the claddings and on the hexcan;

• The exposure to highly energetic neutrons produced in the fission chain
reaction, which interact with the materials inducing microscopic changes that
have macroscopic consequences.

Then, we begin by describing the evolution and magnitude of these loads.

2.2.1. Evolution of the external loads
2.2.1.1. Temperature

The steady state heat conduction within the cladding can be described in terms of
Fourier’s law, which relates the heat flux vector q′′(r) to the temperature gradient
∇T (r) and can be expressed as (Incropera 2007):

q′′(r) = −λc∇T (r) (2.16)

where r is the position vector and λc the cladding thermal conductivity, assumed
constant here. By considering only the conduction in the radial direction, the
cladding temperature at any point of its thickness can be computed from the linear
power q′ and the temperature at its external wall. Under these conditions, the
cladding temperature at a radius r, Tc(r), can be written as (Bailly 1999):

Tc(r) = Tc(rec) + q′

2πλc
ln
(
rec
r

)
(2.17)

where rec is the external cladding radius. The cladding temperature difference
between its external and internal radii (rec − ric ∼ 0.5 mm) is typically between
20°C and 40°C.

The cladding surface temperature Tc(rec) is the same as the temperature of
the sodium it is in contact with, so both the cladding and the sodium average
temperatures have a similar axial distribution. To illustrate this, the axial profiles
of sodium and cladding temperatures within the active length an SFR subassembly
are presented in Figure 2.7. In this figure, the cladding temperature is computed at
its mid-thickness and averaged in its circumference, while the sodium temperature
is averaged in the subchannel being considered. The distribution of linear power
and neutron flux3 are also presented in this figure, as calculated for a Phenix
subassembly by the code employed to follow the operation of the reactor. In this
case, the neutron flux and the linear power have a chopped cosine shape with a
maximum close to the center of the active length of the subassembly. Therefore,

3The (scalar) neutron flux indicates—at a given position and for all energies and directions—the
number of neutrons moving per unit surface and per unit time. As discussed in Section 2.3, it
is the main variable used to describe the neutron distribution in the reactor.
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as predicted by Equation 2.14, the sodium and cladding temperatures present a
sinusoidal axial distribution that grows until reaching its maximum at the upmost
part of the heated column. It should be noted that the temperature fluctuations
induced by the spacer wires are not considered in the simplified thermal-hydraulic
calculations conducted to generate the curves of Figure 2.7. These effects could be
understood as temperature perturbations acting on the baseline cladding tempera-
ture illustrated in that figure, and, as we will see in Section 6.5, they can be very
significant.

Figure 2.7.: Axial distribution of cladding temperature for a central pin of a Phenix
subassembly, of the sodium temperature within a subchannel in contact with
the cladding, and of the linear power and neutron flux, as computed by the

code employed to follow the operation of the reactor (Pelletier 2018).

The temperature range of the fuel cladding presented in Figure 2.7, given ap-
proximately by a temperature of 400°C at the bottom of the heated column and
620°C at its upper part, is representative of an inner pin of a SFR fuel bundle. It
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is to be noted that the upper limit of this range represents, expressed in Kelvin
(K), approximately 50% of the melting point of the cladding steel in K, which
has consequences on the behaviour of the materials under irradiation, discussed
in Section 2.2.2. Additionally, it leads to a thermal expansion of the claddings
that can reach up to close to 1%. As explained in Section 2.1.5, the cladding
temperature is lower for the peripheral pins of the bundle, and the magnitude of
this temperature difference can be as high as 100°C (Cadiou and Saxena 2015).
This temperature difference has significant consequences on the thermomechanical
behaviour of the fuel bundle, as we will see in Section 6.6.

If we consider a subassembly under irradiation at constant total reactor power
and with constant mass flow rate and geometry, the evolution of its temperature
distribution is determined by the evolution of the subassembly power distribution.
Without considering the perturbations induced by the neutron absorbing control
rods that are partially inserted in different positions within the core, the subassem-
bly power time evolution depends on the fuel utilisation, or burn-up.

In axially homogeneous fuel concepts, the depletion of the fissile atoms within
the fuel leads to a reduction of the subassembly power and thus to a reduction of
its temperature over time. On the other hand, in axially heterogeneous concepts
where fertile and fissile blankets are intercalated, the generation of fissile isotopes
in the first might outbalance the fuel depletion of the latter. In this case, the
power distribution inside the subassembly would change, and the total subassembly
power would increase during the irradiation. As a result of the subassembly power
increase, the sodium outlet temperature would also increase during the irradiation.
This power evolution is illustrated in Figure 2.8, that shows the Beginning Of Life
(BOL) and End Of Life (EOL) power distribution of the advanced SFR designed at
the CEA, as calculated by neutronic simulations conducted during its conceptual
design stages. In this case, a large power increase is observed in the central fertile
blanket during the irradiation. The power of the lower fertile blanket also increases
but it has a smaller contribution to the total power, both at BOL and at EOL.
Due to the increased power in the fertile blankets, the average sodium temperature
at the outlet of the fuel column is, in this case, approximately 10°C higher at EOL
than at BOL.

Independently of the evolution of the linear power, the sodium and the cladding
temperature distribution within the fuel bundle depend on the evolution of its
geometry and of the coolant mass flow rate, the determination of which is at the
core of this work. The evolution of the bundle geometry is discussed in Section
2.2.5, and its numerical simulation is described in Chapter 4. The evaluation of the
deformation-induced coolant mass flow rate reduction is discussed in Section 5.3.2.
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Figure 2.8.: BOL and EOL linear power profile of an axially heterogeneous fuel pin.

2.2.1.2. Pressure

Some of the isotopes produced by the fission reactions are in gaseous form, and a
fraction of the gases are trapped inside the fuel pellets where they are produced,
thus contributing to their swelling. However, the high operational temperature of
SFR fuels favours their diffusion against the temperature gradient (i.e. towards
the external surface of the pellet), leading to their release into the free volume
within the fuel cladding. The percentage of the fission gases that escape the fuel
pellets increases with burn-up, as illustrated in Figure 2.9 for a Phenix fuel pin.
At high burn-up, the fission gas release typically reaches 80-90% in SFR4, leading
to internal cladding pressures that can reach several MPa (Yang 2012).

By considering Dalton’s law of partial pressures and the ideal gas law, the internal
cladding pressure Pfg due to the gaseous fission products can be expressed as:

Pfg =

∑
i
niRT

V
(2.18)

where V is the free volume inside the cladding, R the ideal gas constant, T the
temperature of the gas mixture, and ni the number of moles of each fission gas.
The working temperature being fixed, the main design variable available to limit
the internal cladding pressure, and thus its associated stress, is the available volume
inside the fuel cladding. Therefore, a large free volume is achieved by including a

4In PWR, the fission gas release is ∼ 10%.
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Figure 2.9.: Fission gas release rate as a function of burn-up for a standard Phenix
fuel (Cacuci 2010).

large plenum below the fuel column, and a shorter plenum above it. The fuel pin
of the advanced SFR designed at the CEA is characterized by a relatively large
pin internal diameter of 8.7 mm and a large lower plenum of almost half the total
pin length. For this reason, the expected fission gas pressure at high burn-up is
close to 4 MPa, significantly lower than that of Phenix fuel pins (internal diame-
ter of 5.5 mm and lower plenum of ∼ 1/3 of the pin length) that could exceed 8 MPa.

With longer lower plenums, most of the fission gases accumulate below the heated
length of the fuel pins, and they are thus affected by the sodium inlet temperature
and less so by the sodium outlet temperature and its changes during the irradiation.
This is particularly relevant in the context of this work, since it implies that the
cladding internal pressure is not significantly affected by the temperature increase
induced by the deformation of the bundle, which—as discussed in Section 6.5—is
maximal towards the outlet of the heated column of the fuel bundle and does not
affect the lower gas plenum.

In addition to the inner pressure due to the fission gases, the claddings are also
subject to sodium pressure, that acts on their external surface and affects also
the hexcan. This pressure is maximal at the bottom of the fuel bundle, since the
coolant looses pressure due to friction as it moves up and the hydrostatic pressure
is also reduced in that direction. Finally, the sodium flowing in the small gaps
between subassemblies also acts on the hexcan, and the associated sodium external
pressure is also maximal at the bottom. Representative values of maximal sodium
internal and external pressures are 0.4 MPa and 0.2 MPa, respectively, and thus
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the hexcan is subject to a maximal net pressurization of 0.2 MPa.

Under the load imposed by the internal pressure Pfg, the cladding may be
conveniently approximated by a thin-walled cylindrical tube closed at both ends
(Waltar, Todd, and Tsvetkov 2012). Under this approximation, the cladding
circumferential (hoop) stress σθθ is given by5:

σθθ ∼= Pfgrc/e (2.19)

where rc = (rec + ric)/2 and e is the thickness of the cladding. Under the same
approximation, in which the ends of the claddings are considered to be closed and
thus subject to the same pressure level, the longitudinal stress σzz is half of the
hoop stress:

σzz ∼= Pfgrc/2e (2.20)
The radial stress is equal to the internal pressure at the inner radius of the cladding,
and null (or equal to the external pressure if it is considered) at its outer radius.
Since rc/e ∼ 10, we can see from equations 2.19 and 2.20 that the radial stress
is significantly smaller than the hoop and longitudinal stresses. For thin-walled
cylinders, and neglecting the external pressure, the radial stress can be approximated
by:

σrr ∼= −Pfg/2. (2.21)
where the negative sign indicates it is a compressive stress.

In order to predict the yield of metals, which is the onset of plastic—permanent—
deformation, based on the results of uniaxial tensile tests, it is customary to define
an equivalent stress σeq. Considering that ductile materials start yielding when the
elastic energy associated to their deformation reaches a critical value (Hill 1998)
motivates the definition of the von Mises equivalent stress, which can be written as:

σeq =
√

(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2

2 (2.22)

where σi (i = 1, 2, 3) are the principal stresses, which are the components of the
stress tensor when it is expressed in a basis such that the non-diagonal components
(shear stresses) are null. In a cylinder under axisymmetric loading, the principal
stresses are the normal stresses in the radial, circumferential and longitudinal

5In this analysis, we have neglected the external cladding pressure Pext since, as discussed
in this section, it is significantly lower than Pfg. Its effects can be taken into account by
simply replacing Pfg by Pfg − Pext in the expressions given to compute the stresses, noting
that—unlike Pfg—Pext depends on the axial position within the cladding.
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directions, and thus the equivalent stress is given by:

σeq =
√

(σθθ − σrr)2 + (σrr − σzz)2 + (σzz − σθθ)2

2 (2.23)

Employing Equation 2.23 and the cladding dimensions of the advanced SFR de-
signed at the CEA, and considering an internal pressure of 8 MPa, a conservative6

approximation of the equivalent stress induced by the pressurization of σeq = 63.8
MPa is obtained. The equivalent stress thus computed corresponds to the primary
equivalent stress associated to the cladding internal pressure, averaged in the
thickness of the cladding. Primary stresses are those that result from internal
forces and moments required to satisfy the mechanical equilibrium with the exter-
nal forces and moments and body forces, and they cannot be relaxed by a small
plastic deformation. Then, the σeq = 63.8 MPa is significantly lower than the limit
of approximately 100 MPa—as calculated for a very penalizing temperature of
650°C—considered for the primary cladding stresses during the operation of the
advanced SFR designed at the CEA.

It should be noted that the secondary stresses, which appear as a consequence of
internal or boundary constraints and can be relaxed by plastic strain, are not taken
into account in this analysis. Examples of secondary stresses are the ones caused
by the differential thermal expansion within the cladding, or by a non-uniform
swelling distribution, phenomenon that is described in Section 2.2.2.2. To guarantee
the mechanical integrity of the cladding, another design limit is imposed to the
total equivalent stress, which takes into account both the primary and secondary
stresses, and is evaluated locally, as opposed to being averaged in the thickness of
the cladding. This limit is approximately 200 MPa, for the advanced SFR designed
at the CEA and for a temperature of 650°C.

2.2.1.3. Irradiation dose

The irradiation dose quantifies the interaction of the irradiation field with the mate-
rials, and it is customary to express it in Displacements Per Atom (dpa). Expressed
in this way, the irradiation dose represents the average number of times that each
atom of the material is displaced from its original position as a consequence of the
interaction with energetic particles that, in the case of interest of this work, are
the fast neutrons produced by the fission chain reaction.

As will be further explained in Section 2.3.3, the irradiation dose increases with
increasing neutron flux integrated over time, also called fluence. However, unlike

6Conservative because a Phenix pressure level was employed, which is higher than the pressure
estimated for this new reactor.
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the fluence, it is also a function of the probability of an incident neutron of inducing
a given number of atom displacements in the irradiated material, which is very
dependent on the neutron energy and on the material itself. This difference makes
the irradiation dose correlate well with the irradiation effects on the material prop-
erties7, which is not the case with neutron fluence. This can be seen in Figure 2.10
where the yield stress (a relevant mechanical property discussed in Section 2.2.2.4)
change of irradiated stainless steel samples in three reactors with very different neu-
tron energy spectra are plotted as a function of fluence and of irradiation dose in dpa.

Figure 2.10.: Yield stress change of stainless steel irradiated in three reactors with
different neutron energy spectra, as a function of fluence and of irradiation

dose in dpa (Gary S. Was 2007).

The axial distribution of irradiation dose at EOL follows closely the fast neutron
flux profile. Therefore, it has a maximum close to the core mid-plane for axially
homogeneous fuel bundles, while two distinct maxima—one below and one above
the core mid-plane—are present in fuel pins that include a fertile blanket between
two fissile columns. This effect can be observed in Figure 2.11, where the normalized
EOL axial dose distributions are presented as computed for a Phenix fuel cladding
and for a cladding of the advanced SFR designed at the CEA. In this reactor,
the maximal dose currently being considered is close to 100 dpa. However, in
Phenix reactor, subassemblies have been irradiated up to doses close to 160 dpa
(Pelletier 2018). At this dose level, the effects of swelling and irradiation creep,
described in Section 2.2.2, lead to a significant geometrical deformation of SFR fuel
bundles, described in Section 2.2.5, which compromises the mechanical integrity

7Provided that the displacement based damage dominates over transmutation effects. As
discussed in Section 2.2.2, this is indeed the case for the structural materials of fast reactors.
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of the subassemblies and thus limits their lifespan. Being able to increase the
maximal dose up to which the integrity of the subassemblies is guaranteed is one of
main research lines in SFR development programs, since it would lead to a higher
burn-up and thus to a more efficient utilisation of the fuel (OECD/NEA 2018).
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Figure 2.11.: Axial profiles of normalized cladding irradiation dose for an axially
homogeneous and an axially heterogeneous fuel concept.

2.2.2. Irradiation effects on the subassembly materials
2.2.2.1. Irradiation damage

Metals have a crystal structure, which means that their atoms are arranged in
an ordered lattice that can be described by the periodic repetition of a unit cell,
consisting of a defined number of atoms arranged in a fixed geometrical pattern.
However, this lattice is not perfect, and has a series of crystallographic defects that
have an effect on the macroscopic behaviour of the metal. These defects can be a
consequence of, for example, the presence of impurities, the thermal vibration of
atoms, the thermomechanical treatment employed in the metal manufacturing, or
the interaction with a radiation field. The main crystallographic defects can be
classified as (Mouritz 2012; Bailly 1999; Gary S. Was 2007; Frank 1957):

• 0D. Point defects, which involve one atom or a pair of atoms. The three
main types of point defects are missing atoms from the lattice (vacancies),
atoms placed in a position normally not occupied (interstitial), or atoms in
the lattice replaced by an atom of a different element (substitutional defect).
Point defects form the foundation for all observed effects of irradiation on the
physical and mechanical properties of materials (Gary S. Was 2007);
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• 1D. Dislocations, which can be in the form of a line that forms a boundary
between a region of the crystal that has slipped and one that has not, and
can also form closed loops. They act as sources and sinks of point defects,
and some attract more interstitials than vacancies, which is characterised by
the dislocation bias.

• 2D. Grain boundaries, which limit two crystals (within which the lattice is
continuous) with different orientations.

• 3D. Volume defects, such as voids and bubbles.

The predominant effect of the irradiation on the metals employed on fast reactor
subassemblies comes from the displacement of atoms of their crystalline structure
(F. Garner 2012). This generates some of the defects mentioned above, whose
migration and clustering is responsible for the macroscopic effects of the irradiation
on these materials (Bailly 1999). In stainless steels irradiated in water cooled reac-
tors, the transmutation of elements produced by neutron capture reactions—and
the generation and precipitation of helium in particular—can have a significant
importance. However, transmutation is only a second-order contribution to the
damage process when these steels are irradiated in fast reactors. Indeed, the helium
production rate in highly thermalized neutron spectra has been observed to reach ∼
100 atomic parts per million (appm) He/dpa, while typical values for fast neutron
spectra are ∼ 0.1-0.3 appm He/dpa (F. A. Garner 2004). It should be noted,
however, that the transmutation-induced helium clusters serve as nucleation sites
for voids that, as discussed below, have a major role in the evolution of steels under
irradiation (F. Garner 2012).

In fast reactors, the metal atom displacements come predominantly from the
elastic collision with high energetic neutrons. When a neutron collides with an atom
in the metal, the latter can be displaced from its original position in the lattice if
the neutron energy is high enough. This first atom impacted by the neutron, called
PKA (Primary Knocked-on Atom), can come to rest in an interstitial position or
displace other atoms, thus generating a displacement cascade, the probability of
which increases with increasing energy of the incident neutron. This cascade is
concentrated in a very small volume, and results in the creation of a collection of
point defects (vacancies and interstitials) and clusters of these defects in the crystal
lattice. After they are created, these defects do not remain static but migrate due to
diffusion and coalesce with a kinetics that depends on factors such as temperature,
neutron flux, irradiation dose, and concentration of alloying elements.

The irradiation generates interstitials and vacancies in pairs, called Frenkel Pairs,
that increase the volume of the material. If these point defects are sufficiently close
to each other, they recombine and disappear, undoing the volume increase. At high
enough temperatures, they can migrate within the crystalline lattice and recombine,
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and can also be annihilated by defect sinks—which are surfaces, grain boundaries
and dislocations—, process that also removes part of the volume increase associated
with the defect. Alternatively, defects of the same type can be agglomerated in
clusters. Interstitial clusters of a given size collapse into dislocation loops, which
removes a large part of the associated volume increase. Clusters of vacancies, on
the other hand, can either collapse into a loop, which also removes the associated
volume increase, or form a void. In this case, the volume increase of the material is
preserved (Bailly 1999).

The processes described above lead to several mechanisms that induce dimen-
sional changes of the irradiated materials. These are void swelling, swelling due to
the formation of helium bubbles, irradiation induced growth, and irradiation creep.
In the materials employed in fast reactors, swelling due to helium bubbles is minor
(Lauritzen, Withop, and Wolff 1969), and they do not exhibit growth since they do
not have a crystallographic texture8, required for growth to manifest (Adamson,
Griffiths, and Patterson 2017). Therefore, only void swelling and irradiation creep
are addressed next.

2.2.2.2. Void swelling

Void swelling can be defined as a macroscopic increase in volume of a material
caused by the formation, growth, and coalescence of microscopic voids, consequence
of irradiation induced atom displacements. This happens if the flow of vacancies
towards the voids is higher than the flow of interstitials, which is possible since the
latter are preferentially attracted and annihilated by the dislocations present in
the metal structure.

The first models developed to describe the swelling process rely on the formalism
of rate theory, and take into account the generation, recombination and annihi-
lation of defects on the different types of sinks, and, eventually, the interactions
between defects and impurities. These models allowed to determine some general
characteristics of swelling, summarized below (Bailly 1999):

• In most metals and alloys, swelling occurs at temperatures between 0.3 and
0.6 TM , where TM is the metal melting temperature in K. The swelling g
depends on the void density Nvoid and on their average volume Vvoid, such
that it can be expressed as g = NvoidVvoid. For T << 0.2 TM , no swelling
occurs since the defects are annihilated by mutual recombination. At the
lower end of the temperature range where swelling occurs, the defects are in
high concentration and thus the void nucleation rate is high but, since the

8Radiation-induced growth is a volume-conservative, anisotropic distribution of strains that
does not require the action of stresses, and affects materials in which the crystals have a
preferential orientation, also called texture.
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defect diffusion is slow, the volume of the voids remains very small. On the
other hand, for temperatures close to the upper limit of the range, the defect
diffusion rate is high, and they are therefore annihilated at sinks at a high
rate. In this scenario, the void nucleation is very low, and there are only few
voids with a large volume, with practically no contribution to the macroscopic
swelling. In between, there is a temperature that maximizes swelling, which
typically lies between 0.4 TM and 0.5 TM .

• Swelling increases with the irradiation dose, but is characterized by an in-
cubation period during which, in spite of the increasing dose, the volume
change remains very small. At sufficiently high doses, the swelling rate reaches
a steady state value, also called stationary swelling. The dose from which
swelling becomes noticeable, called incubation dose, is strongly dependent on
the characteristics of the material and on the irradiation conditions.

• Swelling is highly dependent on the dislocation density. If it is sufficiently
high, their role as defects annihilators overcome the effects of their preference
for interstitials, and thus swelling is reduced.

However, the simplified models used to derive the characteristics described above
only represent some of the processes that contribute to the swelling of irradiated
metals. An exhaustive review on the subject was conducted by Garner (F. Garner
2006; F. Garner 2012), who highlighted the contribution of the following factors:

• Crystal structure. For example, austenitic steels present higher stationary
swelling rate than ferritic/martensitic steels.

• Base composition. It affects swelling mainly by modifying its incubation
dose. In Fe-Cr-Ni ternary alloys (which are the base of the industrial steels
adopted for the SFR fuel claddings), increasing the nickel content reduces
swelling, although the trend is reversed at high nickel contents (∼35 to 60 Ni
wt%). On the other hand, swelling increases monotonically with increasing
chromium content. The effects of the base composition are also dependent on
the irradiation temperature.

• Solutes. The addition of solutes also affects almost exclusively the incubation
dose. Out of the solutes studied, phosphorus and then silicon are the most
effective suppressors of void growth over the entire temperature regime of
swelling. Some additives, such as Ti and C—the effects of which are linked
due to the formation of TiC—greatly suppress swelling in some temperature
ranges, but increase it in others. In cold worked steels, however, the addition
of Ti is beneficial in the whole temperature range of interest.

• Thermomechanical Treatment. Cold working increases the dislocation
density and thus delays the stationary swelling phase. The temperature of

44



the thermal annealing done to keep the additives in solid solution also has a
significant impact on the swelling behaviour of the materials, and thus needs
to be carefully controlled.

• Displacement Rate. An increase in the displacement rate (i.e. dpa per unit
time) has been shown to produce, in different materials, longer incubation
periods.

• Temperature. As mentioned before, it affects the tendency of vacancies and
interstitials to recombine, and also the formation and dissolution rates of both
interstitial clusters and vacancy clusters. It affects the steady state swelling,
although there is a large temperature plateau where it is approximately
constant. In addition, it influences the swelling through the modification of
the behavior of the solutes.

• Stress. Swelling has been observed to increase with increasing stresses.

Besides the undesired effects of the dimensional changes induced by swelling,
discussed in Section 2.2.5, this phenomenon has been shown to lead to an excessive
embrittlement of the steels employed for the fuel claddings and the hexcan when
it exceeds a value of approximately 6% Vol (Fissolo, Cauvin, Hugot, et al. 1990;
Schmidt 1992), which is currently on of the limiting factors for the lifespan of SFR
subassemblies. For these reasons, being able to predict the swelling of these compo-
nents during their irradiation is essential from a safety point of view. However, the
complex dependence of swelling on the numerous factors mentioned above makes it
very difficult to develop a consistent theoretical model to predict it. To overcome
this difficulty, the solution adopted by the different SFR development programs
around the world is based on determining empirical swelling laws from samples of
known composition and thermomechanical treatment irradiated under controlled
conditions.

These empirical swelling laws aim to capture its dependence on temperature
and irradiation dose. For the austenitic steels employed for the fuel claddings in
the French SFR development program, the volume swelling rate per dpa, ġ, is
expressed as follows:

ġ = ġ0

1 + e
∆g−D
δg

(2.24)

Under this formulation, Equation 2.24 indicates that at sufficiently high irradia-
tion dose D, the swelling rate tends to the stationary swelling rate per dpa, ġ0.
Additionally, the swelling rate is very low for doses inferior to the incubation dose
∆g, and the transition between the swelling incubation period and the stationary
swelling rate is ruled by the transition dose δg. This is schematically illustrated in
Figure 2.12a for the swelling rate and on Figure 2.12b for the cumulated swelling
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g, that results from integrating Equation 2.24 with respect to the irradiation dose.
Due to its isotropy, the linear swelling strain εswe can be expressed as:

εswe = (1 + g)1/3 − 1 ≈ 1
3g (2.25)

Figure 2.12.: Schematic representation of swelling rate (a) and of the cumulated
swelling as a function of the irradiation dose, as determined by an empirical

law.

The dependence of the steady swelling rate, the incubation dose, and the transi-
tion dose on temperature T is considered, and they are expressed as follows.
Stationary swelling:

ġ0 = β1e
−(T−β2

β3
)
2

(2.26)

Incubation dose:
∆g = β4e

−(T−β5
β6

)
2

+ β7 (2.27)

Transition dose:
δg = β8 + β9T (2.28)

where βi (i = 1, ..., 9) are constants that depend on the material being irradiated
(H. Touron 1988).
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For the reference austenitic steel for the fuel claddings of the advanced SFR
designed at the CEA, equations 2.24 to 2.28 lead to the behavior illustrated in
Figure 2.13. The steady state swelling rate is presented in Figure 2.13a, for different
irradiation doses, as a function of temperature. In Figure 2.13b, the cumulated
swelling for different irradiation doses and the swelling incubation dose are pre-
sented as a function of temperature. It can be observed that, for this steel, the
steady state swelling rate is maximal for a temperature close to 520°C—which, in
K, represents approximately 50% of the steel’s melting point—, while the maximal
cumulated swelling is shifted to lower temperatures (460°C to 485°C for the dose
range considered) due to the temperature dependence of the incubation dose. At
higher temperatures, the partial derivative of swelling with respect to temperature,
∂g/∂T , is negative. It is important to note that, as can be observed in Figure 2.7,
a significant part of the heated length of SFR fuel pins operate in this range, in
which a temperature increase would lead to a reduction of the swelling strain. This
temperature dependence is the main reason—together with the creep temperature
dependence discussed in Section 2.2.2.3—for the coupling between the thermal-
hydraulic and thermomechanical evolution of SFR fuel bundles, and it explains
why, as we will see in Section 6.5, the deformation-induced temperature increase
has a negative feedback on deformation.
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Figure 2.13.: Steady state swelling rate as a function of temperature (a), and
temperature dependence of the swelling incubation dose and, for two different
irradiation doses, of the cumulated swelling (b). These results correspond to
the reference austenitic steel for the fuel claddings of the advanced SFR

designed at the CEA.
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As mentioned before, the ferritic/martensitic alloys exhibit low swelling rates,
and, for this reason, they have been retained as the material for the hexcans,
which therefore exhibit great irradiation stability even at high doses (J. L. Séran,
Lévy, Gilbon, et al. 1992). Indeed, the empirical law developed for the swelling
of the reference hexcan steel of French SFR considers a constant swelling rate of
about 2.5e-5 1/dpa, which is two orders of magnitude lower than the maximum
swelling rate of the cladding steel. However, the creep resistance (see Section
2.2.2.3) of these steels drops drastically above a temperature of about 550°C, which
is why they cannot be employed for the claddings that operate at higher temper-
ature and under a much higher internal pressurisation than the hexcan (Bailly 1999).

The empirical swelling laws presented in this section have been determined by
measuring the diametral strain of irradiated fuel claddings and correlating it with
the calculated irradiation dose and temperature. To isolate the swelling contribu-
tion to the total strain, density measures were performed in some cases (we will
see in Section 2.2.2.3 that the other major contributing mechanism to the cladding
permanent strain is volume conservative) and, in others, the computed contribution
of other mechanisms was simply deducted from the measured strain. The tem-
perature and swelling gradients in the circumference of the claddings—evaluated
in this work and discussed in sections 6.5 and 6.6, respectively—were not taken
into account, since the simplified thermal-hydraulic codes available when these
laws were determined did not allow to have this kind of detail in the temperature
distribution.

If the swelling distribution within the material is not homogeneous, secondary
internal stresses arise from the differential strain. These stresses, that also appear
as a consequence of differential thermal expansion, are relaxed—during nominal
reactor operation—as the material undergoes plastic deformation under the effect
of irradiation creep, which is described next.

2.2.2.3. Irradiation induced creep

Creep can be defined as the time-dependent deformation of a metal under constant
load and at high temperature (T/Tm > 0.3). This deformation is characterized for
being irreversible and volume conservative, and is caused by the generation and
diffusion of vacancies and dislocations. The irradiation increases the production
of excess defects and modifies microstructure of the irradiated metal, and thus it
significantly increases the creep rate over that due to thermal creep alone, and
induces creep in temperature ranges where thermal creep is negligible (Gary S.
Was 2007).

Unlike thermal creep, which has a high order dependence on the applied stress
given by σn, with n generally between 4 and 7, irradiation creep is characterized by
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a first stage where an initially high strain rate decreases until a steady state strain
rate is reached, which exhibits a linear dependence on stress and is accelerated
with the appearance of swelling9. The steady state creep is typically reached within
the first hundreds of hours of irradiation in fast reactors, and it is thus the most
relevant stage (Borodin, J.-C. Chen, Sauzay, et al. 2014). Even though irradiation
creep is not considered damaging, and has the beneficial effect of relaxing stresses
within the material, it can lead to unacceptably high strains (Bailly 1999; F. Garner
2012). It is then of engineering interest to express the strain induced by steady
state irradiation creep in terms of the main loads of the materials under irradiation,
as is done with swelling. The most widely used approach to do so considers 3
different creep mechanisms, summarized in what follows (Bailly 1999; Gary S. Was
2007; Borodin, J.-C. Chen, Sauzay, et al. 2014; F. Garner 2006).

The Stress Induced Preferred Absorption (SIPA) mechanism describes the con-
tribution of dislocation climb to the creep strain. Dislocation climb is the process
by which a dislocation goes over an obstacle—such as a void or a loop—, and it is
required for it to then move (glide), leading to the permanent deformation of the
material. The SIPA mechanism reflects the fact that some dislocations are more
efficient at climbing these obstacles, depending on their orientation relative to the
direction of the applied stress, and its effects can be expressed as a function of the
equivalent applied stress σeq as:

ε̇SIPAirr.creep = Kσeq (2.29)

where ε̇irr.creep is the irradiation creep strain rate per dpa, and K the creep compli-
ance modulus.

While SIPA relates to the increased dislocation climbing, other mechanisms are
related to the climb-enabled gliding of dislocations. One of these is the Preferred
Absorption Glide (PAG), which is a consequence of SIPA. In this mechanism,
climbing enables the gliding of pinned dislocations—that is, blocked by an obstacle—
and thus the material can deform beyond the elastic strain that occurs if the
dislocations remain pinned. The contribution of PAG to the irradiation creep strain
has been observed to depend on the square of the stress, and can be expressed as:

ε̇PAGirr.creep = 2Kασeq2 (2.30)

where α is a constant further described below. The third mechanism is the creep
strain caused by the climb and glide of dislocations due to their interstitial bias.
This term is linked to swelling, since, as the material swells, more and more

9As discussed in this section, some of the mechanisms that contribute to the irradiation creep
have a quadratic dependence on the stress. However, these are of minor importance in most
of the stress range of interest.
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vacancies precipitate in voids, leading to a higher interstitial absorption in the
dislocations. It is then expressed as:

ε̇girr.creep = ασeqġ (2.31)
where α is the creep swelling coupling coefficient. For the austenitic steels employed
for the fuel claddings, it is customary to consider a constant value of α close to
10−3 MPa−1, even though it has been observed to decrease with increasing swelling
at high swelling levels. This behaviour, called creep damping, is not yet fully
understood (F. Garner 2012).

In practice, the contributions of these three mechanisms are added, such that the
empirical equation employed for the macroscopic evaluation of irradiation creep is
given by:

ε̇irr.creep = Kσeq + 2Kασeq2 + ασeqġ (2.32)
In the absence of swelling, the balance between the SIPA and PAG contributions
depends on the applied stress and on the cold working of the material. For the Ti
stabilized austenitic steels employed for the claddings of the French SFR, PAG has
been shown to have a negligible contribution up to at least 180 MPa (Maillard,
R. Touron, J L Séran, et al. 1992)10. For these steels, the value of K is considered
to depend of temperature and is written as:

K = γ1e
−(T−γ2

γ3
)
2

+ γ4 (2.33)

where γi (i = 1, ..., 4) are experimentally determined constants. Unlike the swelling
empirical law given by equations 2.24 to 2.28, whose coefficients need to be deter-
mined for each different alloy—or even for a production batch of a given alloy—, the
creep compliance has been observed to have roughly the same value for austenitic
steels of different composition (F. Garner 2012), and gives place to the behaviour
presented in Figure 2.14. In this figure, the irradiation creep strain rate is presented,
for different stress levels, as a function of temperature, and the steady state swelling
strain rate used to compute it is also presented. It can be seen that, like with
swelling, the irradiation creep strain has a maximum for a temperature close to
500°C, after which it monotonically decreases. As presented in Figure 2.13, the
maximum cumulated swelling—this is, integrated up to a given dose—is shifted to
slightly lower temperatures due to the effects of the incubation dose, which grows
with temperature in the range of interest. This shift also affects the cumulated
irradiation creep strain, since it has a term proportional to the swelling rate, though
to a lesser extent.

10This implies that, up to 90% of the maximal stress design limit discussed in Section 2.2.1.2,
the irradiation creep term that is linear in stress dominates.
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Figure 2.14.: Strain rates induced by the steady state swelling and by irradiation
creep for different stress levels, as a function of temperature. These rates

represent the asymptotic behaviour predicted by the empirical laws, since the
steady state swelling rate was considered to compute the irradiation creep
strain rate. These results correspond to the reference austenitic steel for the

fuel claddings of the advanced SFR designed at the CEA.

2.2.2.4. Irradiation effects on the mechanical properties of steels

The main consequence of the irradiation on the mechanical properties of austenitic
steels is a modification on their mechanical strength and their ductility, and these
effects depend on the irradiation temperature, as well as on the thermomechanical
treatment of the steels. It is customary to analyze the irradiation effects in terms
of the results of a tensile test and, in particular, the Ultimate Tensile Stress (UTS),
which is the maximal engineering stress11 reached during the test, and the yield
stress, defined as the stress when 0.2% plastic strain is reached.

The evolution under irradiation of the mechanical properties of the cold worked
austenitic steels employed for the fuel claddings exhibits three different phases.
11The engineering stress σen under a load F is given by σen = F/Ai, where Ai is the initial cross

sectional area of the loaded specimen. The real stress is computed using the real area, that is
reduced as the tensile test proceeds, and most noticeably if necking occurs.
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During a first short phase, the mechanical properties change at a high rate to then
stabilize during a second phase. For temperatures below approximately 450°C
to 480°C, an increase of the UTS and the yield stress is observed; at higher tem-
peratures, the tendency is inverted. This low temperature hardening and high
temperature softening is illustrated in Figure 2.15, where the stabilized (i.e. values
during the second phase) UTS and the yield stress of samples irradiated in Phenix
reactor are presented as a function of their irradiation temperature (equal to the
test temperature), and are compared to the tensile properties of unirradiated sam-
ples. As the irradiation proceeds, a third phase in the evolution of the mechanical
properties manifests with a marked reduction in the steel ductility, induced by
the increase of void swelling. Indeed, as mentioned in Section 2.2.2.2, a swelling
of about 6% has been shown to lead to excessive embrittlement of the cladding steel.

It is also important to mention that the irradiation also lowers the Ductile
Brittle Transition Temperature (DBTT), which is the temperature at which the
material transitions from ductile to brittle, and it is most relevant for the evalu-
ation of the mechanical integrity of the claddings at handling or room temperatures.

Figure 2.15.: Irradiation-induced changes in the tensile properties of cold-worked,
Ti-stabilized steel samples irradiated in Phenix reactor, as a function of

temperature (F. Garner 2006).

The reference martensitic steel for the hexcan of French SFR, on the other hand,
presents almost no evolution of its tensile properties with the irradiation. However,
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an increase of the DBTT is observed when irradiated at temperatures below 450°C
approximately (J. L. Séran, Lévy, Gilbon, et al. 1992).

2.2.3. Materials employed for the cladding and the hexcan
The materials employed for the fuel claddings and the hexcan of SFR subassem-
blies were originally selected based on their compatibility with the fuel and the
sodium, their stability under irradiation and their resistance to swelling, their high
temperature mechanical strength and ductility (mainly the cladding), and their
corrosion resistance.

The leading factor in the evolution of the employed materials has been the
swelling resistance, and different strategies have been employed to improve it. In
the French SFR program, successive improvement from the austenitic stainless steel
of type 316 first employed have been achieved by increasing the Ni content, adding
swelling retarding additives such as Ti, and by performing specific thermomechani-
cal treatments such as cold working. The current reference material for the fuel
claddings of French SFR is the 15-15Ti Austenitic Improved Material 1 (AIM1) steel.

As mentioned before, the ferritic/martensitic steels exhibit a significantly supe-
rior swelling resistance than the austenitic steels. However, they cannot be used
for the claddings due to their low creep resistance at temperatures above 550°C
approximately, which is not compatible with the operational temperature of the
claddings and their high internal pressurization. However, they are employed for
the hexcans since they are not subject to such solicitations. In the French SFR
program, the reference material for the hexcan is the martensitic steel EM10.

While the ferritic/martensitic steels employed for the hexcan seem to be a
satisfactory long term solution which would allow the very high doses of ∼ 200 dpa
envisaged for SFR, the poor swelling resistance of austenitic steels of the cladding
makes reaching those dose levels unlikely. The most promising solution is based on
ferritic/martensitic steels with increased high temperature creep resistance induced
by a fine dispersion of oxides, called Oxide Dispersion Strengthened (ODS) steels
(Pelletier 2018).

2.2.4. Pellet cladding interaction
During their irradiation, the fuel pellets can come in contact with the cladding by
closing the small, helium filled, fabrication gap that separates them. This gives
place to the so called Pellet Cladding Mechanical Interaction (PCMI). During
operation at full power, PCMI is often negligible compared to the pressure exerted
by the fission gases, although it can become relevant during fast power transients
and induce a high cladding strain (Cacuci 2010). The main mitigating factors for
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the PCMI are the capacity of the Mixed Oxide (MOX)12 fuel pellets of accommo-
dating their swelling due to their porosity and the formation of a central hole (if
not already present from fabrication) (Pelletier 2018), and, at high burn-up, the
formation of a chemical compound between the pellet and the cladding, called JOG
(from the French Joint Oxyde Gaine), that is easily deformable (Uwaba, M. Ito,
and Maeda 2011; Yang 2012).

A more relevant phenomena for fast reactors in nominal operating conditions is
the Fuel Cladding Chemical Interaction (FCCI). Indeed, some of the fission gases
can destroy the passive layer of the stainless steels employed for the fuel claddings
and react with their main components, leading to the cladding corrosion. The
main corrosive mechanisms attack the cladding on the upper part of the fissile
column, which is at higher temperatures, and at the interfaces between the fertile
and fissile blankets. The corrosion of the cladding, which was observed to increase
with increasing cladding maximal temperature (Pelletier 2018), can significantly
reduce its load bearing thickness, and thus compromise its mechanical integrity.
However, since its effects are very localized, they do not significantly affect the
evolution of the geometry of the cladding during its irradiation.

2.2.5. Deformation of SFR fuel bundles during irradiation
During their irradiation in nominal operating conditions, the SFR fuel bundles
undergo significant deformation caused by the aforementioned swelling and irradia-
tion induced creep of the fuel claddings, the spacer wires and the hexcan, and, to a
lesser extent, by their thermal expansion. There are several distinct macroscopic
deformation mechanisms that manifest progressively during the irradiation. The
resulting evolution of the geometry of the fuel bundle and its interaction with the
hexcan can be divided in three different phases, described below.

During a first phase, the fuel pins are not in contact with each other. The main
deformation mechanisms involved are their bowing due to differential thermal and
swelling strains, the diametral strain of the claddings and the spacer wires, and
the helical flexion of the claddings under the tension of their wires, caused by the
differential deformation between the two. During this phase, the gap between the
fuel pins and between the peripheral fuel pins and the hexcan (initially of about
0.1 mm), is continuously reduced. The start of the second phase of the bundle
deformation, schematically represented in Figure 2.16a, is marked by the closing of
this gap, which gives place to the mechanical interaction between pins and between
the pins and the hexcan.

12MOX—(U,Pu)O2−x, with the subscript 2-x signaling an oxygen deficiency—are the reference
fuel materials for SFR programs around the world (Waltar, Todd, and Tsvetkov 2012).
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The contact between the fuel pins is established through the spacer wires, while
the contact between fuels pins and the hexcan can be established either through the
spacer wires or, if the helical flexion is high enough, directly between the cladding
and the hexcan. The first of these two cases—which, given the relatively low helical
flexion under the tension of the wire alone, is the most commonly encountered—is
illustrated in Figure 2.16a. In practice, since not all the fuel pins deform equally,
not all the gaps are closed at the same time in a given cross sectional plane. In
particular, the peripheral pins exhibit higher levels of deformation, which is caused
by their lower operational temperature, discussed in Section 2.1.5, and by the fact
that lower temperatures induce higher swelling and irradiation creep strains in the
temperature range of interest, as explained in sections 2.2.2.2 and 2.2.2.3.

Figure 2.16.: Schematic representation of the start of the 2nd (a) and 3rd (b) phases
of interaction between the fuel pins, and between the pins and the hexcan.

Adapted from (Uwaba and K. Tanaka 2001). c) Scheme of a compact plane.
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During the second phase of bundle deformation, the fuel pins will continue
accommodating the growing diametral strain by occupying the available space
within the cross section. If the pins’ contact with the hexcan had been through the
spacer wires, their helical flexion increases during this phase, under the effects of
the contact forces. If, on the other hand, the contact had been established directly
between the claddings and the hexcan, the helical flexion is reduced. In both cases,
the cross section of the cladding is ovalised both due to the helical flexion and
under the contact forces. The contacts between pins through the spacer wires
are produced in the so called compact planes, in which, as indicated in Figure
2.16c, the centers of the wires and the claddings are aligned following one of the
diagonals of the hexagonal pin arrangement, called compact direction. The contacts
between the pins and the hexcan, also through the wires, are shifted in the ver-
tical direction by 1/12th of the wire step (so a 30° shift from the compact direction).

As the irradiation proceeds, there might come a point where both the claddings
and the spacer wires make contact with the hexcan, as illustrated in Figure 2.16b.
This marks the start of the third phase of bundle deformation, characterized by a
sudden increase in the stresses associated to the contact-induced cladding ovalisa-
tion. This sudden increase on the mechanical stresses might lead to the failure of
the claddings, which is why the third phase of interaction is not allowed during
nominal operation of SFR, and it is avoided in practice by limiting the lifetime of
the subassemblies.

Of the aforementioned deformation mechanisms, the bowing is the least stiff (i.e.
has the lower associated stresses), since it acts over the whole length of the fuel
pins. It is followed by the helical flexion of the cladding, while the ovalisation of
the cladding cross section is the stiffest mechanism, which is why—as discussed
in Section 6.6—the contact-induced stresses grow rapidly in the third phase of
interaction where only this mechanism can accommodate the increasing diametral
strain of the claddings.

The numerous post irradiation examinations conducted on Phenix and Rapsodie
subassemblies have evidenced EOL cladding diametral strains of up to about 10%,
as shown in Figure 2.17a, and that this deformation is concentrated in the heated
length of the fuel pins, as observed in the example presented in Figure 2.17b. Also,
significant helical flexion of the fuel pins has been observed, an extreme case of
which is presented in Figure 2.18 where the helical flexion progression during the
irradiation is also schematically represented. In BOITIX9—the most irradiated
Phenix subassembly—, for example, the helical flexion induced a maximal local
deflection13 of ∼0.5 mm, while the maximal cladding ovalisation (difference between
maximal and minimal cladding diameter at a given axial position) was ∼0.5 mm.

13Obtained after deducting the bowing involving the entire length of the fuel pins.
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An example of a highly ovalised cladding is presented in Figure 2.19, where the
progression of this mechanism, led by the contact forces and countered by the
fission gas pressure, is schematically illustrated as well. It is to be noted that, out
of these deformation mechanisms, only the diametral deformation of the claddings
affects the hydraulic diameter of the subassembly, which, as discussed in Section
2.1.6, affects the pressure drop characteristics of the fuel bundle and thus the
coolant mass flow rate.

In addition, the hexcan can also deform during the irradiation—mainly by increas-
ing its plate to plate distance—which would reduce the mechanical interaction with
the fuel pins and increase the cross section available for the sodium flow. However,
as mentioned in sections 2.2.2.2 and 2.2.3, the materials currently employed for
the hexcan present a very high swelling resistance. For example, the hexcan of
the most irradiated Phenix subassembly presented an EOL swelling of only 0.5%
(Beck, Blanc, Escleine, et al. 2017). Additionally, as discussed in Section 2.2.1.2,
the hexcan is subject to a low pressure that, considering its wall thickness of a few
mm, leads to very low creep strains in nominal operating conditions.
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Figure 2.17.: a) Maximal diametral strain of fuel pins fabricated with different
steels (see Section 2.2.3) irradiated in Phenix reactor, as a function of the

irradiation dose (Yvon, Le Flem, Cabet, et al. 2015). The embrittlement limit
discussed in Section 2.2.2.2 is shown, assuming a dominant contribution of
swelling to the total diametral strain. b) Axial profile of diametral strain of a
Phenix fuel pin showing that the strain is concentrated in the heated column.
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Figure 2.18.: Schematic representation of the progression of the helical flexion of
the fuel pins during their irradiation, and image of irradiated fuel pins
presenting an extremely high helical flexion (Cadiou and Acosta 2018).

Figure 2.19.: Schematic representation of the progression of the cladding
ovalisation under the contact forces and countered by the internal fission gas
pressure (FG), and image of a highly ovalised fuel cladding (Cadiou and

Acosta 2018).
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2.2.6. Section summary
In this section, we firstly describe the magnitude and evolution of the main external
loads responsible for the thermomechanical evolution of SFR subassemblies, namely
the high pressure and temperature, and the growing irradiation dose. During nom-
inal SFR operation, these loads lead to a change in the mechanical properties of
the steels used for the claddings and the hexcan—which we present—, and to a sig-
nificant swelling and irradiation creep of the claddings. We then describe these two
phenomena and show that they have a complex dependence on multiple variables,
although the empirical laws employed to evaluate them, which we then describe,
consider only the temperature, irradiation dose, and, in the case of the irradiation
creep, the equivalent mechanical stress. It results that swelling is characterized
by an incubation period during which it remains very low in spite of the growing
irradiation dose. Also, that both swelling and irradiation creep are maximal for
temperatures in the [450°C, 520°C] range—which is comprised in the operational
temperature range of SFR fuel bundles—above which they monotonically decrease.
As we will see in Section 6.6, this temperature dependence is the main coupling
mechanism with thermal-hydraulics.

Then, we briefly describe the interaction between the fuel pellets and the
claddings, that has a mechanical and a chemical component. For SFR under
nominal operating conditions, the chemical component is more relevant, and it is
embodied by the cladding corrosion under the influence of the fission products.
However, given that its effects are very localized, corrosion does no significantly
influence the geometrical evolution of the cladding during its irradiation.

Finally, we describe how the swelling, the irradiation creep, and the thermal
expansion lead to a very significant deformation of the fuel bundle, while the
hexcan—fabricated with a swelling resistant steel—exhibits an excellent dimen-
sional stability under irradiation. In this context, we explain how the diametral
strain of the fuel pins leads to the contact between pins and between the pins and
the hexcan, leading to the ovalisation of the claddings—which, as discussed in
Section 6.6, is associated to high mechanical stresses—and to their helical flexion,
consequence of the position of the contact points determined by the helical path of
the spacer wires. Out of these mechanisms, only the diametral strain of the fuel pins
affects the hydraulic diameter of the bundle, which determines its pressure drop
characteristics and thus the subassembly coolant mass flow rate. This dependence,
discussed in Section 5.3.2, is an essential factor to characterize the impact of the
bundle deformation on its thermal-hydraulics.
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2.3. Neutronics
2.3.1. Generalities
In reactor physics, a frequently used magnitude to describe the neutron behaviour
is the scalar neutron flux φ(r, E, t), where r is the position vector, E the neutron
energy, and t the time. It can be interpreted as the total distance travelled at time
t by all the neutrons at (r, E), per unit volume, energy, and time. The neutron
flux distribution within a reactor depends on the materials employed and their
interaction with neutrons, and on their geometric arrangement.

The material properties are characterized in terms of their probability interaction
with neutrons. For a given material, the probability of a neutron moving with
energy E of undergoing a reaction of type x per unit distance traveled is given
by the macroscopic cross section Σx(r, E) 14. With this definition, the rate of a
reaction of type x per unit volume and energy can be computed from the scalar
neutron flux as:

Rx(r, E) = φ(r, E, t)Σx(r, E) (2.34)
Of particular interest in nuclear reactors is the energy production rate P , that can
be expressed as:

P (r, t) =
∫ ∞

0
ε(r)φ(r, E, t)Σf (r, E)dE (2.35)

where the subscript f stands for fission reaction, and ε(r) is the energy released
per fission.

The main reactions induced by neutrons in a reactor can be classified as absorption
reactions, which include the fissions and radiative captures (that yield a new
isotope), and scattering reactions, which re-emit a neutron (or more than one if
(n,2n) reactions are considered). If all the possible reaction types xi are considered,
the intervening cross section Σ is called the total macroscopic cross section, and it
can be computed by adding the contribution of each reaction, which gives:

Σ(E) =
∑
i

Σxi(E) (2.36)

The total macroscopic cross section can be employed to compute the neutron mean
free path λn in a material as:

λn(E) = 1
Σ(E) (2.37)

The mean free path represents the average distance travelled by the neutrons before

14The dependence on the neutron direction is typically neglected because materials are generally
isotropic on the scale of the neutron mean free path (∼ cm), defined in this section.
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colliding with a nuclei within the material and undergoing a reaction of any type.
The probability of a neutron escaping a system of finite dimensions increases with
increasing mean free path. In fast reactors, the absorption cross section within
the fast spectrum of the reactor materials being low, the mean free path is of
the order of 10 cm, while in thermal reactors it is closer to 1 cm. Besides the
increased neutron leakage, the long mean free path reduces the importance of local
heterogeneities, such as the geometrical parameters of the fuel pins (at constant
mass of all isotopes). However, when local perturbations are important (e.g. when
the coolant density is drastically reduced due to boiling in a part of a subassembly),
the long mean free path allows for their impact on the entire core (Yang 2012;
Waltar, Todd, and Tsvetkov 2012).

For a material composed of N different isotopes, the total cross section can be
written in terms of their numerical densities Ni as:

Σ(E) =
N∑
i=1

Niσi(E) (2.38)

where σi(E) represents the likelihood for an isotope i to undergo a reaction with
a neutron of energy E, and it is called microscopic cross section. Its dimensions
are surface per nucleus, and it can be therefore understood as the effective sur-
face that a given nucleus offers to the neutrons with energy E to undergo a reaction.

The reactions between neutrons and their surrounding media can either produce
more neutrons (fission, (n,2n), etc), keep the total number of neutrons constant
(e.g. elastic and inelastic neutron scattering15), or reduce it (e.g. neutron captures).
Additionally, the neutrons can also escape the system. The operation of nuclear
reactors is based on carefully balancing these factors to maintain a stable fission
chain reaction, process characterized by the effective multiplication factor k given
by:

k = Neutron productions

Neutron absorptions+Neutron leakage
(2.39)

The effective multiplication factor can be understood as ratio between the number
of neutrons in two successive generations, with the fission process separating these
generations. If K = 1, the system is called critical and the neutron population is
constant over time. In subcritical systems (K < 1), the neutron population decays
over time leading to the end of the fission chain reaction, while in supercritical
systems (K > 1), this population—and the associated nuclear power given by
Equation 2.35—grow with time. To quantify the departure from the critical

15In an elastic scattering reaction, the kinetic energy of the particles is conserved, which is not
the case in inelastic scattering.

61



equilibrium, the reactivity ρ of the system is usually defined as:

ρ = k − 1
k

(2.40)

The relevance of ρ can be further understood by considering the point kinetics
approximation (Reuss 2008), in which the neutron flux is considered to vary in
amplitude, n(t), without changing its shape ψ(r, E), and is thus written as:

φ(r, E, t) = n(t)ψ(r, E) (2.41)

Within this approximation, the evolution of n(t) is computed taking into account
the contribution of the neutrons emitted instantly with the fission reaction (prompt
neutrons), and the neutrons emitted later on following a radioactive decay. The
latter are called delayed neutrons, and represent a β fraction of the total emitted
neutrons. It is customary to regroup the delayed neutron precursors in different
families of concentration Ci, that decay with a time constant λi to emit delayed
neutrons representing a fraction βi of the total emitted neutrons. Then, in the
absence of an external neutron source, the evolution of n and Ci is expressed as:

dn

dt
= ρ− β

Λ n+
∑
i

Ciλi (2.42)

dCi
dt

= βi
Λ n− Ciλi (2.43)

where Λ is the mean generation time between the birth of a fission neutron and
the subsequent absorption leading to another fission. If a reactivity ρ is introduced
in a critical reactor and then remains constant in time, the resulting evolution of
the neutron population can by approximated by:

n(t) ≈ aeωt (2.44)

where a is a constant. When the absolute value of ρ is low, one can approximate:

ω ≈ ρ

Λ̄
(2.45)

where Λ̄ is the mean neutron generation time that takes into account the contribu-
tion of the delayed neutrons, such that:

Λ̄ = (1− β) +
∑
i

βi(
1
λi

+ Λ) >> Λ (2.46)
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On the other hand, for high reactivities such that ρ > β, one can write:

ω ≈ ρ− β
Λ (2.47)

In this case, the prompt neutrons alone are sufficient to achieve critically and the
time constant of the neutron population increase is dramatically reduced, which
in power reactors constitutes the start of an accidental situation. Computing the
evolution of n(t) for varying ρ(t) is less straightforward, but, much like in the
simple cases illustrated above, ρ and β play a major role.

It should be noted that the preceding analysis holds only if the delayed neutrons
induce fission with the same probability than prompt neutrons. In general, this is
not true mainly because delayed neutrons are typically produced at lower energies
than prompt neutrons. To take these effects into consideration, effective kinetic
parameters βieff ,βeff and Λ̄eff are defined and used instead, and they depend on
the space and energy distribution of the neutron flux and of the adjoint neutron
flux, which quantifies the effectiveness of neutrons at different energies and positions
of increasing the neutron population (e.g. by inducing a fission reaction)(Stacey
2007). In SFR, βeff is typically about 370 pcm, and it is customary to report
reactivity values normalized with βeff in a unit called dollar $.

2.3.2. Reactivity feedbacks
In view of the dominating effect of the reactivity on the reactor kinetics, it is
important to quantify the dependence of ρ to changes in the system. This is
typically done by defining reactivity feedback coefficients, computed for specific
geometric and material configurations by analysing the response to a variety of
perturbations. Two of the most relevant reactivity feedbacks for SFR are related
to the sodium void effect and to a fuel temperature related phenomenon called
Doppler effect, and they are briefly discussed next.

In large fast reactors, the loss of sodium or the reduction of sodium density
can result in a large positive reactivity effect. The voiding or change in sodium
density could be caused, for example, by a leak in the reactor tank, by sodium
boiling, or by the diametral expansion of the fuel claddings that, at the deformed
plane, reduces the cross section occupied by sodium. This reactivity feedback is
very space dependent, and involves four different phenomena (Waltar, Todd, and
Tsvetkov 2012):

• Spectral hardening. The loss of sodium reduces the scattering interaction
with the neutrons and thus their slowing down. This results in an increase
in the average neutron energy, which has a positive reactivity effect, mainly
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because the average number of neutrons released per fission increases with
the energy of the incident neutron.

• Increase neutron leakage. The reduced interaction with the sodium re-
duces the total neutron cross section and thus increases the neutron mean
free path, which increases the probability of neutrons of escaping the reac-
tor, which reduces the reactivity. This phenomenon is more relevant in the
periphery of the core.

• Elimination of neutron captures in sodium. As sodium density is
reduced, so are the parasitic neutron captures in it. Since the sodium captures
are relatively low, this results in a small positive reactivity effect.

• Change in self-shielding16. The reduced scattering with sodium modifies
the fission cross section, leading to a small reactivity effect.

The first two phenomena, of opposite sign, are largely dominating. Their effect
have also a different spatial dependence: the first is most relevant in the central
region of the core, while the second is higher in its periphery. In order to reduce
the positive overall reactivity feedback caused by a loss of sodium, this spatial
dependence led to the development of the heterogeneous core concept (CFV) of the
advanced SFR designed at the CEA. The reactivity contribution of sodium void
in each different zone of this heterogeneous core is presented in Figure 2.20. It is
important to note that the high positive reactivity (> βeff ) effect of sodium voiding
in the fissile and fertile blankets are the result of voiding all the subassemblies of
the inner core, of which this reactor has 180. Then, if we interest ourselves in the
consequences of the sodium voiding of one subassembly—for example, due to the
diametral deformation of a highly irradiated subassembly within the core—the
resulting reactivity effect should be << βeff . The quantitative evaluation of this
effect, however, requires the consideration of the spatial dependence of the void
reactivity feedback.

The other reactivity feedback mentioned above, the Doppler effect, is related to
the fuel temperature. A net increase in the neutron capture cross section, caused
by an increase in fuel temperature, introduces a negative reactivity feedback, while
the contrary is true when the fuel temperature is reduced. This is caused by a
broadening of the resonances of the neutron capture cross section—which are very
high cross section values over a narrow energy range—of some isotopes, consequence
of the temperature increase. MOX fuels posses a relatively strong Doppler feedback
effect, which is a desired feature to counter an overpower transient, in which fuel
temperature initially rises, but a liability in other transient scenarios where the

16Self-shielding refers to a process by which a neutron flux local (in space or energy) reduction
due to a very high local cross section leads to a reaction rate significantly lower than what
Equation 2.34 would give for non-depressed neutron flux.
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Figure 2.20.: Reactivity effect of sodium voiding in the different regions of the core
of the advanced SFR designed at the CEA, expressed in pcm

(Coquelet-Pascal, Venard, Sciora, et al. 2017).

fuel temperature is initially reduced, such a loss of primary coolant flow.

For a uniform change in fuel temperature from T1 to T2 (in K), the reactivity
change can be computed as (Waltar, Todd, and Tsvetkov 2012):

∆ρD = KD ln(T2/T1) (2.48)

where KD is the so called Doppler coefficient. For the advanced SFR designed
at the CEA, KD ∼ −650 pcm, which allows to estimate—by means of Equation
2.48—a negative reactivity of 20 pcm when the fuel temperature of the entire core
is increased, for example, by 50 K from its nominal value, showing its relatively
low importance in this range of temperature variations.

2.3.3. Irradiation dose calculation
The damage rate produced by the irradiation with a neutron flux with energy
distribution φ(E) on a material of atomic density N , can be computed as:

Rd = N
∫
E

∫
TE
φ(E)ν(TE)σd(E, TE)dTEdE (2.49)
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where σd(E, TE) is the displacement cross section, which quantifies the probability
of an incident particle of energy E of transferring an energy TE to the first atom
it encounters (PKA), and ν(TE) is the number of atom displacements that the
PKA then generates in the solid. The damage rate given by Equation 2.49 can be
integrated over the duration of the irradiation under consideration to compute the
total irradiation dose in dpa.

The transferred energy TE is a growing function of the energy of the incident par-
ticle, and the number of displaced atoms ν(TE) grows with TE and has a minimum
energy threshold (∼20-25 eV) bellow which it is null (Doligez, Bouneau, David,
et al. 2017). These factors contribute to the higher radiation damage rate present
in fast reactors when compared to thermal reactors. However, the main reason for
this is the higher neutron flux, which is ∼100 times higher in fast reactors than in
thermal reactors (IAEA 2012).

2.3.4. Section summary
In this section, we introduce the main concepts of neutron and reactor physics
required to understand how they are linked to the thermal-hydraulic and thermo-
mechanical evolution of SFR subassemblies under irradiation. We firstly introduce
the scalar neutron flux, which characterizes the neutron population in the reactor
and determines its power distribution. Then, we introduce the concept of reactiv-
ity, which is a measure of the departure from a perfect balance between neutron
productions and neutron losses, and determines the time evolution of the neutron
population. Given the importance of the reactivity, we discuss how it is affected by
a fuel temperature change and by a loss of sodium density, which are of interest to
us since both can arise as consequence of the deformation of a SFR fuel bundle.
A first estimation indicates that, following the bundle deformation, the reactivity
change caused by these effects would be minor. However, considering the spatial
dependence of the reactivity feedback related to a change in sodium density is
required for a precise quantification of this effect. Finally, we show how the damage
induced by the neutrons on a material—quantified by the irradiation dose—can be
computed using the scalar neutron flux.

2.4. Phenomenological summary and simulation
assumptions

The main phenomena discussed in this chapter are included in Table 2.2, where
their importance for the coupled thermal-hydraulic/thermomechanical evolution of
SFR subassemblies under nominal operating conditions is indicated, together with
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the main associated simulation requirements.

Phenomenon
(related chapter section) Importance Simulation requirements

Swelling (2.2.2.2) High Subassembly TM model17

+ Swelling law

Irradiation creep (2.2.2.3) High Subassembly TM model
+ Irradiation creep law

Thermal expansion (2.2.5) High Subassembly TM model

Thermal Creep (2.2.2) Moderate Subassembly TM model
+ Thermal creep law

Fuel pin diametral strain (2.2.5) High Subassembly TM model
+ Material laws

Fuel pin flexion (2.2.5) High Subassembly TM model
+ Material laws

Fuel pin ovalisation (2.2.5) Potentially high Subassembly TM model
+ Material laws

Neutronic feedbacks (2.3.2) Low Neutronic model
Temperature and dose dependent
mechanical properties of steel (2.2.2.4) Moderate Subassembly TM model + Dose

and temperature dependent properties
Temperature dependence of
the fission gas pressure (2.2.1.2) Low Temperature dependent gas

law

Pellet-cladding chemical
interaction (2.2.4) Potentially high

Subassembly TM model
+ Fuel pellet TM and thermodynamic

model
Pellet-cladding mechanical
interaction (2.2.4) Low Subassembly TM model

+ Complex fuel pellet TM model

Hexcan deformation (2.2.5) Low Subassembly TM model
+ Material laws

Turbulent coolant flow in a
deformed bundle (2.1.2) High Detailed TH model

+ deformation representation
Temperature dependent physical
properties of the coolant (2.1.3) Low TH model

+ Temperature dependent properties

Table 2.2.: Importance of the main phenomena involved in the thermal-hydraulic
(TH) and thermomechanical (TM) evolution of SFR subassemblies in

nominal operating conditions.

This work focuses on the evaluation of the thermomechanical evolution of the
structural components of the fuel bundle—namely the fuel claddings, the spacer
wires and the hexcan—, coupled to the evolution of its thermal-hydraulic behavior.
Concerning the impact of thermal-hydraulics on thermomechanics, the most relevant
17In all cases, the TM model requires as input the temperature distribution, computed with a

TH model.
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phenomena are swelling and irradiation creep, because they lead to large cladding
strains and they strongly depend on temperature. Consequently, this coupling
source is considered in this work. The thermal expansion contributes to the bundle
deformation—although to a significantly lesser extent—, and it induces secondary
stresses, so it is also considered here. The magnitude and consequences of these
stresses depend on the mechanical properties of the cladding and hexcan materials,
whose temperature and irradiation dose dependence are taken into account.

The impact of the bundle deformation on its thermal-hydraulics has a global
and a local component. The global effect is a generalized temperature rise, which
is maximal at the outlet of the heated column, consequence of the reduction of
the coolant mass flow rate. As discussed in Section 2.1.6, this is mainly caused by
a reduction of the hydraulic diameter of the bundle. The local effects arise from
the reduction of the minimal distance between fuel pins, and between the hexcan
and the pins, and from the modification of the local hydraulic diameter of the
subchannel under consideration. All the deformation mechanisms responsible for
these effects, discussed in Section 2.2.5, are relevant from a mechanical point of view
and are therefore taken into consideration in the thermomechanical simulations
conducted in this work. However, the deformed bundle geometry is simplified in
the thermal-hydraulic simulations, as discussed next.

Out of the fuel cladding deformation mechanisms discussed in Section 2.2.5, only
their diametral strain affects the hydraulic diameter of the bundle. Additionally,
it induces all of the local effects mentioned in the preceding paragraph. For this
reason, it is taken into account in this work both for the calculation of the coolant
mass flow rate and for the calculation of the temperature and velocity distributions
in the deformed fuel bundles. For a prediction of the local effects that the bundle
deformation has on its thermal-hydraulics, a detailed thermal-hydraulic model that
considers the turbulent nature of the flow is required.

The helical flexion does not change the hydraulic diameter of the fuel bundle,
but it could have an effect on its pressure drop characteristics. However, this effect
is not expected to be very significant since, after almost a decade of operation,
it had not been observed in Phenix reactor (CEA 1981). Additionally, if the
helical flexion of neighbouring pins is similar, it does not modify the hydraulic
diameter of the triangular subchannel defined between them, as can be qualitatively
inferred from Figure 2.16b; the center of the subchannel is simply displaced on
the plane perpendicular to the flow direction. Only the peripheral subchannels
are reduced—and exclusively at the axial positions where the spacer wire does not
separate the pin from the hexcan—which could lead to a reduction of the peripheral
coolant flow and an increase in the flow through the central subchannels. This
peripheral mass flow reduction was observed experimentally in a 7-pin mock-up
deformed bundle with a high helical flexion, but the velocity of the triangular
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subchannels was not significantly modified in that experiment (Lahaye, Cognet,
Mertens, et al. 1988). This is in agreement with preliminary CFD simulations we
conducted, in which the flexion of the fuel pins, representative of irradiated SFR
bundles, led to only 1% change in the pressure drop within the heated column of
the fuel bundle. Considering these results, and motivated by a preexisting study
that predicted a very low helical flexion of the fuel pins of the advanced SFR
designed at the CEA (Masoni 2016)—the development of which is the framework
of this thesis—, the global effects of the pin flexion on the total subassembly
coolant mass flow rate are not considered in this work. However, considering the
local flow redistribution caused by the flexion of the pins is possible with the de-
veloped methodology, and it is done for the application case presented in Section 7.2.

The ovalisation of the claddings does not affect the hydraulic diameter of the
fuel bundle, it does not change the minimal distance between pins—since for it
to become significant the contact needs to be already established—, and it has
very little effect on the hydraulic diameter of any particular subchannel. For this
reasons, it is not taken into account in the thermal-hydraulic simulations conducted
in this work. However, the ovalisation of the fuel pellet could lead to a significant
modification on the heat flux distribution in the circumference of the cladding.
Considering this effects would require the modelling of the fuel pellets, their defor-
mation, and the heat conduction within them, which exceeds the modelling scope
of this work and would lead to an excessively high computational cost.

Finally, considering the very high dimensional stability of the hexcan under
irradiation—as mentioned in Section 2.2.5—its very low deformation is not rep-
resented in the thermal-hydraulic simulations conducted in this work, with the
exception of the cases in which the flexion of the pins is considered. In cases with
high pin flexion, considering an undeformed hexcan could lead to a geometrical
incompatibility in the thermal-hydraulic model (i.e. the fuel pins could go through
the hexcan).

Concerning neutronics, it should be clear from the previous sections that it is an
essential component of the evolution of SFR subassemblies under irradiation, since
it provides the heat source that determines their temperature distribution and it
is responsible for the radiation damage that induces their geometrical evolution.
However, as discussed in Section 2.3, the feedback mechanisms that make the
neutronic behaviour of the reactor depend on temperature (mainly Doppler and
sodium density change) and on the deformation of the fuel bundle (displaced
sodium) are not strong enough to make this effects significant for the evolution of
a given subassembly. For this reason, these feedbacks are not taken into account in
this work, hypothesis that is verified by means of neutronic simulations presented
in Section 6.3.
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Concerning the interaction between the fuel pellets and the cladding, as discussed
in Section 2.2.4, the effects of the mechanical interaction on the cladding stresses
are very limited under nominal, steady state conditions. The chemical interaction
that leads to the cladding corrosion, on the other hand, could lead to a considerable
localised reduction of the load bearing thickness of the cladding. Given its local
character, the effects of corrosion do not significantly affect the global thermome-
chanical evolution of the fuel bundle, and are therefore not explicitly considered
in this work. Nevertheless, a conservative assessment of these effects could be
done by simply modelling a thinner cladding. However, by doing so, a potential
coupling source linked to the influence of the cladding temperature on the corrosion
thickness would be ignored. This dependence has been observed experimentally
(Pelletier 2018), but it is not well represented even in the most advanced codes that
model a single fuel pin—including the fuel pellets—, an example of which is the
CEA code GERMINAL (Lainet, Michel, Dumas, et al. 2019)18. The local coupling
between a fuel pellet model and a thermodynamic code would be necessary to
evaluate correctly the effects of corrosion and their temperature dependence, which
is out of the scope of this work.

Another potential coupling source between thermal-hydraulics and thermome-
chanics is the temperature dependence of the internal cladding pressure, that leads
to its deformation due to creep. However, as discussed in Section 2.2.1.2, the use of
a large gas plenum below the active length of the fuel pin—notably in the advanced
SFR designed at CEA—makes the pressure little sensitive to potential sodium
temperature variations consequence of the bundle deformation, which do not affect
the lower plenum. This effect is therefore neglected in this work.

The main conclusion that can be drawn from Table 2.2 and from the preceding
paragraphs is that, in order to simulate the evolution of SFR subassemblies under
irradiation, characterized by a coupling between thermal-hydraulics and thermome-
chanics evidenced by Figure 2.1, a coupled approach is required. In particular, the
evolution of the geometry of the fuel pin bundle under the effects of irradiation
needs to be computed taking into account the temperature distribution which is
affected by the deformation. To this end, in this work we develop a simulation
methodology based on the coupling between a CFD model of the coolant flowing
in a deformed bundle—implemented in the commercial code STAR-CCM+—, and
DOMAJEUR2, a finite element based code—developed at the CEA—for the mod-
elling of the thermomechanical evolution of SFR fuel bundles under irradiation. The
implementation of the CFD model is described in Chapter 3, while DOMAJEUR2
is presented in Chapter 4. The implementation of the coupling between the two is
discussed in Chapter 5.

18In GERMINAL, only a temperature threshold of 550°C, below which no corrosion is modeled,
is considered.
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3. Numerical simulation of the
thermal-hydraulics of SFR
subassemblies

This chapter is dedicated to the numerical simulation of the thermal-hydraulics
of SFR subassemblies and, in particular, of their wire-wrapped fuel pin bundles.
Firstly, in Section 3.1, we introduce the main simulation techniques available to
do so, to then describe the one retained in this work, in Section 3.2. Finally,
the implementation of the selected technique realized in this work is presented in
Section 3.3.
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3.1. Available methods for simulating the
thermal-hydraulics of SFR subassemblies

3.1.1. Subchannel analysis
In the subchannel analysis, the fuel bundle is represented as a set of parallel flow
channels that are connected to each other by crossed flow mixing. The axial length
is divided into a number of slices so that for each of them there is one control
volume per subchannel, as illustrated in Figure 3.1. Then, the conservation of mass,
momentum and energy is solved for the defined control volumes, which are coupled
by the exchange of these quantities between adjacent control volumes.

Figure 3.1.: Example of a control volume in subchannel analysis. Tk
i represents the

temperature in the node k of the subchannel i.

In this approach, the particular geometrical characteristic of wire-wrapped fuel
pin bundles are not explicitly considered, and they result only in a modification
of the hydraulic diameter and of the wetted perimeter of the cross section of each
subchannel. In addition, the momentum, energy and mass exchanges between
subchannels are computed by means of empirical mixing laws, which in the case of
SFR bundles have to account for the effects of the spacer wires. For the pressure
loss due to friction, correlations are employed as well.

Subchannel analysis allows to reproduce the general flow characteristics, and is
an essential tool for the thermal-hydraulic design of nuclear reactors since it has
a low computational cost, and it can be practically employed to study the entire
core of the reactor, which is still extremely challenging with the more sophisticated
approaches described in the next section (Roelofs, Gopala, Jayaraju, et al. 2013).
However, computing the variables of interest in only one point within the cross
section of each subchannel limits the detail of their calculated distribution, as can
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be noted in the case of temperature in the example presented in Figure 3.2.

Figure 3.2.: Example of the sodium temperature distribution computed with
subchannel analysis (Wu, Li, X. Yu, et al. 2013).

Additionally, the definition of the coefficients that describe the mixing between
subchannels varies between different codes, which leads to large discrepancy be-
tween the results obtained with them (H.-Y. Jeong, Ha, Kwon, et al. 2007; X.
Liu and Scarpelli 2015). These coefficients are, besides, often considered axially
independent in subchannel codes (Fanning, W. D. Pointer, and Thomas 2009),
in which case they are not able to correcly reproduce the periodicity of the flow
induced by the spacer wire discussed in Section 2.1.5. As a result, they tend to
perform poorly when compared to other more detailed methods in the prediction
of the temperature of the peripheral subchannels in particular, where the position
and the phase of the wire has great impact. This limitation has been evidenced, for
example, in (Fanning, W. D. Pointer, and Thomas 2009), where the simulations of
a 217-pin SFR subassembly using a subchannel method and a more sophisticated
CFD-RANS approach—described in Section section 3.2—were compared. This
comparison showed that the temperatures of the inner subchannels of the bundle
were slightly overpredicted by the subchannel method, but differences of up to
25°C were observed for the peripheral subchannels. These results are in agreement
with a similar comparison recently conducted at the CEA, which showed good
agreement in the axial temperature profile of the central subchannel of a 217-pin
bundle, but differences of up to about 20°C in a peripheral one, results yet to be
published. Also in this line, (X. Liu and Scarpelli 2015) showed that a subchannel
approach consistently overpredicted the temperature in the inner subchannels of
a 19-pin wire-wrapped bundle, while the tendency was reversed only in a corner
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subchannel. In that work, the authors also highlight the very high sensitivity of the
temperature of the peripheral subchannels on the choice of the mixing model, and
show that the choice of the pressure drop correlation has very significant effects
in the temperature of the inner subchannels, since it affects the flow distribution
amongst them.

Furthermore, the mass flow between subchannels computed by a subchannel ap-
proach was compared to the one obtained with CFD-RANS simulations in (Emilio
Baglietto, Joseph William Fricano, and Eugeny Sosnovsky 2014). The authors of
that work showed that, while both approaches were in good qualitative agreement
in non-deformed wire-wrapped pin bundles, large discrepancies were observed in
the impact of a mild bundle deformation (expansion of the hexcan, 1% maximal
diametral strain of the pins, and helical flexion) on the crossflow, and concluded
that the CFD-RANS approach provided more physically consistent results.

For the reasons exposed above, and unlike preexisting efforts to simulate the
coupling between thermal-hydraulics and thermomechanics in the evolution of SFR
subassemblies—discussed in Section 5.1—, in this work we employ a more detailed
approach for the thermal-hydraulic simulations, which belongs to a broader family
of methods introduced next.

3.1.2. Computational Fluid Dynamics
Computational Fluid Dynamics (CFD) refers to the numerical approximation of
the behaviour of fluid flows based on their conservation laws, which can be written
for a fluid control volume as described next (Moukalled, Mangani, and Darwish
2016).

3.1.2.1. Governing equations

Continuity equation, or mass conservation equation

∂ρ

∂t
+∇ · ρu = 0 (3.1)

Where ρ is the density and u the velocity of the fluid. By defining the material
derivative operator as:

D

Dt
≡ ∂

∂t
+ u · ∇ (3.2)

the continuity equation can be expressed in the following form:

Dρ

Dt
+ ρ∇ · u = 0 (3.3)
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If the flow is considered to be incompressible (Dρ
Dt

= 0), the mass conservation
equations reduces to:

∇ · u = 0 (3.4)
Linear momentum conservation equations

∂(ρu)
∂t

+∇ · (ρuu) =∇ · σ + fb (3.5)

where σ is the stress tensor, which characterizes the surface forces, and fb the body
forces, or forces per unit volume. The linear momentum conservation equations, also
called Navier-Stokes equations, indicate that the change in the linear momentum
of a considered fluid control volume is given by the net momentum flow through
its boundaries, and by the action of forces on its surface and body forces on its
volume. It is customary to express the stress tensor as follows:

σ = −pI + τ (3.6)

where I is the identity tensor of size (3x3), p the pressure, and τ the deviatoric
or viscous stress tensor. The first term on the right hand side of Equation 3.6
quantifies the stresses that would exist if the fluid was static, while the second term
represents the additional stresses that arise due to the motion of a viscous fluid.
For Newtonian fluids, the viscous stress tensor is assumed to be a linear function
of the velocity gradient, and is written as:

τ = µ{∇u + (∇u)T − 2
3(∇ · u)I} (3.7)

where µ is the molecular viscosity of the fluid. This expression reduces, in the
incompressible case, to:

τ = µ{∇u + (∇u)T} (3.8)
Then, combining equations 3.5 to 3.8 gives:

∂(ρu)
∂t

+∇ · (ρuu) = −∇p+∇ ·
(
µ{∇u + (∇u)T}

)
+ ρg (3.9)

where only the body forces under the gravitational acceleration g were consid-
ered. In terms of the material derivative given by Equation 3.2, and using the
incompressibility hypothesis, the conservation of linear momentum can be written
as:

ρ
Du
Dt

= −∇p+∇ ·
(
µ{∇u + (∇u)T}

)
+ ρg (3.10)

Energy conservation equation

∂(ρe)
∂t

+∇ · (ρeu) = fb · u +∇ · (u · σ)−∇ · q +Qv (3.11)
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where e is the total energy per unit mass, q the heat flux, and Qv an energy
source per unit volume. In the case of incompressible flow of Newtonian fluids,
and neglecting the temperature increase caused by viscous dissipation, the energy
conservation equations can be expressed in terms of the temperature T as follows:

ρCp
DT

Dt
= −∇ · q +Qv (3.12)

where Cp is the specific heat of the fluid. Finally, considering the Fourier’s law
given by:

q = −k∇T (3.13)
where k is the thermal conductivity of the fluid, the energy equation can be written
as:

ρCp
DT

Dt
=∇ · (k∇T ) +Qv (3.14)

3.1.2.2. Methods for the resolution of the conservation equations

The equations presented in the previous section describe the behaviour of the three
types of flows discussed in Section 2.1.2, namely laminar, transition, and turbulent
flows. In laminar cases and in simple geometries, analytical solutions might be
obtained, but this is no longer possible as the Reynolds number increases or the
geometries become more complex. In these cases, the conservation equations are
discretized in space and time and solved numerically. The main techniques to do so
differ mainly in the treatment of turbulence in the resolution of the Navier-Stokes
equations, and are introduced next.

Direct Numerical Simulations (DNS)

The most straightforward approach, called DNS, consists on solving the dis-
cretized Navier-Stokes equations without further approximations, which implies
resolving the various time and space scales of the turbulent flow, thus making this
approach intrinsically 3D and time dependent. In turbulent flows, there is a flux of
energy from large scale eddies towards smaller eddies that end up dissipating their
kinetic energy into heat by viscous action, in a process called the energy cascade
which is illustrated in Figure 3.3. The main practical limitation of this approach
comes then from the need of a mesh fine enough to resolve the smallest eddies in
the flow, characterized by the Kolmogorov length scale η (Kolmogorov 1941). It
can be shown that the ratio between this scale and the length scale l0 of the largest
eddies, which is comparable with the characteristic dimension of the flow, follows
(Pope 2000):

η

l0
∼ Re−3/4 (3.15)

For a 3D simulation, this results in the number of calculation points required
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to resolve turbulence growing with Re9/4. Due to this, DNS of the flow in SFR
fuel bundles typically characterized by Re ∼ 50000 are still beyond the currently
available computational power, even though simulations on reduced domains (e.g.
a section of one subchannel) and at lower Re have been conducted and employed
to validate and improve the simulation methodologies described next (Ranjan,
Pantano, and Fischer 2010; Baglietto, Ninokata, and Misawa 2006).

Figure 3.3.: Energy flux from large to small scales (Andersson 2012).

Large-Eddy Simulations (LES)

LES techniques are based on the observation that the larger eddies exhibit more
anisotropy and dependence on the geometry of the problem considered than smaller
eddies. Then, the dynamics of larger eddies is explicitly computed, while the
smaller eddies are modeled. This is done by applying a spatial filtering given by a
convolution integral that takes the following general form:

u(x, t) =
∫
G(x− ξ; ∆)u(x, t)dξ (3.16)

where u(x, t) is the filtered velocity at a position x that results from the action
of the convolution kernel G(x − ξ; ∆), which depends on the filtering width ∆.
Various different functions are proposed as the convolution kernel, and time filtering
of the higher frequencies can also be conducted. The instantaneous velocity is then
decomposed as follows:

u(x, t) = u(x, t) + u′(x, t) (3.17)
where the sub-grid scale velocity u′(x, t) has, in general, a not null filtered residual
(i.e. u′(x, t) 6= 0). Filtering the linear momentum conservation Equation 3.10 gives:

ρ
Du
Dt

= −∇p+∇ ·
(
µ{∇u + (∇u)T}

)
+ ρg +∇ · τSGS (3.18)
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where the mean material derivative defined as:

D

Dt
≡ ∂

∂t
+ u · ∇ (3.19)

has been used. It can be observed that a new term given by the divergence of
the so called sub-grid scale stress tensor τSGS appears, while in all other terms of
Equation 3.10 the instantaneous velocity and pressure are simply replaced by their
filtered components. This new term represents the effects of the interaction of the
eddies of all scales, including the unresolved ones, on the larger resolved eddies,
and is written:

τSGS = ρ(u · u− uu) (3.20)
To close the problem, τSGS needs to be expressed as a function of the filtered
velocity u only, for which several different models exist.

It should be noted that the filtered velocity is still a random, unsteady field, even
when the flow can be considered statistically steady. Therefore, LES techniques
are also intrinsically time dependent. Additionally, in high Re, wall bounded
flows often found in engineering applications, resolving the near wall behaviour
implies the use of a small filtering width ∆, which in turn imposes a fine space
discretization. This results in a computational cost estimated by (Spalart 2000) to
be only 10 times lower than DNS, and in grid-requirements more recently shown by
(Choi and Moin 2012) to be comparable to those of DNS. As a consequence, LES
studies are also limited to very restricted domains of SFR subassemblies, unless a
supercomputer is employed (Roelofs, Dovizio, Uitslag-Doolaard, et al. 2018).

In this work we intend to develop a simulation methodology that can be practically
applied to full scale subassemblies (up to over 200 fuel pins), and thus we shift
our attention to a different technique that does not explicitly resolve the turbulent
eddies. This technique, which is currently the most widely used approach for
the simulation of wire-wrapped fuel bundles (Roelofs, Gopala, Jayaraju, et al.
2013; Roelofs, Dovizio, Uitslag-Doolaard, et al. 2018), is called Reynolds-Averaged
Navier-Stokes, and it is described in more detail in the next section.

3.2. Reynolds-Averaged Navier-Stokes
3.2.1. RANS conservation equations
In the Reynolds-Averaged Navier-Stokes (RANS) method, the variables of interest
such as velocity, pressure and temperature, are split into time averaged and
fluctuating components in the so called Reynolds decomposition. The averaged
component Φ(x) of a variable Φ(x, t) is given by:
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Φ(x) = lim
T →∞

1
T

∫ T
0

Φ(x, t)dt (3.21)

Then, the decomposition reads:

Φ(x, t) = Φ(x) + Φ′(x, t) (3.22)

where the fluctuating component Φ′(x, t) has a null time averaged value, i.e.:

Φ′(x, t) = 0 (3.23)

When the time averaging given by Equation 3.21 is applied to the mass, momentum
and energy conservation equations presented in Section 3.1.2.1, one obtains the so
called RANS equations, given below for the incompressible flow of a Newtonian fluid:

Mass conservation
∇ · u = 0 (3.24)

Linear momentum conservation

ρ
Du
Dt

= −∇p+∇ ·
(
µ{∇u + (∇u)T} − ρu′u′

)
+ ρg (3.25)

Energy conservation

ρCp
DT

Dt
=∇ ·

(
k∇T

)
− ρCpu′T ′ +Qv (3.26)

It can be noted that averaged momentum and energy conservation equations
have the same form than equations 3.10 and 3.14 with the exception of the terms
that appear on the right hand side of each equation and depend on the product of
fluctuating variables. These terms are, for the momentum equation:

−∇ · ρu′u′ ≡∇ · τR (3.27)

and for the energy equation:

− ρCpu′T ′ ≡ qR (3.28)

where the Reynolds stress tensor τR and the turbulent heat flux qR have been
defined.

Note that with the definition given by Equation 3.21, the averaged variable Φ(x)
is time independent and thus Du

Dt
= u · ∇u and DT

Dt
= u · ∇T , which makes the

RANS equations time independent. However, the time dependence is considered in
the Unsteady RANS (URANS) methods, that replace the limit given by Equation
3.21 by an averaging over a finite time period T0 such that it is significantly larger
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than the time scale of the turbulence induced oscillations of the flow variables. In
this work we only deal with statistically steady flows, so the time independent
RANS equations are considered.

3.2.2. Closure problem
The Reynolds stress tensor τR and the turbulent flux qR introduce new unknowns
that need to be expressed in terms of mean flow quantities in order to close the
problem. To do so, the most widely employed methods rely on the Boussinesq
and on the gradient diffusion hypotheses. The Boussinesq hypothesis proposes, by
analogy to the stress-strain rate relation of Newtonian fluids (see Equation 3.7),
that the deviatoric Reynolds stresses are proportional to the mean strain rate,
which for the incompressible case gives:

τR = µt{∇u + (∇u)T} − 2
3ρkI (3.29)

where µt is the turbulent or eddy viscosity and k is the turbulent kinetic energy
defined as:

k = 1
2u′ · u′ (3.30)

For incompressible flows, the term −(2/3)ρkI can be incorporated in a turbulent
pressure defined as:

p← p+ 2
3ρk (3.31)

reducing the additional unknowns to µt only. Similarly, by analogy to Fourier’s law
of heat conduction, the gradient diffusion hypothesis assumes that the turbulent
heat flux is proportional to the mean temperature gradient and can be written as:

qR = kt∇T (3.32)

where kt is the turbulent or eddy thermal conductivity.

An additional hypothesis is typically employed to relate the turbulent thermal
conductivity to the turbulent viscosity by assuming similarity between the turbulent
momentum and heat transport mechanisms. This assumption, called Reynolds
analogy, introduces the dimensionless turbulent Prandtl number Prt:

Prt = Cpµt
kt

= νt
αt

(3.33)

where the turbulent momentum diffusivity νt = µt/ρ and turbulent thermal diffu-
sivity αt = kt/(ρCp) have been used. Then, only µt needs to be computed to close
the problem, which is done by defining turbulence models.
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3.2.3. Turbulence models
The turbulent viscosity can be expressed in terms of characteristic length (l∗) and
velocity (u∗) scales, such that:

µt = ρl∗u∗ (3.34)
The models that aim to calculate these scales to then obtain µt can be grouped in
the following general categories:

• Algebraic models

• One equation models

• Two equation models

The algebraic models, such as the mixing length model, compute µt by deriving
l∗ from the geometry of the flow, without solving any additional partial differential
equation. The one and two equation models, on the other hand, require the resolu-
tion of one and two additional transport equations, respectively, to compute µt.
Other approaches exist—called second order closure models—that are not based
on the Boussinesq hypothesis and thus, unlike all previously mentioned approaches,
are able to account for the anisotropy of turbulence. However, they are more
computationally expensive since they involve the resolution of one partial differ-
ential equation for each of the six different components of the Reynolds stress tensor.

For industrial applications, the two equation models are the most widely used,
the k − ε and the k − ω being the most popular families. The standard k − ε
model solves one transport equation for the turbulent kinetic energy k, exactly
derived from the definition of the Reynolds stresses, and one empirically constructed
equation for its dissipation rate ε. Then, the turbulent viscosity is written as follows

µt = ρCµk
2

ε
(3.35)

where Cµ is a constant coefficient of the model. In the derivation of the trans-
port equations of the standard k − ε model, the effects of molecular viscosity are
neglected, which is why it yields good results in the bulk of the wall-bounded
turbulent flows but it is not valid close to the wall, where the effects of viscosity
become dominant. Indeed, in this formulation, ε becomes singular at the wall (Perot
and De Bruyn Kops 2006). One way of overcoming this problem is damping the
turbulent kinetic energy by using a function that tends to zero as the distance to
the wall goes to zero; in some cases, similar damping is applied to some coefficients
of the transport equation of ε as well. The models that employ these damping
functions are called low-Re models, as opposed to the high-Re models that do not
employ any damping and cannot be applied in the viscous dominated layer near
the wall. Alternatively, a two-layer approach can be used. In this case, in the cells
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close the the wall, both ε and µt are prescribed as a function of the wall distance.
The values thus obtained are smoothly blended with the quantities computed by a
high-Re formulation as the distance from the wall grows.

Further improvements of the standard k − ε model were introduced by rigor-
ously deriving the ε transport equation from the equation of the transport of the
mean-square vorticity fluctuation, and from considering a coefficient Cµ that is no
longer constant and depends on the mean flow and turbulence properties. This last
modification allows the model to avoid nonphysical results linked to the violation of
the realizability, which requires the normal Reynolds stresses to be positive as well
as the fulfilment of the Cauchy-Schwarz’ inequality given by (u′ · u′)2

> u′2 · u′2.
The model that implements these improvements is called realizable k − ε and is
often used in combination with the two-layer formulation.

In the second most popular family of two equation turbulence models, the
transport of a new quantity ω is solved instead of the transport of ε, such that:

ω = ε

Cµk
(3.36)

This formulation has the advantage that the ω transport equation can be integrated
in the viscous sub-layer, so it performs well in this region without the need of using
damping functions. It also outperforms the k − ε models in presence of adverse
pressure gradients, but one of its major drawbacks is that it is highly sensitive to
the specification of the free stream value of ω, and it often fails to provide good
predictions in the bulk of wall bounded flows. This motivated the development
of models such as the k − ω SST, which switch between the k − ω and the k − ε
formulations depending on the distance to the wall.

As discussed in Section 3.3.3, in this work we employ a two-layer realizable k− ε
model, in combination with a mathematical description of the mean flow quantities
near the walls that is called wall law and is introduced next.

3.2.4. Near wall modeling
As discussed in Section 2.1.2, the molecular dissipative forces that dominate near
the wall lead to large gradients in the flow variables in this region, which should
be correctly captured in a CFD simulation since they account for relevant flow
phenomena such as the pressure loss due to friction. The most straightforward
approach to do so is to use a very fine spatial discretization near the wall, and
to numerically solve the transport equations of the selected turbulent model in
the whole simulation domain, which can only be done with the models that are
valid near the wall. Additionally, the mesh resolution required to do so leads, in
many cases, to a number of computational cells that is too high for its practical
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application and that increases with the Re number as the viscous dominated region
becomes thinner. To overcome this problem, the near wall region can be modeled
by a so called wall function instead of being explicitly resolved, which is used to
compute the wall shear stress and the turbulent quantities in the computational cells
adjacent to the wall, that need to be placed at a distance where the wall law is valid.

The formulation of the wall laws is based on the boundary layer description
first given by von Karman (Kármán 1931), in which the a non-dimensional mean
velocity u+ is expressed as a function of a non dimensional wall normal distance
y+. These non dimensional variables are defined as:

u+ = u√
τw/ρ

(3.37)

where τw is the wall shear stress and u the velocity parallel to the wall, and:

y+ =
y
√
τw/ρ

ν
(3.38)

where y is the distance from the wall and ν the kinematic viscosity of the fluid.
In this description, the inner region of the boundary layer is separated into three
distinct layers given by:

• A viscous sub-layer (0 < y+ < 5), where the viscous effects dominate and
the flow is almost laminar. In this region the non dimensional velocity is
given by:

u+ = y+ (3.39)

• A buffer sub-layer (5 < y+ < 30), where the turbulent and viscous effects
are comparable.

• A logarithmic layer (30 < y+ <∼ 400), where turbulence dominates. The
non dimensional velocity is:

u+ = 1
kV K

ln(y+) +B (3.40)

where kV K ≈ 0.42 is the von Karman constant and B ≈ 5.0

The resulting velocity profile is illustrated in Figure 3.4.

A similar classification can be done with the thermal boundary layer by defining
a non-dimensional temperature. It can be shown that a conductive sub-layer, in
which the effects of molecular conduction dominate, extends up to y+ ∼ 3/Pr which
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Figure 3.4.: Non-dimensional velocity profile in the inner boundary layer (Saxena
2014).

in the case of sodium gives y+ ∼ 750. It is clear then that the conduction dom-
inated layer is significantly larger than the momentum viscous sub-layer in this case.

By using such a description of the near wall velocity and temperature non-
dimensional profiles, the inner boundary layer does not need to be resolved in the
CFD simulation. Analytical solutions can be derived for the turbulent equations
for the viscous sub-layer and the logarithmic region, but the intermediate buffer
layer is problematic. For this reason, this approach leads to more accurate results
when the first computational cell is not placed in the buffer region (Kalitzin, Medic,
Iaccarino, et al. 2005).

3.3. Implemented CFD-RANS model
In this work, the thermal-hydraulic simulations of SFR fuel bundles are conducted
using a RANS approach implemented in the commercial CFD code STAR-CCM+
(STAR-CCM+ v12.02 Users Manual 2017), and it is described in what follows.

3.3.1. STAR-CCM+
STAR-CCM+ is a multi disciplinary simulation tool, developed by Siemens, that
allows to conduct all the required steps for a CFD simulation, namely the con-
struction of the representation of the modeled geometry (CAD model), its spatial
discretization (meshing), the resolution of the discretized governing equations, and
the post-processing of the results. This is a desired feature in the framework of
the development of a coupled methodology in which all these steps need to be
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conducted automatically, and information is exchanged with a thermomechani-
cal simulation tool, since it reduces the number of code to code interfaces that
need to be developed. Added to this, powerful user scripting capabilities, based on
macros coded in JAVA language, allow to modify the behaviour of any of these steps.

In addition, STAR-CCM+ has been extensively used for the simulation of liquid-
metal-cooled subassemblies with satisfactory results ((Hamman and Berry 2010;
Baglietto, Fricano, and Sosnovsky 2014; E. Merzari, Fischer, Yuan, et al. 2016;
Brockmeyer, Carasik, Elia Merzari, et al. 2017; Pacio, Wetzel, Doolaard, et al.
2017), among many others), which is a challenging task, among other reasons,
due to their complex geometry which is difficult to mesh. Indeed, as discussed
in Section 3.3.5, its versatile and robust meshing tool is a key feature, and even
more so when meshing fuel bundles that present irregular deformation patterns
consequence of their irradiation.

STAR-CCM+ employs the finite volume method to approximate the solution
of the partial differential equations, described in Section 3.1.2.1, that define the
conservation laws. To do this, the simulation domain is firstly divided into non-
overlapping finite volumes (or cells), over which the conservation equations are
integrated to yield a set of algebraic equations with the values of the dependent vari-
ables in each of them as unknowns, which is solved iteratively. In the discretization
process, volume integrals in the finite volumes are converted into surface integrals
over their faces. Then, since the flux leaving a volume through a given face is the
same as the flux entering a neighbor volume that shares that face, the finite volume
method is strictly conservative. A second order upwind scheme is employed for
the discretization of the conservation equations. The reader is referred to the user
manual of STAR-CCM+ for details on the discretization scheme and numerical
methods employed, which are not the focus of this work and are thus not discussed
here.

3.3.2. Selected fluid models
For the thermal-hydraulic simulations conducted in this work, the sodium flow
is considered to be incompressible, and constant fluid thermophysical properties
are employed. These properties are evaluated from (Sobolev 2011) at the average
temperature between the inlet and the outlet of the simulation domain, described
in Section 3.3.4. As discussed in Section 2.1.3, the properties of sodium do not
vary strongly with temperature in the range of interest to us, so this simplification
was considered adequate for the simulations here conducted. The possibility of
employing polynomial expressions to consider their temperature dependence was
also implemented, but this option increases the computational cost of the simulation
since it couples the momentum and energy equations, and because the polynomials
need to be evaluated for each cell and iteration. In all cases, the effects of gravity
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were not considered, which implies that the small buoyancy effects present in the
forced convection regime in nominal conditions are neglected.1

The steady state, Reynolds-Averaged Navier-Stokes and energy equations (see
Section 3.2.1) are solved employing the segregated flow and fluid temperature
models, which are based on a SIMPLE-type algorithm (Patankar and Spalding
1972) and a Rhie-and-Chow-type (Rhie and Chow 1983) pressure-velocity coupling,
implemented in a collocated variable arrangement.

3.3.3. Turbulence model and wall treatment
Numerous RANS studies of SFR subassemblies or representative geometries have
shown very good agreement between different turbulence models, and particularly
so regarding the sodium temperature distribution (see, for example, (Chandra,
Roelofs, Houkema, et al. 2009; Fricano and Baglietto 2014; Roelofs, Dovizio,
Uitslag-Doolaard, et al. 2018; E. Merzari, Fischer, Yuan, et al. 2016; Smith, Babin,
W. David Pointer, et al. 2008; Smith, Tokuhiro, W. David Pointer, et al. 2009;
Natesan, Sundararajan, Narasimhan, et al. 2010; Rolfo, Péniguel, Guillaud, et al.
2012). There are two main reasons for this behaviour. Firstly, as discussed in
Section 2.1.4, the very low Pr of sodium implies, in the range of Re of SFR
subassemblies in nominal operation, that the heat exchange process is dominated
by conduction, and the turbulent contribution has thus a lower importance. Addi-
tionally, the fuel bundle geometry is such that the wall has a dominant effect on
the flow, which is modeled by the wall laws when this approach is adopted.

In this work, we employ a two-layer realizable k − ε turbulence closure model, in
a so called All y+ formulation (STAR-CCM+ v12.02 Users Manual 2017). This
formulation employs a blending approach between a two-layer and a high-Re model.
In this approach, for the wall-adjacent cells with low y+ (<∼ 1), the turbulent
kinetic energy k is computed by solving its transport equation, while the dissipation
rate ε is prescribed as:

ε = k3/2

lε
(3.41)

where lε is a characteristic length depending on the wall distance and calculated
using Wolftein’s model (Wolfshtein 1969). Similarly, the turbulence viscosity µt of
the wall-adjacent cells is also prescribed as a function of the wall distance. On the
other hand, when y+ is higher (>∼ 30) and the viscous sub-layer is not resolved,
all relevant turbulent quantities are derived from the wall laws, namely Reichardt’s

1This hypothesis may lose validity for partial flow regimes with significantly lower velocities, in
which cases the buoyancy effects might become significant. In this case, the body forces can
be approximated by ρ0gβ(T0 − T ), where ρ0 and T0 are a reference density and temperature
of the fluid, respectively, and β is its thermal expansion coefficient.
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(Reichardt 1951) and Kader’s (Kader 1981) for momentum and temperature, re-
spectively. It is important to note that Kader’s law depends on the Pr of the fluid,
and it is in good agreement with experimental observations on fluids of a wide
range of Pr, including liquid metals (Kader 1981). A smooth blending between the
two cases (y+ <∼ 1 and y+ >∼ 30) is achieved by using an exponential weighting
function, which is designed to provide reasonable results for wall-adjacent cells with
intermediate y+. This formulation is recommended when having a mesh fine enough
to resolve the viscous sub-layer in the whole simulation domain is not practical, but
having y+ > 30 everywhere is also difficult to achieve. The complex SFR bundle
geometry is a good example of this situation, since small wall-adjacent cells near
the contact between the spacer wires and the cladding, discussed in Section 3.3.6,
are difficult to avoid.

As discussed in Section 3.2.2, the turbulence model computes the turbulent
momentum diffusivity, while the turbulent thermal diffusivity is computed from
Equation 3.33 using the turbulent Prandtl number, according to the Reynolds
analogy. This technique has been shown to provide good results for fluids with Pr
close to unity, but, as anticipated in Section 2.1.4, it presents significant limitations
for fluids with Pr << 1, specially in natural and mixed convection regimes (G.
Grötzbach 2013). More sophisticated turbulent heat flux closure models exist,
including variable Prt models, and both isotropic and anisotropic models that
solve for additional transport equations of turbulent quantities. Even though these
approaches seem promising, they need further calibration for low Pr fluids and in
complex geometries, and they are still being actively developed (Shams 2018). The
Reynolds analogy with constant Prt = 0.85− 0.9 is still the most widely employed
approach, even though the available correlations for Prt yield values between 1.5
and 4.2 for sodium at a Re = 50000 (Saxena 2014).

In this work, however, we employ the default value of Prt = 0.9 since, using the
wall law approach, minimal effects on the temperature distribution were observed
in preliminary simulations employing Prt = 2 (maximal temperature variations
of ∼ 2°C). These results are in agreement with the simulations conducted with
Prt = 1 and Prt = 3 and presented in (Rolfo, Péniguel, Guillaud, et al. 2012), that
showed differences in the Nusselt number (see equations 2.6 and 2.5) of under 3%
even at a lower Re = 25000. For Pr = 0.007, experimental measurements in a
heated pipe showed that the eddy diffusivity becomes larger than the molecular
diffusivity only for Re = 214000, and the ratio between the two is approximately
αt/α ∼ 0.2 for Re ∼ 40000 (Günther Grötzbach 1981). Sodium has an even lower
Pr ∼ 0.004 so, in nominal flow conditions in a SFR subassembly, the effect of the
turbulent heat flux model is not expected to have major importance. It should be
noted that this is not the case for other liquid metals used as fast reactor coolants,
such as Lead-Bismuth Eutectic (LBE) that has Pr ∼ 0.025 for which the same
experiment showed that αt/α ∼ 1 for Re = 60000.
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3.3.4. Simulation domain and boundary conditions
The simulation domain is circumscribed to the coolant within the heated column of
the fuel bundle. That is to say, the sodium surrounding the wire-wrapped fuel pins
and enclosed by the hexcan, which external and internal surfaces, respectively, are
part of the boundaries of the domain; this is schematically represented in Figure
3.5 for a 7-pin fuel bundle, where the pin naming system adopted in this work is
also indicated.

Figure 3.5.: Representation of the CFD simulation domain. The hydraulic
boundary conditions at the entrance and outlet of the domain are indicated,

as well as the fuel pin naming system.

The mesh of the fluid domain within the heated column is generated following the
procedure indicated in Section 3.3.5, the results of which are discussed in Appendix
A. A 20 cm long extrusion is added at its exit, which allows setting a constant
pressure boundary condition downstream the region of interest and improves the
convergence rate of the simulations. No-slip boundary conditions are used for all
solid walls, and the hexcan is considered to be adiabatic, as well as the surface of
the spacer wires. Finally, the heat source is provided by an axial profile of heat
flux per fuel pin, which is considered uniform in the circumference of the cladding.

The simplification of considering only the fluid domain and imposing a circumfer-
entially uniform heat flux on the cladding external surface, which greatly reduces
the computational cost of the simulations, was motivated by the sodium conductiv-
ity being ∼ 3 times higher than the cladding’s. In this case, the heat conduction in
the cladding is not expected to significantly smooth out the temperature gradients
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caused by the uneven sodium temperature distribution, which would not be the
case if the conductivity of the cladding was significantly higher, or that of sodium
significantly lower. This simplification was evaluated by computing a conjugate
heat transfer case in which the thickness of the cladding was represented. In this
simulation, presented in more detail in Section 6.2, the heat conduction in the
cladding and the convection in the fluid are solved simultaneously, and are coupled
by the heat exchange in the solid-fluid interface. The temperature distribution
thus obtained is in very good agreement with the results obtained considering
only the fluid domain. Similar results were recently presented in (Pacio, Wetzel,
Doolaard, et al. 2017), where maximum differences in the cladding temperature of
less than 3 °C (< 2% change in Nu) were obtained when considering the conjugate
heat transfer in an electrically heated, 19-pin bundle cooled by LBE, which has a
thermal conductivity similar to that of steel.

The coolant mass flow rate is imposed at the entrance of the domain, where
uniform sodium temperature and velocity profiles are considered. The latter ap-
proximation was evaluated by means of a CFD simulation of a 217-pin fuel bundle,
where a developed velocity profile was also essayed as inlet hydraulic condition. The
maximum local temperature difference observed between the simulations using a flat
and a developed inlet velocity profile was 2°C, the first yielding a higher tempera-
ture. The total pressure drop within the bundle was not affected by the inlet profile.

Additionally, at the inlet, the turbulence viscosity ratio (µt/µ) and the turbu-
lence intensity (

√
u′2/U with U the mean flow velocity) are set respectively to

61.5 and 0.056, values obtained from the outlet of a preliminary simulation. The
developed temperature and velocity fields were observed to be independent of these
magnitudes2, so the same values were employed for all the cases analyzed in this
work.

Out of the boundary conditions discussed above, the coolant mass flow rate
at the inlet of the bundle and the wall heat flux profile of the fuel claddings
depend on the bundle deformation. The first is due to the modification of the
hydraulic resistance caused by the deformation, while the latter is a consequence
of the increased heat exchange surface that, at constant linear power distribution,
modifies the heat flux imposed in the CFD simulations. These effects are taken
into account when simulating deformed bundles, and the boundary conditions are
calculated as indicated in sections 5.3.2 and 5.3.3.

2Additionally, these magnitudes, computed at the outlet of the fuel bundle, had similar values
in the different simulations we conducted.
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3.3.5. Meshing
After the construction of the CAD model, a volume mesh is generated using STAR-
CCM+’s automated meshing tool, which, based on global parameters such as a
target cell size, allows creating a good quality mesh even in the complex geometry
of SFR bundles. In this case, polyhedral cells are employed for the core of the fluid
volume, and one or two layers of prismatic cells are placed on the solid boundaries
of the domain. One of the main advantages of polyhedral cells is that they typically
have a large number of neighbors when compared to, for example, tetrahedral or
hexahedral cells, which is beneficial for the approximation of the gradients of the
flow variables. Additionally, to achieve equivalent accuracy, approximately 5 times
fewer cells are required when using polyhedral cells when compared to tetrahedral
cells (STAR-CCM+ v12.02 Users Manual 2017). The prismatic cells allow to more
accurately compute the wall distance of the near-wall cells, and to better control
the y+ at which the wall laws employed in this work are evaluated. For the All y+

approach, the thickness of the prism layer should be defined aiming to achieve
wall-adjacent cells that have y+ < 5 or 30 < y+ < 150 or higher.

To reduce the number of computational cells, the CAD model is contracted,
before the meshing procedure, by a factor of 4 in the flow direction. Afterwards,
the mesh of the contracted geometry is re-scaled up by the same factor. This
procedure, with an expansion factor of up to 8, was found to not significantly affect
the results (Ulrich Bieder, Valérie Barthel, Frederic Ducros, et al. 2010; Smith,
Tokuhiro, W. David Pointer, et al. 2009), since the gradients of the variables of
interest are much smaller in the direction of the flow than in the perpendicular
direction.

Besides the target cell size and the prism layer thickness, a relevant parameter
of the automated meshing tool is the minimum number of cells placed in a gap,
defined as the distance between two CAD surfaces. In our problem, this gap is the
distance between the surfaces of two neighboring claddings, or between a spacer
wire and a cladding. In the deformed fuel bundles simulated in this work, the
fuel pins increase their diameter and thus these gaps are reduced. Defining a
minimum number of cells in them allows then to limit the degradation of the mesh
in deformed geometries.

The parameters required by the meshing tool were defined as to have a y+

distribution adequate for the turbulence model employed, and aiming to have a
total cell count in large subassemblies (> 200 pins) so that the simulations could
be conducted in a personal computer with less than 128GB of Random Access
Memory (RAM). To do so, a mesh convergence study, presented in Appendix A, was
conducted based on a 7-pin study case, the resulting mesh of which is presented as
an example in Figure 3.6 where the bundle inlet is shown. The chosen parameters
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resulted in approximately 2 million cells for the 7-pin bundle of 0.8 m in length,
and about 60 million for a 217-pin bundle of the same length, the largest evaluated
in this work.

Figure 3.6.: Example of the mesh obtained for a 7-pin bundle.

3.3.6. Wire-cladding contact representation
Te tangential contact between the spacer wires and the fuel claddings they wrap
poses severe difficulties for the CAD managers and the meshing tools, that fail
to handle them robustly. With very few exceptions ((J.-H. Jeong, Song, and Lee
2017a) for example), the geometry of the contact is simplified in the CFD studies
of SFR bundles found in literature. A widely used approach consists in introducing
a slight interpenetration εinter between the wire and the cladding, as indicated
in Figure 3.7a, and it has been shown to not significantly affect the velocity or
temperature fields in the bundle (Natesan, Sundararajan, Narasimhan, et al. 2010;
Zhao, J. Liu, Ge, et al. 2017). Additionally, the edges defined by the contact
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between the cladding and the wire can be rounded by applying circular fillets
of small radius, as indicated by Figure 3.7b, still leading to good quality results
(E. Merzari, Fischer, Yuan, et al. 2016). These two approaches were identified by
(Ulrich Bieder, Valérie Barthel, Frederic Ducros, et al. 2010) as the ones with less
impact on the results, outperforming several others that simplify the contact even
further.

In this work, an algorithm for the automatic generation of the CAD model of
nominal and deformed bundles was developed and it is presented in Section 5.3.1.
This algorithm applies the wire cladding interpenetration systematically, with εinter
as a user defined value, and the possibility of filleting the contact edges was also
implemented. Both simplifications led to bundle pressure drop values differing in
about 1%, and to very similar sodium temperature distributions. The filleting
reduces the overall cell count by about 10% but, in the conditions of the simulations
conducted in this work, it increases the proportion of cells with 5 < y+ < 30, which
is undesired. Additionally, as discussed in Section 5.3.1.3, it compromises, in some
cases, the robustness of the CAD generation algorithm. For this reasons, only the
first simplification is employed in the simulations here presented, and a value of
εinter = 5x10−5 m is adopted.

Figure 3.7.: Wire cladding interpenetration (a) and circular filleting of the contact
edges (b)

3.4. Summary
In this chapter, we described the model implemented in this work in order to
simulate the thermal-hydraulics of SFR subassemblies. Firstly, we overviewed the
main approaches available to do so, namely subchannel analysis and CFD. The
latter was chosen because it provides more detail on the temperature and velocity
fields of the coolant, and because it allows to explicitly consider the complex
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geometry of the fuel bundle and the changes it undergoes during irradiation. This
leads to a higher predictive capability than that achievable using a subchannel
model, particularly in the peripheral subchannels of the fuel bundle and in deformed
geometries. Out of the CFD methods available, that we briefly described, a RANS
model was chosen because, for the purposes of this work, it represents a good
compromise between performance and computational cost. Then, we gave a general
description of the RANS simulation approach and, finally, we defined the particular
model implemented in this work in the commercial CFD code STAR-CCM+ to
simulate the coolant flowing through a SFR fuel bundle.
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4. Numerical simulation of the
thermomechanics of SFR
subassemblies

This chapter is dedicated to the numerical simulation of the thermomechanical
evolution of SFR subassemblies under irradiation. Firstly, in Section 4.1, two
different modelling approaches—one based on representing a single pin and the
other on representing the entire pin bundle and the interaction between pins—are
introduced. Then, in Section 4.2, we present DOMAJEUR2, the finite element
based code—representative the second type of modelling approach and developed at
the CEA—employed in this work, the main input data and boundary conditions of
which are described in Section 4.3. DOMAJEUR2 has two different finite element
models to describe the SFR fuel bundle and the hexcan, namely a 1D beam based
model and a fully 3D model, which are described in Section 4.4.
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4.1. Single fuel pin and entire fuel bundle simulation
approaches

A key part of the design process of the SFR fuel subassemblies consists on con-
ducting numerical simulations to verify that the design criteria—that typically
take the form on limits on the maximal strain, stress, and temperature of the
constituents of the subassembly—are respected both during nominal and acciden-
tal situations. A widely adopted approach consists on the use of finite element
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based methods to model the thermomechanical evolution of one isolated fuel pin,
including the cladding and the fuel pellets it contains, as well as the pellet cladding
interaction. Such simulations are typically conducted with a 1D1/2 axisymmetric
representation of the fuel pin, which means that it is divided into several axial slices
whose thermal evolutions are coupled by the heat transported by the coolant. This
modelling strategy is employed, for example, in the fuel performance code GERMI-
NAL currently under development at the CEA (Lainet, Michel, Dumas, et al. 2019).

Restricting the domain to a 1D1/2 representation of one fuel pin allows to
consider the evolution of the fuel pellets and the cladding during the irradiation,
including their mechanical and chemical interaction. Besides, the temperature and
swelling radial gradients within the thickness of the cladding, which can cause high
secondary stresses (Uwaba and Ukai 2002), can be considered by employing a fine
mesh that would be very computationally expensive in larger scale simulations.
However, this approach cannot take into account the variation of these variables
within the circumference of the claddings. Moreover, since only one fuel pin is
simulated, the contact with other pins and with the hexcan cannot be predicted.

For these reasons, different and complementary approaches exist to model the
entire fuel bundle, in order to include the effects of the mechanical interactions
between fuel pins, and between pins and the hexcan. In these approaches, in order
to avoid an excessively high computational cost, the mechanical interaction between
the fuel pellets and the cladding— as discussed in Section 2.2.4, usually very limited
during normal operation— are typically not considered. Additionally, the meshing
employed is either less refined, or a beam-based representation of the bundle is
adopted. A representative example of this alternative approach is DOMAJEUR2,
a simulation tool developed by the CEA and employed in the present work, which
is described next.

4.2. General presentation of DOMAJEUR2
In the context of the R&D efforts for GEN IV SFR, DOMAJEUR2, which is a
specialized numerical tool for the 3D simulation of the thermomechanical behavior
of SFR subassemblies, is under development at the CEA. It is based on the in-house
finite element analysis code Cast3M (Le Fichoux 2011; Combescure, Hoffman, and
Pasquet 1982), and it belongs to a class of computer codes that, motivated by the
increase of the available computational power, aim to simulate the fuel bundle as a
whole, including the interaction between its components. Worth noting members
of this code class, which represents a step-up in complexity when compared to
traditional codes dealing with one single pin, are, for example, BAMBOO (Uwaba,
M. Ito, Ukai, et al. 2005), ETOILE (Nakagawa and Tsuboi 1990), and MARSE

95



(Itoh, Kinjo, and Mimura 1994), aimed to study fast breeder reactor fuel bundles,
and a model developed in COMSOL (Bell and Lewis 2012), dedicated to study
CANDU1 fuel bundles.

DOMAJEUR2 calculates the time evolution of the strain and stress distributions
within the fuel pin bundle and the hexcan during their irradiation, under a quasi-
static hypothesis. To do so, the irradiation period under consideration is divided
into multiple time steps specified by the user. The PASAPAS procedure of Cast3M
(Charras and Di Paola 2011) is employed to solve, for each time step, the nonlinear
mechanical equilibrium problem adopting a Lagrangian formulation. This means
that, for the description of state transformation of the system, all variables are
determined in material points which are identified by their initial position vector
X0 in the undeformed state. This problem can be formulated for a domain Ω as:


∇0 · σPK1 + f0 = 0 (4.1)
σ = C(Y , ε) (4.2)

ε = 1
2(∇0u+ (∇0u)T + (∇0u)T∇0u) (4.3)

where ∇0· and ∇0 are the divergence and the gradient with respect to X0, respec-
tively. Equation 4.1 is the linear momentum balance expressed in terms of the
divergence of the first Piola-Kirchhoff stress tensor σPK1 and of the vector field f0
of body force per unit undeformed volume. The constitutive Equation 4.2 expresses
the stress tensor as a function C of the strain tensor ε and of the internal variables
Y of the model (e.g. temperature, irradiation dose, etc.). Finally, Equation 4.3
is the definition of the Green-Lagrange strain tensor ε in terms of the gradient of
the displacement vector field u. Boundary conditions need to be specified at the
boundary ∂Ω of the domain and initial conditions on Ω to completely define the
problem.

Following the finite element formulation, the domain Ω is divided into finite
elements connected by nodes. Under this spatial discretization, the problem can be
written in the form of an algebraic equation system, with the nodal displacements
as unknowns, of the form:

[K(u)]{u} = {F (u)} (4.4)

where [K(u)] is the stiffness matrix of the system, {u} the vector of nodal displace-
ments, and {F (u)} the vector of nodal forces. The dependence of K and F on
the displacement field, absent in the linear case, renders Equation 4.4 nonlinear,
thus the need for an iterative procedure to solve it. In our particular problem,

1CANDU (Canada Deuterium Uranium) is a type of pressurized, heavy water cooled reactor
originally designed in Canada.
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the main sources of nonlinearities are the behaviour of the materials subject to
swelling, irradiation creep and thermal creep—in this case, in the constitutive law
given by Equation 4.2, C is a nonlinear function of ε—and the contact between
the fuel pins, and between the fuel pins and the hexcan. Indeed, the existence and
the position of contacts points depend on the displacement of the fuel pins, and
they globally modify the stiffness of the system. Also, the local stiffness of the
claddings crushed under contact forces are modified by their ovalisation.

To account for the temperature effects, the PASAPAS procedure includes a
thermal module that solves the heat equation within the domain Ω—or it considers
a prescribed temperature distribution, which is our case since it is externally com-
puted by the CFD model described in Section 3.3—, and uses this result to update
the thermal loading (e.g. to consider thermal expansion or temperature dependent
mechanical properties). The mechanical solver then deals with Equation 4.4 within
each time step.

Within each time step, the mechanical solver performs iterations to obtain the
increment of the displacement field that minimizes the residual, defined as the
difference between internal and external nodal forces, within a given tolerance.
Inside each finite element, the displacement field is approximated by polynomial
basis functions supported by the nodes of the element. Within each iteration, the
strains are computed from the displacement field, and then the stresses are calcu-
lated from the strains by explicit integration of the constitutive laws, employing
a fourth order Runge-Kutta method with error control and adaptive time step.
The strain and stresses are computed in the so called integration points of each
element—Gauss points in our case, since the Gauss quadrature is employed to
approximate the definite integrals within each element—, in which the required
numerical integration of functions of the displacement field are most accurate.

The constitutive laws employed for the materials of the fuel pin and the hexcan
take into account the thermal and irradiation induced creep. The irradiation
induced volume swelling is also considered, and results, like the thermal expansion,
in an additional strain. Finally, the contacts between the different elements of the
subassembly (fuel pins, spacer wires and the hexcan) are also treated, as described
later in this chapter.

4.3. Input data and boundary conditions
At the beginning of a simulation, DOMAJEUR2 loads, from a series of text input
files, the time evolution of the spatial distribution of the following variables:

• The irradiation dose of the claddings and of the hexcan.
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• The temperature of the claddings and of the hexcan.

• The internal pressure of the claddings, and the sodium pressure.

In the input files, the distributions of these variables are defined for a series of
times within the irradiation period under consideration. Generally, these times do
not match the time discretization of the thermomechanical simulation. Therefore,
for each calculation time, DOMAJEUR2 computes their spatial distribution by
linearly interpolating the spatial distributions given in the input files for the closest
lower and larger times. For each calculation time, the values of the input variables
at the nodes of the model—and, if needed, at the integration points—are also
interpolated from the distribution defined in the input files. This process defines
the so called history of the variable of interest (e.g. the cladding temperature
history).

In the simulations presented in this work, unless otherwise specified, the fuel
claddings and the hexcan were considered to be fixed at their base and free at their
upper ends. By default, the material properties and behaviour laws of the 15-15Ti
AIM1 steel and of the EM10 steel (see Section 2.2.3) are used for the claddings
and spacer wires, and for the hexcan, respectively.

4.4. 3D and 1D finite element representation
Within DOMAJEUR2, several models with different levels of simplification are avail-
able to represent the fuel bundle and the hexcan. In this section, we describe the
two employed in this work, namely the detailed 3D model and the project 1D model.

4.4.1. Detailed 3D model
The detailed model, relies on a volumetric finite element representation of the fuel
pin claddings and the hexcan, whereas the spacer wires can be either represented
by volumetric finite elements or by 1D beam elements. In this work, the latter
option was retained after verifying an excellent agreement, in the strain and stress
distributions, with simulations employing 3D elements to represent the wires. Brick
and wedge elements2 with quadratic basis functions are employed for the cladding
and the hexcan. An example of the spatial discretization of a section of a 7-pin
fuel bundle and of a hexcan are presented in Figure 4.1.

It can be noted in Figure 4.1 that, at each axial position, there are 13 finite
elements (11 bricks and 2 wedges) in the circumference of each cladding and that

2These are prismatic elements that, when undeformed, have rectangular and triangular bases,
respectively.
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Figure 4.1.: 7-pin fuel bundle and hexcan representation with 3D volumetric finite
elements. The spacer wires, one of which is highlighted in red, are represented

with 1D beam elements.

there are 12 layers of elements in the length of the presented segment, which
corresponds to the step of the helical path of the spacer wires. The choice of
this discretization was motivated by preexisting CEA experience with the use of
DOMAJEUR2 to simulate SFR subassemblies (Locatelli, Di Paola, Leturcq, et al.
2016), and it was verified by conducting preliminary mesh sensitivity studies based
on the deflection and diametral strain profiles of the claddings, which, as described
in Section 5.3.1, are the magnitudes on which the coupling with the STAR-CCM+
is based. It should be noted that only one element is used in the thickness of the
cladding, so the radial gradients of the variables of interest will no be captured.
This is done in order to limit the computational cost of the simulations conducted
with this 3D model, and because the detailed analysis of the cladding stress and
strain radial gradients—evaluated at the CEA with GERMINAL—is the not the
goal of this work. The discretization of the hexcan, also defined based on CEA
experience, was varied according to the size of the simulated fuel bundle, and
between 2 and 6 elements were used per side. Given the very low deformation of
the hexcan—and considering that its stress state is less relevant than that of the
claddings when evaluating the mechanical integrity of the subassembly in nominal
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conditions—, the problem is little sensitive to the choice of its spatial discretization.

Consequence of the fuel bundle deformation, adjacent fuel pins are susceptible
of becoming in contact with each other and with the hexcan. In the 3D model of
DOMAJEUR2, these potential contact points, depicted in Figure 4.2, are linked
by elastic bar elements with almost null traction stiffness, and extremely high
compression stiffness. Therefore, in the absence of contact, these bars have a
negligible effect on the elements they link, but they rigidly connect them when
contact occurs. The nonlinear viscoplastic nature of the crushing of the claddings
in contact is therefore reproduced by the models of the volumetric finite elements
employed to represent them, and not by the link bars. These models, or consti-
tutive laws, consider the effects of thermal expansion, swelling (equations 2.24
to 2.28), irradiation creep (equations 2.32 to 2.33) and thermal creep, which is
generally negligible in our simulations. The equivalent stress employed to evaluate
the behaviour of the material is the von Mises stress, given by Equation 2.22.

 

Cladding - 
cladding

Wire - hexcan

Cladding - 
hexcan

Wire - neighbor 
cladding

a) b)

Figure 4.2.: Potential mechanical contacts between adjacent fuel pins (a) and
between a fuel pin and the hexagonal can (b).
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The thousands of potential contact points between fuel pins in a typical 217-pin
SFR fuel bundle, and the current limitations on computational power, make the
use of this 3D model extremely challenging for fuel bundles of more than 7 fuel
pins. However, a simplified approach, referred to as project 1D model, is also
available, and it can be employed for the simulation of a full-scale fuel subassembly
comprising up to a few hundred fuel pins.

4.4.2. Project 1D model
In the 1D model, each fuel pin is represented by a series of 1D modified Euler-
Bernoulli beam elements of annular cross section—pipe element with 1 node in the
cross section—, which allow considering the effects of the internal fission gas pressur-
ization, while shell elements are used for the hexcan. The resulting representations
of a 217-pin bundle and of a hexcan are presented in Figure 4.3. As illustrated in
this figure, 12 beam elements are employed per wire step length, which ensures that
there is one node at each point where the contact with other pins is susceptible of oc-
curring. Once again, this choice is based on preexisting CEA experience with the use
of the 1D model of DOMAJEUR2 (Masoni 2016), and it was verified by performing
a mesh sensitivity analysis based on the diametral strain and flexion of the fuel pins.

HexcanFuel pin bundleFuel pin 

1
 w

ir
e 

st
ep

nodes

beam

element

Figure 4.3.: 217-pin fuel bundle and hexcan representation with beam and shell
elements, respectively. A detail of the 12 beam elements present in one wire

step is shown.
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In the 1D model, the increment of the fuel pin cladding external radius rec is an
internal variable of the pipe elements employed to represent it, and it is calculated
from the total cumulated strain in the tangential direction, εθθ, according to:

∆rec = recεθθ (4.5)

The different contributions to εθθ can be expressed as:

εθθ = εeθθ + εirr.creepθθ + εth.creepθθ + εswe + εth (4.6)

where the right hand side terms correspond, respectively, to the elastic strain, the
irradiation and thermal creep strains, the swelling strain, and the thermal expansion.
The cladding hoop stress induced by the internal pressure P is calculated according
to the thick walled cylinder formalism (Timoshenko and Young 1956), and is given
by:

σθθ = 2Pr2
ic

r2
ec − r2

ic

(4.7)

where ric is the internal radius of the cladding. The radial stress—as discussed
in Section 2.2.1.2, significantly lower than the hoop or the axial stresses in this
case—is neglected here.

The stress in the axial direction, σzz, is calculated from the geometrical parameters
of the pipe and the axial force it is subject to (mostly due to the internal pressure
P acting on the end plugs of the fuel pin). Under these conditions, the elastic
strain in the tangential direction is given by:

εeθθ = 1 + ν

E
σθθ −

ν

E
(σθθ + σzz) (4.8)

where ν is the Poisson coefficient and E the Young modulus of the material of the
cladding. The total creep hoop strain is obtained by integrating the total creep
hoop strain rate, given by:

ε̇creepθθ = ε̇irr.creepθθ + ε̇th.creepθθ = 3
2
ε̇creepeq

σeq

(
σθθ −

σθθ + σzz
3

)
(4.9)

where ε̇creepeq is the equivalent creep strain rate, computed from the equivalent
von Mises stress σeq using Equation 2.323. The definition of the equivalent stress
employed for the pipe elements is:

σeq =
√
σ2

1 + σ2
4 + σ2

5 + σ2
6 + σ2

P (4.10)

3As in the case of the 3D elements, the equivalent creep strain rate also includes the contribution
of thermal creep, but it is negligible in nominal irradiation conditions, including the simulations
conducted in our work.
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where the contributing stresses are given in Table 4.1.

Stress Expression for
pipe element Effort

σ1 Fz/A Traction
σ4 Mzrec/(Iy + Ix) Torsion
σ5 Myrec/Iy Flexion
σ6 Mxrec/Ix Flexion
σP 2Pr2

ic/(r2
ec − r2

ic) Pressure

Table 4.1.: Definition of the stresses involved in the calculation of the equivalent
stress in the pipe elements. Fz is the axial force and A the cross

section of the beam; Mz,My,Mx the bending moments with respect to
the z (axial direction), x, and y axis; Ix and Iy the moments of inertia

with respect to the x and y axis.

Finally, like in the 3D model, the swelling strain is computed using equations
2.24 to 2.28, and the thermal expansion is computed from the temperature T and
the thermal expansion coefficient α of the material as4:

εth = α(T − T0) (4.11)

with T0 = 293 K.

It should be noted that, contrary to the 3D model in which a circumferential
cladding temperature gradient can be represented, only one temperature value at
each axial position is considered in the 1D model. As a consequence, the pin bowing
due to differential thermal expansion cannot be represented. Additionally, the
spacer wires are not explicitly represented so, in this model, the flexion of the fuel
pins is only due to the contacts between them and with the hexcan. Preliminary
simulations we conducted using the 3D model showed that the pin flexion induced
by the tension of the wire and by the thermal gradients is minor when compared
to the flexion induced by the contact between pins.

All potential contact points indicated in Figure 4.2 are linked by modified
bar finite elements with an ad hoc model that allows estimating the stress and
strain state of the internal surface of the cladding under the contact point, where
the maximal tensile stress is most likely located (Leturcq, Minne, and Di Paola
2017). These elements aim to represent the 3D crushing of the cladding under
contact forces, depicted in Figure 4.4a, by a 1D model, represented in Figure 4.4b,
that considers, among other internal variables, the contact force and the internal

4The same expression is used in the 3D model.
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pressure. To do so, for each time step of the thermomechanical simulation, the
following main steps—described in detail in (Leturcq, Minne, and Di Paola 2017)
and (Leturcq, Minne, and Di Paola 2016)—are followed in each iteration performed
by the mechanical solver:

1. Compute the diametral strain of the cladding and of the spacer wire in the
unrestrained condition. That is, without considering the contact with other
pins or with the hexcan.

2. Compute the gap at the end of the time step—depending on the type of
contact being modeled, this gap could be between a wire and a neighboring
cladding, between a wire and the hexcan, between two claddings, or between
a cladding and the hexcan—, which could be negative if contact occurs. This
is a prediction phase.

3. If the gap is closed, compute the increment in the crushing of the cladding
(δ), defined as the reduction of its diameter in the direction of contact.

4. Compute the increment in the strain tensor at the inner surface of the cladding,
in the line of contact, based on:
a) The crushing of the cladding.
b) Strain concentration factors at the inner surface of the cladding, identified

using detailed 3D elastic simulations of the crushing of a cladding5 (see
Figure 4.4a). The strain concentration factor is assumed to be the same
in presence of creep. This is motivated by the observation that the
irradiation creep is preponderant in normal irradiation conditions, and
that its term linear on stress (see Equation 2.32) is strongly dominant.

c) The increase of the internal diameter of the cladding, obtained without
considering the contact.

5. Compute the stress tensor at the inner surface of the cladding by integration
of its behaviour law, employing a thick shell formalism.

6. Compute the contact force in the bar element based on:
a) The stress state computed in the internal surface of the cladding, stress

(de)localisation factors obtained in the same detailed 3D simulation
employed to obtain the strain concentration factors, and on the computed
bending moments of the pipe element;

b) The internal pressure of the cladding, which counters its ovalisation.

5The strain concentration factors previously identified using the fuel pin geometry of the advanced
SFR designed at the CEA are used by default by DOMAJEUR2. If a different geometry is
defined, DOMAJEUR2 conducts the required 3D crushing simulation once at the beginning
of the thermomechanical simulation of the fuel bundle.
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7. Update the internal variables at the end of the time step, including:
a) For the sake of numerical stability, the use of a C1 function6 to describe

the contact force in the transition from open to closed gap. The same
approach is employed for the crushing δ.

b) The update of the ovalisation of the cladding taking into account its
flexion and the contact force computed in the previous step.

Underlying hypothesis of the contact model of the modified bar elements include:

• The claddings and the spacer wires involved in the contact have the same
material and geometrical properties. For example, when the contact between
two claddings is represented, both are considered to be equally deformed.

• The temperature, the irradiation dose, and the internal pressure are uniform
in the contact, so they take only one value in the bar element.

• The cladding flexion and ovalisation due to the tension of the spacer wire is
neglected, as well as the tension itself.

• The fuel pellet does not interact with the cladding.

4.5. Summary
In this chapter, we described DOMAJEUR2, a finite element based code for
the simulation of the thermomechanical evolution of SFR subassemblies under
irradiation, developed at the CEA and employed in this work. The main input
data required by DOMAJEUR2 to simulate the irradiation of a subassembly is the
evolution of the temperature and irradiation dose distribution of its constituents,
as well as the evolution of the pressure they are subject to. Two different finite
element models available in DOMAJEUR2, namely a beam based 1D model and a
fully 3D model, were described in this chapter. The 3D model has a significantly
higher associated computational cost, which limits its practical use to small bundles
of about 7 fuel pins. However, it is the only model that can capture the gradients
of the variables of interest in the circumference of the claddings. Both models
employ the same empirical laws to compute the swelling and irradiation creep
strains, although the stresses are computed differently. Finally, we described the
technique used by both models to treat the contacts between pins and between the
pins and the hexcan, based on the use of contact finite elements.

6C1 functions are differentiable functions whose derivative is continuous.
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Figure 4.4.: a) 3D simulation of the crushing of a fuel cladding under contact
forces of magnitude F and an internal pressure P . b) Scheme of the modified
bar element, linking the neutral axis of the pipe elements that represent the

claddings, employed to simulate the crushing of the cladding.
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5. Coupling Methodology
This chapter is dedicated to the methodology developed in this work for the cou-
pled thermal-hydraulic/thermomechanical simulation of SFR fuel bundles under
irradiation. The few preexisting coupled simulation approaches are discussed in
Section 5.1, and the new approach proposed in this work is introduced in Section 5.2.

A fundamental stage of this methodology requires conducting CFD simulations
in deformed fuel bundles, which involves the generation of their CAD represen-
tation, the definition of deformation dependent boundary conditions, and the
post-processing of the CFD simulations. These subjects are discussed in Section
5.3, where a brief description of the measures taken to increase the robustness of
the coupled simulation methodology is also given.

A second key step involves conducting the thermomechanical simulation of the
irradiation of the studied fuel bundle, for which boundary conditions based on the
results of the aforementioned CFD simulations need to be defined. This step is
addressed in Section 5.4, where the automatic post-processing of the thermome-
chanical simulations is also described.
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5.1. Preexisting coupled approaches
Early efforts to consider the coupling between the deformation of the fuel bundles
of fast reactors and their thermal-hydraulics were presented by (Ohmae, Morino,
Nakao, et al. 1972), by (Sakai, Okubo, and Hishida 1978) and by (Miki 1979). In
these works, the equilibrium of the bundle deformation and its temperature distri-
bution is evaluated employing low resolution lumped parameters thermal-hydraulic
codes that, despite being the state-of-the-art at the time, as discussed in Section
3.1.1, perform poorly when compared to currently available CFD techniques (Fan-
ning, W. D. Pointer, and Thomas 2009), especially in significantly deformed fuel
bundles (Baglietto, Fricano, and Sosnovsky 2014). Furthermore, Ohmae and Sakai
conduct the thermal hydraulic evaluations in some angular sectors of the bundle
only, even though the bundle does not exhibit such a symmetry. Additionally, the
methodology developed by the Ohmae is applicable only to bundles with spacer
grids instead of spacer wires, which makes the treatment of the mechanical contacts
more straightforward. In all cases, simplified models to compute the bundle defor-
mation and its effects on thermal-hydraulics were employed. For example, Sakai
only considers the effects of pin flexion, and Miki employs an analytical method
that ignores the effects of irradiation creep. Besides, Ohmae and Miki compute only
the static equilibrium between strains and thermal-hydraulics for one given instant.
Sakai considers the temporal progression of the irradiation but, like the others,
computes the swelling induced strains as instantaneous magnitudes depending only
on the last computed temperature. However, as discussed in Section 2.2.2, they
actually depend on the time evolution of the temperature during the irradiation,
since the deformation rate is temperature dependent.

A more comprehensive approach has been recently presented by (Uwaba, Hi-
royuki Ohshima, and M. Ito 2017), in which a bundle-thermomechanics code,
BAMBOO (Uwaba, M. Ito, Ukai, et al. 2005; Uwaba and K. Tanaka 2017) is
coupled with a thermal-hydraulic subchannel code, ASFRE (Kikuchi, Hiroyuki
Ohshima, M. Tanaka, et al. 2016), following the OS paradigm. In that work, a
more sophisticated beam-based finite element representation of the fuel bundle
is employed to simulate its deformation as a consequence of thermal expansion,
swelling, creep, and the mechanical contacts between fuel pins and between the pins
and the hexcan. Besides, as opposed to the aforementioned couplings, the total
cumulated irradiation induced strains are computed based on the time integration
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of the instantaneous strain rates. However, as in the approaches mentioned above,
a low resolution thermal-hydraulic code was employed, which relies on empirical
correlations to compute the cross flow between the different subchannels and, as
stated before, is outperformed by more modern CFD techniques. Additionally, the
impact of the deformation of the bundle on the coolant mass flow rate has been
ignored, which is also the case in the previously mentioned approaches even though
Uwaba, Miki and Ohmae acknowledge its existence (Uwaba, Hiroyuki Ohshima, and
M. Ito 2017; Miki 1979; Ohmae, Morino, Nakao, et al. 1972). Indeed, the bundle
deformation increases its hydraulic resistance which leads to a coolant redistribution
within the core, since less deformed subassemblies represent a preferential coolant
flow channel. As a consequence, the mass flow rate of the deformed subassembly
can be significantly reduced with respect to a non-deformed one, which has al-
ready been observed experimentally (Pol and Bourdot 1978, Pol and Bourdot 1979).

Finally, some of the results presented in the aforementioned publications are
contradictory. For example, while Miki, Sakai and Ohmae predict an increase in
the coolant temperature at the outlet of a deformed fuel bundle, the opposite is
predicted by Uwaba; in this case, the coolant flow redistribution in the deformed
bundle—while keeping the total coolant mass flow rate constant—is such that the
temperature at its central region decreases with deformation, while the temperature
at the periphery increases. In addition, Miki finds that changing the step of the
spacer wires has almost no effect on the deformation of the fuel pins and on the
thermal-hydraulics of the deformed bundle while, once again, the contrary is found
by Uwaba. These inconsistencies indicate that the complexity of the problem is such
that it is very difficult to draw general conclusions on the bundle behaviour, inde-
pendent from the specific geometry of the bundle and the boundary conditions that
apply. However, besides the complexity of the problem, the use of very simplified
models, specially for the calculation of the coolant flow and temperature distribu-
tion, certainly contributes to the observed discrepancies. Indeed, as discussed in
Section 3.1.1, the choice of the mixing coefficients and pressure drop correlations
employed in subchannel codes greatly affects the results of the simulations con-
ducted with them, and the prediction of the coolant temperature in the periphery of
the bundle tends to be poor, even in non-deformed geometries. Predicting the flow
redistribution in a deformed bundle using this approach is therefore very challenging.

Motivated by this, and as discussed in sections 1.4 and 3.1, in this work we
have developed a methodology based on the coupling between a RANS approach
implemented in STAR-CCM+, described in Section 3.3, and a finite element based
thermomechanical simulation tool, DOMAJEUR2, described in Chapter 4. This
methodology is described next.

109



5.2. Developed coupling methodology
For a simulation with DOMAJEUR2, the temperature history T (r, t) of the different
components of the subassembly—that is, the time evolution, during the irradiation,
of their spatial temperature distribution—must be specified. Traditionally, the
temperature distribution corresponding to the non-deformed fuel bundle would
be used for the whole irradiation period under consideration. In reality, as the
irradiation proceeds, the bundle deformation affects the temperature distribution,
generally inducing a gradual overall increase. This temperature increase, in turn,
has a feedback effect on the deformation that is caused by the swelling and creep
of the materials, which are temperature dependent phenomena.

To take this coupling into account, we consider the OS technique, which con-
stitutes the main multi-physics paradigm in reactor analysis and is based on the
input-output exchange between mono-disciplinary codes (Keyes, McInnes, Wood-
ward, et al. 2013; Mahadevan, Elia Merzari, Tautges, et al. 2014), in this case
DOMAJEUR2 and STAR-CCM+. This technique allows to profit from the ad-
vanced modelling capabilities of these codes and does not require their modification,
which would compromise preexisting validation efforts.

5.2.1. Basis of the coupling methodology
Applying the traditional explicit OS technique would imply recalculating the
temperature field in the deformed geometry obtained at each time step of the
thermomechanical simulation, and, then, using this field to calculate the deforma-
tion within the next time step. In this case, illustrated in Figure 5.1a, iterations
are not performed within each step of the thermomechanical simulation (TM in
this figure, where TH represents a CFD simulation), so the nonlinearities due to
the coupling between the two physics are not resolved within the step—i.e. the
temperature and the deformation fields are not converged within the step—, which
is why this approach is called loose OS coupling. Given its slow evolution, one
could consider a larger time step for updating the temperature distribution than
the one employed in the thermomechanical simulation but, since the temperature
would be constant within each of these larger time steps1, they would still need
to be small enough to capture the temperature time evolution during the irradiation.

Alternatively, a nonlinear iterative scheme could be applied within each time
step to converge the evolution of temperature and of deformation within it, in
a so called tight or strong OS coupling, as in the example illustrated in Figure

1Note that, in this approach, no information about the temperature at the end of a time step is
available at the start of that time step, which is why it is considered to be constant within
the time step.
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Figure 5.1.: a) Scheme of the algorithm of a non-iterative explicit OS coupling.
TM represents one time step of the thermomechanical simulation, which
computes the deformation distribution D at the end of the step. Each

thermal-hydraulic simulation, which yields the temperature distribution T , is
denoted by TH. The dependence of the position r of these distributions is

here dropped for simplicity. b) Scheme of the algorithm of an OS coupling in
which the deformation computed at the end of a given time step and the
temperature distribution obtained in a geometry characterized by that

deformation are converged by performing iterations.
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5.1b. Note that, in this scheme, the thermomechanical simulation within each
time step considers both the temperature at its beginning and at its end, unlike
the non-iterative scheme in which the temperature within the step is constant
and equal to the temperature at its beginning. One of the preferred techniques
to implement such an iterative scheme is the Picard iteration, which favours the
OS implementation since it does not require the modification of the mono-physics
solvers (Mahadevan, Elia Merzari, Tautges, et al. 2014). In this case, as we will see
in Section 5.2.2, the iterative procedure within each time step can be written in
terms of an operator Φ as follows:

yk+1 = Φ(yk) (5.1)

where yk is the solution vector obtained in the kth iteration. This procedure
converges to the fixed point solution y∗ = Φ(y∗) provided that the operator Φ is a
contractor, that is:

‖Φ(x)− Φ(y)‖
‖x− y‖

≤ γ (5.2)

with γ ∈ (0, 1), ∀(x,y) ∈ S, where S is a closed set containing y∗. Under these
conditions, the iterative process converges independently of the choice of the initial
iterate y0 ∈ S (Kelley 1995).

However, performing one CFD calculation per time step of the thermomechan-
ical simulation—or more than one if Picard iterations within the time step are
considered—can lead to prohibitively high computational costs that, additionally,
are not justified if, for example, the deformation within the time step is not high
enough to induce a significant perturbation on the temperature field, which is
indeed the case at least until the swelling incubation dose is exceeded. Preliminary
simulations we conducted (Acosta 2017) indicated that considering the coupling
between thermomechanics and thermal-hydraulics had a significant impact on the
EOL deformation of the bundle. However, the magnitude of this impact was not
found to be too dependent on the precise temperature time evolution, but rather
depended on the temperature level towards the end of the irradiation, which—as
discussed in Section 6.8—determines the deformation rate during the period of
significant deformation.

For these reasons2, an alternative approach has been adopted in this work,
with the goal of studying the coupling effects and of obtaining an estimation
of the impact of the coupling on the behavior of the bundle, while limiting the
associated computational cost. This approach is based on prescribing a fuel
cladding temperature history, employed for the thermomechanical simulation of

2Additionally, as of the start of this work, DOMAJEUR2 did not yet have the capability of
updating, between successive time steps, the temperature history that, instead, is loaded from
an input file at the beginning of the simulation.
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the irradiation, given by:

T̃ (r, t) = f({T (r, ti) : ti ∈ K}, t) (5.3)

where f denotes an interpolation function, and {T (r, ti) : ti ∈ K} the set of temper-
ature distributions T (r, ti), obtained with CFD simulations in deformed geometries
computed by DOMAJEUR2 at the calculation times ti in the set K, itself a subset
of the set T of all the calculation times. The temperature history T̃ (r, t) thus
defined is employed as input for the thermomechanical simulation of the entire
irradiation period under consideration, which constitutes a global iteration, and it
is repeated until convergence of the deformation field at EOL. In each global iter-
ation, T̃ (r, t) is modified considering the last computed bundle deformation history3.

A scheme of the resulting algorithm is presented in Figure 5.2, where D(ti)
and T (ti) represent the deformation and temperature distributions computed at
a time ti, and the dependence on r was dropped for simplicity. The superscript
k refers to the value of a variable computed in the kth global iteration. We will
see, in Section 5.2.2, that the choice of K—i.e. the choice of the calculation times
for which CFD simulations are conducted and then interpolated to compute the
temperature history—allows to approximate the reference solution given by the
algorithm presented in Figure 5.1b, which iterates until convergence within each
step of the thermomechanical simulation, as much as one desires. However, the
main idea behind the developed methodology is to keep the number of elements of
K as low as possible, while still being able to correctly represent the physics of the
problem.

To illustrate the developed methodology, we firstly consider the case in which only
the temperature distribution obtained in the non-deformed bundle at t = 1 FPD =
tBOL, T (r, tBOL), and the distribution obtained in the fully deformed bundle at the
end of the irradiation, T (r, tEOL), are used for the temperature interpolation, such
that K = {tBOL, tEOL} and T̃ (r, t) = f({T (r, tBOL), T (r, tEOL)}, t). The coupled
simulation can be divided into one initialization stage, represented schematically
for given point in the fuel bundle in Figure 5.3, and an iterative stage, similarly
illustrated in Figure 5.4.

In the initialization stage, a CFD calculation is carried over in the non-deformed
geometry, and only the temperature distribution T (r, tBOL) thus obtained4—called

3Note that the impact of the deformation on the hexcan temperature is not considered here, so
the coupling implemented is based on the modification of the cladding temperature history
T̃ (r, t) according to the deformation level of the bundle. As discussed in sections 2.2.5 and 2.4,
the deformation of the hexcan is very low compared to the deformation of the fuel bundle, and
it is not expected to have a significant impact on thermal-hydraulics. The coupling feedbacks
on this very low deformation are thus neglected.

4It should be noted that, at tBOL, the deformation is not strictly null, due to thermal expansion.
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Figure 5.2.: Scheme of the algorithm of the OS coupling developed in this work, in
which the thermomechanical simulation of the entire irradiation period is
conducted in each global iteration, using as input a prescribed temperature

history T̃ k(t) which is updated in each iteration.

nominal temperature distribution—is used to construct a first temperature history,
since at this point of the simulation T (r, tEOL) is not yet known. In this history, the
temperature distribution is considered to remain constant, and equal to T (r, tBOL),
after 1 FPD of heating up from an isothermal state, denoted by Tcold. The initial-
ization stage ends when the temperature history thus defined is used as input for a
first thermomechanical simulation of the irradiation period under consideration.
This stage is equivalent to the traditional practice for the non-coupled subassembly
simulations, and provides a first estimation of the strain and stress states of the
fuel bundle at the end of the irradiation, referred to as nominal deformation or
stress state.

However, considering the very low feedback it has on the bundle deformation and to avoid
an additional CFD simulation that would be required to take it into account, it is here
neglected. At EOL, however, thermal expansion is considered, as to improve the accuracy of
the T (r, tEOL), employed to verify SFR design criteria.
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Figure 5.3.: Schematic representation of the initialization stage of the coupled
simulation, which corresponds to the traditional practice for simulating SFR
fuel subassemblies. The temperature time evolution corresponds to a given
point within the fuel bundle, and the diametral deformation of the cladding at
that point is used to represent the evolution of the geometry of the bundle. A

reactor heating up phase between t = 0 and t = tBOL is represented.

Figure 5.4.: Schematic representation of the iterative stage of the coupled
simulation. The trends observed for the temperature and deformation
distributions in the coupled calculations are represented in red, and

correspond to a given point within the fuel bundle. In this example, a linear
temperature evolution between BOL and EOL is considered after the initial

heating up phase.
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The second, iterative stage starts with an EOL deformed geometry previously
obtained. A CFD simulation is carried over in this deformed geometry, and the
resulting temperature field T k(r, tEOL), where k indicates the iteration number,
is employed to construct a new temperature history T̃ k(r, t) that is used next as
input for a new thermomechanical simulation. In the example presented in Figure
5.4, T̃ k(r, t) is computed by considering a uniform temperature Tcold at t = 0, the
nominal temperature distribution T (r, tBOL) at t = 1 FPD = tBOL, the distribution
in the fully deformed bundle T k(r, tEOL) at the end of the irradiation, and by
linearly interpolating the temperature distribution between those times5. This
gives:

T̃ k(r, t) =
Tcold + t

tBOL
(T (r, tBOL)− Tcold), for 0 ≤ t ≤ tBOL

T (r, tBOL) + (t−tBOL)
tEOL−tBOL

(T k(r, tEOL)− T (r, tBOL)), for tBOL ≤ t ≤ tEOL
(5.4)

Evidently, the modified temperature history used for the new thermomechanical
calculation might lead to a different EOL deformation level, so the second stage
is repeated iteratively until two successive iterations yield the same deformed
geometry, within a specified tolerance. Even though the impact of the coupling is
dependent on the operational conditions of the subassembly, the generally observed
tendency is indicated in Figure 5.4 with red lines. Namely, a temperature increase
in the deformed geometries that leads to a reduction of the bundle deformation,
explained by the temperature dependence of creep and swelling discussed in Section
2.2.2.2. In all cases evaluated in this work, only a few iterations were needed for
reaching convergence (< 5), as illustrated by the example discussed in Section 6.5.

To summarize, the traditional OS technique of updating the temperature distri-
bution at regular time intervals during the thermomechanical simulation—for every
one of which at least one CFD simulation in a partially deformed bundle would be
required—is here replaced by prescribing the time evolution of the temperature
distribution. This temperature history is given as input to DOMAJEUR2 at the
beginning of the thermomechanical simulation, which is iteratively repeated until
convergence. At each iteration, the temperature history is modified to take into
account the evolution of the bundle deformation computed in the previous iteration.

This means that the thermomechanical simulation of the entire irradiation is
repeated with each iteration (therefore called global iteration here), as opposed

5 This implies that the variation in subassembly power, which is a consequence of its burn-up
and affects the temperature distribution, is not considered in this case. We will see in Section
5.4.1 that a slightly different treatment is done when the variation of power is taken into
account.
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to only simulating the irradiation over one time step, updating the temperature
distribution, and continuing with the next step. The latter approach would require
more CFD computations, but the thermomechanical simulation could be conducted
only once, if iterations within each time step are not done.

As explained before, other than reducing the number of CFD simulations re-
quired, the main motivation for adopting the global iteration strategy is based on
preliminary assessments of the sensitivity of the final state of the bundle to the
accurate representation of the evolution of temperature, especially early within the
irradiation. However, considering the computational cost of each simulation further
encourages the adoption of the approach that iterates over the whole irradiation.
Indeed, to simulate a 217-pin fuel bundle, less than 5 hours were required to run
the thermomechanical simulation, while meshing and running a CFD simulation
required, with the same computer, up to two days. Considering that the thermome-
chanical simulation of the irradiation of a subassembly is divided into ∼ 100 time
steps, a first estimation of the total computational time of a coupled simulation
yields 200 days for the explicit, non-iterative coupling illustrated in Figure 5.1a,
and 9 days with the methodology here developed.

5.2.2. Algorithm
Evidently, a defining choice in this methodology is the temperature interpolating
function f . We firstly consider the limiting case in which K = T and the interpola-
tion is linear, which means that T̃ (r, t) is computed by linearly interpolating the
temperature distributions obtained with CFD simulations in every deformed geome-
try computed by DOMAJEUR2. The resulting algorithm is presented in Figure 5.5.

In this case, we can show that iterating until convergence within each time
step ∆t of the thermomechanical simulation and then proceeding to the next time
step (Method A, reference algorithm illustrated in Figure 5.1b) leads to the same
result than iterating over the whole irradiation period (Method B, a particular case
of the methodology developed in this work and illustrated in Figure 5.5). Here,
the reference Method A is assumed to converge, and the goal of the following
paragraphs is therefore to show its equivalence to Method B, and not to prove the
convergence of the latter. The convergence of the coupled simulations conducted
in this work is discussed in Section 6.4.
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Figure 5.5.: Scheme of the algorithm of the OS coupling developed in this work,
for the particular case of K = T. In this case, every temperature distribution
T (ti) is obtained with a CFD simulation in the geometry characterized by the

deformation D(ti). The dependence on r of these distributions is here
dropped for simplicity.
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Equivalence between global and local iterative methods

To show this equivalence, in what follows, we evaluate a time step of the thermo-
mechanical simulation from a time t = ti up to a time t = ti + ∆t = ti+1, where
the temporal discretization for the thermomechanical simulation is assumed to be
the same in both methods, as well as all the loadings other than temperature6. We
represent the thermomechanical simulation within this time step with an operator
Φ, such that:

D(r, ti + ∆t) = Φ(D(r, ti), T (r, ti), T (r, ti + ∆t)) (5.5)

whereD(r, ti+∆t) is the deformation distribution at time t = ti+∆t, which depends
on the deformation and temperature at the beginning of the time step, D(r, ti) and
T (r, ti), but also on the temperature distribution at its end, T (r, ti + ∆t). The
dependence of T (r, ti + ∆t) arises from the need of integrating the constitutive
laws within the time step, which depend on temperature. This integration is done
by considering a linear temperature evolution between t = ti and t = ti + ∆t.
Additionally, the CFD simulation in a geometry characterized by a deformation
D(r, ti) is represented by an operator Ψ, such that:

T (r, ti) = Ψ(D(r, ti)) (5.6)

Employing these definitions, we can describe the iterative processes of Method A
and of Method B as follows.

Method A: iterations within each time step of the thermomechanical simula-
tion.

Step ti → ti + ∆t:

—— Initial Values:

DA(r, ti) and TA(r, ti)

These distributions are obtained after the convergence of the iterative process
in the previous time step, or, if the first time step is considered, they correspond
to the initial deformation D(r, t = 0) and temperature T (r, t = 0).

—— First iteration:

6These loadings include the irradiation dose, the subassembly power distribution, the fission
gas pressure, etc., and they are not explicitly considered here since they are inputs for the
simulations conducted in our work, and they are not modified in the implementation of the
coupling here developed.
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D1(r, ti + ∆t) = Φ(DA(r, ti), TA(r, ti), TA(r, ti))
T 1(r, ti + ∆t) = Ψ(D1(r, ti + ∆t))

Note that, in this first iteration, the temperature at the end of the time step is
initially not know, so it is assumed to be the same as at the beginning of the step.

—— Iteration k, with k > 1:

Dk(r, ti + ∆t) = Φ(DA(r, ti), TA(r, ti), T k−1(r, ti + ∆t)) (5.7)

T k(r, ti + ∆t) = Ψ(Dk(r, ti + ∆t))
Finally, using Equation 5.6, Equation 5.7 can be re-written in terms of the
deformation only:

Dk(r, ti + ∆t) = Φ(DA(r, ti),Ψ(DA(r, ti)),Ψ(Dk−1(r, ti + ∆t))) (5.8)

Method B: global iterations over the entire irradiation period.

Step ti → ti + ∆t:

—— Starting values:

T 0(r, ti) and D0(r, ti)

T 0(r, ti) is the temperature distribution prescribed at the beginning of the
considered time step (i.e. T̃ 0(r, ti)), and it is independent of the preceding
steps since no iterations were conducted before this point to take them into
account. The deformation D0(r, ti) is computed in the previous time step
of the thermomechanical simulation. Unlike the case of Method A, in which
the deformation at the start of the time step is the converged value from
the previous step, D0(r, ti) is here only a first guess. If the first time step is
considered, D0(r, ti) = D(r, t = 0) and T 0(r, ti) = T (r, t = 0).

In Method B, the thermomechanical simulation of the entire irradiation is
done in each global iteration. For this reason, up to a given iteration k = j,
both Dk(r, ti) and Dk(r, ti + ∆t) are modified in each iteration. Considering
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Equation 5.6, we can see that the same applies for T k(r, ti) and T k(r, ti + ∆t).
In other words, both the states at the start and at the end of the time step are
evolving with each global iteration. At iteration k = j, the state at the start
of the time step, {T k(r, ti), Dk(r, ti)} converges to {TB(r, ti), DB(r, ti)}. Note
that, since the state at the end of the time step, {T k(r, ti∆t), Dk(r, ti∆t)},
depends on the state at its beginning, the first cannot converge before the
second. Considering this, we divide the iterative process in two, as follows:

—— Iteration k with k ≤ j:

Dk(r, ti + ∆t) = Φ(Dk−1(r, ti), T k−1(r, ti), T k−1(r, ti + ∆t))

T k(r, ti + ∆t) = Ψ(Dk(r, ti + ∆t))

—— Iteration k with k > j:

Dk(r, ti + ∆t) = Φ(DB(r, ti), TB(r, ti), T k−1(r, ti + ∆t)) (5.9)

T k(r, ti + ∆t) = Ψ(Dk(r, ti + ∆t))

Here again, using Equation 5.6, Equation 5.9 can be re-written in terms of the
deformation only:

Dk(r, ti + ∆t) = Φ(DB(r, ti),Ψ(DB(r, ti)),Ψ(Dk−1(r, ti + ∆t))) (5.10)

Comparing equations 5.8 and 5.10, we can see that both methods will converge to
the same fixed point of the operator Φ ifDA(r, ti) = DB(r, ti), i.e. if the deformation
at the beginning of the time step under consideration is the same in both cases. For
the first time step, both methods start with the same D(r, t = 0) = DA(r, t = 0) =
DB(r, t = 0)7, so both converge to the same D(r, t = ∆t). Then, for the second

7The initial deformation distribution—as the initial temperature distribution—is part of the
initial conditions of the coupled simulation, assumed to be the same for both methods. In
practice, the initial deformation is always null, since the starting point of the simulation is
the nominal, non-deformed bundle geometry.
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time step ∆t→ 2∆t, we have DA(r, t = ∆t) = DB(r, t = ∆t) = D(r, t = ∆t) and
therefore both methods converge to the same D(r, t = 2∆t). The same reasoning
can be applied sequentially to all time steps to conclude that both methods converge
to the same D(r, ti) ∀ti ∈ T.

Reducing the computational cost of the simulations

From the discussion of the previous section, it should be clear that setting K = T
to obtain the temperature history T̃ (r, t) is practically non feasible due to the very
high computational cost associated with performing one CFD simulation in the
deformed geometry computed at every step of the thermomechanical simulation,
per global iteration. The idea behind the methodology developed in this work is
therefore to use a reasonable approximation of T (r, t) while limiting the number
of CFD simulations employed to obtain it. This approximation is detailed in
Section 5.4.1, where we will see that the deformation at every time step of the
thermomechanical simulation is taken into account in its definition. In this case,
we can expand the definition of the interpolating function given by Equation 5.3
and write:

T̃ (r, t) = f({T (r, ti) : ti ∈ K}, {D(r, ti) : ti ∈ T}, t) (5.11)
When the deformation computed in a given iteration is used to define the tempera-
ture history T̃ (r, t) to be used as input for the thermomechanical simulation of the
next iteration, the resulting iterative algorithm can be represented as in Figure 5.6.
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Figure 5.6.: Scheme of the algorithm of the OS coupling developed in this work, in
the general case where the deformation computed at every time step of the
last thermomechanical simulation is also used as input of the interpolation
function f , used to compute the temperature history T̃ k(r, t) used as input

for the next thermomechanical simulation.

5.2.3. Implementation
To implement the methodology outlined in the previous sections, an ad hoc numeri-
cal platform has been developed. Traditionally user intensive tasks been automated
in this platform, including:

1. The preparation and execution of the required CFD simulations, described
in Section 5.3. This includes the generation of the CAD representation of
the fuel bundle, the prescription of boundary conditions that depend on the
deformation, and the post-processing of the simulations.

2. The preparation and execution of the required DOMAJEUR2 simulations,
described in Section 5.4, including the construction of the bundle temperature
history T̃ (r, t) based on the CFD results, as well as the post-processing of
these simulations.
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The main steps of the resulting iterative algorithm are schematically represented
in Figure 5.7, where the initialization and the iterative stages described in Section
5.2.1 are indicated. These steps are summarized below.

At the beginning of a coupled simulation, the CAD model of the nominal bundle
is generated from its non-deformed dimensions (IN1 in Figure 5.7), and it is used to
conduct two CFD simulations; one with the BOL power distribution (IN2), and one
with the EOL power distribution (IN3), affected by the burn-up of the subassem-
bly. Then, these two simulations are post-processed (IN4), as detailed in Section
5.3.4, to obtain the fuel cladding temperature profiles needed to construct the
temperature history used, later on, as input for a first thermomechanical simulation.

Since only the fluid domain is represented in the CFD simulations, only the
temperature at the external surface of the claddings is readily available. However,
the more representative cladding mid-thickness temperature is used as input by
DOMAJEUR2. Then, this temperature is computed from the cladding surface
temperature and the linear power profile by considering the heat conduction in
the radial direction, as described in Section 5.3.4 (IN5). The resulting cladding
temperature distribution is used to construct the nominal temperature history
(IN6), as detailed in Section 5.4.1. Finally, this temperature history is used as input
for a first DOMAJEUR2 (DMJ2) simulation of the subassembly irradiation (IN7).

The iterative stage of the simulation starts by post-processing the DOMAJEUR2
simulation (IT1), with a procedure described in Section 5.4.2. The computed
deformation is employed to construct the CAD model of the deformed bundle (IT2),
as detailed in Section 5.3.1.

The bundle deformation leads to a reduction of the coolant mass flow rate, and
the model developed to take this into account (IT3) is described in Section 5.3.2.
Additionally, the diametral strain of the claddings modifies their heat exchange
surface. Then, the deformed geometry is taken into account to compute the surface
heat flux profile employed as thermal boundary condition for the CFD simulations
(IT4), as detailed in Section 5.3.3.

After generating the deformed CAD and computing the deformation dependent
boundary conditions, a CFD simulation of the deformed fuel bundle is conducted
(IT5) and afterwards post-processed (IT6), which includes the computation of the
heat conduction in the thickness of the claddings (IT7). We will see in Section 5.4.1
that the temperature distributions computed in the deformed and non-deformed
geometries—as well as, in some cases, the last computed evolution of the defor-
mation of the bundle—are employed by the interpolating function f in order to
compute a bundle temperature history (IT8), which is employed as input for a new
thermomechanical simulation (IT9).
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Figure 5.7.: Scheme of the main steps of the coupled simulation algorithm.
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This iterative stage is repeated until the difference between the EOL deformation
distribution computed by two successive iterations falls below a specified tolerance
or, alternatively, after a prescribed number of iterations is reached.

The main program that implements all the procedures required for a coupled
simulation has been written in the PYTHON coding language. The post-processing
routines of the CFD simulations and the algorithm that generates the CAD repre-
sentations of the fuel bundle have been coded in JAVA, the language employed for
STAR-CCM+’s macros. Finally, the post-processing routines of the DOMAJEUR2
simulations were coded in GIBIANE, the Fortran based programming language in
which both Cast3M and DOMAJEUR2 are written.

5.3. CFD of deformed fuel bundles
5.3.1. Generation of the CAD model of a deformed bundle
In order to conduct CFD simulations of deformed fuel bundles, their CAD represen-
tations have to be firstly defined. To do so, the strains and displacements computed
by DOMAJEUR2, and post-processed as described in Section 5.4.2, are employed.
Two different procedures have been implemented to this end using the CAD modeler
of STAR-CCM+. The first takes into account the axially non-uniform diametral
strain of each fuel pin, while the second considers their helical flexion as well. These
two procedures are described next.

5.3.1.1. Considering the diametral deformation only

If only the diametral deformation is considered, the cross section of the cladding
is circular at any given axial position, and the fuel pin—without considering its
spacer wire—has rotational symmetry around its longitudinal axis. To generate
the CAD representation of a given pin, the axial profile of its deformed radius,
computed with DOMAJEUR2 and post-processed as described in Section 5.4.2, is
employed. This profile describes the entire length of the fuel pin, while only an axial
section—typically the heated column—between the axial positions z0

CFD and z1
CFD,

measured from the base of the pin, might be represented in the CFD simulations.
Then, only the section of the profile between z0

CFD and z1
CFD is imported into

STAR-CCM+. This profile is then rotated around the longitudinal axis of the pin
to generate a solid revolution body, as illustrated in Figure 5.8.

To represent the spacer wire that is helically wrapped around the fuel pin, a
sweep body is generated. A sweep body is a 3D body generated by displacing a 2D
sketch along a path defined by a curve. In this case, the 2D sketch is the circular
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Figure 5.8.: Rotation of the axial profile of cladding external radius that produces
a solid body with rotational symmetry, which represents the fuel pin.

cross section of the wire at the base of the pin—which is assumed constant since
the wire deformation is not represented—, while the path is the helix defined by
the centerline of the wire as it goes around the cladding.

The helical path is generated by defining points with a helix radius rhi , measured
from the axis of the pin, at each axial position zi and azimuthal angle θhi . At z0

CFD,
the initial angle of the wire θw0 is prescribed. Then, θhi is computed as:

θhi = θw0 + 2π zi
H

(5.12)

where H is the prescribed step of the helix. The radius rhi of the helix depends on
the deformed cladding radius at that altitude, rci , which is given by:

rci = rec + ∆rec(zi) (5.13)

where rec is the nominal external radius of the cladding, and ∆rec(zi) the increase
in the cladding external radius computed by DOMAJEUR2 at the axial position zi,
for the calculation time under consideration. The radius rhi is then computed as:

rhi = rci + rw − εinter (5.14)

where rw is the radius of the wire, and εinter the small interpenetration introduced
between the wire and the cladding to avoid the line contact that leads to meshing
issues, as discussed in Section 3.3.6. To produce a smooth helical path, essential
to obtain a good representation of the spacer wire, its needed axial discretization
was found to be superior to that of the axial profiles of the cladding radius, which
depends on the discretization employed in DOMAJEUR2. Therefore, the values rci
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are linearly interpolated between the values computed by DOMAJEUR2.

To create the circular sketch needed for sweeping the wire, a sketch plane needs
to be defined. If a plane normal to the axis of the pin is chosen, the circular cross
section of the wire would be, all along its length, perpendicular to this axis instead
of being perpendicular to the helical path. Given the small angle of the helix
with respect to the axis of the pin (∼ 10°), this approximation is not expected
to have a significant impact on the thermal-hydraulics of the bundle. However, it
was observed to give place, in some highly deformed pins, to an irregular contact
between the wire and the cladding that induced the failure of the CAD genera-
tion. For this reason, this approximation was only retained as an option, while the
default wire generation procedure uses a tilted plane to sketch the wire cross section.

To define the normal of the tilted plane, the vector nw = Ph
1Ph

2 is considered,
where Ph

1 and Ph
2 are the first two points in the helical path with z ≥ z0

CFD, as
illustrated in Figure 5.9. The origin of the plane is set at the center of the wire
cross section at the base of the pin, i.e. at Ph

1 . The circular wire cross section is
then sketched in the tilted plane thus defined, and it is used for the sweep operation.
This procedure results on a solid body representing the wire-wrapped fuel pin as
illustrated in Figure 5.10. It can be observed that the wire extends below and
above the length of the cladding, since some points of the helical path are defined
for z < z0

CFD, and some for z > z1
CFD. The purpose of this will become apparent

later in this section.

n
w

r
w

Ph1

z

Ph2

z0CFD

Helical p
ath

Figure 5.9.: Sketch of the tilted cross section of a spacer wire, normal to the helical
path that defines the position of its center along its length.
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Figure 5.10.: CAD representation of a fuel pin and its spacer wire.

After the wire-wrapped pin is generated, it is displaced laterally to place it in
its corresponding position in the hexagonal arrangement. Then, the procedure
described above is repeated for every pin of the fuel bundle, each of which might
have a different deformation profile.

This procedure allows to generate a representation of the fuel pin bundle, while a
representation of the fluid domain around the pins and inside the hexcan is needed
to conduct the CFD simulation. To obtain the latter, a hexagonal cross-sectional
body with the internal dimension of the hexcan is first created in the CAD manager.
Then, the bodies representing the fuel pins are subtracted from the hexagonal body,
which extends from z0

CFD to z1
CFD. The extension of the spacer wires below and

above the hexagonal body ensures that, after the subtraction operation, their top
and bottom faces are normal to the axis of the bundle and at the same height than
the upper and lower boundaries of the fluid domain, as illustrated schematically in
Figure 5.11a for the upper boundary. If they had not been extended, these faces
would be tilted as illustrated in Figure 5.11b, giving place to a thin wedge occupied
by the fluid, which is not present in reality and produces meshing difficulties and,
at the base of the bundle, a stagnation point for the fluid.

As described in Section 3.3.5, besides the small wire-cladding interpenetration
εinter introduced to avoid the line contact between them, which leads to meshing
issues, the option of smoothing out the contact lines with circular fillets has been
also implemented in the CAD generation algorithm. When this option is activated,
a circular fillet of radius rfillet = rw/8 is applied, for each fuel pin, to the two lines
defined by the intersection between the spacer wire and the cladding (see Figure
3.7b), that replace the unique tangential contact line that would be defined if no
interpenetration was introduced. When the filleting was employed in combination
with the wire generation procedure that defines its cross section on horizontal planes,
CAD generation errors where encountered in some simulations. This behaviour,
discussed in Section 5.3.1.3, was not observed when the procedure using tilted
planes was employed.
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Figure 5.11.: Sketch of the upper end of the CAD representation of a wire-wrapped
fuel pin. In (a), the upper face of the wire is normal to the axial direction z,
and contained in the plane that defines the boundary of the fluid domain. In
(b), the upper face of the wire is tilted, giving place to a thin fluid wedge.
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5.3.1.2. Considering the diametral deformation and the helical flexion

When the helical flexion of the fuel pins is considered in the CAD model, they no
longer present the rotational symmetry that allowed to generate the revolution
bodies by rotating the axial profile of the deformed radius, as explained in the
previous section. In this case, the solid bodies that represent the deformed claddings
are generated using loft operations. In a loft operation, a solid body is created by
fitting surfaces between a series of closed 2D sketches that define the cross section
of the body, as in the example presented in Figure 5.12 where a loft body is created
by joining three elliptic sketches.

Plane 1

Plane 2

Plane 3

Sketch 1

Sketch 2

Sketch 3

Figure 5.12.: Example of a solid body created by a loft CAD operation, joining 3
elliptic sketches. The planes on which the sketches are defined are also

indicated.

To generate the body representing a given pin, the sketches used for the loft
operation are the circles—since the ovalisation of the claddings is not represented—
that define the cross section of the cladding at different axial positions. Since the
pin is twisted, its cross section is no longer perpendicular to the vertical axis z,
but to the curvilinear axis that defines its centerline. This is illustrated in Figure
5.13 for an axial position zi. However, representing this in the CAD model would
require the creation of one tilted plane per axial position, on which the circular
sketch of the cladding cross section should be created. As we will see in Section
5.3.1.3, this procedure would lead to a severe slow down of the CAD generation.
For this reason, to construct the flexed fuel pin, we consider that the cladding cross
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section is perpendicular to the vertical axis z at every axial position computed
by DOMAJEUR28. This approximation is illustrated in Figure 5.13 for z = zj.
Evidently, this approximation improves as the angle α between the tilted and
horizontal cross sections becomes smaller. In the simulations conducted in this
work, the maximal value of α was ∼ 1°, so the approximation was judged to be
adequate.
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r
i

rj

Cladding

Pi

Pj

z
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Pj+1

Pi+1

zi

zj

Figure 5.13.: Sketch of a twisted fuel pin, of its tilted cross section at z = zi and of
the horizontal cross section, at z = zj , employed—given the small value of the

angle α—as an approximation to construct the CAD model of the pin.

Then, one circular sketch is defined for each axial position computed by DOMA-
JEUR2 between z0

CFD and z1
CFD, and these are used to create the loft body that

represents the helically flexed fuel pin with axially varying diameter. To define
the circular cross section at an axial position zi, the deformed radius ri computed
by DOMAJEUR2 at that position is used. The center Pi of the circular sketch is
defined by the computed lateral displacement of the cladding centerline at that
axial position, ∆xi and ∆yi, such that, in Cartesian coordinates with origin at the
center of the base of the non-deformed fuel pin, Pi = (∆xi,∆yi, zi). As discussed
in Section 5.4.2, the axial profiles of ∆x and ∆y are produced, for each fuel pin, by
the automatic post-processing of the DOMAJEUR2 simulations.

The procedure to generate the body that represents the spacer wire around
the pin described in the previous section is employed, and the filleting of the

8Considering horizontal planes allows them to be shared by all fuel pins, instead of having to
define a different set of tilted planes per fuel pin.
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wire-cladding contact is also an option of the algorithm in this case. This leads to
a CAD representation of a deformed pin and its spacer wire like the one presented
as an example in Figure 5.14.

This procedure is repeated with each fuel pin in the bundle, which is placed at
its correct position in the hexagonal arrangement before performing the operation
that allows to obtain the CAD representation of the fluid domain between the fuel
pins and inside the hexcan, described in the previous section.

Figure 5.14.: CAD representation of a helically flexed fuel pin and its spacer wire.
The lateral displacement of the pin computed by DOMAJEUR2 has been

multiplied by 40 to obtain the CAD model presented in this figure.

5.3.1.3. Robustness and performance

In a coupled simulation, several CFD simulations on deformed fuel bundles are
conducted, and a different CAD model is automatically generated for each of them.
It is then of utmost importance that the algorithm that generates the CAD model
is robust, that is, that the CAD generation is successful for any deformed bundle
computed by DOMAJEUR2. Given the complex geometry and the very irregular
deformation patterns computed in the thermomechanical simulations, this proved
to be a challenging task, and significant efforts were made to avoid the CAD
generation failure.

Consequently, several measures have been implemented in the CAD generation
algorithm to avoid failure, or rather to make the necessary corrections in case of
initial failure, which cannot be predicted just from its input parameters, produced
by DOMAJEUR2. The general principle of these measures is that, in the case that
the CAD generation produces an error, it is firstly automatically caught to avoid
the failure of the entire coupled simulation. Then, the CAD generation procedure
is restarted with the same input data, but in a—less efficient—mode in which the
success of each individual CAD operation is evaluated, to determine the operation/s
that produce the encountered error. Then, corrections are done and the process is

133



repeated until the CAD generation is successful, so that the coupled simulation
can then continue.

The automatic corrections implemented include:

• The modification of the tolerance used in the CAD operations, in particular
the operation in which the fuel pins are subtracted from the hexagonal prism
that represents the sodium inside the hexcan;

• The modification of the radius of the fillets between the claddings and the
wires, in the range [0.9 rw8 , 1.1

rw

8 ], which was verified to have a negligible
impact on the cladding temperature distribution;

• The modification of the radius of the claddings at the axial positions more
susceptible of inducing a CAD error. These positions are the ones in which the
distance between two CAD surfaces are close to the tolerance employed in the
CAD modeller, which are automatically identified by a routine implemented
that then locally changes the cladding radius by a small factor εcorrection <
rec/1000, which has negligible effect on the thermal-hydraulics of the bundle
but allows to avoid the CAD generation error.

In every simulation where one of these corrections is automatically applied, a
full report of the changes made to the geometry or the CAD modeler parameters is
produced.

Out of the procedures described in the previous sections to generate the CAD
model, the one that exhibited more robustness issues was the procedure that defines
the cross section of the spacer wires on horizontal—instead of tilted—planes, and
specially when used in combination with the filleting of the cladding-wire contact.
This procedure was nevertheless kept as an option of the CAD generation algorithm
because it did not lead to errors when generating non-deformed or slightly deformed
fuel bundles, and because it is the fastest of the implemented procedures.

The procedure that generates the cross section of the wires on tilted planes is
slightly slower, since more objects (planes, axis, points) need to be defined in the
CAD modeler to generate the fuel bundle. However, the CAD generation time
remains of the same order than the first algorithm, both taking about 1 hour for
a 217 fuel bundle. On the other hand, the number of objects that need to be
defined in the algorithm to generate twisted pins increases drastically, since one
circular sketch needs to be defined per fuel pin and per axial position computed
by DOMAJEUR2. This did not pose great difficulties when simulating small fuel
bundles of 7 to 19 fuel pins, but the CAD generation time was found to grow
more than linearly with the number of pins, which resulted in a generation time of
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approximately 20 hours for a 217 pin bundle9. The support team of STAR-CCM+
indicated that they are currently working on solving an internal issue of the CAD
modeler that produces a severe slow down of the CAD operations with growing
number of total objects defined.

5.3.2. Model to estimate the coolant mass flow rate in
deformed subassemblies

To be able to evaluate the impact of the geometrical deformation on the thermal-
hydraulic behaviour of the fuel bundle, it is essential to consider the mass flow
rate variation that it induces—caused by an increased hydraulic resistance in the
deformed condition—which is used as hydraulic boundary condition at the inlet of
the CFD domain. Even though only the heated length of the fuel bundle is consid-
ered in the CFD simulations here presented, the relationship between mass flow
rate and deformation depends also on the geometry of the rest of the subassembly,
including its inlet nozzle and upper section. Therefore, a model that represents the
entire subassembly is required to estimate the coolant mass flow rate in a deformed
fuel bundle.

In the model here implemented, one SFR subassembly is considered to undergo
significant geometrical deformation within a non-deformed core. This situation is
representative of the experimental irradiation of one subassembly, which typically
remains in the core for a significantly longer period of time than the rest of the
subassemblies and, as a consequence, undergoes a much higher deformation. In this
case, the increased hydraulic resistance of the deformed bundle would divert some
of the coolant flow towards the neighboring, less-deformed subassemblies. Then,
to estimate the coolant mass flow rate in the deformed subassembly, we make the
following simplifying hypotheses:

• Only the average diametral strain ∆D of the heated length of the fuel pins
is considered, and it is employed to compute a reduced hydraulic diameter
D∗h. Experimental evidence indicates that the diametral strain of the fuel
pins is concentrated on their heated lengths, a result that is also obtained
in the simulations conducted in this work (see Section 6.16). The other
deformation mechanisms do not alter the hydraulic diameter of the fuel
bundle, and their effect on the bundle pressure drop is not expected to be very
significant since, after almost a decade of operation, it had not been observed

9Since the cladding cross section is considered to be normal to the vertical z axis, one plane per
axial position zi needs to be created, and they are shared by all fuel pins. If the tilt of the
cross section was considered, one plane per pin and per axial position would be required. In
this case, the slowing down of the CAD generation would be more pronounced.
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in Phenix reactor (CEA 1981). This is in agreement with preliminary CFD
simulations we conducted, in which the flexion of the fuel pins—as calculated
by DOMAJEUR2 for a fuel bundle representative of the advanced SFR
designed at the CEA—led to only 1% change in the pressure drop within the
heated column;

• All the fuel assemblies present the same pressure drop between their inlet and
outlet, and it is the same as the core’s pressure drop ∆Pcore. This assumption
is based on the existence of lower and upper plenums that communicate,
respectively, the inlets and outlets of all fuel assemblies. Current CEA
experience indicates that the radial pressure gradients in these plenums are
minor; indeed, for the advanced SFR designed at the CEA, the pressure
difference between the outlets of different subassemblies is typically below 1%
of the ∆Pcore, which would lead approximately 0.5 % difference in mass flow if
we assume a quadratic relationship between these magnitudes. In comparison,
much larger mass flow rate reductions of up to 10 % have been documented
in subassemblies of Phenix reactor (Pol and Bourdot 1979), and this not even
for the most deformed subassemblies of that reactor;

• The variation of ∆Pcore with the deformation of only one of its more than
(typically) 200 subassemblies is neglected, since they act as parallel hydraulic
resistances.

The derivation of the model here presented is based on the subassembly of the
advanced SFR designed at the CEA, but we will see that it can be employed to
represent subassemblies with different characteristics by modifying the value of
some input parameters.

Under these conditions, the pressure drop in the subassembly can be expressed
as the sum of the pressure drop within the part that undergoes deformation,
∆PDef , and the part that does not, ∆PNonDef , as illustrated in Figure 5.15. These
magnitudes depend on the mass flow Q of the subassembly under consideration,
and ∆PDef depends on the level of deformation, here given by ∆D. Then, we can
write:

∆PDef (Q,∆D) + ∆PNonDef (Q) = ∆Pcore (5.15)
where, as stated before, ∆Pcore is considered constant.

In this case, ∆PDef is the pressure drop in the heated column of the bundle—the
only part of the subassembly that is considered to undergo deformation—while the
pressure drop in the rest of the fuel bundle, ∆PNonDefBundle, represents a fraction
of ∆PNonDef . To estimate ∆PDef , we recall the definition of the Darcy-Weisbach
friction factor fD and, following Equation 2.11, we write:
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Figure 5.15.: Diagram of one subassembly. The heated column is the only part
that is considered to undergo deformation, and it is highlighted in red.

∆PDef (Q,∆D) = f ∗DL
∗Q2

2ρD∗hA∗2
(5.16)

where D∗h is the hydraulic diameter of the deformed heated column of the fuel
bundle, A∗ its cross sectional area, L∗ its length, and ρ the fluid density. In
this work, we employ the correlation developed by Rehme for wire-wrapped fuel
bundles10, given by equations 2.12 and 2.13, to compute fD11. For the evaluation
of this correlation, and for the evaluation of A∗ and D∗h, the average external di-
ameter of the fuel claddings in the deformed heated column (Dec+∆D) is employed.

Similarly, for the non deformed length L of the fuel bundle we have:

∆PNonDefBundle(Q) = fDLQ
2

2ρDhA2 (5.17)

where all the geometrical parameters and the friction factor fD are computed using
the dimensions of the non-deformed bundle.

The pressure drop in the non deformed part of the subassembly can be expressed
as:

∆PNonDef = ∆PNonDefBundle + ∆PNozzle + ∆PPlenum + ∆PUp + ∆PSingular (5.18)

where ∆PNozzle corresponds to the inlet nozzle of the subassembly, ∆PPlenum
to the plenum between the outlet of the bundle and the UNS (Upper Neutron

10It should be noted that the Detailed Cheng Todreas (CTD) correlation was found to perform
slightly better than Rheme’s (S. Chen, N. Todreas, and Nguyen 2014), but the first is not
applicable to bundles of 7 fuel pins, which are studied in this work. Recently, and after the
model presented in this section had been already implemented, the CDT correlation was
updated and the new version (UCTD) is also applicable to 7-pin bundles (S. K. Chen, Y. M.
Chen, and N. E. Todreas 2018).

11In this notation, the ∗ superscript makes reference to the deformed bundle geometry, which
implies that the starred variables depend on ∆D.
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Shielding), ∆PUp to the UNS and the head of the subassembly, and ∆PSingular
to the singular pressure drops due to, for example, drastic cross section area changes.

The pressure drops ∆PUP and ∆PPlenum are regrouped and written as:

∆PUP + ∆PPlenum = αPQ
2 (5.19)

where, since the flow is in the turbulent regime, we assumed a quadratic dependence
with the mass flow rate (see Section 2.1.6). This regrouping is motivated by a
preexisting CFD simulation of the advanced SFR designed at the CEA, which is
mentioned later in this section. Similarly, the pressure drop in the subassembly
inlet nozzle and due to the remaining singularities are written as:

∆Pfoot + ∆PSingular = kPQ
2 (5.20)

Under these considerations, the mass flow rate Q in a deformed subassembly can
be estimated by numerically solving the equation:

∆PDef (Q,∆D) + ∆PNonDef (Q) = Q2

2ρ {
f ∗DL

∗

D∗hA
∗2 + fDL

DhA2}+ (αP + kP )Q2 = ∆Pcore
(5.21)

The need for solving Equation 5.21 numerically arises from the dependence of the
friction factors fD and f ∗D on the Reynolds number and, therefore, on the coolant
mass flow rate.

The procedure outlined above is employed to determine the coolant mass flow
rate used as inlet boundary condition for each CFD simulation of a deformed fuel
bundle, considering the average cladding diametral strain computed by DOMA-
JEUR2. Even though the derivation was done for the subassembly of the advanced
SFR, modifying the parameters kP , αP and ∆Pcore, allows to use this model to
represent different subassemblies.

Typically, the parameters kP , αP and ∆Pcore are part of the input data required
by the algorithm that automatically sets the CFD boundary conditions. However,
only αP is known for the advanced SFR. In this case, kP is computed by the algo-
rithm based on a known operation point {Q0,∆P0} in a non-deformed subassembly,
as in the example below.

For the advanced SFR designed at the CEA, a preexisting CFD simulation of the
plenum, the UNS, and the head of the subassembly yielded αP = 49.5 kg−1 m−1.
Additionally, available best estimate values of the nominal core pressure drop ∆P0
and the subassembly mass flow rate Q0 of this reactor can be employed to compute
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kP , which is the only unknown in the following equation:

∆P0 = (αP + kP )Q2
0 + ∆PNonDefBundle(Q0) (5.22)

where ∆PNonDefBundle(Q0) is calculated from Equation 5.17 and the length L
considered corresponds to the total length of the fuel bundle, since {Q0,∆P0}
corresponds to an operation point of the non-deformed subassembly. This gives,
for Q0 = 27.08 kg/s and ∆P0 = 2.71 bar, a value of kP = 74.5 kg−1 m−1. These
parameters allow to evaluate the evolution of the subassembly mass flow rate as
a function of the average diametral deformation of the heated column of the fuel
bundle of this advanced SFR, as well as the pressure drop in the deformed and
undeformed parts of the subassembly, presented in Figure 5.16.
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Figure 5.16.: Normalized mass flow rate and pressure drop in the heated column
and in the rest of the subassembly, as a function of the average diametral

strain of the heated column of the fuel bundle of the advanced SFR designed
at the CEA.

The results presented in Figure 5.16 show how, as the deformation increases, so
does the relative contribution of the deformed heated column to the total subassem-
bly pressure drop. Indeed, it accounts for about 25% of ∆P0 in the non-deformed
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geometry, while it represents almost 55% when the average diametral deformation
of the bundle reaches 6%. As the pressure drop in the heated column grows, the
pressure drop in the rest of the subassembly is reduced due the reduction of the
mass flow rate, given that the total subassembly pressure drop is fixed, as indicated
by Equation 5.15. It can be noted that the mass flow rate reduction computed
for 6% average diametral strain in the heated column exceeds 20%. Such a mass
flow reduction would lead to an increase in the average sodium outlet temperature
of more than 37°C, as computed using Equation 2.15 and considering a nominal
sodium bulk heating (∆T 0

Na) of 150°C.

In every CFD simulation for which a mass flow rateQ is set as boundary condition,
the CFD computed pressure drop ∆PCFD

Def (Q,∆D(r)) is automatically compared
to ∆PDef(Q,∆D), computed by means of Rehme’s correlation. Note that in the
pressure drop computed with the CFD simulation, the actual distribution ∆D(r)
of the diametral strain of the claddings is explicitly considered. The difference
between the two was found to be, in every simulation conducted in this work,
below 10 %, which is within the uncertainty of the correlation. If more accuracy
was required in the determination of Q, the value computed based on using the
pressure drop correlation for the deformed bundle could be used as initial seed
for an iterative procedure that modifies the boundary condition Q of the CFD
simulation until the following condition is satisfied:

∆PCFD
Def (Q,∆D(r)) + ∆PNonDef (Q) = ∆Pcore (5.23)

For this iterative procedure to improve the predictive capabilities of the model,
the mesh of the CFD simulations would need to be finer than the mesh employed
in this work since, for accurately predicting the pressure drop in the bundle, the
viscous sub-layer should ideally be resolved. For this reason, and with the objective
of avoiding an increase in the computational cost of the coupled simulations, this
procedure is not employed in this work, although its implementation— if deemed
necessary—would be straightforward.

5.3.3. Heat flux in the deformed bundle
In the coupling methodology developed in this work, the effects of the deformation
on the power level of the subassembly—which could potentially be caused by
the neutronic feedback effects described in Section 2.3.2—are neglected, and this
hypothesis is evaluated in Section 6.3. This means that the same axial profiles
of linear power are used for the CFD simulations in the non-deformed and in the
deformed geometries.

However, even if the linear power is not modified, the axial profile of surface heat
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flux—which is the magnitude used as thermal boundary condition on the external
surface of the claddings—is modified due to the increase of the heat exchange
surface caused by the diametral strain of the claddings. This effect can lead to a
total power increase of ∼ 5%, and should thus be accounted for. In order to do so,
for each fuel pin, the surface heat flux q′′(zi) at the external surface of the cladding
at an axial position zi is given by:

q
′′(zi) = q

′(zi)
2π(rec + ∆rec(zi))

(5.24)

where q′(zi) is the linear power at zi and ∆rec(zi) the increment of the external
radius of the cladding computed by DOMAJEUR2 for that pin at that axial position.

5.3.4. Post-processing of the CFD simulations
For a simulation with DOMAJEUR2, the cladding temperature distribution needs
to be specified for different instants ti of the irradiation, between which the code
performs a linear interpolation. This is done via a text input file, in which the
cladding temperature of each fuel pin and for each defined time ti (not to be
confused with the calculation times of the thermomechanical simulation, which do
not need to be the same) is written in the following format:

– For each axial position zi, out of a total nz axial positions
– For each radius ri, out of a total nr radii

– For each azimuthal angle θi, out of a total nθ angles
– The temperature T (zi, ri, θi, ti) is specified

In the simulations conducted in this work, considering that only one finite ele-
ment is generally used in the thickness of the cladding, only the temperature at
its mid-thickness (ri = rmid−thickness) is specified. Then, one axial temperature
profile for each azimuthal angle θi (generally 6) and per fuel pin is defined for
each time at which the temperature distribution is specified. The temperature of
the finite elements composing the claddings in the DOMAJEUR2 model are then
obtained by interpolating these profiles. Since the formulation of DOMAJEUR2
is Lagrangian, the temperature is specified as a function of the position in the
non-deformed geometry. Two different temperature post-processing procedures
were implemented to define these temperature profiles.

Method using probe lines

The first procedure is based on the use of probe lines, which are objects defined in
the STAR-CCM+ environment. A probe line is a finite collection of evenly spaced
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sampling points contained in a line segment in a specified direction, which have an
associated sampling surface or volume. Then, by properly defining the direction and
position of a probe line, and setting the cladding external surface as the sampling
surface of the line, the desired cladding temperature profiles can be obtained by
probing the temperature at every point composing the line. To do this, nθ probe
lines with nz points each are created per fuel cladding, parallel to the axis of each
fuel pin. The starting and ending points of the line corresponding to the angle θi
are given by P0 = (r = rec, θ = θi, z = z0

CFD) and P1 = (r = rec, θ = θi, z = z1
CFD),

where the origin of the cylindrical coordinate system is the center of the base of
the considered fuel pin, rec is the nominal cladding external radius, and z0

CFD and
z1
CFD are the axial positions of the start and end of the axial section of the fuel pin
represented in the CFD simulation (typically the heated column). In the deformed
claddings, we have r > rec, so there is no temperature computed at r = rec, which
is then a point inside the cladding and not represented in the CFD model. However,
when a point within the probe line is probed, it reports the temperature of its
closest cell, which in this case corresponds to the desired cell on the surface of the
deformed cladding12.

An example of a probing line is presented in Figure 5.17, and the resulting
cladding surface temperature profile in Figure 5.18. The same color coding has
been employed in both figures to indicate the effect that the spacing wires have
on the resulting profile. A temperature jump is observed when the probe line
intersects the spacer wire wrapped around the considered cladding (red ellipses),
and local temperature maxima are observed at the points where the wire of a
neighboring pin comes closest to the probe line (blue ellipses). The temperature
jumps observed in Figure 5.18—which become more pronounced in the deformed
geometries—induce high thermal stresses that cannot be properly resolved unless
the spatial discretization of the thermomechanical model is very fine. A possible
solution for this would be simply increasing the number of axial temperature
profiles given as input to DOMAJEUR2 per fuel pin (i.e. increasing nθ) and relying
on the temperature interpolation done by this code to smooth out the observed
discrete jumps. However, this practice was observed to severely slow down the
thermomechanical simulations, and often led to convergence problems. For these
reasons, and considering that the method based on the use of straight probe lines
cannot be employed for flexed fuel pins that no longer have a straight axis, a second
temperature post-processing method was implemented.

12Technically, if the difference δ(∆r) = |∆r(zi)−∆r(zi+1)| in the diametral deformation at two
axial positions zi and zi+1 = zi + δz was high enough, the closest cell of a probe point at zi
could be at zi+1, with δz the distance between probe points. However, for this to happen,
∆r should be larger than δz. For the smallest δz employed in this work, this condition gives
∆r/r ∼ 82%, while in reality max(∆r/r) < 10%.
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Figure 5.17.: Probe line used to sample the cladding surface temperature. Some of
the points where it intersects the spacer wire or becomes close to a

neighbouring wire are indicated.
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Figure 5.18.: Example of a cladding surface temperature axial profile. The
temperature jumps induced by its spacer wire are encircled in red, and the
local heating induced by a neighboring spacer wire are encircled in blue.
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Method using probe points

The second method is based on the use of probe points, which can be employed to
sample the temperature of a specified volume or surface at a given position. In this
case, if nθ axial temperature profiles are required for a given fuel cladding, nθnarc
probe points are placed, at each altitude zi, in the circumference of the cladding,
with narc the number of probe points in each of the nθ circumference arcs in which
the cladding is divided. Each of these circumference arcs is centered in one of the
different θi. An example of the resulting probe point distribution is presented in
Figure 5.19.

Figure 5.19.: Distribution of the probe points used to sample the cladding surface
temperature.

In this method, the temperature values of the narc probe points of the circumfer-
ence arc centered at θi are averaged to produce the value of the temperature profile
associated to that azimuthal angle, at the axial position zi. This process smooths
out the temperature discontinuities associated to the probe lines intersecting the
spacer wire, as can be noted in Figure 5.20, where the axial temperature profiles
presented were computed for the same pin and angular position as the profile of
Figure 5.18, averaging over circumference arcs of 30°and 60°.

When only the diametral deformation of the claddings is considered, their CAD
representation is axisymmetric. In this case, all the probe points can be defined
with the same radius r = rec measured from the center of the pin, as is the case
with the probe lines. However, when the helical flexion of the claddings is taken
into account to construct the CAD model, as described in Section 5.3.1.2, this
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Figure 5.20.: Examples of cladding surface temperature axial profiles. Each
temperature value is computed by averaging the temperatures of the probe
points present, at that axial position, in a circumference arc on the surface of

the cladding of either 30°or 60°.

is no longer possible. In the adopted CAD representation, the helical flexion
has the effect of, at every altitude zi, displacing the center of the cladding cross
section, which remains circular, in a direction perpendicular to the vertical z axis.
Therefore, in the presence of helical flexion, the same procedure can be employed
by modifying the local origin of the radial coordinate of the probe points at every
altitude zi according to the horizontal displacement of the cladding cross section at
that altitude. This produces, for every altitude zi and just like in the case without
flexion, a circular arrangement of probe points on the surface of the cladding, now
centered in the longitudinal curvilinear axis of the flexed fuel pin.

Both this method and the one based on the use of probe lines store the required
axial temperature profiles in text files, which are the base of a procedure that
computes the temperature increase in the thickness of the cladding, as described
next.

Temperature increase in the cladding thickness

The two procedures described above allow to compute the axial profiles of cladding
surface temperature, while the temperature at the center of the cladding thickness,
which is higher than the first, is specified in the DOMAJEUR2 input file. Then,
the cladding surface temperature profiles are modified to take into account the
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heat conduction within the cladding. Only the conduction in the radial direction
is considered so the temperature at the cladding mid-thickness is computed by
evaluating Equation 2.17 at r = rmid−thickness = (rec + ric)/2, which gives, for an
angle θi:

T (rmid−thickness, zi, θi) = T (rec + ∆rec, zi, θi) + q′(zi)
2πλc

ln
(

rec
rmid−thickness

)
(5.25)

where q′(zi) is the linear power at zi, and λc the conductivity of the cladding. It
should be noted that, while the CFD simulation computes the cladding surface
temperature at its deformed external radius, the non-deformed dimensions are
employed to compute the temperature increase in the thickness of the cladding,
simplification that has negligible effects in the results13. In Section 6.2, the temper-
ature profiles thus obtained are compared to the profiles computed with a CFD
simulation in which the thickness of the cladding is explicitly represented to account
for the heat conduction.

5.4. Thermomechanics of the fuel bundle
5.4.1. Defining the temperature history
As discussed in Section 5.2.1, the coupling methodology here developed is based on
defining the time evolution of the cladding temperature distribution—here called
temperature history T̃ (r, t)—used by DOMAJEUR2 for the simulation of the entire
irradiation period under consideration, which is repeated iteratively. This tempera-
ture history, which is updated in every iteration, is defined by interpolating the
temperature distributions computed with CFD simulations in deformed geometries
obtained with DOMAJEUR2 for different calculation times. We showed, in Section
5.2.2, that if a CFD simulation is done in the deformed geometry computed at
each time step of the thermomechanical simulation, this methodology is equivalent
to the reference algorithm that iterates, until convergence of the temperature and
deformation fields, within every time step. However, as previously discussed, both
of these approaches imply an extremely high computational cost, which is why
the aim of the methodology here presented is to reduce as much as possible the
number of required CFD simulations. This is achieved by defining the interpolation
function f , used to obtain T̃ (r, t), as described in this section.

In the example discussed in Section 5.2.1 and used in Figure 5.4 to illustrate
the methodology, a linear interpolation between the temperature distribution in
13This simplification avoids including the multiplicative factor 1+εθθ(rec)

1+εθθ(rmid−thickness) ≈ 1 in the
argument of the logarithm in Equation 5.25, with εθθ(rec) and εθθ(rmid−thickness) the circum-
ferential strains at the external and mid-thickness cladding radii, respectively.
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the non-deformed and the fully deformed bundles was considered. However, as
mentioned in Section 2.2.2.2 and shown in Section 6.8, the deformation rate is not
constant throughout the irradiation, so the temperature is not expected to evolve
at a constant rate. Indeed, during a significant fraction of the irradiation, during
which the swelling incubation dose has not been yet achieved, the deformation
remains very low. During this period, the temperature distribution is therefore not
significantly affected by the deformation, although it will evolve according to the
evolution of the subassembly power, function of its burn-up. A typical temperature
evolution T (r0, t) is schematically represented in Figure 5.21 for given point r0
within a fuel bundle—where, for simplicity, a constant power level was considered—,
along with different approximate temperature histories.

Figure 5.21.: Schematic representation of a typical temperature time evolution
T (r0, t), at constant subassembly power, and of different approximating

functions. A point r0 within the fuel bundle is considered. In the "Delayed T
increment" approximation, the effects of deformation on temperature are

considered only after a time tinc.

Out of the temperature histories illustrated in Figure 5.21, the one named
"Delayed T increment", that considers the effects of deformation on temperature
only after a time tinc, was found to provide a far better approximation of T (r, t)
than the "Linear T increment" approximation, without requiring additional CFD
simulations14. With the "Delayed T increment" approximation, the temperature
history computed in an iteration k, and then used as input for a thermomechanical
simulation, is given by Equation 5.26 below:
14If the subassembly power evolves during the irradiation, one additional CFD simulation is

required for the first iteration only.

147



T̃ k(r, t) =



Tcold + t
tBOL

(T (r, tBOL)− Tcold), for 0 ≤ t ≤ tBOL (Startup)

T (r, tBOL)+
t−tBOL

tEOL−tBOL
(TNom(r, tEOL)− T (r, tBOL)), for tBOL ≤ t ≤ tkinc (Incubation)

T̃ k(r, tkinc)+
t−tkinc

tEOL−tkinc
(T k(r, tEOL)− T̃ k(r, tkinc)), for tkinc < t ≤ tEOL (Deformation)

(5.26)

Between t = 0 and tBOL = 1 FPD, a linear temperature evolution from an
isothermal state Tcold to T (r, tBOL) is considered, where T (r, tBOL) is computed
with a CFD simulation in the nominal (non-deformed)15 geometry and with a
power distribution corresponding to BOL. From tBOL until tkinc, the temperature is
assumed to evolve linearly as a consequence of the variation of the subassembly
power with its burn-up. This linear evolution is computed by interpolating between
T (r, tBOL) and TNom(r, tEOL), which is the temperature distribution obtained in
the nominal geometry but with the EOL power distribution (note that it does not
depend on the deformation level). Finally, between tkinc and the end of the irradi-
ation, tEOL, a linear evolution between T̃ k(r, tkinc) and T k(r, tEOL) is considered,
where T k(r, tEOL) is obtained with a CFD simulation in the last computed EOL
deformed geometry and with EOL boundary conditions, including the power level
and the last computed mass flow rate which depends on the deformation of the fuel
bundle (see Section 5.3.2). Then, to construct this temperature history, three CFD
simulations are required for the first iteration if the subassembly power evolves
with time—two of which, T (r, tBOL) and TNom(r, tEOL), are conducted in the same
non-deformed geometry—, while only 2 are needed if the power is constant, like in
the example presented in Figure 5.21. In both scenarios, one CFD simulation per
additional iteration is required.

To define T̃ k(r, t), the time tkinc still needs to be determined. We will see in
Section 6.5 that the reduction of the coolant mass flow rate, that depends on the
diametral deformation of the fuel pins, has a leading role in the global evolution
of temperature. Motivated by this, to calculate tkinc, the last computed evolution
of the creep and swelling induced diametral strain of each fuel pin p at the axial
position of maximal EOL deformation, εk−1

Max,p(t), is considered. By summing over
all the fuel pins p we define:

15As discussed in Section 5.2.1, this means that the effects of thermal expansion on the temperature
distribution are neglected at BOL, due to the little feedback they have on deformation.
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εk−1
Max(t) =

∑
p

εk−1
Max,p(t) (5.27)

Then, we consider the following piecewise linear approximate function ε̃k−1
Max(t)

that has a break at a time tkinc, which is its only free parameter:

ε̃k−1
Max(t) =

0, for 0 ≤ t < tkinc

εk−1
Max(tEOL) t−tkinc

tEOL−tkinc
for tkinc ≤ t ≤ tEOL

(5.28)

Finally, the value of tkinc is determined, for an iteration k, by fitting ε̃k−1
Max(t) to

the εk−1
Max(t) calculated in the thermomechanical simulation of the previous iteration.

The least squares method is employed for the fitting, an example of which is
presented in Figure 5.22.

In Section 6.8, we compare the results obtained when the T̃ (r, t) given by Equation
5.26 is used as input of a thermomechanical simulation, to the results obtained
employing a T̃ (r, t) computed with additional CFD simulation in partially deformed
geometries, and to the one obtained with the "Linear T increment" approximation.

Figure 5.22.: Example of the fitting of εk−1
Max(t) employed to determine tkinc.
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5.4.2. Post-processing of the thermomechanical simulations
Cladding diametral strain

For the generation of the CAD model of a deformed fuel bundle, the axial profile of
the deformed radius of each cladding needs to be specified. Three different methods
have been implemented to compute these profiles; two for the 1D, beam based
finite element model, and one for the detailed 3D model.

The first method is based on the use of an internal variable of the pipe elements
that represent the claddings in the 1D model. This variable stores the diametral
strain of the cladding computed, as described in Section 4.4.2, by taking into
account the elastic and creep strains induced by the internal pressurization, the
swelling strain, and the thermal expansion. In this case, the resulting axial profile
has one value of cladding radius per pipe element.

The second method uses the diametral strain computed by the model of the
modified bar element employed to represent the contacts between the claddings,
and the claddings and the hexcan. In this case, the diametral strain of the cladding
is computed considering the effects of internal pressure, swelling, creep, and thermal
expansion, and it is corrected to take into account the effects of the pin crushing
under the contact forces, as described in Section 4.4.2.

Then, when the beam based representation is employed, only the modified bar el-
ements can account for the effects of contact on the diametral strain of the cladding.
However, they are only present at the axial positions where contact is susceptible of
occurring, i.e. every 1/6th of the wire step. Therefore, the resulting diametral strain
profile has lower axial resolution that the one obtained with the pipe elements,
since at least 12 of them are used per wire step to represent the cladding. An
additional limitation of using the modified bar elements arises from the fact that
the same diametral strain is computed for the two claddings it connects, which
could be exposed to different temperatures, irradiation dose and internal pressures
and should, in that case, have different strains.

When the 3D finite element model is employed, the diametral deformation is
computed directly from the deformed mesh, and it takes into account all the
aforementioned effects. In this case, at each axial position and for each pin, the
diameter increase at a calculation time ti, ∆D(ti), is computed by averaging the
diameters within the cladding section as follows:

∆D(ti) = 1
n

n∑
l=1

(Dl(ti)−Dec) (5.29)

where Dl(ti) is one of the n external diameters of the section at that calculation
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time, i.e. the distance between diametrically opposed nodes on the external surface
of the cladding mesh, and Dec the initial external cladding diameter.

These three different methods to compute the axial distribution of the diametral
strain of the claddings—namely, using the pipe elements, the modified bar elements,
and the nodal displacements of the volumetric finite elements— were found to be
in good agreement, specially in the prediction of the maximal strain. In the 1D
modelisation, the retained method to compute the diametral strain is based on
the pipe elements, and its results are compared to the results of the 3D model in
Section 6.6. This choice was motivated by the higher axial discretization and by
avoiding the limitation of the modified bars that consider a uniform dose, pressure
and temperature in the contact areas, thus representing the average strain of two
different—with potentially very different strain levels—claddings.

Cladding helical flexion

When the helical flexion of the cladding is represented in the CAD model used for
the CFD simulations, additional information about the lateral displacement of the
cross section of the claddings is required. The automatic post-processing of the
cladding lateral displacement has been only implemented for the beam based model,
which is the only one that can be employed for the simulation of fuel bundles of
more than 19 pins16. In this model, the mesh of a given cladding coincides with
its neutral axis, since it is precisely this axis that is represented with pipe finite
elements. Then, displacements in the x and y directions, ∆x and ∆y, are computed
for each node of the pipe elements, thus producing two axial profiles of lateral
displacement per fuel pin, with one value per node each.

All the axial profiles mentioned above are stored in text files containing one
scalar (cladding external radius or lateral displacement of the centerline of the
cladding) per axial position computed by DOMAJEUR2, which are later read by
the CAD generation algorithm described in Section 5.3.1.

5.5. Summary
In this chapter, we described the methodology developed in this work for the
coupled thermal-hydraulic/thermomechanical simulation of SFR fuel bundles under
irradiation. Firstly, we discussed the few preexisting coupled approaches and their
limitations, mainly related to the use of simplified thermomechanical or thermal-
hydraulic models (e.g. subchannel approach), and to not considering the effects of
16 There is no particular technical difficulty related to the implementation of this post-processing

on the 3D model, which was not done because it was not required for the simulations conducted
in this work.
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the bundle deformation on the mass flow rate of the coolant. Then, we introduced
the methodology here developed, based on the OS coupling between STAR-CCM+,
which computes the cladding temperature distribution in a deformed fuel bundle,
and DOMAJEUR2, which computes the deformation of the bundle.

In this methodology, in order to limit the computational cost of a coupled simula-
tion, the traditional OS technique, which would require updating the temperature
distribution at regular time intervals during the thermomechanical simulation, is
replaced by prescribing the time evolution of the cladding temperature distribution.
This temperature history is given as input to DOMAJEUR2 at the beginning of the
thermomechanical simulation of the irradiation of a fuel bundle, and this process is
iteratively repeated until convergence. In each iteration, the cladding temperature
history is updated to take into account the last computed bundle deformation. In
this chapter, we discussed different methods for computing this temperature history
based on the interpolation of CFD simulations of deformed bundles computed
by DOMAJEUR2 at different instants during the irradiation, the choice of which
renders the developed methodology very flexible.

To conduct CFD simulations in deformed fuel bundles, their CAD representation
is required. In this chapter, we presented an algorithm developed to generate the
CAD model of the fuel bundles based on the deformation computed by DOMA-
JEUR2. Additionally, the model implemented to take into account the reduction
of the coolant mass flow rate caused by the deformation—based on computing the
hydraulic resistance of a deformed subassembly—is also detailed.

Finally, we described the implemented automatic post-processing of the thermal-
hydraulic and thermomechanical simulations—required for the information exchange
between the coupled codes—, and we discussed the measures taken to render the
coupled simulation methodology robust.
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6. Reduced bundles study cases
In this chapter, we present a series of simulations of small SFR fuel bundles of 7
and 19 fuel pins, under conditions representative of their irradiation in a GEN IV
SFR. Studying small fuel bundles, when compared to the larger bundles of 100-200
fuel pins typically employed in SFR, allows:

• To employ the detailed 3D model of DOMAJEUR2, practically applicable to
small bundles only, and to compare the results with the 1D model, which is
the only one that can be used for larger scale bundles;

• To conduct multiple different studies, with the goal of gaining insight on
the coupling phenomena and thus guiding the development of the coupling
methodology, while keeping the associated computational time reasonably
low;

• To verify hypotheses adopted in the simulation methodology, while minimizing,
once again, the computational cost of the simulations;

• To obtain a first evaluation of the impact of the deformation on the thermal-
hydraulics of a SFR fuel bundle, and on the feedback this has on the defor-
mation of the bundle. For a quantitative, best estimate evaluation, however,
the full scale subassembly would need to be simulated.

This chapter is organized as follows. In Section 6.1, we define the studied fuel
bundle and the simulation boundary conditions. Then, in sections 6.2 and 6.3 we
evaluate the pertinence of two of the main modelling choices adopted in this work.
These are, respectively, considering only the fluid domain in the CFD simulations,
and not taking the neutronic feedbacks—consequence of the bundle deformation
and of the associated temperature increase—into account. After that, in Section
6.4, we address the convergence of the coupled simulations presented in this chapter.
The results of these simulations are discussed in sections 6.5, 6.6, and 6.7, where we
address the impact of the deformation on the thermal-hydraulics of the bundle, and
the effects of the coupling on the cladding strain and stress, respectively. Finally,
in Section 6.8, we compare the different methods for generating the cladding
temperature history used as input for the thermomechanical simulations, described
in Section 5.4.1.
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6.1. Definition of the study case
Having in mind the goals outlined above, a bundle of 7 wire-wrapped fuel pins
enclosed in a hexcan is here studied for different irradiation levels. The geometrical
parameters and the thermal-hydraulic boundary conditions were chosen to be
representative of the advanced SFR designed at the CEA, and they are presented
in Table 6.1. Constant sodium properties for a temperature of 475°C (average
between inlet and outlet of the bundle in nominal conditions) were employed.

Parameter Value
Fuel pin length 2.136 m
Heated column length 0.8 m
Fuel pin pitch 10.8 mm
Fuel pin external diameter 9.7 mm
Spacer wire diameter 1.0 mm
Spacer wire helix step 180 mm
Maximum linear power 550 W/cm
Mass flow rate in nominal conditions 1.2 kg/s
Inlet sodium temperature 400°C
Hexcan plate to plate distance 30.6 mm

Table 6.1.: Geometric and thermal-hydraulic characteristics of the 7-pin fuel
bundle.

Two different axial profiles of irradiation dose, with a maximum of 123 dpa and a
maximum of 165 dpa respectively, were evaluated, and they are presented in Figure
6.1a together with the linear power profile used in all simulations1. There, and in

1The central region with lower power and irradiation dose observed in Figure 6.1a is characteristic
of the axially heterogeneous fuel pin design of this advanced reactor, in which a central fertile
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the rest of this chapter unless otherwise specified, the axial position is measured
from the lower end of the heated column of the bundle. Both profiles were obtained
by rescaling a reference dose profile computed for a shorter irradiation in the
advanced SFR design and, even though the dose levels used in this study are
superior to the ones envisaged for this reactor, they are a realistic representation
of moderately to highly irradiated subassemblies. Indeed, a similarly high dose of
about 160 dpa has already been reached in the BOITIX9 fuel bundle in Phenix
SFR (Pelletier 2018). The internal cladding pressure was considered to evolve
linearly in time during the irradiation, to reach 9 MPa at EOL, value close to the
EOL internal pressurisation of Phenix fuel pins. In Figure 6.1b, the cross section
of the CFD mesh of the non-deformed bundle is presented, and the pin naming
system here employed is indicated. For all the CFD simulations here presented,
the meshing procedure described in Section 3.3.5, and the mesh parameters defined
and evaluated in Appendix A, were employed.
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Figure 6.1.: a) Axial profiles of linear power and irradiation dose employed in the
numerical simulations of the 7-pin fuel bundle. b) Cross section of the
CFD mesh at the outlet of the 7-pin bundle, where the pin naming

system is indicated.

In the CFD simulations presented in this chapter, for the sake of simplicity
and in order to limit their computational cost, the only deformation mechanism
considered is the diametral strain of the claddings, while the thermomechanical
simulations compute their ovalisation and flexion as well. The prioritization of the
diametral strain was motivated, firstly, by its dominant impact on the coolant mass
flow rate reduction (see Section 5.3.2) that, as we will show in Section 6.5, has a

column is included.
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preponderant role on the thermal-hydraulics of deformed bundles. Additionally, by
the fact that, unlike the fuel pin flexion that can be limited by reducing the step of
the helical path of the spacer wires (Uwaba, Hiroyuki Ohshima, and M. Ito 2017),
the diametral strain cannot be mitigated, at least until new, swelling resistant
cladding materials are developed. The final motivation comes from considering
that the mass flow redistribution that the pin flexion could cause would partially
mitigate the expected coolant temperature increase due to the deformation, as
discussed in Section 7.2. This would reduce the overall effects of the coupling on the
central area of the bundle, where the maximal cladding temperature—a magnitude
of major importance for reactor safety considerations—is located. For the studies
here presented, partly aimed at evaluating the coupling effects in realistic but not
necessarily optimistic conditions, this was not desired. The effects of the helical
flexion of the fuel pins on thermal-hydraulics are nevertheless taken into account
in the results presented in Section 7.2.

The ovalisation of the cladding, on its own, is expected to have a negligible
effect on the thermal-hydraulics of the bundle, and thus on the coupling. However,
in the 3rd phase of the bundle deformation (see Section 2.2.5)—not allowed in
normal operation—the crushing of the cladding and the fuel pellet could lead to a
significant change in the heat flux distribution in the circumference of the cladding.
To take this effect into account, which is only expected to affect the cladding
temperature locally, a model of the pellet and its interaction with the cladding
would be required, which is out of the scope of this work but constitutes one of its
future outlooks.

Additionally, in order to use similar coolant mass flow conditions to those of a
subassembly undergoing significant deformation in the core of the advanced SFR
designed at the CEA, the coolant mass flow rate was calculated according to the
bundle deformation level, and the model and parameters described in Section 5.3.2
were employed.

Before presenting the results thus obtained—discussed in sections 6.4 to 6.8—we
evaluate, in Section 6.2, the impact of considering only the fluid domain in the
CFD simulations, and imposing a circumferentially uniform cladding heat flux as
thermal boundary condition. Then, in Section 6.3, we evaluate the importance of
the neutronic feedbacks caused by the deformation of the fuel bundle.

6.2. Conjugate heat transfer
In order to reduce the number of computational cells and to ease the convergence
of the CFD simulations, only the fluid domain, defined by the coolant between
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the fuel pins and the hexcan, is considered in this work. Then, since the cladding
mid-thickness temperature is used as input by DOMAJEUR2, it is computed
from the CFD-calculated cladding surface temperature by considering the radial
heat conduction in the thickness of the cladding, as described in Section 5.3.4.
Besides, an azimuthally uniform heat flux is imposed as boundary condition at
the external surface of the claddings, while the spacer wires are considered adiabatic.

In reality, the heat conduction within the claddings is not only radial, since it
also takes places in the tangential and axial directions. Besides, even if the heat flux
at the internal surface of the claddings can be essentially considered azimuthally
uniform2, the heat flux on the external surface of the claddings is not necessarily
uniform on their circumference, since it depends on the temperature distribution of
the coolant. Finally, the average heat flux on the surface of the wires is expected to
be significantly lower than the heat flux on the surface of the cladding, but it is not
identically null. Then, in order to evaluate the adequacy of the hypotheses here
employed, we conducted a CFD simulation in which the thickness of the cladding
is considered.

For this simulation, the geometry and boundary conditions defined in Section
6.1 for the 7-pin fuel bundle under nominal conditions were employed. The non-
deformed geometry was evaluated, and the volume of the spacer wires and of the
claddings, of 0.5 mm of thickness, were included in the simulation, constituting the
solid domain. The linear power profile presented in Figure 6.1a was also employed
here to calculate the heat flux, in this case imposed as a boundary condition in the
interior surface of the claddings. At the base and the top of the simulation domain,
which corresponds to the heated column of the bundle, the surface of the claddings
normal to the axis of the bundle were considered adiabatic.

Under these conditions, a Conjugate Heat Transfer (CHT) simulation was con-
ducted with STAR-CCM+. In a CHT simulation, the heat conduction in the
solid domain and the convection in the fluid domain are solved simultaneously,
and they are coupled by the heat transfer between the solid and the fluid. The
temperature distribution thus obtained, at the outlet of the heated column, is
presented in Figure 6.2, where the mesh employed is also shown. The meshing
procedure described in Section 3.3.5 and Appendix A was employed for the fluid
domain, while a thetrahedral mesher was used for the solid domain. This resulted
in approximately 2 million and 31 million cells in the fluid and solid domains,

2The temperature variation in the circumference of a non deformed cladding (up to ∼50°C), at a
given altitude, is significantly smaller than the temperature difference between the centerline
and the external surface of the fuel pellets—∼1500°C for MOX fuels—, which characterizes
the heat flux from the pellet to the He filled pellet-cladding gap. Then, neglecting the
circumferential heat transport in this thin gap, the cladding temperature variations should
not significantly disrupt the azimuthal symmetry of the heat flux at its inner surface.
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respectively. The resulting fluid and solid meshes are non-conformal (i.e. the faces
of the cells adjacent to the interface do not match exactly), so an indirect mapped
interface was employed between the two domains. In this approach, a proximity
based mapping algorithm is used to transfer information—thermal energy in our
case—from one side of the interface to the other.

A1

B6

0°

0°

θ

θ

Temperature (oC)

Figure 6.2.: Temperature distribution at the outlet of the heated column,
computed by the CHT simulation.

In Figure 6.3, the cladding surface temperature obtained for the central pin A1
with the CHT simulation is compared to the one obtained with a CFD simulation
in which only the fluid domain is considered. Two axial temperature profiles are
presented in this Figure for each simulation, corresponding to azimuthal angles (θ)
of 0° and 120°. In Figure 6.4, the same comparison is presented for the peripheral
pin B6. In both figures, a very good agreement is observed between the CHT and
the fluid only simulation, as expected from the sodium conductivity being ∼ 3
times larger than the conductivity of the cladding.

In Figure 6.5, the difference between the temperature profiles computed by the
CHT and the fluid only CFD simulations is presented as a function of the axial
position. The results there presented correspond to the peripheral pin B6, that
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Figure 6.3.: Axial profile of cladding temperature at its external surface, computed
by the CHT and by the fluid only CFD simulations, for the central pin A1.

The profiles correspond to azimuthal angles of 0° and 120°.
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Figure 6.4.: Axial profile of cladding temperature at its external surface, computed
by the CHF and by the fluid only CFD simulations, for the peripheral pin B6.

The profiles correspond to azimuthal angles of 0° and 120°.
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showed a difference between the two simulations slightly superior to that of the
central pin. It can be observed that, for most of the length of the bundle, the
CHT simulations leads to temperature values that differ in less than 2°C from the
results obtained by considering only the fluid domain. However, local differences
of up to 4.5°C can be observed at some axial positions, which correspond to the
intersections of the sampling line with the spacer wire, and to the points at which
a neighboring wire becomes closest to the sampling line.
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Figure 6.5.: Axial distribution of the difference in the cladding surface temperature
computed by the CHT and by the fluid only CFD simulations, for the

peripheral pin B6, at azimuthal angles of 0°and 120°

In Figure 6.6, the cladding temperature distributions at its external and internal
surfaces, computed for the peripheral pin B6 at an angle of 120° by the CHT and
the fluid only CFD simulations, are presented. In the CHT, both the internal and
external cladding temperatures are computed by the CFD simulation. In the CFD
simulation in which only the fluid is represented, only the cladding temperature
at its external surface is computed. In this case, the temperature at the internal
surface of the cladding is calculated from the external temperature and the local
linear power, by considering the radial heat conduction in the thickness of the
cladding (see Equation 2.17). It can be observed in this figure that both approaches
lead to very similar results, which, for the internal cladding surface, differ in less
than 1.5°C in average. However, a maximal difference of 11°C was obtained at
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the limits of the fertile blanket, where the linear power changes abruptly. This
relatively high difference is very localized, and it should be lower if the comparison
was conducted at the mid-thickness point of the cladding3, which is the temperature
actually exported to be later used as input for the thermomechanical simulations.
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Figure 6.6.: Comparison of the cladding temperature at its internal surface (at a
radius r = ric) and at its external surface (r = rec), as computed by the CHT
and the fluid only CFD simulations. The profiles presented correspond to the
peripheral pin B6 at an azimuthal angle of 120°. The normalized profile of

linear power is also presented.

The heat flux on the circumference of the cladding of the central pin A1, at its
external wall, is presented in Figure 6.7a as a function of the azimuthal angle, at the
axial position of the compact plane closest to the maximal heat flux (z = 0.555 m).
In the compact planes, the wire of a given pin becomes closest to the cladding of a
neighboring pin, thus inducing a local perturbation in its temperature distribution,
which is why this axial position was chosen for the present analysis. The results
obtained for the peripheral pin B1 are presented in Figure 6.7b. It can be noted

3This was not done because at the cladding mid-thickness there are not always cell centroids
present. Then, if the temperature was probed at his point, the temperature of the nearest cell
would be reported. On the other hand, the temperature at the internal and external surfaces
of the cladding is always computed.
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in these figures that the amplitude of the variation of the heat flux is, for most of
the cladding circumference, inferior to 15% of its average value. However, large
perturbations are induced by the spacer wire of the considered pin, at an angle of
-60°, and by a neighboring wire that approaches the considered pin, at an angle of
120°. At these points, the heat flux departure from its average in the circumference
exceeds 50% of this average, but this is only for a few computational cells (i.e. for
a very small surface). It should be noted that, besides, the computational cells
affected are significantly smaller than the average cell on the surface of the cladding,
since the mesh is refined at the intersection of the spacer wire and the cladding, and
close to the point where a wire comes closest to a neighboring cladding. Therefore,
the heat exchanged in these cells, product of the heat flux and the cell surface in
contact with the wall, remains limited.

In this simulation, the average heat flux of the spacer wires was 10 times smaller
than the average on the surface of the claddings so that, for our application,
considering adiabatic wires is judged to be adequate. If deemed necessary for a
best estimate simulation, this information—or a similar analysis conducted under
conditions representative of the case of interest—could be used to introduce a
multiplicative factor, inferior to unity, to calculate the heat flux profile to be
employed for the spacer wires from the one used for the claddings, instead of
considering the wires adiabatic. However, note that this procedure would lead to
higher temperatures than the CHT simulation near the contact between a cladding
and a spacer wire, since in these areas the heat was observed to flow from the
sodium into the wire, and not the other way around. Nevertheless, this local
temperature overestimation would not affect the prediction of the macroscopic
evolution of the geometry of the bundle under irradiation.

In view of the results presented in this section, the simplifications made consid-
ering the heat flux distribution and the heat conduction within the claddings are
considered adequate for the purposes of this work. It should be noted that the ovali-
sation of the cladding was not considered in this analysis, although it might disrupt
the azimuthal symmetry of the heat flux. This effect—also expected to have only a
local impact on temperature—could be potentially larger, since it would change
the thermal resistance from the centerline of the fuel pellet. Studying the impact
of the cladding and fuel pellet ovalisation on the heat exchange characteristics of
the fuel bundle is therefore one of the future outlooks of this work.
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Figure 6.7.: Heat flux as a function of the azimuthal angle, for the central pin A1
(a) and the peripheral pin B1 (b), at the axial position z = 0.555 m.
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6.3. Neutronic feedbacks
In this section, we evaluate the effects of the cladding diametral strain of highly
deformed subassemblies on the reactivity of an SFR core and on its power distribu-
tion. These effects, caused by the neutronic feedbacks discussed in Section 2.3.2,
arise mainly from:

• The sodium being displaced by the diametral strain of the claddings, which
leads to less sodium being present in the deformed cross section of the
subassembly. The resulting effects are not the same in the central region of
the core of the reactor, where the neutron energy spectrum hardening and the
neutron absorption reduction dominate, than in its peripheral region, where
the effect on neutron leakage becomes more relevant;
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• The change in sodium density, caused by the sodium temperature increase
observed in the deformed bundle, the effects of which have the same spatial
dependence than the sodium displacement;

• The Doppler effect, associated to the fuel temperature increase caused by the
sodium temperature increase.

Cases evaluated
In particular, we consider an enveloping value of 6% diametral strain of the claddings
in the entire fissile column of some subassemblies of the advanced SFR designed at
the CEA. The cases here evaluated are:

• Case I: 6 deformed central subassemblies;

• Case II: 6 deformed peripheral subassemblies;

• Case III: 45 deformed central subassemblies (one fourth of the total number
of subassemblies).

Reactivity feedbacks considered
The outlet sodium temperature increase of a subassembly with 6% diametral strain
in its entire fissile column is ∼ 35°C4, which induces a 0.6% reduction in the average
sodium density within the bundle. This reduction is more than 50 times smaller
than sodium density reduction equivalent to the sodium displacement caused by
the 6% diametral strain, which, additionally, affects the entire fissile length. For
this reason, this temperature-induced sodium density change is not considered in
what follows. This means that the same sodium temperature is considered for the
deformed and non-deformed subassemblies.

Additionally, as discussed in Section 2.3.2, the Doppler reactivity feedback asso-
ciated to a 50°C fuel temperature increase in the entire core of the advanced SFR
designed at the CEA is only of about 20 pcm. Even in the very conservative Case
III, the average sodium temperature increase induced by the deformation evaluated
in this section—within the entire active length of the core— is lower than 5°C5.
Then, in what follows, this effect is not considered, which means that the same fuel
pellet temperature is considered for the deformed and non-deformed subassemblies.

The remaining reactivity feedback is caused by the sodium displaced by the
diametral deformation of the fuel claddings, and it is evaluated in this section.

4As estimated using the coolant mass flow rate model presented in Section 5.3.2 (see Figure
5.16) and Equation 2.15.

5Considering a 35°C outlet temperature increase in each deformed subassembly.
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Neutronic simulation model
To evaluate this effect, we employed the CEA neutronic calculation code system
ERANOS, based on the simulation codes ECCO and TGV/VARIANT (Ruggieri,
Tommasi, Lebrat, et al. 2006). The neutronic simulation scheme is divided into two
main stages to compute the distribution of the neutron population in the core—and
its derived variables—, namely the cell and core calculations. This division is
motivated by the existence of geometric parameters at the subassembly scale that
are very small when compared to the size of the core of the reactor.

In each cell calculation, performed with ECCO, the cross section of the geometry
of one subassembly is represented in detail, and it is finely meshed. Typically, the
subassembly is considered to be infinite in the direction perpendicular to its cross
section, so the simulation is 2D. This stage allows to compute the energy dependent
neutron cross sections of each material in the cell. These cross sections are then
averaged in space (homogenized) and discretized in energy groups (condensed),
to be later used as input for the core calculations. With ECCO, the neutron
transport equation, that rules their space, time and energy distribution, is solved
in the cell employing the Collision Probability method (Stamm’ler and Abbate
1983). In practice, a different cell calculation is conducted for each different type of
subassembly, and for each axial position with a different composition or geometry.
For example, different cell calculations are required for the fertile and fissile columns
of the fuel subassemblies.

In the core calculations, performed with TGV/VARIANT, a coarser energy
discretization and geometric description of the entire core is used, and, in general,
a more approximate method is employed to solve the neutron transport equa-
tion than the one used at the cell level. In the simulations here conducted with
TGV/VARIANT, the SPN method was employed (McClarren 2010). The details
in the geometry of each subassembly (fuel pin bundle, spacer wires, fuel pellets,
etc) are not explicitly represented. Instead, each of the volume meshes in which
the core is divided is assigned the homogeneous neutron cross sections previously
computed by a cell calculation representative of that sector.

In Figure 6.8a, a cross sectional view of an angular sector of the core of the
advanced SFR is presented. The positions of the fuel subassemblies of the internal
and external core, that have different characteristics, are indicated. Each hexagon
observed in the presented cross sectional view corresponds to a different subassem-
bly, within which an homogeneous—in the cross section—material is specified for
the core calculation. Each subassembly is divided axially in about a dozen different
sectors, to which different neutron cross sections are assigned. In Figure 6.8b, the
cell model of one fuel subassembly is presented, and a zoom on one fuel pin is shown
in Figure 6.8c, where the different components that constitute the cell are identified.
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Figure 6.8.: a) Angular sector of the cross section of the core, where the internal
and internal subassemblies are indicated. b) Cell representation of one fuel
subassembly. c) Zoom on one fuel pin in the cell representation of a fuel
subassembly, in which different components of the cell are indicated.

For the simulations conducted here, we employed a preexisting core model of
the advanced SFR designed at the CEA, and preexisting cell models of all the
subassemblies defined in that core model. Then, to evaluate the effects of the
subassembly deformation on neutronics, a new cell model for the fissile column
of a deformed fuel bundle was firstly defined. The geometric parameters that
characterize the cell are presented in Table 6.2, where they are compared to those
of the cell model of the non-deformed fissile column. In the deformed cell, the
external radius of the cladding was increased by 6%, and its thickness and the
thickness of the gap between the fuel pellet and the cladding were defined as to
conserve the cladding mass in the cell. Since the dimensions of the fuel pellet are
not modified, its mass is also conserved. The main consequence of the change in
geometry is a 31% reduction in the total sodium in the cell, the effect of which we
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Parameter Nominal geometry Deformed geometry
Central hole diameter [mm] 2.49 2.49
Pellet diameter [mm] 8.47 8.47
Fuel/Clad Gap [mm] 0.115 0.4372
Cladding thickness [mm] 0.5 0.4688
Spacer wire diameter [mm] 1 1
Axial wire step [mm] 180 180

Table 6.2.: Geometric characteristics of the cell model of the nominal and of the
deformed fissile column.

want to quantify. For simplicity, the densities of the materials in the deformed cell
were not modified, which, considering the increase in the thickness of the gap, led
to an increase in the mass of Helium, the gas employed in the model to fill this
gap. Since Helium is in gaseous form and it is not a strong neutron observer, its
macroscopic neutron cross section is very low. Then, it barely interacts with the
neutrons, so increasing its mass in the gap does not have a significant impact on
the results.

The new cell model was used to obtain the homogenized and condensed neutron
cross sections employed to represent the deformed subassemblies in three new
core models, one for each of the study cases I,II, and III, defined above. In each
case, only the fissile column of the deformed subassemblies was modified. Then,
core calculations were conducted with each model to obtain the neutron flux
distribution— and thus the power distribution—and the reactivity of each case,
keeping the total reactor power constant.

Results
In Table 6.3, the maximal power change in the deformed subassemblies and in the
reactivity, with respect to the reference core, are presented for each case. As an
example, the position of the deformed subassemblies in Case I is indicated in Figure
6.9a, and the resulting distribution of subassembly power change in an angular
sector of the core is presented in Figure 6.9b.

It can be noted that the deformation of 6 central or peripheral subassemblies has
a negligible impact on reactivity, and a very small effect on the subassembly power.
As can be observed in Figure 6.9, the subassemblies adjacent to the deformed ones
are more affected than the deformed subassemblies themselves, consequence of
the large neutron mean free path. Even if Case III is well beyond the scope of
this work—in which we focus on the simulation of one, or a few, highly deformed
subassemblies in a non-deformed core—, the computed reactivity change in this
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Case N◦ (N◦ of
deformed subassemblies) Position Reactivity

change [pcm]
Maximum change in

subassembly power [%]
I (6) central +9 +0.3
II (6) peripheral +9 +0.2
III (45) central +50 +1.65

Table 6.3.: Reactivity change and maximum change in subassembly power
obtained with the three different cases here evaluated, with respect to

the nominal, non-deformed core.

Modified 
subassemblies

(a) (b)

Figure 6.9.: a) Angular sector of the core of Case I, where the modified
subassemblies are indicated in yellow. The core presents a

120°symmetry. b) Distribution of the subassembly power change
computed in Case I with respect to the nominal, non-deformed core.

case remains small, and so is the maximal change in subassembly power.

These results confirm that the neutronic effects linked to the sodium displace-
ment caused by the bundle deformation—as the neutronic effects associated to
the deformation induced temperature increase—are of second order, and they are
therefore not considered in the coupled simulations presented in this work.

6.4. Convergence of the coupled simulations
In this chapter, the maximum number of iterations was prescribed at the beginning
of each coupled simulation, and the convergence was monitored by evaluating the
difference, between successive iterations, in the computed axial profiles of diametral
deformation of the claddings and in the axial profiles of cladding surface tempera-
ture. In every simulation here evaluated, less than 5 global iterations were required
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to reach convergence. In this section, we present an example of the convergence of
a coupled simulation—corresponding to the case with a maximal dose of 165 dpa
described in Section 6.1—, the results of which are described in detail in sections
6.5 and 6.6.

The computed diametral strain profiles of the central pin of the bundle are
presented in Figure 6.10a, as computed by DOMAJEUR2 in each iteration. In
Figure 6.10b, axial temperature profiles on the surface of the same pin are presented,
as obtained with the successive CFD computations of the coupled simulation. It
can be noted that the strain and temperature profiles are in very good agreement
between all the simulations after the 3rd iteration. The absolute value of the
maximal difference, between successive iterations, of the computed diametral strain
and cladding temperature are presented in Table 6.4. It can be there noted that the
maximal strain and temperature differences between the last two DOMAJEUR2
and CFD simulations are 0.02% and 1.1°C, respectively, so we can consider that
the coupled simulation has converged.

Simulations considered Maximal strain difference
[%] (absolute value)

Maximal temperature difference
[°C](absolute value)

0-1 1.9 50.8
1-2 0.4 14.3
2-3 0.1 3.5
3-4 0.02 1.4
4-5 - 1.1

Table 6.4.: Absolute maximal difference in the strain of the central pin, averaged
on its circumference, and in the cladding surface temperature of the

same pin at θ = 0°, between successive simulations.

In Section 5.2.1, we showed that the iterative process resulting from an OS
coupling could be understood as performing fixed point iterations of an operator
Φ. In that section, we saw that Φ being a contractor (see Equation 5.2) in a
domain including both the first iterand and the fixed point solution is sufficient
to guarantee the convergence of the iterative process. In our application, the
contracting character implies that the difference (in temperature or deformation)
between two successive iterations n and n+1 is monotonically reduced with growing
n. Given the complexity of our problem, proving this condition is met is extremely
challenging. However, the results presented in this section allow to qualitatively
show the contracting character of the operator involved in the iterative process,
which leads to its convergence.
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Figure 6.10.: a) Axial profiles of the average diametral strain of the central pin,
computed by the successive DOMAJEUR2 calculations in one coupled

simulation. The N°0 simulation uses the nominal temperature distribution as
input. b) Axial profiles of cladding surface temperature of the central pin, at

an angle θ = 0°, computed with the successive CFD calculations in one
coupled simulation. The N°0 simulation is conducted in the non-deformed

geometry, and it provides the nominal temperature distribution.

6.5. Impact of deformation on thermal-hydraulics
To study the impact that the deformation has on the thermal-hydraulic behavior
of the fuel bundle, we conducted CFD calculations in the non-deformed bundle
and in two different deformed bundles, computed with DOMAJEUR2 under the
conditions described in Section 6.1. For these simulations, unless otherwise specified,
the coolant mass flow rate was adjusted in order to consider the effects of the
deformation of the bundle.

The first bundle presents an average diametral deformation of 2.0 %, correspond-
ing to an EOL maximum irradiation dose of 123 dpa, while the average diametral
strain of the second one is 4.9 %, associated to a maximum dose of 165 dpa. It
is worth noting that, even though the same irradiation dose profile was employed
for all fuel pins, they present different deformation levels due to the non-uniform
temperature distribution within the bundle. Using the mass flow rate model de-
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scribed in Section 5.3.2 resulted in a reduction—with respect to the nominal mass
flow rate of the non-deformed bundle—of 6% for the less deformed bundle (123
dpa, 2.0% average diametral strain), while a 17% reduction was obtained for the
most deformed one (165 dpa, 4.9% average diametral strain).

Axial temperature profile and maximal temperature
The axial profiles of cladding surface temperature of the central pin of the bundle
are presented, for the three deformation levels studied, in Figure 6.11a, while the
axial profiles of sodium bulk temperature are presented in Figure 6.11b. The
cladding surface temperature profiles presented were obtained by averaging, for
each axial position, the temperature over one sixth of the cladding circumference,
and they correspond to the cladding arc centered on the point closest to pin B1,
indicated in Figure 6.11a by a red star. Increases of average sodium temperature
of 9°C and 30°C are observed at the outlet of the heated column of the least and
most deformed geometries, respectively, with respect to the non-deformed bundle.
It can also be observed that the local perturbations due to the spacer wires are
augmented as the deformation increases.

In addition, the maximum cladding surface temperature, obtained by averaging
over on sixth of the claddings circumferences, increases from 600°C in the nominal
geometry to 657°C in the most deformed bundle, and the dispersion in the maxi-
mum temperature of the different fuel pins is also augmented with the deformation.
Its standard deviation increases from 4.7°C in the nominal geometry to 8.1°C in
the most deformed one.
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Figure 6.11.: Cladding surface temperature along the heated length of the central
pin, obtained by averaging for each altitude, over one sixth of the cladding
circumference centered in the red cross indicated in the diagram (a) and axial
profiles of sodium bulk temperature (b) for the deformed and non-deformed

bundles.

Mass flow rate reduction
It should be noted that the results presented above are a consequence of the
deformation itself, but also of the coolant mass flow rate reduction associated with
it, which has a preponderant role. To illustrate this, the temperature distribution
obtained in the non-deformed bundle was compared to the ones obtained in the
most deformed bundle (4.9% average diametral strain) considering the reduction
of the coolant mass flow Q and keeping its nominal value. The resulting temper-
ature distributions are presented, over two diagonals at the outlet of the heated
column of the bundle, in figures6.12a and 6.12b. These diagonals are indicated
in Figure 6.12c, where the nominal outlet sodium temperature distribution is shown.

It can be noted in Figure 6.12 that the reduction of the coolant mass flow rate
induces temperature changes, with respect to the nominal temperature distribution,
significantly larger than those caused by the change in geometry alone. Additionally,
it can be observed that the temperature asymmetry induced by the spacer wires is
increased by the deformation, since their influence is increased as they become closer
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Figure 6.12.: Sodium temperature at the outlet of the heated column computed in
the non-deformed geometry, and in the most deformed geometry—with an
average diametral strain of 4.9%—with and without reducing the coolant
mass flow rate. The temperatures sampled over a diagonal at θ = 0◦ are

presented in (a), the ones sampled over a diagonal at at θ = −60◦ in (b), and
these two diagonal sampling lines are indicated in (c), where the outlet
sodium temperature distribution in the nominal geometry is presented.
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to the neighboring pins with the diametral strain of the claddings. This increased
asymmetry leads to sodium temperature increments in some regions—with respect
to the nominal temperature distribution—and temperature reductions in other areas.
When the mass flow rate reduction is considered, the superposition of the increased
asymmetry and the increase of bulk temperature lead to higher sodium temperature
at all the evaluated points. In the results presented in what follows, the mass flow
rate reduction associated to the evaluated deformation levels are taken into account.

Circumferential temperature gradients
The deformation of the bundle also leads to a significant increase in the azimuthal
temperature gradients around the fuel pins. To illustrate this, the peripheral pin
B6 (see Figure 6.1b) was selected. The sodium temperature on its surface was
sampled every 60 degrees, at the outlet of the heated column of the bundle, and
its distribution around the circumference of the pin is presented in Figure 6.13 for
the 3 deformation levels evaluated. The increase of the azimuthal temperature
gradients with deformation is evidenced by the departure from the regular hexagon
shape that would be obtained in a zero gradient case. The maximum temperature
difference between diametrically opposed points on the surface of the cladding
increases with the deformation. In particular, the difference between the maximum
and minimum temperature computed at those 6 points increases from 62°C in the
nominal geometry to 66°C in the 2.0% deformed geometry, and to 96°C in the 4.9%
deformed geometry.
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Figure 6.13.: Temperature distribution around the peripheral pin B6, at the outlet
of the heated column, in the deformed and non-deformed geometries.

Local flow disruptions
Additionally, the deformation of the bundle leads to the contact between spacer
wires and neighboring fuel pins, which, besides giving place to hot spots in the
cladding in the contact area, induces local sodium flow disruptions. As an example,
Figure 6.14 illustrates how the contact between spacer wires and neighboring pins,
at the outlet of the heated column, completely blocks the sodium flowing from
the colder periphery to the hotter central region, and vice versa, in the regions
where contact occurs. In this figure, the temperature scales have been adjusted as
to highlight the sodium cold and hot jets flowing into and from the central region,
respectively, which are absent in the deformed bundle.
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Figure 6.14.: Sodium temperature at the outlet of the heated column of the
non-deformed (a) and deformed (c) bundle. The sodium velocity vectors in

one of the gaps closed by the deformation is also presented (b).

Section summary
The results presented in this section show that the diametral deformation of the fuel
pins induces a significant increase in the sodium temperature, which grows with the
axial position within the bundle and is mainly caused by the deformation-induced
sodium mass flow rate reduction. Additionally, the deformation leads to a large
increase in the circumferential temperature gradient on the surface of the claddings,
and to the closing of the gaps between pins that—besides leading to hot spots
in the cladding—significantly affects the sodium cross flow. To determine these
two effects, a detailed thermal-hydraulic model, in which the wires are explicitly
represented, is required. Finally, all these effects become relevant only for high irra-
diation dose levels, and were not observed for an irradiation dose lower than 125 dpa.

The temperature perturbation described above, induced by the deformation, has a
feedback on thermomechanics. To assess this effect, coupled thermomechanical/thermal-
hydraulic simulations of the irradiation of the 7-pin fuel bundle were conducted,
and the results are presented hereafter.

6.6. Effects of the coupling on the bundle
deformation

The irradiation of the 7-pin bundle was simulated employing the coupling methodol-
ogy described in Section 5.2 for the two different dose levels presented in Figure 6.1a
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and evaluated in the previous section. The detailed 3D model of DOMAJEUR2,
described in Section 4.4.1 was employed.

To construct the cladding temperature histories used as input for the thermome-
chanical simulations, the Linear Temperature Increment method (see Section 5.21),
was employed. In this method, the temperature is considered to evolve linearly
between the distribution computed with a CFD simulation in the non-deformed
geometry at BOL, and the distribution computed with a CFD simulation in the
EOL deformed geometry. In Section 6.8, this temperature interpolation method is
compared to the other options discussed in Section 5.21.

Effects of the coupling on the diametral strain
For the lowest dose profile with a maximum of 123 dpa, the temperature increase
evidenced in Section 6.5 (see Figure 6.11) is not high enough to provide a significant
feedback on the deformation of the bundle. Therefore, in this case, the deformed
geometry obtained with the coupled simulation does not significantly differ from
the one obtained in the non-coupled calculation using the nominal temperature
distribution, as can be observed in Figure 6.15, where the average diametral strain
profiles of the central and one peripheral pin obtained with and without coupling
between thermal-hydraulics and thermomechanics are presented.
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Figure 6.15.: Diametral strain of the cladding of the peripheral pin B6 (a) and of
the central pin A1 (b) along the heated column, obtained with and without

coupling, for a maximal irradiation dose of 123 dpa.
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For the higher dose profile with a maximum of 165 dpa, on the other hand, the
deformation level is higher and it induces a greater temperature increase. In this
case, the EOL deformation of the bundle obtained with the coupling is significantly
different from the one obtained using only the nominal temperature distribution as
input for the thermomechanical calculations. This can be observed in Figure 6.16,
where, again, the average diametral strain profiles of the central and one peripheral
pin obtained with and without coupling are presented. It can be there observed
that, in the upper half of the heated column, the coupling leads to a diametral
strain up to 30% lower than the non-coupled simulation.
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Figure 6.16.: Diametral strain of the cladding of the peripheral pin B6 (a) and of
the central pin A1 (b) along the heated column, obtained with and without

coupling, for a maximal irradiation dose of 165 dpa.

The observed effect can be explained by the temperature dependence of the phys-
ical phenomena that cause the deformation, mainly swelling and irradiation creep.
As discussed in Chapter 4, the cladding swelling is computed by DOMAJEUR2
using equations 2.24 to 2.28, which allow to take into account its temperature de-
pendence, depicted in Figure 6.17 for two different irradiation doses, corresponding
to the maxima of the dose profiles evaluated in this work. It can be noted that
there is one temperature for which swelling is maximized, which increases with
the irradiation dose. The irradiation creep, computed using equations 2.32 and
2.33, presents a similar temperature dependence (see Figure 2.14). Therefore, the
observed reduction in deformation is explained by the fact that, in the upper part
of the heated column, the temperature of both the central and the peripheral pin is
superior to that that maximizes swelling and irradiation creep, thus the deformation
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induced temperature increase has a negative feedback on deformation. This can be
observed in Figure 6.18, where the temperature ranges that maximize swelling and
irradiation creep are plotted—for a dose range of [100,165] dpa6—together with
the temperature profiles of the two pins considered in the non-deformed geometry.
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Figure 6.17.: Cladding swelling as a function of temperature, for two different
irradiation dose levels, as calculated with the empirical law employed in

DOMAJEUR2.

Note that the impact of the coupling on the deformation is higher in the upper
half of the heated column. This is firstly due the higher temperature perturbation
in this region with respect to the nominal temperature distribution, as can be
noted in Figure 6.11. Additionally, as can be observed in Figure 6.18, the cladding
temperature in the non-deformed geometry is, in the lower part of the heated
column, closer to the temperature level that maximizes swelling and irradiation
creep, around which their partial derivatives with respect to temperature (∂ε/∂T )
have a smaller absolute value (see Figure 6.17). For similar reasons, the diametral
deformation reduction caused by the coupling is expected to be less significant in an
axially homogeneous pin design, which typically present a deformation maximum
near the core mid-plane, where the deformation induced temperature increase is
relatively low. In this case, the temperature increase would mostly affect a part
of the bundle that already exhibits a low deformation level, thus inducing low
feedback in absolute terms.

6The temperature that maximizes the irradiation creep is also dependent on the cladding
equivalent stress, here set to 100 MPa, since the term of Equation 2.32 proportional to σ2

eq

gains relative importance with growing σeq. However, since the creep term proportional to
the swelling rate dominates, this dependence is very low.
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Figure 6.18.: Average cladding temperature along the heated column of the central
and one peripheral pin of the non-deformed bundle. The temperature ranges
that maximize swelling and irradiation creep—for a dose range of [100,165]

dpa—are indicated.

Impact of temperature gradients on the diametral strain
The temperature gradients around the circumference of the claddings were shown
to be very significant (see Figure 6.13), representing up to 64% of the nominal bulk
sodium heating within the bundle. In order to quantify their impact on the EOL
diametral strain of the claddings, two DOMAJEUR2 simulations using different
cladding temperature distributions were compared, for both dose levels here studied.
In the first simulation, the temperature of each cladding was defined using 6 axial
profiles around its circumference, one every 60 degrees. In the second, only one
averaged temperature profile per pin was employed. For both simulations, the
detailed 3D model of DOMAJEUR2 was used.

DOMAJEUR2 maps the user-inputted temperature profiles onto the mesh of the
model; this procedure led, in the two simulations here compared, to the temperature
distributions presented in Figure 6.19 for the upmost part of the fuel bundle. From
this figure, it would seem that employing only one temperature profile is a poorer
approximation for the peripheral pins, which are subject to significantly higher
temperature gradients on the circumference of the claddings than the central one.
However, even in this case, the impact of these gradients on the diametral strain
is very limited. This can be observed in Figure 6.20, where the diametral strain
profiles of a peripheral pin of both simulations—i.e. using 1 and 6 temperature
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values in the circumference of each cladding—are presented, for the two dose levels
analyzed. For the lower dose essayed, using 6 profiles leads to a diametral strain
1.2 % higher than using only one, and the maximum local relative difference is 5%.
For the higher dose, no significant differences are observed. For both dose levels,
the calculations with only one temperature profile per pin demanded significantly
less computation time.

It should be noted that the circumferential temperature gradients here presented
lead to uneven distributions of the thermal expansion and of the swelling strain—
addressed later in this section—which give place to secondary stresses.

Figure 6.19.: Detail, at the upmost section of the fuel bundle, of the temperature
distribution used as input for the DOMAJEUR2 simulations when 1 averaged
temperature profile per pin is employed (a) and when 6 different profiles per

pin are used (b).
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Figure 6.20.: Diametral strain profile of the peripheral pin B6 obtained with
DOMAJEUR2 using one and six axial temperature profiles per pin, for a

maximum dose of 165 dpa (a) and 123 dpa (b).

Effects of the coupling on the cladding strain: 3D vs 1D finite
element models
The low impact that the circumferential temperature gradients of the claddings
have on their diametral strain, on which the coupling here evaluated is based,
suggests that the beam-based 1D model of DOMAJEUR2, which only allows using
one temperature profile per fuel pin, might be a reasonable option for the coupling
methodology. For this reason, the irradiation of the 7-pin bundle was simulated
using the 1D model of DOMAJEUR2, for the two irradiation dose levels, and the
results thus obtained are here compared to the results obtained with the 3D model,
which considers the circumferential temperature gradients.

The axial profiles of cladding diametral strain obtained with each model are
presented in Figure 6.21 for the central pin, which evidenced the highest differences
between models, for the two dose levels evaluated. For 123 dpa, the 3D model
led to an average diametral strain 1% lower than the 1D model, while it yielded
an average deformation 7% higher for 165 dpa. The circumferential temperature
gradients on the claddings, not considered in the 1D modelisation, were shown to
have very low impact on the diametral strain of the fuel pins (see Figure 6.20), so
they cannot explain the difference found between the two models, which is larger
for the most irradiated bundle and towards the upper end of the heated column.
In addition, as we will show later in this section, the cladding viscoplastic strains
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obtained with both models are in very good agreement, and both compute the
same thermal expansion. Then, the difference lies in the calculation procedure of
the elastic strain between the two models.

In the 1D modelisation, each cladding is represented by a series of pipe elements.
The diametral strain of each of these elements is calculated from the internal
pressure and the thermal and irradiation loads it is subject to, and it is completely
independent from the diametral strain at other axial positions. For this reason,
the diametral strain obtained with this model decreases abruptly towards the end
of the heated column, where the irradiation dose and temperature levels induce
a sudden reduction in the swelling and creep strains. On the other hand, each of
the multiple elements used to represent an axial section of the cladding in the 3D
model shares nodes with elements above it and below it. Therefore, in this case,
the diametral strain of any given section of the cladding depends on sections below
and above it. In particular, and as shown for a dose of 165 dpa in Figure 6.21a, a
residual diametral strain is obtained in the upmost region of the heated column of
the cladding. In this case, the strain reduction towards the end of the bundle is
smoothed out due to the forces that the elements of a highly deformed section of
the cladding exert on the elements of the section above it, which tend to increase
its diameter.
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Figure 6.21.: Diametral strain profile of the central pin obtained with the 3D and
1D models of DOMAJEUR2, for a maximum dose of 165 dpa (a) and 123 dpa

(b).

However, the maximal diametral strains obtained with the two models are in very
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good agreement and, as explained before, the difference in the diametral strain is
concentrated in the upmost part of the heated column. Since both the deformation
level and the linear power are relatively low in this region, the higher strain obtained
with the 3D model only leads to a 10°C increase in the maximum cladding surface
temperature—calculated by averaging over one sixth of the circumference of the
cladding—, over which operational limits are imposed in SFR for safety reasons.
Half of this increase is caused by the difference in the coolant mass flow rates
computed in the two deformed geometries. The impact of the strain difference
on the average cladding temperature at a given axial position is even smaller,
averaging less than 5°C in the upper half of the central pin, where the effect was
most noticeable.

As mentioned above, both models compute similar swelling and creep induced
strains. This can be observed in Figure 6.22 where the EOL swelling strain axial
profiles, averaged over the cross section of the cladding, are presented for the
central pin A1 (a) and for the peripheral pin B2 (b), as computed with the 1D and
3D models of DOMAJEUR2 in coupled and non-coupled simulations. Similarly,
the irradiation creep strain profiles are presented in Figure 6.23a for the central
pin, and in Figure 6.23b for the peripheral pin B2. In these figures, the bundle
irradiated up to 165 dpa is considered.

It can be noted that the axially heterogeneous fuel pin concept leads to swelling
and irradiation creep profiles with two distinct maxima each, one in each fissile
blanket. In the lower part of the heated column, the irradiation creep strain is
slightly dominant, since it is maximal for slightly lower temperatures than swelling,
specially for doses close to the maximum of 165 dpa evaluated here (see Figure 6.18).
In the upper part, on the other hand, the swelling strain dominates. Additionally,
the deformation of the peripheral fuel pin is superior to that of the central pin due
to its lower temperature that, in the upper half of the heated column, favours both
swelling and irradiation creep.

Concerning the effects of the coupling, it can be noted that it affects the swelling
more than the creep strain, and that its impact is maximal for the central pin
(figure 6.22a), where the swelling strain reduction reaches 30%. As mentioned
before, the strain reduction due to the coupling is higher in the upper part of the
heated column, where the temperature increase induced by the deformation and
|∂ε/∂T | are both higher. The maximal swelling strain—of particular importance
in view of the design limits imposed on it—is in excellent agreement between the
two models, both in the coupled and not coupled simulations. However, it should
be noted that these values are averaged in the circumference of the cladding.

These results confirm the capability of the beam-based, 1D model of DOMA-
JEUR2 to predict an axial distribution of cladding diametral strain that agrees well
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Figure 6.22.: Axial profiles of swelling strain computed with the 1D and the 3D
models of DOMAJEUR2, in coupled and non-coupled simulations. The

results obtained for the central pin A1 (a) and the peripheral pin B2 (b) are
presented.

with the reference distribution computed with the 3D model, especially concerning
the maximal strain. Besides the implications that this has on the prediction of
the temperature distribution in the bundle, this is particularly important since the
diametral strain of the claddings is the main cause of interaction between the fuel
pins and between the pins and the hexcan, which leads to contact stresses evaluated
in Section 6.7. For these reasons, the 1D model is a suitable option for conducting
coupled simulations aiming to predict the macroscopic evolution of the geometry
of the bundle, and its effects on thermal-hydraulics. However, only the 3D mod-
els allows to evaluate the effects of the high temperature gradients, as discussed next.
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Figure 6.23.: Axial profiles of irradiation creep hoop strain computed with the 1D
and the 3D models of DOMAJEUR2, in coupled and non-coupled simulations.
The results obtained for the central pin A1 (a) and the peripheral pin B2 (b)

are presented.

Swelling strain gradients
Void swelling is strongly temperature dependent and, therefore, under the temper-
ature gradients evidenced by figures 6.13 and 6.19b, high swelling gradients are
established within the fuel claddings, and only the 3D model is able to represent
them7. To illustrate this, the swelling strain profile along the circumference of a
peripheral fuel pin is presented in Figure 6.24a for an axial position of 0.545 m,
where both the swelling strain and its circumferential gradient are maximal. Both
the results obtained with the non-coupled and the coupled simulations conducted
with the 3D model of DOMAJEUR2 are presented. Additionally, in Figure 6.24b,
the swelling strain distribution within a 1.5 cm long axial section of the cladding,
at the same axial position, is presented for the non-coupled and coupled simulations.

As can be observed in Figure 6.24a, the swelling strain is highly inhomogeneous
within the circumference of the cladding. The difference between the maximal and
minimal strain represents, in the non-coupled simulation, 40% of its average. As
explained before, the temperature gradients are increased in the deformed geometry.
Thus, in the coupled simulation, the difference between the maximal and minimal

7Similarly, thermal strain gradients are also established. However, these are significantly lower
than the swelling induced strains.
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Figure 6.24.: a) Swelling strain in the circumference of the cladding of a peripheral
fuel pin, at an altitude z = 0.545 m, computed with the 3D model of

DOMAJEUR2 in a coupled and a non-coupled simulation. b) Swelling strain
distribution within a 1.5 cm tall section of the cladding, centered at z = 0.545

m, computed with the 3D model of DOMAJEUR2 in a coupled and a
non-coupled simulation.

swelling strain within the cladding circumference is larger and represents a 50% of
its average, which is lower than without coupling. At this axial position, the ratios
of maximal to average swelling strain are 1.13 and 1.17 in the non-coupled and in
the coupled simulations, respectively.

In Figure 6.24b, a qualitatively similar swelling distribution can be observed
within the axial cladding section in the coupled and in the non-coupled case. How-
ever, the coupling increases the swelling strain amplitude by 44%. This amplitude
is higher than the one computed over a circumferential line (figure 6.24a) since
the axial temperature gradients induce axial swelling gradients too. It is worth
noting that these axial gradients can only be correctly reproduced if the azimuthal
gradients are considered, since the first are strongly smoothed out if the cladding
temperature is considered homogeneous within its cross section.

Being able to correctly predict the swelling strain distribution is of particular
importance, firstly, because, as discussed in Section 2.2.2.2, it has been shown
to produce excessive embrittlement of the austenitic steel of the cladding above
approximately 2%, which is why all SFR programs have a design criteria limit-
ing the maximal swelling strain. Here, its calculation was made possible by the
detailed temperature field provided by the CFD simulation, and by the use of
the 3D model of DOMAJEUR2. In cases where the size of the bundle makes it
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unpractical to employ the 3D model of DOMAJEUR2, a simulation of a smaller
representative bundle, like the 7-pin bundle studied here, could be conducted to
identify a factor—or different factors representative of peripheral and central pins,
or different axial positions—relating the average and maximal swelling strain within
the circumference of the cladding (1.17 in the example presented in Figure 6.24a).
Then, to approximate the maximal swelling that would be computed by the 3D
model from the value obtained with the 1D model, the latter could by multiplied
by the factor identified in the representative 3D simulation, since, as discussed
before, the maximal swelling, averaged on the circumference of the cladding, is in
excellent agreement between both models.

Additionally, the swelling gradients—like is the case with the differential thermal
expansion—give place to secondary stresses that, despite normally being relaxed by
the irradiation creep (Uwaba and Ukai 2002), could activate the damaging thermal
creep if they were sufficiently high8. To be able to precisely quantify these stresses,
a very fine spatial discretization would be required. Due to time requirements
and limitations in the available computational resources, this evaluation was not
conducted in this work. However, the developed simulation methodology could be
employed to this end, which constitutes a future outlook of this work.

Section summary
In this section we showed that, under conditions representative of advanced SFR,
the coupling between thermal-hydraulics and thermomechanics leads to a signif-
icant reduction of the cladding diametral strain, explained by the temperature
dependence of swelling and irradiation creep, and by the deformation induced
cladding temperature increase. In the axially heterogeneous bundle here evaluated,
which presents two deformation maxima along the length of its heated column, the
coupling-induced deformation reduction affects mostly the maximum located in
the upper part of this column. In addition, the important temperature gradients
in the circumference of the cladding were shown to have very little effect on its
diametral strain, averaged in the circumference. The 1D model of DOMAJEUR2
was found to predict a cladding diametral strain profile along its length that is in
good agreement with the one predicted by the 3D model, particularly concerning
the maximal diametral strain. This makes the 1D model, which is significantly less

8It should be noted that, although not evaluated in this work, important swelling gradients also
exist in the thickness of the cladding, consequence of the high temperature gradient it exhibits.
However, the estimation of this swelling gradient is more straightforward than the evaluation
of the gradients in the circumference, since the temperature difference between the inner and
outer surfaces of the cladding depends only on its dimensions and on the local linear power.
Additionally, these gradients are already the subject of studies conducted at the CEA with the
fuel performance code GERMINAL, which, on the other hand, cannot predict the gradients
in the circumference of the cladding because it is based on an axisymmetric assumption.
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computationally expensive, a suitable option for conducting coupled simulations.
However, the temperature gradients induce important swelling gradients in the
circumference of the claddings, which only the 3D model can predict and which
induce secondary stresses. The quantification of these stresses is one of the outlooks
of this work.

The effects of the coupling on the deformation of the bundle have consequences
on its stress distribution, which are discussed next.

6.7. Effects of the coupling on the cladding stresses
We showed how considering the temperature perturbations induced by the deforma-
tion leads to a reduction of the swelling and the irradiation creep of the claddings,
thus to a reduction of their diametral strain. Since the latter is the driving force for
the mechanical interactions between fuel pins and between the pins and the hexcan,
the predicted mechanical loads of these contacts are also reduced in the coupled
simulations with respect to the simulations using the non-coupled approach. In
what follows, we evaluate only the bundle irradiated until reaching a maximal irra-
diation dose of 165 dpa, for which the coupling effects were observed to be significant.

Using the 1D model of DOMAJEUR2
To illustrate the effects of the coupling on the cladding stress, the equivalent von
Mises stress calculated by the modified bar contact elements of the 1D model of
DOMAJEUR2 (see Section 4.4.2), with and without coupling, are presented in
Figure 6.25a for the central pin, and in Figure 6.25b for the peripheral pin B2. In
the not coupled simulation, the maximal equivalent stresses of 134 MPa9 for pin A1
and 123 MPa for pin B2 are located, for both pins, at an axial position z = 0.545
m. Considering the coupling leads to a lower diametral strain and thus relaxes the
mechanical contacts, leading to a very significant reduction (27% for both pins) of
the equivalent stress at that point.

To better understand the evolution of the cladding stress at the points where
contact is susceptible of occurring, it is helpful to observe the evolution of the
Total Available Gap (TAG), systematically computed by DOMAJEUR2. The
TAG is defined, for each diagonal of the hexagonal subassembly, as the difference
between the available space within the hexcan, TAH, and the space occupied by
the deformed fuel pins in the diagonal, TAP , computed from the average external

9This values are not to be compared directly with the limit of ∼200 MPa given in Section
2.2.1.2—conservative value for the advanced SFR designed at the CEA—since this limit applies
to the total equivalent stress, including the secondary stresses not considered here.

189



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Axial position [m]

80

90

100

110

120

130

140

E
qu

iv
al

en
ts

tr
es

s
[M

Pa
]

a)

Central pin A1
Not coupled
Coupled

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Axial position [m]

80

90

100

110

120

130

140

E
qu

iv
al

en
ts

tr
es

s
[M

Pa
]

b)

Peripheral pin B2
Not coupled
Coupled

Figure 6.25.: Axial profile of the equivalent stress predicted by the 1D
DOMAJEUR2 model, for the central pin A1 (a), and for the peripheral pin

B2 (b).

diameter of their claddings and spacer wires. The TAH is the sum of the length
of the red and blue segments presented in Figure 6.26. In this figure, the spacer
wires of the pins A and B susceptible of becoming in contact with the hexcan are
represented by dotted circles, and they are located 1/12th of the wire step below
or above the diagonal being considered. The TAP is computed by adding the
deformed diameters of the claddings and spacer wires within the diagonal, plus the
diameter of one of the spacer wires susceptible of contacting the hexcan (one of the
two dotted circles). With this definition, TAG = TAH−TAP = 0 marks the start
of the second phase of the bundle deformation, when all the pins in the diagonal
become in contact with each other and with the hexcan through the spacer wires10.
At this point, there is still available space to accommodate the bundle deformation
towards the hexcan wall opposed to the wall in contact with the spacer wires at
the considered altitude, which is mainly done by the helical flexion of the fuel pins.
When TAG = −Dw, with Dw the average diameter of the spacer wires of the pins
in the diagonal, the third phase of bundle deformation begins; at this moment, a
cladding makes direct contact with the hexcan and there is no more available space
to accommodate the diametral strain of the pins.

10This is true if all the pins present the same diametral deformation. In practice, the peripheral
pins, which are exposed to lower temperatures, present a higher deformation level. For this
reason, the contacts typically occur first in the periphery of the bundle.
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Then, in Figure 6.27 and Figure 6.28, the evolution of the von Mises stress at
the position of maximal EOL stress is presented, together with the evolution of the
TAG, for the central pin A1 and the peripheral pin B2, respectively. The TAG
limits that define the start of the second and third bundle deformation phases are
also indicated11.

C D

A B

Figure 6.26.: Scheme of the fuel pins within a diagonal of the hexcan. The
segments employed to compute the available space, within the hexcan, to

accommodate the diametral strain of the pins (TAH) are indicated in red and
blue.

By analysing figures 6.27 and 6.28, the lower EOL stress predicted by the coupled
calculations (see Figure 6.25) can be explained by a delay of the third phase of
bundle interaction, in which only the ovalisation of the claddings, a more rigid
deformation mechanism than their flexion, can accommodate their increasing di-
ametral strain. The start of this phase is therefore characterized by a rapid increase
in the equivalent stress, observed at approximately 1540 days of irradiation in
the non-coupled simulation. In the coupled simulation, this phase—which is not
allowed during nominal operation—is not yet reached within the irradiation period
considered. Additionally, the first contact-induced stress increase, observed between
1100 and 1200 FPD for pin B2 and between 1200 and 1300 FPD for pin A1, is
also retarded by the coupling. It should be noted that this stress increase appears,
for the central pin, later than the start of the second phase (TAG = 0). This is
because, in this case, the second phase starts with the contact between the hexcan
and the peripheral pin, which interacts with the central pin later on.

11The difference in the 3rd phase limit computed with the different simulations is due to the
difference in the computed thermal expansion of the wires.
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Figure 6.27.: Evolution of the TAG and of the equivalent cladding stress (σeq) at
the axial position of maximal EOL stress, for the central pin A1. The results
obtained with coupled and not coupled simulations are presented, and the
TAG limits marking the start of the 2nd and 3rd bundle deformation phases

are shown.
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Figure 6.28.: Evolution of the TAG and of the equivalent cladding stress (σeq) at
the axial position of maximal EOL stress, for the peripheral pin B2. The

results obtained with coupled and not coupled simulations are presented, and
the TAG limits marking the start of the 2nd and 3rd bundle deformation

phases are shown.
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Using the 3D model of DOMAJEUR2
Unlike the case of the modified bar contact elements employed in the 1D model of
DOMAJEUR2, the maximal von Mises stress due to the contact between pins is not
an internal variable of the link elements employed in the 3D model. Instead, the
stress is computed at the integration points of the volumetric finite elements that
constitute the claddings. In the simulations with the 3D model so far presented,
and as discussed in Section 4.4.1, 13 finite elements were employed along the
cladding circumference, each with a length of 1/12th of the wire step. This spatial
discretization is not sufficient to accurately predict the maximal stress under the
contact points and in presence of high temperature gradients. Therefore, in order
to improve the accuracy in the determination of the maximal stress, a simulation
with twice as many elements in the length and in the circumference of the claddings
was conducted to this end12.

The resulting evolutions of the maximal cladding stress in the coupled and not
coupled simulations are presented in Figure 6.29 for the central pin A1, where they
are compared to the evolutions obtained with the modified bar elements of the 1D
model. The values reported for the 3D model correspond to the average in a 1 cm
long cladding section13, and at the azimuthal angle where contact occurs. It can
be noted that both models predict a very similar reduction of the EOL maximal
cladding stress due to the coupling. However, the local stress maxima computed
by the 3D model, consequence of the succession—in time—of the contacts between
the pins in the considered plane, are not predicted by the 1D beam model. This
could be explained by an underprediction of the 1D model of the flexion stiffness
of a series of pins in contact with each other. Additionally, the maximal stress
computed by the 3D model is located ∼7 cm higher than the one obtained with
the 1D model. It should be noted that the central pin of this 7-pin bundle is more
representative—in terms of contact condition and on temperature gradients—of
the majority of the pins of a larger fuel bundle (217 pins for example) than the
peripheral pins.

For the peripheral pin B2, however, the agreement between the 1D and the 3D
models is less satisfactory. This can be observed in Figure 6.30, where the evolution
of the maximal cladding equivalent stress of the peripheral pin B2 is presented, as
computed by the 1D and 3D models. It should be firstly noted that, since B2 is a
peripheral pin, it is exposed to much higher temperature gradients, as illustrated in
Figure 6.31 for the non-deformed geometry. These gradients are not considered in
the 1D model, so the comparison between the two is less straightforward than for
12Increasing the number of elements in the thickness of the cladding was not possible with the

available computational resources, since the convergence of the simulation was significantly
slowed down in this case.

13Out of the three integration points in the thickness of the cladding, only the ones closest to its
inner surface were considered, since the maximal stress is located at this surface.
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the central pin A1. Besides, as discussed in Section 6.5, the temperature gradients
are increased with the coupling, thus inducing higher secondary stresses due to
differential thermal expansion and swelling gradients. A higher discretization might
be needed in this case to fully resolve these secondary stresses, but this was not
possible due to limitations on the available computational resources and due to
time constraints.

In spite of these limitations, the results concerning pin B2 are presented because
two qualitative observations can nevertheless be made. Firstly, the succession of
steep increases of the stress observed for the central pin are also reproduced here
in the 3D simulations. Like for the central pin, the 1D model fails to capture this
behaviour, even though it predicts, as the 3D model does, the contact between
pins. Secondly, as observed for the central pin with both models, the coupling
leads to a delay in the stress increases induced by the contacts. However, the
3D models predicts an earlier increase in the cladding stress, which is why the
coupled simulation does not lead to a significant reduction of the EOL maximal
stress, since the third phase of bundle deformation is also reached in this simulation.
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Figure 6.29.: Evolution of the equivalent cladding stress at the axial position of
maximal EOL stress, for the central pin A1. The results obtained with the 1D
and the 3D models in coupled and not coupled simulations are presented, and

the axial position evaluated in each model is indicated.
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Figure 6.30.: Evolution of the equivalent cladding stress at the axial position of
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and the 3D models in coupled and not coupled simulations are presented.
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Figure 6.31.: Cladding surface temperature axial distribution of the central pin A1
(a) and the peripheral pin B2 (b), in the non-deformed geometry. Each profile

corresponds to a different azimuthal angle.
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Section summary
The results presented in this section show how the reduction of the diametral
deformation, caused by the coupling, leads to a delay in the third phase of the
bundle deformation. This phase is characterized by a high cladding ovalisation
caused by the contact between fuel pins, which induces high mechanical stresses
within the cladding. For the central pin, the 3D and the 1D models of DOMA-
JEUR2 were shown to predict a similar reduction in the maximal EOL cladding
stress. For a peripheral pin, on the other hand, the agreement between both
models resulted to be less satisfactory, since—unlike the 1D model—the 3D model
predicts the attainment of the third phase of deformation for both the coupled
and not-coupled simulations. This comparison is, however, of qualitative character,
since the secondary stresses are considered in the 3D model but not in the 1D
model. A precise evaluation of these stresses constitutes an outlook of this work.

6.8. Comparison between different temperature
interpolation methods

In this section, we firstly compare the results of coupled simulations using the two
different temperature interpolation techniques presented in Section 5.4.1, namely the
Linear Temperature Increment and the Delayed Temperature Increment. Both these
methods require doing only one CFD simulation in a deformed geometry per global
iteration (i.e. per thermomechanical simulation of the irradiation period under
consideration). At the end of this section, the results obtained with these methods
are compared to the results obtained by considering multiple CFD simulations, in
partially deformed geometries, for the temperature interpolation.

Linear vs. Delayed Temperature Increase
In these two methods, the cladding temperature history used for each thermome-
chanical simulation is defined as described below.

• Linear Temperature Increment method: The BOL and EOL tempera-
ture distributions are computed with CFD simulations in the nominal and
EOL deformed geometries, respectively, using the boundary conditions (power,
mass flow) associated to those instants. After a 1 FPD long period of heating
up from a cold reactor state, the temperature distribution is interpolated
linearly between a time t = 1 FPD (BOL) and a time t = tEOL (EOL).
Between BOL and EOL, both the temperature changes (in time and space)
induced by the fuel burn-up and by the bundle deformation are considered.

• Delayed Temperature Increment method: This method is motivated
by the existence of an incubation period, extending up to a time tinc, during
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which the deformation is very low. As in the previous method, a 1 FPD long
initial period of heating up is considered. Then, between t = 1 FPD and
t = tinc, the temperature is considered to change only under the effects of the
changes in power, and not due to the deformation of the bundle. The time tinc
is determined, at each global iteration of the coupled simulation, based on the
last computed evolution of the bundle deformation, as described in Section
5.4.1. The temperature distribution at tinc is computed by interpolating
two CFD simulations in the non-deformed geometry; one with BOL and
one with EOL boundary conditions. Finally, between t = tinc and t = tEOL,
both the effects of the changing power and of the deformation are taken into
account, and the temperature distribution is considered to evolve linearly
until reaching the distribution computed by a CFD simulation in the EOL
deformed geometry.

Since the 1D model of DOMAJEUR2 was shown, in Section 6.6, to yield a
cladding diametral strain distribution in very good agreement with the prediction
of the 3D model, the first was employed for the studies presented in this section,
which allowed to increase, with respect to the simulations presented so far, the
number of fuel pins to 1914. All other geometric parameters of the 7-pin bundle
presented in Section 6.1 were conserved, except for the hexcan plate to plate dis-
tance that was set to 49.31 mm to accommodate the 19 fuel pins. A 19-pin bundle
was selected because its simulation requires significantly less CFD computational
time than larger bundles—which are the object of Chapter 7—, but it allows to
evaluate whether the coupling induces the same qualitative effects than the ones
obtained for the 7-pin bundle or not.

The inlet sodium mass flow rate was set to 2.34 kg/s, as to obtain, like with
the 7-pin bundle, an outlet bulk sodium temperature of about 550°C in nominal
conditions, considering an inlet temperature of 400°C. The EOL irradiation dose
profile presented in Figure 6.1a, with a maximum of 165 dpa, was used. Different
BOL and EOL linear power profiles were employed—the same for all fuel pins—to
account for the fuel burn-up. These profiles are presented in Figure 6.32a. The
meshing procedure described in Section 3.3.5 and the meshing parameters defined
in Appendix A were also employed for the simulations presented in this section,
resulting in a total cell count of about 6 million. As an example, the mesh obtained
for the non-deformed geometry at the outlet of the bundle is presented in Figure
6.32b, where the fuel pin naming system is indicated.

Under these conditions, coupled simulations of the irradiation of the 19-pin
bundle were conducted using both methods for interpolating the temperature
distributions to produce the required temperature history for the thermomechanical

14As discussed in Section 4.4.1, the use of the 3D model of DOMAJEUR2 is very challenging for
bundles of more than 7 fuel pins.
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Figure 6.32.: a) BOL and EOL linear power axial profiles used for all the fuel pins
of the 19-pin bundle. b) Cross section of the CFD mesh at the outlet

of the fuel bundle, where the pin naming system is indicated.

simulations. The resulting cladding surface temperature evolutions are presented
in Figure 6.33a for 3 different fuel pins, at an altitude z = 0.54 m—where the EOL
diametral strain is maximal—, where the evolution in the non-coupled simulation,
in which only the evolution of the power is considered, is also presented. With
the Delayed Temperature Increment approach, tinc = 976 FPD was computed. It
can be noted that, due to the increase in power of the central fertile blanket (see
Figure 6.32a), the temperature increases during the irradiation, independently of
the effects of deformation. For each pin and each simulation, the resulting EOL
deformation is presented in Figure 6.33b.

It can be noted in Figure 6.33 that significantly different temperature time
evolutions lead to relatively similar EOL diametral deformation profiles, although
the effect of taking into account the delay in the temperature increase caused by
the deformation can be observed. In addition, both coupled approaches lead to
very similar maximum cladding temperatures, as can be noted in Figure 6.34 where
the maximum cladding surface temperature of all pins (averaged over 1/6th of the
cladding circumference) is presented as computed with the 3 different approaches.
Both coupled simulations lead to maximal temperatures highly superior (∼ +40°C)
to those obtained with the non-coupled approach. The observed effects of the
coupling on the cladding temperature evolution and on the cladding EOL diametral
strain confirm the trends obtained for the 7-pin fuel bundle.

Figure 6.35a compares the evolution of the average viscoplastic diametral strain
(swelling and irradiation creep) of the fuel pins of the bundle, obtained with the
three approaches. It is observed that, up to approximately 1000 FPD, the plastic
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Figure 6.33.: a) Cladding temperature evolution at z = 0.54 m obtained with the
coupled simulations—with two different temperature interpolation

methods—and without coupling, for three different fuel pins. b) EOL
diametral strain profiles computed in each simulation and for each pin.
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Figure 6.34.: Maximal cladding surface temperatures of all fuel pins computed
with the coupled simulations using different temperature interpolation

methods, compared to the ones obtained without coupling.

deformation is lower than 20 % of the EOL plastic strain, which was employed for
the normalization of the strain profiles there presented. It can be noted that the
three cases lead to similar evolutions of the average viscoplastic diametral strain.
In Figure 6.35b, the normalized viscoplastic strain difference between both coupled
approaches is presented. It can be observed that at 800 FPD—half of the total
irradiation time—the difference between both approaches is only about 10% of
the maximal difference, even though the temperature distributions employed in
both cases differ significantly during this first half, as evidenced by Figure 6.33a
for z = 0.54 m. However, as the irradiation proceeds and the deformation becomes
more significant, the temperature difference between both methodologies decreases
as well, thus its impact on the EOL deformation is reduced. In other words, the
impact of the temperature difference obtained with both coupled methodologies on
the EOL diametral deformation of the fuel pins is limited because this difference is
reduced towards the end of the irradiation period (t > 1000 FPD), when most of
the cumulated strain is produced. In addition, the observed temperature differences
have a low effect on the swelling incubation dose, as shown in Table 6.5, where the
results of a simulation with additional CFD computations—discussed next—are
also included.
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Figure 6.35.: a) Evolution of the average viscoplastic diametral strain of the fuel
pins of the bundle, computed with coupled simulations with two different
temperature interpolation methods, and without coupling. The maximal

average strain computed amongst all simulations was used for the
normalization. b) Evolution of the difference in the average viscoplastic

diametral strain computed with the two coupled simulations, normalized with
the maximal difference.

Case Average T in [1,1000] FPD
(A1, z = 0.54 m) [°C]

Incubation dose at that T
[dpa]

Delayed
temperature increment 554 125.5

Linear
temperature increment 562 128.0

Two intermediate
CFD simulations 557 126.3

Table 6.5.: Average cladding temperature of the central pin A1 at z = 0.54 m in
the period from t = 1 FPD up to t = 1000 FPD, and swelling

incubation dose computed for that temperature. The results obtained
with the two temperature interpolation methods are compared to the
results obtained when additional CFD simulations are considered in

the temperature evolution.
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Using additional CFD simulations
In the Delayed Temperature Increment approach, the temperature distribution
is considered to be linear between BOL and tinc, and between tinc and EOL, and
it is constructed by interpolating the results of CFD simulations. However, the
increment of temperature is not a linear function of the deformation level, and it
depends both on the geometry change and on the reduction of the mass flow rate
that comes with it, which in this case reached approximately 14% at EOL. For
this reason, CFD simulations on partially deformed geometries were conducted,
and the temperature distributions thus obtained were employed to construct a new
temperature history that supposes a linear evolution between the following states:

• State I: Isothermal cold state;

• State II: BOL, obtained with a CFD simulation in the non-deformed geometry
and with BOL boundary conditions;

• State III: Intermediate state at tinc = 976 FPD15, obtained with a CFD simu-
lation in the intermediately deformed geometry and with boundary conditions
corresponding to 976 FPD. This geometry was computed by DOMAJEUR2
at 976 FPD, and the coolant mass flow rate reduction associated to that
deformation level was taken into account;

• State IV: Intermediate state at t = (tinc + tEOL)/2 = 1287 FPD, obtained
like State III but for the deformation and boundary conditions computed for
t = 1287 FPD;

• State V: EOL, obtained with a CFD simulation in the EOL deformed geometry
and with EOL boundary conditions.

This temperature history was employed to conduct a new thermomechanical
simulation with DOMAJEUR2. The evolution of the cladding temperature at an
altitude of z = 0.54 m is presented, for three different pins, in Figure 6.36a, as
computed using the 4 different temperature histories evaluated in this section, while
the associated EOL diametral deformation profiles are presented in Figure 6.36b.

It can be observed in Figure 6.36a that, at z = 0.54 m and t = tinc = 976 FPD, the
CFD simulation yields a cladding temperature only ∼5°C higher than the Delayed
Temperature Increment interpolation. Additionally, this difference is significantly
reduced for t = 1287 FPD, which—as discussed earlier in this section—is more
relevant since the strain rate is higher at this later time. As a consequence, as
can be noted in Figure 6.36b, using two additional CFD calculations in partially
15Note that this is the same value of tinc computed by the Delayed Temperature Increment

method, and represents the time up to which the deformation is assumed to have a negligible
impact on temperature in that approach. Conducting a CFD simulation in the geometry
obtained precisely at his time allows to evaluate the adequacy of this hypothesis.
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deformed geometries to construct the temperature history, employed as input for
the thermomechanical simulation, does not have a noticeable impact on the EOL
diametral strain of the fuel pins.

In view of these results, the Delayed Temperature Increment approach for the
computation of the temperature history of the fuel claddings is retained in this
work, and it is used for application cases presented in Chapter 7. This approach
allows reducing the number of computationally expensive CFD simulations needed
for a coupled calculation, by replacing them with appropriate interpolations—based
on the computed evolution of the geometry—, without compromising the most
relevant results: the EOL deformation of the fuel pins and their EOL temperature
distribution. Firstly, the EOL deformation of the bundle is not, as evidenced by
Figure 6.36b, significantly impacted by considering additional CFD simulations.
Then, given that the EOL geometry is not impacted, the EOL temperature dis-
tribution, which is in all cases obtained with a CFD simulation in that deformed
geometry, is also unaffected.
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Figure 6.36.: a) Cladding temperature evolution at z = 0.54 m obtained with the
coupled simulations—with two different temperature interpolation methods—,
compared to the evolution computed by including two intermediate CFD

simulations, and to the results obtained without coupling, for three different
fuel pins. b) EOL diametral strain profiles computed in each simulation and

for each pin.
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6.9. Summary
In this chapter, we presented a series of numerical simulations of the irradiation of
reduced fuel bundles (7 and 19 pins), with characteristics representative of advanced
SFR designs. We firstly showed that, for our application, including only the fluid
domain in the CFD simulations, considering only the radial heat conduction in the
thickness of the cladding, and assuming the spacer wires are adiabatic, are adequate
approximations. The impact of the cladding ovalisation on the thermal-hydraulics
of the bundle was not considered, and its evaluation constitutes a future outlook of
this work. Similarly, we showed that the neutronic feedbacks are of second order,
and therefore they do not need to be taken into account in the coupling simulation
methodology developed in this work.

Then, we showed that the diametral deformation of the fuel pins leads to a
significant temperature increase of the coolant and of the fuel claddings, dominated
by the reduction of the coolant mass flow rate induced by the deformation. We also
showed that, for high irradiation doses that lead to a large deformation and thus to
a large temperature increase, this increase has a negative feedback on the cladding
deformation, determined by the temperature dependence of swelling and irradiation
creep. For this reason, the coupled simulations yield a lower EOL deformation
than the non-coupled simulations. Concerning the deformation of the claddings,
similar results were obtained with the 1D model of DOMAJEUR2 and with the
3D model, partially justified by the very low impact of the circumferential cladding
temperature gradients (not considered in the 1D model) on the cladding diametral
strain. However, important swelling gradients were computed with the 3D model;
a quantification of the associated secondary stresses is one of the future outlooks
of this work.

Additionally, we showed that the deformation reduction induced by the coupling
delays the third phase of the bundle interaction, and thus the apparition of very
high stresses associated to a high cladding ovalisation.

Finally, we showed that, for the computation of the cladding temperature history
used as input for DOMAJEUR2 at each global iteration of a coupled simulation,
using only one CFD simulation in a deformed geometry is sufficient for the purposes
of this work.
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7. Application cases
In this chapter, we present two application cases of the coupled simulation method-
ology developed in this work. Firstly, in Section 7.1, we present the simulation of a
subassembly irradiated in Phenix SFR, and the computed cladding deformation is
compared to the available experimental data. Then, in Section 7.2, we present a
numerical benchmark in which the simulation of a Joyo SFR (Soga, C. Ito, Aoyama,
et al. 2009) subassembly is conducted with the methodology here developed, and
the results thus obtained are compared to the results computed with a preexisting
coupled simulation approach for SFR subassemblies.
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7.1. Simulation of an irradiation experience: Phenix
subassembly

In this section, we present the simulation of the irradiation of a Phenix subassembly.
Ideally, such a simulation would be used to quantitatively evaluate the predictive
capabilities of the developed methodology. However, in order to do this, precise
measurements of both the bundle temperature and deformation distributions are
required. Many Phenix subassemblies have undergone post irradiation examinations
that provide information about the EOL deformation of their fuel claddings, but
the temperature distribution within the subassembly was never measured1; the
only temperature measurements were done at the inlet of reactor core and 12 cm
above the outlet of each subassembly, which is not sufficient for a quantitative
validation of the coupling methodology.

In addition, in this case, one cannot differentiate the errors introduced by the
multiple uncertain input parameters from the ones potentially introduced by the
coupling methodology itself. Noteworthy examples of highly uncertain parameters
are the distribution of the irradiation dose of the claddings, and the coefficients
of the swelling material laws, which, as we discussed in Section 2.2.2.2 and as we
will later see in this section, are highly sensitive to the composition, and to the
fabrication and the irradiation conditions of the cladding steel. Furthermore, these
parameters have a leading role in the evolution of the geometry of the fuel bundle.
In view of the large discrepancies found between the predicted and measured
deformation of several experimental irradiations, both the dose distribution and
the swelling law coefficients are currently being recalculated, at the CEA, for a
selection of experimental subassemblies.

In spite of the aforementioned limitations associated to the available experimental
data and simulation input parameters, simulating the irradiation of a Phenix
subassembly is valuable for two main reasons:

• It allows to demonstrate that the implementation of the coupled simulation
methodology developed in this work can handle large scale fuel bundles. In
this case, 217 fuel pins as opposed to the 7 and 19 fuel pin bundles evaluated
in Chapter 6, which represents a scale up that significantly increases the
complexity of the problem;

• It allows to demonstrate that the simulation methodology produces results that
are qualitatively consistent with the experimental deformation measurements.

1There exists an irradiation experience conducted in Rapsodie reactor in which thermocouples
were used to measure the temperature distribution at the outlet of a fuel bundle. However,
the lack of neutronic data and the complexity of the irradiation (e.g. rearrangement of the
fuel pin distribution in the bundle between two irradiation cycles) do not allow to use this
experience for validation purposes.
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To select the subassembly to be simulated, the following criteria were considered:

• Availability of extensive post irradiation examination of the fuel pins;

• Sufficiently high EOL deformation;

• Availability of the required input data, including the distribution of the
irradiation dose at different instants of the irradiation, and the evolution of
the internal pressure of the claddings, which are calculated, respectively, by
neutronic and fuel performance codes;

• Smooth irradiation history, which implies little or no modification of the
subassembly position and orientation in the core during its irradiation, and
limited variations in the core power level. This criteria aims to reduce
the uncertainty associated to the neutronic data (power, irradiation dose
distribution, etc.).

7.1.1. Case description
Following the criteria defined above, the irradiation of the MYOSOTIS subassembly
was selected. The main geometric and thermal-hydraulic characteristics of MYOSO-
TIS are summarized in Table 7.1, where some relevant irradiation conditions are
also included. MYOSOTIS is a standard Phenix subassembly2 irradiated up to a
maximal dose of approximately 120 dpa, leading to a maximal cladding diametral
deformation of about 5%. It was irradiated in an experience aimed to evaluate
the behaviour of Phenix subassemblies during long residence time in the reactor in
a low dose rate condition. For this reason, it was placed in a peripheral position
within the core, which is why it presents a very large radial dose gradient, as
illustrated in Figure 7.1. MYOSOTIS was irradiated during 1273 FPD in the same
position in the core of the reactor and, unlike other subassemblies within the core,
it was never rotated around its vertical axis.

The normalized evolution of the maximal linear power amongst the fuel pins
of MYOSOTIS—obtained from the reports of the irradiation cycles of Phenix—is
illustrated in Figure 7.2a. An overall reduction with time is observed, consequence
of the burn-up of the fuel, and local variations are due to the modification of the
reactor operation regime. For the simulation here conducted, a linear interpolation
between the power levels at the states S1 and S2, indicated in Figure 7.2a, was
considered. These are, respectively, the first and last computed values with the
reactor operating at full power. As can be inferred from Figure 7.2, interpolating
between these values is more representative of the overall power evolution than
interpolating between the very first and last available power values, which were

2The subassembly inlet nozzle was slightly modified from the standard subassembly, in order to
obtain the desired mass flow rate during the irradiation.
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Parameter Value
Fuel pin length 1.793 m
Heated column length 0.85 m
Fuel pin pitch 7.79 mm
Fuel pin external diameter 6.55 mm
Spacer wire diameter 1.15 mm
Spacer wire helix step 150 mm
BOL sodium mass flow rate 17.1 kg/s
EOL sodium mass flow rate 14.4 kg/s
Inlet BOL sodium temperature 395°C
Inlet EOL sodium temperature 389°C
Hexcan plate to plate distance 116.9 mm

Table 7.1.: Main geometric and thermal-hydraulic characteristics of MYOSOTIS.

Figure 7.1.: Distribution of the normalized maximal EOL irradiation dose
calculated within the fuel bundle of MYOSOTIS, which presents a high radial
gradient due to its peripheral position within the core. The positions of the
most and least irradiated fuel pins (pin N°1 and N°217, respectively) are

indicated.
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obtained with the reactor operating at a partial power regime. Then, in the simula-
tion, the power distribution corresponding to S1 was assigned to t = 1 FPD (BOL),
and that corresponding to S2 was assigned to t = tEOL (EOL), and the power was
linearly interpolated for intermediate times. The spatial power distributions at
these instants were obtained from preexisting neutronic simulations of MYOSOTIS.
As an example, the axial profiles of normalized linear power of the most powerful
fuel pin (the corner pin N°1, see Figure 7.1) thus obtained are presented in Figure
7.2b, for BOL and EOL. In this figure, and in the rest of this section, the axial
position is measured from the base of the fuel pins, so that the heated column
starts at an axial position z = 0.818 m.
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Figure 7.2.: a) Evolution of the normalized maximal linear power of MYOSOTIS.
The encircled S1 and S2 states correspond to the first and last, respectively,
in which Phenix reactor was operating at full power. Each reported value
corresponds to the state at the end of an irradiation cycle. b) Normalized
BOL and EOL axial profiles of linear power employed in the simulations for
the corner pin N°1, which correspond to the states S1 and S2, respectively.

The inlet sodium temperature and the coolant mass flow rate, reported in Table
7.1 and employed for the simulation, were obtained, both for BOL and EOL, from
the available data in the report of the corresponding irradiation cycles of Phenix.
In particular, the measured sodium temperature difference between the inlet and
the outlet of the subassembly, ∆TNa, and the computed total subassembly power,
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PSA, were employed to compute the mass flow rate Q according to:

Q = PSA

Cp∆TNa
(7.1)

where Cp is the specific heat of sodium and was evaluated at the average between
the inlet and outlet sodium temperature. To compute the BOL and EOL mass flow
rates, as was done with the linear power distribution, the first and last reported
states [PSA, ∆TNa] with the reactor operating at full power were considered.

The procedure defined in Section 5.2 and employed to conduct the coupled simu-
lations of the 7-pin and the 19-pin bundles, presented in Chapter 6, was employed
to conduct the simulation of MYOSOTIS. The "Delayed Temperature Increment"
method (see Section 5.4.1) for interpolating the evolution of the temperature distri-
bution in the subassembly between the BOL and EOL distributions—computed
with CFD simulations—was selected.

As mentioned above, for the simulation of MYOSOTIS, the EOL mass flow rate
was obtained from the reactor cycle report, as opposed to being computed from the
core pressure drop and the bundle deformation like in the simulations presented
so far. The reason for this is that the core pressure drop, required by the model
to compute the mass flow rate in deformed bundles (see Section 5.3.2), was not
measured during the operation of Phenix. An estimated value is indicated in the
cycle reports but, as discussed in (Guidez and Martin 1987), it should rather be
considered as a hydraulic parameter than as a good estimation of the absolute
magnitude of the pressure drop.

As a consequence of prescribing the coolant mass flow rate, a comparison be-
tween non-coupled and coupled simulations cannot be done. Indeed, as discussed in
Section 6.5, the effects of the deformation on the temperature distribution are due
to the modification of the geometry itself, but also due to the associated mass flow
rate reduction, which has a preponderant role. In this case, the latter is implicitly
taken into account in the mass flow rate used for EOL, which is derived from the
measured ∆TNa.

7.1.2. Simulation results
Since, as discussed above, the CFD simulations conducted in the nominal and in
the deformed geometries use the same boundary conditions, they lead to similar
temperature distributions. This can be observed in Figure 7.3, where the axial
distribution of the average cladding surface temperature of the central pin N°109
and the corner pin N°1, which presents the highest power level, are presented. The
coolant temperature distribution at the outlet of the non-deformed fuel bundle
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geometry is also presented in this figure. It can be observed that the axial temper-
ature distribution of the cladding temperature of the central pin is not noticeably
affected by the deformation, while a slight temperature increase of up to 6°C on
the cladding surface temperature—averaged on its circumference—can be noted
for the corner pin N°1. Such a small temperature perturbation has a negligible
feedback on the deformation of the bundle, which is why the simulation converged
after only one iteration.
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Figure 7.3.: Axial profiles of average cladding surface temperature for the central
pin N°109 (a) and the corner pin N°1 (b), computed with CFD simulations in
nominal and deformed geometries with the same EOL sodium mass flow rate

and power. The outlet sodium temperature distribution in the nominal
geometry is presented in (c), computed with the same EOL boundary

conditions.

The computed axial profiles of normalized diametral viscoplastic strain (i.e.
swelling and creep strains) are presented, for three different fuel pins, in Figure
7.4, where they are compared to the normalized strain profiles obtained from
the post irradiation measurements. In all cases, the maximal computed strain
was employed for the normalization. It can be observed that the position and
magnitude of the maximal deformation of the corner pin N°1, the most deformed

215



pin, is correctly predicted. Additionally, the deformation computed for less irra-
diated pins is consistently lower. However, the prediction of the strain maximum
becomes poorer towards the less irradiated corner of the bundle, where the absolute
value of the deformation is also lower. Concerning the observed differences in the
shape of the strain profiles, it should be noted that the sudden strain increase
and drop observed at the start and end of the heated column, z = 0.818 m and
z = 1.668 m respectively, are a consequence of considering a null linear power
outside this region. Due to this, there are temperature discontinuities at these
points—whose magnitude is determined by the temperature difference between
the surface and the mid-thickness of the cladding at the extremes of the heated
column—without which the transition towards a null diametral strain would be
smoother, as observed experimentally. This simplification, however, does not affect
the strain profile within the heated column, which is the region of interest in our case.

In Figure 7.5, the maximal calculated diametral strain is presented for each
fuel pin together with the measured value—both normalized with the maximal
computed strain of the pin N°1—in a histogram ordered according the maximal
irradiation dose of each pin. It can be noted that the best agreement between
simulation and experimental data is found for the most irradiated pins, and that
the simulation systematically overpredicts the maximal diametral deformation.

A similar trend can be observed for the relative error in the maximal diametral
strain, defined as:

Erel =
εmaxsimulation − εmaxexperimental

εmaxexperimental

(7.2)

where εmaxsimulation and εmaxexperimental are the computed and measured maximal viscoplas-
tic diametral strains, respectively. This error is presented, for all measured pins, in
Figure 7.6, where a clear decrease with increasing maximal irradiation dose and
increasing maximal deformation can be noted. This means that the relative error
is greatest for the less irradiated, and less deformed—and thus less relevant from a
thermomechanical and thermal-hydraulic point of view—fuel pins. It is to be noted
that here, as in all the reported deformation values in this section, only the contribu-
tion of swelling and creep to the diametral strain of the claddings is reported. This
means that the contribution of thermal expansion is not reported, which is done for
the sake of comparison with the experimental data, obtained at room temperature.
Thermal expansion induces an additional diametral strain of up to 1%, the consid-
eration of which would significantly reduce the relative error presented in Figure 7.6.

In order to understand the discrepancies between the simulation and the experi-
mental data, it is important to note, firstly, that the coefficients of the swelling
law used for the simulation were originally determined—from the experimental
irradiation of fuel pins of numerous subassemblies—by associating a measured
swelling strain with calculated dose and temperature values. Secondly, that the
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Figure 7.4.: Axial profile of normalized diametral viscoplastic strain computed by
the coupled simulation and experimentally measured, for three selected fuel
pins. The position of these pins within the bundle is indicated by the coloured
circles, and the pins that were examined after the irradiation are shaded.

irradiation positions close to the center of the reactor core, and axial sections
of the claddings with relatively high deformation levels, were privileged in the
experimental post irradiation examination of the fuel pins. As discussed in Section
2.2.2.2, swelling depends on multiple parameters, but only the irradiation dose
and temperature are taken into account in the swelling laws of the French SFR
program. Then, by determining these laws based experimental data that is more
representative of highly deformed claddings irradiated at a high dose rate, a bias is
likely introduced. It is then not surprising to find that the predictive capabilities
of the swelling law used here are greatest concerning the maximal diametral strain
of the most irradiated fuel pins.
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Figure 7.5.: Normalized measured and calculated maximal diametral strain of the
fuel pins as a function of their maximal computed irradiation dose.

Another factor that compromises the capability of the simulations here presented
of accurately predicting the deformation distribution, is the high dispersion in the
swelling resistance of different batches of the same fabrication lot of the cladding
steel. An example of this is presented in Figure 7.7, where the maximal measured
cladding diametral strains of different pins of the same Phenix subassembly are
presented as a function of of their maximal irradiation dose, for different batches of
the CF lot of the 15-15Ti steel used to fabricate them. The reported values have
been normalized with the overall strain maximum. It can be noted in Figure 7.7
that a relative difference in maximal diametral deformation of up to ∼ 100% is
obtained, with different batches of this lot, for maximal doses differing in less than
3 dpa. The claddings of MYOSOTIS were fabricated with the batch 7 of the CF
lot; however, the only swelling law parameters available to us were derived from
considering all the CF batches, which therefore introduces another bias.

These limitations are part of the reasons why the simulation presented in this
section was conducted with the goal of demonstrating the capability of the cou-
pling methodology of simulating full scale fuel bundles and obtaining physically
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Figure 7.6.: Relative error in the maximal diametral deformation of the pins, as a
function of the maximal irradiation dose and of the maximal deformation.

consistent results, and not as a quantitative validation. The simulation was in-
deed conducted satisfactorily and, in view of the good prediction of the position
and magnitude of the maximal cladding diametral deformation within the bundle,
and of the direction of the deformation gradient, we consider this goal to be fulfilled.

An outlook of this work is to employ the developed methodology to contribute
to the redefinition of the swelling laws, thus taking the coupling effects into ac-
count and profiting from the superior detail in the temperature distribution, with
respect to the lumped parameters codes originally employed for defining these laws,
provided by the CFD simulations.
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Figure 7.7.: Maximal measured cladding diametral strain as a function of the
maximal computed irradiation dose, for different fuel pins—irradiated in the
same Phenix subassembly—fabricated with different batches of the lot CF of

the 15-15Ti steel. The reported values have been normalized with the
maximal strain amongst all measurements. The claddings of MYOSOTIS

were fabricated with Lot CF7.

7.2. Numerical benchmark: Joyo subassembly
In this section, we present a numerical benchmark based on the simulation of the
irradiation of the PFD512 subassembly in the Mk-II core of the experimental SFR
Joyo, originally presented in (Uwaba, Hiroyuki Ohshima, and M. Ito 2017). In
that work, the coupling between the subchannel code ASFRE and the bundle
thermomechanical code BAMBOO was employed to simulate the irradiation of
PFD512, considering the actual PFD512 irradiation period of 327 FPD, as well as
a longer 846 FPD irradiation as to evaluate the effects of a high deformation level.
Here, we replicate the simulation of the 846 FPD irradiation of PFD512 by using
the developed coupling between DOMAJEUR2 and STAR-CCM+. The goal of
this benchmark exercise is to compare the bundle deformation and temperature
distribution computed with the STAR-CCM+/DOMAJEUR2 coupling with the
results obtained with ASFRE/BAMBOO.
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7.2.1. Benchmark definition
The main design parameters of the PFD512 subassembly are presented in Table
7.2, where they are compared to the parameters of the advanced SFR designed at
the CEA and to those of MYOSOTIS. The definition of the simulation conditions
is based on the data reported in (Uwaba, Hiroyuki Ohshima, and M. Ito 2017),
and it is described in what follows.

Parameter PFD512 Advanced CEA SFR MYOSOTIS
Number of fuel pins 127 217 217
Fuel pin length [m] 1.533 2.136 1.793
Heated column length [m] 0.55 0.8 0.85
Fuel pin pitch [mm] 6.47 10.8 7.79
Fuel pin external diameter [mm] 5.5 9.7 6.55
Cladding thickness [mm] 0.35 0.5 0.45
Spacer wire diameter [mm] 0.9 1 1.15
Spacer wire helix step [mm] 209 180 150
Hexcan plate to plate distance [mm] 74.7 161.5 116.9
Maximum BOL linear power [W/cm] 333 460 ∼ 300
BOL sodium mass flow rate [Kg/s] 8.85 27 17.1
Inlet sodium temperature [°C] 370 400 395
Bulk sodium heating rate [°C/m] 327 188 175

Table 7.2.: Main geometric and thermal-hydraulic characteristics of PFD512,
compared to those of the advanced SFR designed at the CEA and of

MYOSOTIS.

In (Uwaba, Hiroyuki Ohshima, and M. Ito 2017), the linear power profile of the
highest power fuel pin—the central pin in this case—is given, and the power and
neutron flux radial gradients within the subassembly are reported to be lower than
2%. These gradients are here neglected, since we use the same linear power profile
for all pins, computed by normalizing the profile of the central pin as to obtain the
reported total subassembly power of 1.94 MW. The reported profile is presented in
Figure 7.8, where the normalized profile used here for all pins is also presented. In
this figure, and in the rest of this section, the axial position z is measured from the
base of the heated column of the fuel bundle, and it is nondimentionalized with
the heated column length L. The reported sodium inlet temperature and sodium
mass flow rate of 370°C and 8.85 kg/s, respectively, are employed and they are,
following the hypothesis adopted in (Uwaba, Hiroyuki Ohshima, and M. Ito 2017),
kept constant during the irradiation. This means that the reduction of the coolant
mass flow rate caused by the deformation is not considered, hypothesis that is
evaluated at the end of this section.
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Figure 7.8.: Axial profile of linear power of the highest power fuel pin of PFD512,
reported in (Uwaba, Hiroyuki Ohshima, and M. Ito 2017), and normalized

profile employed for all fuel pins in the simulations here presented. The axial
position z is measured from the base of the heated column, and it is

nondimentionalized with the heated column length L.

The reported swelling empirical law is given by Equation 7.3 below:

g =
0 for φt ≤ τinc

R(φt − τinc)1.6 for φt > τinc
(7.3)

where g is the volume void swelling (Vol%), φt the fast neutron fluence (x1026/m2),
τinc the swelling incubation fluence (x1026/m2) and R the swelling rate parameter.
R and τinc are functions of temperature and they are written as follows:

R = 0.47
e(T−480

35 )2 (7.4)

τinc = 16.6
e(T−469

105.5 )2 − 2 (7.5)

where T is the temperature in °C.
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The reported irradiation creep law is3:

˙εeq
σeq

= B0 + Cġlinear (7.6)

where ˙εeq is the equivalent irradiation creep strain rate per fast neutron fluence
((x1026/m2)−1), σeq the equivalent stress (MPa) and ġlinear the linear swelling rate
per fast neutron fluence ((x1026/m2)−1). B0 is the creep compliance parameter, and
C is the irradiation creep-void swelling coupling coefficient. The reported values of
these coefficients are B0 = 4.0x10−6 (x1026/m2)−1MPa−1 and C = 5.5x10−3 MPa−1.

It can be noticed that, unlike the material laws employed in the French SFR
program, these laws are expressed in terms of neutron fluence instead of irradiation
dose. Besides, the swelling law has a different functional form, even though it
reflects the same general behaviour (see Equation 2.24). Namely, an incubation
period with very low swelling (null in this case), followed by a period during which
the swelling rate grows with increasing neutron fluence. The swelling temperature
dependence is similar to that of the laws used until now in this work, while, unlike
in the French SFR program, the creep compliance parameter is not considered to
depend on temperature. The dependence of creep on temperature is nevertheless
taken into account in the term of Equation 7.6 proportional to the linear swelling
rate.

The laws given by equations 7.3 to 7.6 were implemented in DOMAJEUR2 and
used, in the simulations, for the cladding and the spacer wires. A maximal fast
neutron fluence of 23x1026n/m2/s is reported in (Uwaba, Hiroyuki Ohshima, and
M. Ito 2017) for the 846 FPD irradiation, at the position of maximal linear power.
Here, we considered this same maximal fluence for all the fuel pins at EOL (846
FPD), and we assumed the same normalized axial distribution than that of the
linear power (see Figure 7.8), and a linear time evolution between BOL and EOL.
No information concerning the neutron fluence of the hexcan is provided, but a
maximal plate to plate strain of only 0.4% is reported, while the maximal cladding
strain is close to 5%. Considering this, the swelling and creep of the hexcan were
not considered in our simulations, and only the deformations due to thermal ex-
pansion were taken into account. The hexcan temperature was considered to grow
linearly from 370°C at its bottom up to 500°C at he outlet of the heated column of
the bundle, which is similar to the axial temperature distribution of a peripheral pin.

Finally, the internal cladding pressure was considered to evolve linearly from
0.1 MPa at BOL, to reach 2.5 MPa at 327 FPD, both values reported in (Uwaba,

3In (Uwaba, Hiroyuki Ohshima, and M. Ito 2017), a slightly different law is reported, in which
the linear swelling ġlinear was mistakenly replaced with the volume swelling rate ġ. This
misprint, confirmed by the authors of that work, has been corrected here.
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Hiroyuki Ohshima, and M. Ito 2017). In order to facilitate the direct comparison of
the results, we followed the approximation adopted in (Uwaba, Hiroyuki Ohshima,
and M. Ito 2017), which neglects any pressure increase after 327 FPD.

Considering the initial and boundary conditions defined above, the simulation
of the irradiation of PFD512 was conducted using the coupling between DOMA-
JEUR2 and STAR-CCM+. For the CFD simulations of PFD512, and unlike all the
simulations presented so far, using a flat velocity profile as inlet boundary condition
was found to affect the sodium temperature distribution all the way up to the
outlet of the domain. As presented in Table 7.2, the heated column of PFD512 is
significantly shorter than the heated column of the advanced SFR and than that of
MYOSOTIS, which means that a more significant fraction of the total sodium bulk
heating takes place in a region where the velocity profile is still developing. Besides,
the bulk sodium heating in the developing region is also larger in absolute terms,
since the average sodium temperature increase within the heated column is larger
as well (∼ 180 °C vs 150 °C). Due to this, for the CFD simulations of PFD512,
the inlet sodium velocity profile was extracted from a cross section located 41.8
cm (twice the step of the spacer wire helix) downstream of the inlet, once the
hydraulic field had been converged. The velocity distribution imposed at the inlet
was normalized to ensure the mass conservation.4

7.2.2. Results comparison
In what follows, the comparison between the results obtained with STAR-CMM+/DOMAJEUR2
and those computed by ASFRE/BAMBOO is presented in the following order:

1. Result I: Comparison of the temperature distribution computed in the
non-deformed geometry;

2. Result II: Comparison of the EOL deformation computed with the coupled
simulations. As in the previous coupled simulations presented in this work,
only the diametral strain of the claddings is considered in the CFD simulations
conducted with STAR-CMM+, even though DOMAJEUR2 also computes
the flexion of the pins. However, the effects of the helical flexion of the fuel
pins are considered in ASFRE;

3. Result III: Comparison of the temperature distribution in the EOL deformed
geometry, without representing the helical flexion of the fuel pins in the CFD
simulations;

4In this case, the inlet plane and the plane 2 wire steps downstream do not have a conformal mesh.
Therefore, the small errors of the velocity interpolation at the inlet lead to a modification of
the total mass flow rate, which is why the normalization was required.
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4. Result IV: Comparison of the temperature distribution in the EOL deformed
geometry. In this case, the helical flexion of the fuel pins is represented in
the CFD simulation employed to compute the EOL temperature distribution,
since, as discussed later in this section, it was found to have a significant impact
on the temperature distribution at the outlet of the PFD512 subassembly;

5. Result V: Evaluation of the impact of considering the coolant mass flow rate
reduction caused by the deformation, neglected in the benchmark up to this
point for the sake of comparison with ASFRE/BAMBOO, which does not
consider this effect.

Result I: Temperature in the non-deformed bundle

To compare the results, we consider the subchannels in one of the diagonals of
the hexagonal subassembly cross section, as indicated in Figure 7.9. The average
sodium temperatures computed, with a CFD simulation, for each subchannel at
the outlet and the midplane (z/L = 0.5) of the heated column, are presented in
Figure 7.10. These results correspond to the non-deformed geometry, and they
are there compared with the results presented in (Uwaba, Hiroyuki Ohshima, and
M. Ito 2017), computed with the subchannel code ASFRE. The results obtained
with the two methods are in general good agreement, although ASFRE predicts
an outlet temperature for the central subchannels of about 7°C higher, and outlet
temperatures up to 14°C higher in the corner subchannels. A larger temperature
difference in the peripheral subchannels, with respect to the CFD results, is in line
with the results discussed in Section 3.1.1.

The axial profiles of average cladding mid-wall temperature for the central and
and the right corner pin are presented in Figure 7.11, as calculated with ASFRE
and with the CFD simulation in the non-deformed geometry. Once again, it can be
observed that ASFRE yields a temperature slightly higher (up to 10°C difference)
than the CFD simulation for the central pin. Besides, the CFD-calculated profile
for the corner pin shows temperature oscillations, induced by the spacer wires and
discussed in Section 2.1.5, which are not captured by the subchannel simulation in
which the wires are not explicitly represented.
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Figure 7.9.: Cross section of PFD512 indicating the subchannels sampled in the
CFD simulations. Adapted from (Uwaba, Hiroyuki Ohshima, and M. Ito

2017).
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Figure 7.10.: Sodium temperature distribution at the outlet and midplane of the
fuel bundle, computed with the subchannel and the CFD simulations in the
non-deformed geometry. The reported temperature values are averaged in the
subchannels following a diagonal of the hexagonal subassembly cross section.
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Figure 7.11.: Axial profiles of average cladding mid-wall temperature for the
central and the right corner pin, as computed by the CFD and the subchannel

simulations in the non-deformed geometry.
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Result II: Deformation

The axial profiles of swelling induced and total EOL viscoplastic (swelling and
creep) diametral strain of the central pin of PFD512 computed with the STAR-
CCM+/DOMAJEUR2 coupling are presented in Figure 7.12, where they are
compared to the profiles computed by ASFRE/BAMBOO. A very good agreement
can be observed between the two simulations, although DOMAJEUR2 computes a
slightly higher maximal swelling— and thus total—strain.
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Figure 7.12.: Axial profiles of swelling strain and total viscoplastic diametral strain
of the central pin of PFD512, as computed by DOMAJEUR2 and by

BAMBOO at EOL.

The EOL axial profile of lateral displacement of the fuel pin presenting the
highest helical flexion—the left corner fuel pin that occupies the subchannel N°256
as indicated in Figure 7.9—computed by DOMAJEUR2 and BAMBOO is pre-
sented in Figure 7.13. It can be there observed that both codes yield a similar pin
displacement profile, and, in particular, that they are in good agreement concerning
the position of the maximal deflection and its magnitude. We will see later in
this section that the magnitude of the computed lateral displacement is very large
compared to typical SFR values, and that it has consequences on the temperature
distribution in the bundle.
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Figure 7.13.: Axial profile of lateral displacement of the left corner pin, computed
by BAMBOO and by DOMAJEUR2 at EOL. The displacement is measured
over the diagonal indicated in Figure 7.9, and it is negative towards the left,

i.e. towards the hexcan corner in subchannel N°256.

Result III: EOL temperature distribution. Pin flexion not considered in
STAR-CCM+

The computed sodium temperature distribution in the EOL deformed geometry
is presented in Figure 7.14, where the reported temperature values are averaged
in each subchannel within the sampling path indicated in Figure 7.9. The results
obtained with STAR-CCM+ and with ASFRE are presented, and they are com-
pared to the temperature distributions obtained at 0 FPD in the non-deformed
geometry. It can be noted the two codes predict opposite effects of deformation on
temperature. STAR-CCM+ predicts a slight temperature increase in the central
region of the bundle, while ASFRE yields a marked temperature decrease in that
region, which is accompanied by an increase of up to about 40°C in the corner
subchannels. This effect, caused by the helical flexion of the pins, is not observed
in the CFD simulation, which takes into account only the diametral deformation of
the claddings.
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Figure 7.14.: Sodium temperature distribution at the outlet of the fuel bundle,
computed with the subchannel and the CFD simulations in the nominal (0
FPD) and deformed (846 FPD) bundles. The reported temperature values are

averaged in the subchannels following a diagonal of the hexagonal
subassembly cross section. Only the diametral strain of the pins is considered

in the CFD simulation in the deformed bundle.

Result IV: EOL temperature distribution. Pin flexion considered in
STAR-CCM+ and in ASFRE

As shown in Figure 7.13, the maximal lateral displacement of the pin occupying the
left corner subchannel, where ASFRE predicts the greatest temperature increase
with respect to the non-deformed bundle (see Figure 7.14), is larger than 1.2
mm, both in the DOMAJEUR2 and the BAMBOO simulations. This maximal
deflection is six times larger than the one obtained in a best estimate simulation
of the irradiation of the advanced SFR designed at the CEA (Masoni 2016), and
more than two times larger than the maximal displacement measured in the most
irradiated Phenix subassembly, BOITIX95. One of the reasons for the high lateral
pin displacement is the geometry of the PFD512 fuel bundle. Indeed, as can be
noted in Table 7.2, PFD512 has a large wire step, which increases the vertical
distance between contacts and thus the length of the flexed cladding segment,
reducing its bending stiffness. Additionally, it has small cladding external diameter

5The geometric characteristics of BOITIX9 are identical to the ones presented for MYOSOTIS
in Table 7.2.
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and thickness, which also reduces its resistance to bending, while its wire diameter,
which determines the maximal available displacement before direct cladding-hexcan
contact is reached, is not significantly smaller than the ones employed in other
SFR.

Not only the geometry of PFD512 leads to a large pin helical flexion, but also
the higher bulk sodium heating rate, with respect to MYOSOTIS and to the
advanced SFR designed at the CEA (see Table 7.2), maximizes its impact on
thermal-hydraulics. To evaluate this impact, a CFD simulation was conducted on
the deformed bundle computed by DOMAJEUR2 in the coupled simulation, this
time considering both the diametral strain and the helical flexion of the fuel pins,
as described in Section 5.3.1.2.

The sweeping of the spacer wire, the helical flexion of the fuel pins, and their
diametral strain, lead to a modulation of the cross section of the peripheral sub-
channels, as can be observed for the left and right corner subchannels in figures 7.15
and 7.16, respectively. In these figures, the cross sectional area of each subchannel
is presented as a function of the axial position in the bundle, as computed from the
deformation obtained with DOMAJEUR2 and with BAMBOO. A good general
agreement between the two codes can be there observed, in particular concerning
the magnitude and position of maximal subchannel cross section reduction.

The outlet sodium temperature computed with the CFD simulation in this new
deformed geometry6 is presented in Figure 7.17, together with the results obtained
in the non-deformed geometry, where they are compared with the results obtained
with ASFRE. It can be observed that, when the helical flexion is considered in the
CFD simulations, the temperature distribution is in good general agreement with
that obtained with the subchannel code ASFRE, although the temperature transi-
tion from the center towards the periphery of the bundle shows some differences. In
this case, the deformation also leads to a decrease in the sodium temperature in the
center of the bundle, and to a very large temperature increase of about 50°C in the
left corner subchannel. On the right side of diagonal, the CFD simulation predicts
a more abrupt transition from a high temperature central zone towards a low
temperature peripheral zone than the subchannel simulation. Both simulations pre-
dict a marked asymmetry in the sodium temperature distribution in the deformed
bundle, with the left corner being more than 20°C hotter than the right one. To
understand this asymmetry, it is useful to evaluate the coolant velocity distribution.

As in the temperature distribution, a pronounced asymmetry is also observed

6In this geometry, a 0.4% uniform increase in the plate to plate distance of the hexcan was also
considered. As discussed in Section 2.4, this avoids an unrealistic pin-hexcan interpenetration
that, besides, lead to sodium stagnation areas that make the convergence of the simulations
more difficult.
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Figure 7.15.: Cross sectional area of the left corner subchannel, as computed by
BAMBOO and DOMAJEUR2 as a function of the axial position within the

bundle.
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Figure 7.16.: Cross sectional area of the right corner subchannel, as computed by
BAMBOO and DOMAJEUR2 as a function of the axial position within the

bundle.
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Figure 7.17.: Sodium temperature distribution at the outlet of the fuel bundle,
computed with the subchannel and the CFD simulations in the nominal (0
FPD) and EOL (846 FPD) bundles. The reported temperature values are

averaged in the subchannels following a diagonal of the hexagonal
subassembly cross section.

in the distribution of the average axial velocity within the subchannels, presented
in Figure 7.18a as computed by the CFD simulations7. The results obtained in
the nominal geometry, in the deformed geometry considering only the cladding
diametral strain, and in the deformed geometry considering both the diametral
strain and the helical flexion of the pins are presented in this figure. In each
case, the distribution was normalized using the average axial velocity amongst the
considered subchannels. It can be noted that the diametral strain of the claddings
leads only to a minor variation in the axial velocity distribution, while a steep reduc-
tion in the axial velocity in the left corner subchannel is caused by the helical flexion.

In Figure 7.18b, the axial velocity distribution in the non-deformed geometry
is presented. The spacer wires of the corner pins are shown, since their orienta-
tion explains the asymmetry in the non-deformed velocity profile, as well as the
larger velocity reduction induced by the flexion of the left corner pin. Indeed,
the left corner subchannel is occupied by a spacer wire closer to the outlet than
the right corner subchannel is. This leads to a higher tangential flow and lower

7No data concerning the coolant velocity distribution computed by the ASFRE/BAMBOO
coupling was made available.
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Figure 7.18.: a) Normalized sodium axial velocity distribution at the outlet of the
fuel bundle, for the non-deformed geometry, the deformed geometry

considering only the diametral strain of the pins, and the deformed geometry
considering their diametral strain and helical flexion. For each geometry, each
reported value corresponds to the average in a subchannel within a diagonal
of the subassembly, normalized with the average axial velocity amongst the

considered subchannels in that geometry. b) Distribution of the outlet
sodium axial velocity in the subchannels considered in a), in the

non-deformed geometry. The spacer wires of the corner pins are represented.
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axial flow in the left corner at the outlet of the bundle. Additionally, the wire
position also determines the points at which contact between the corner pins and
the hexcan is established through the wires, thus changing the pin flexion profile.
As a consequence, as can be noted by comparing figures 7.15 and 7.16, the left
subchannel exhibits a larger average cross section reduction, and its cross section
reaches its minimum closer to the outlet of the bundle than the right corner sub-
channel. This also contributes to the asymmetry in the axial velocity observed
in Figure 7.18b, which explains the temperature asymmetry observed in Figure 7.17.

It should be noted that the temperature distribution obtained in the geometry
which considered the helical flexion of the pins is not the result of a coupled simula-
tion, but rather of a CFD simulation in the deformed geometry—which is in good
agreement with the one computed by BAMBOO/ASFRE—obtained in a coupled
simulation that considered the effects of the diametral strains of the claddings
only. In other words, the coupled simulation conducted with DOMAJEUR2/STAR-
CCM+ led to very similar EOL bundle deformation, but to a significantly different
EOL temperature distribution than BAMBOO/ASFRE. One additional CFD
simulation was therefore conducted taking into account the helical flexion of the
pins, which had been neglected in the CFD calculations of the coupled simulation.
Then, further iterations should be conducted to fully converge the temperature and
deformation distributions, which was not done due to convergence issues caused by
the generalized contact of the claddings and the hexcan.

However, even if further iterations should be conducted to achieve a fully con-
verged solution, the results presented here are not expected to be greatly modified
by doing so. Firstly, we have seen that the effects of the helical flexion of the
pins dominates the impact of the deformation on thermal-hydraulics. Simulations
we conducted in 7-pin and 19-pin bundles showed that the helical flexion is not
greatly dependent on the cladding temperature distribution, since it is dominated
by the contact forces between pins. Additionally, for most of the fuel bundle,
the temperature difference between the CFD simulation with and without helical
flexion is not high enough to induce a significant change in the diametral strain of
the fuel pins8.

8It should be noted that the temperature differences presented in Figure 7.17 correspond to the
outlet of the bundle, where the diametral strain of the pins is very low. Unlike the case with
an axial heterogeneous heated column, the maximal strain of the PFD512 fuel pins is located
at the core mid-plane, where the temperature difference between the CFD simulations with
and without considering the helical flexion is significantly lower.
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Result V: Impact of the deformation-induced coolant mass flow reduction

Up to now, the simulations of PFD512 were conducted considering a constant
subassembly mass flow rate, neglecting the effects that the deformation has on it.
This was done to allow a direct comparison with the results presented in (Uwaba,
Hiroyuki Ohshima, and M. Ito 2017), where this hypothesis is employed even
though the authors acknowledge that the mass flow should be different in the
deformed bundle. To evaluate these effects, a CFD simulation was conducted in
the deformed bundle (considering the helical flexion and the diametral strain of the
pins), using a lower mass flow rate. To do so, the model presented in Section 5.3.2
was employed, which implies that the same relative mass flow reduction than that
estimated for the advanced SFR, for the same average diametral deformation, was
considered. The outlet sodium distribution thus obtained is presented in Figure
7.19, where the distribution obtained in the same geometry without reducing the
coolant mass flow rate is included for comparison.

It can be observed in Figure 7.19 that considering the mass flow rate reduction
leads to a significant sodium temperature increase in the central region of the bun-
dle, of about 20°C. It also induces a smaller temperature increase in the peripheral
subchannels. Then, in this case, the helical flexion has a preponderant role in the
periphery of the bundle, while the effect of the mass flow reduction in the central
region of the bundle is greater than the effects, in this region, of the mass flow
redistribution caused by the helical flexion of the pins.

236



−0.04 −0.02 0.00 0.02 0.04
Position within the diagonal [m]

460

480

500

520

540

560

580

So
di

um
te

m
pe

ra
tu

re
[◦

C
]

CFD (0 FPD)
CFD - ∆D and helical flexion (846 FPD)
No Q reduction
CFD - ∆D and helical flexion (846 FPD)
Q reduction

Figure 7.19.: Sodium temperature distribution at the outlet of the fuel bundle,
computed with the CFD simulations in the nominal (0 FPD) and EOL (846
FPD) deformed bundles. The reported temperature values are averaged in the
subchannels following a diagonal of the hexagonal subassembly cross section.
The distribution computed with a CFD simulation with reduced sodium mass

flow rate is also presented.

Results summary

The results presented in this section show that the diametral strain and the helical
flexion of the fuel pins computed by the DOMAJEUR/STAR-CCM+ coupling
are in good agreement with the results obtained with BAMBOO/ASFRE. Also,
if the helical flexion of the pins is considered in the CFD simulations, the effects
of the deformation on the temperature distribution within the deformed bundle
are also in good agreement. The helical flexion was observed to lead to a coolant
flow redistribution that flattens its temperature distribution (i.e. it increases
temperature in the periphery and it lowers it in the central region of the bun-
dle). However, local temperature differences were observed between the results
of these two code systems, in particular in the peripheral subchannels, were the
wires induce a larger cross flow, and in the transition from the periphery to the
central region of the bundle. These differences could be explained by the lack of an
explicit representation of the spacer wires in the subchannel code, which makes
the prediction of their effect on the sodium flow very challenging, particularly for
deformed bundles. In addition, considering the coolant mass flow rate reduction

237



caused by the deformation was found to lead, in the central region of the bundle, to
a higher temperature perturbation than the one induced by the change in geometry
alone, while the effects of the helical flexion were shown to dominate in the periphery.

7.3. Summary
In this chapter, we presented two application cases of the coupled simulation
methodology developed in this work. The first case is based on the simulation of
MYOSOTIS, a subassembly irradiated in Phenix reactor. This application case
allowed to verify that the methodology can be successfully employed to simulate
full scale (217 pins) fuel bundles, obtaining a prediction of the bundle deformation
that is consistent with the available experimental data. However, limitations to
the predictive capabilities of the developed simulation methodology were identified.
These are mainly associated to the available swelling laws, which is why using this
new coupled simulation methodology for the redefinition of the swelling laws is one
of the main future outlooks of this work.

The second application case is a numerical benchmark based on the simulation of
a Joyo subassembly, and on the comparison of the obtained results to results com-
puted with a preexisting coupled approach. The results of this benchmark showed
a very good agreement in the prediction of the EOL bundle deformation between
the two coupled simulation approaches, and a good agreement in the prediction of
the coolant temperature distribution. Local temperature differences were observed
between the two approaches, which are likely explained by the simplified thermal-
hydraulic code employed in the preexisting coupling. Consequence of the geometric
and thermal-hydraulic characteristics of the Joyo subassembly, the helical flexion
of the pins was shown to significantly affect its temperature distribution. Finally,
the deformation-induced coolant mass flow rate reduction, neglected in the preex-
isting coupling, was also shown to lead to a significant coolant temperature increase.
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8. Conclusions and outlooks
This PhD work has been conducted in the framework of the R&D activities of the
CEA on an advanced SFR, with the main goal of developing a new simulation
methodology for the prediction of the evolution of the thermomechanical and
thermal-hydraulic characteristics of SFR subassemblies resulting from their irradi-
ation under nominal operating conditions. A central aspect of this methodology
is that it allows taking into account the coupling between the thermomechanical
and thermal-hydraulic phenomena, which arises from the significant deformation
that SFR fuel bundles undergo in the reactor as a result of the irradiation damage.
The subassembly deformation affects the coolant flow and thus the temperature
distribution, but it also depends on temperature, since two important irradiation
damage mechanisms, the fuel cladding swelling and irradiation creep, are temper-
ature dependent. Gaining insight on the impact of these coupling effects on the
evolution of SFR subassemblies is also one of the purposes of this work.

Traditionally, the coupling effects have been neglected in the numerical simu-
lations of SFR subassemblies, and a conservative approach, in which the bundle
deformation is not considered in the thermal-hydraulic simulations, has been rather
favored. In this work, we have developed a more accurate approach based on the
operator split coupling between a detailed CFD-RANS model, implemented in
STAR-CCM+, and DOMAJEUR2, a finite element based simulation tool devel-
oped at the CEA for the thermomechanical evolution of SFR subassemblies under
irradiation. In this approach, DOMAJEUR2 computes the deformation of the fuel
bundle resulting from the irradiation, while the cladding temperature distribution
in the deformed geometry—one of the main inputs of DOMAJEUR2—is computed
with STAR-CCM+. To the best of our knowledge, this is the first time a bundle
thermomechanical code has been coupled with a CFD model that considers the
irradiation-induced deformation. The use of a CFD model of the fuel bundle allows
to provide a much higher detail on the temperature and flow distribution of the
coolant than what would have been possible with other simpler methods such as
the subchannel analysis. To represent the deformation of the fuel bundle in the
CFD simulations, a novel CAD generation algorithm has been developed. This
algorithm uses as input the cladding diametral strain distribution and the helical
flexion of the fuel pins, both calculated by DOMAJEUR2. The cladding diametral
strain is mainly caused by the cladding swelling and irradiation creep, while the
helical flexion is primarily caused by the mechanical contacts between fuel pins and
between the pins and the hexcan.
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In the proposed approach, the evolution of the temperature distribution (or
temperature history) of the fuel claddings, necessary for the thermomechanical
calculations with DOMAJEUR2, is provided at the start of the simulation of the
entire irradiation of the fuel bundle being evaluated, which constitutes a global
iteration. At the end of this simulation, the cladding temperature history is
updated, and the thermomechanical calculation is restarted. This process is it-
eratively repeated until convergence, modifying the temperature history, in each
global iteration, by considering the effects of the last computed bundle deforma-
tion. Different methods were developed for computing the cladding temperature
history. They are based on the interpolation of the results of CFD simulations
in deformed bundle geometries predicted by DOMAJEUR2 at different instants
during the irradiation, the choice of which renders the developed methodology very
flexible. The retained method employs two CFD simulations in the non-deformed
geometry (which allow to consider the evolution of the power distribution with
the fuel utilization), and, in each global iteration, one CFD simulation in the
deformed geometry obtained at End Of Life (EOL) in the previous iteration. This
method also considers the last calculated time evolution of the deformation in
order to perform a part-wise linear interpolation of the CFD-computed temper-
ature distributions. Additionally, unlike in the preexisting coupled approaches,
the coolant mass flow rate is calculated considering the effects of the deforma-
tion of the fuel bundle, for which a subassembly pressure drop model was developed.

Neutronic simulations, in which the diametral deformation of the fuel claddings
was explicitly represented, allowed to confirm that the neutronic feedbacks caused
by the subassembly deformation have a minor effect, and that it is therefore not
necessary to take them into account in the numerical simulations. Additionally, a
conjugate heat transfer simulation including the heat conduction in the cladding
and the convection in the coolant showed that considering the first does not sig-
nificantly affect the temperature distribution of the coolant, nor the heat flux
distribution at the external surface of the cladding. Therefore, in order to reduce
the computational burden and without introducing a significant error, a 1D radial
heat conduction model applied as a post-treatment of the CFD simulations is em-
ployed, and it was found to be sufficient to determine the temperature distribution
inside the cladding. The conjugate heat transfer simulation also showed that, for
the purposes of this work, the spacer wires can be considered adiabatic.

To gain insight on the effects of the coupling, fuel bundles of 7 and 19 pins, with
characteristics similar to those of advanced SFR designs, were studied using the
proposed methodology. These numerical simulations showed that, for irradiation
doses close to the maximal level reached in Phenix reactor (which are still below
the objective dose levels for GEN IV SFR), the diametral deformation of the fuel
claddings leads to a significant increase in the temperature distribution within the

240



fuel bundle, mainly due to a large reduction of the coolant mass flow rate, also
caused by the deformation. The diametral strain of the claddings was also shown
to increase the temperature gradients in their circumference, because it reduces
the gaps between pins and between the pins and the hexcan. For high bundle
deformation levels, the closing of these gaps was found to cause an important flow
redistribution within the fuel bundle. Additionally, these contacts produce hot
spots on the cladding. Their quantification requires a very fine spatial discretization
in the CFD simulations and it was not amongst the goals of this work, which
was focused on the development of the simulation methodology. However, in the
future, this methodology could be employed to contribute to the determination of
the cladding hot spots caused by the contacts between pins. Contrary to the results
obtained for highly irradiated fuel bundles, for lower irradiation doses (close to the
current design limit of GEN IV SFR), the bundle deformation was shown to induce
only a small coolant bulk temperature increase.

The detailed coupled simulations of small fuel bundles also showed that, for high
irradiation doses, the deformation-induced temperature increase leads to a signifi-
cant reduction of the cladding diametral deformation, caused by the temperature
dependence of swelling and of irradiation creep. In the axially heterogeneous fuel
concepts envisaged for advanced SFR, which have a fuel column that includes a
fertile blanket between two fissile ones, the deformation reduction is concentrated
in the upper fissile blanket, where the deformation has a local maximum. This is
explained by the temperature increase caused by the deformation, which is maximal
at the upper part of the fuel column and, for the high operating temperature in
this region, leads to a reduction of swelling and of irradiation creep. For axially
homogeneous fuel bundles, which present a maximal deformation near the core
mid-plane and a low deformation in the upper part of the fuel column, the defor-
mation reduction due to the temperature increase is expected to be lower. In this
case, the temperature increase induced by the deformation would also be maximal
at the upper part of the fuel column, where the deformation is low. Consequently,
the deformation reduction would be low in absolute terms.

The numerical simulations of the small fuel bundles were also used to study
the convergence of the coupled temperature and the deformation fields in the sub-
assembly. As mentioned above, the deformation leads to a significant temperature
increase with respect to the temperature distribution in the non-deformed bundle.
This temperature increase leads to a large reduction of the bundle deformation,
which is concentrated in the upper part of the fuel column. This reduction, how-
ever, does not greatly affect the global temperature distribution, so the subsequent
feedback on the bundle deformation is relatively low. For this reason, a prompt
convergence between the thermal and deformation fields was observed.

Additionally, consequence of the reduction of the deformation associated to
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the coupling, the contacts between pins and between the pins and the hexcan
were shown to be delayed with respect to the non-coupled approach, and thus the
predicted mechanical stresses at EOL are lower. This difference is explained by
a delay in the initiation of the third phase of the bundle deformation. This third
phase is characterized by a large cladding ovalisation that is associated with high
cladding stresses. It is important to note that, for simplicity, the ovalisation of the
claddings was not modeled in the CFD simulations performed in this work. To
evaluate its effect on the thermal-hydraulics of the bundle, a model of the fuel pellet
and its interaction with the cladding—not considered in DOMAJEUR2—would
need to be incorporated to the coupling methodology. Evaluating the impact of the
fuel pellet and cladding ovalisation on the thermal-hydraulic characteristics of the
fuel bundle is part of the future outlook of the present work, and it could be done
without major modification to other aspects of the methodology here developed.

The detail in the cladding temperature field computed by the CFD simulations
allowed to quantify—to the best of our knowledge for the first time under conditions
representative of SFR operation—the swelling gradients in the circumference of the
cladding, induced by the high temperature gradients. Out of the two finite element
models available in DOMAJEUR2 (a beam-based 1D model and one based on
the use of 3D volumetric elements) only the 3D model can capture these swelling
gradients, which cause secondary stresses in the cladding. The quantification of
these secondary stresses using the developed coupling methodology, which would
require a very fine spatial discretization in the thermomechanical model, is another
important outlook of this work. The 3D and 1D models were nevertheless found
to be in very good agreement in the computation of the diametral strain of the
cladding, averaged in its circumference, in spite of the 1D model not being able to
consider the circumferential cladding temperature gradients. This is explained by
the minor impact of these temperature gradients on the cladding strain averaged
in its circumference.

The developed simulation methodology was also applied to a 217-pin subassembly
irradiated in Phenix SFR. The simulation of this experimental irradiation yielded
a maximal cladding deformation and a deformation gradient that are in good
agreement with the measured values. Some limitations related to the empirical
laws employed in DOMAJEUR2 to compute the swelling were identified in the
analysis. These empirical laws were originally determined based on experimental
data obtained from fuel subassembly irradiations, including measurements of the
diametral strain of the fuel claddings. The measured cladding deformation was then
correlated to the estimated cladding irradiation dose and temperature, which was
obtained with very simplified thermal-hydraulic models. The reformulation of the
empirical swelling laws using the developed coupled simulation methodology would
allow profiting from the high temperature detail provided by the CFD simulations
and from considering the coupling effects, and it is therefore an important future
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application of this work.

Finally, a numerical benchmark against a different coupled approach was con-
ducted by simulating a subassembly of Joyo SFR (127-pin bundle). The EOL
deformation computed by both numerical approaches was found to be in very good
agreement. The computed temperature distribution also showed a good general
agreement, although local temperature differences were observed. These differences
are likely a consequence of the effect of the spacer wires, explicitly considered in
the CFD model implemented in this work but represented by means of empirical
correlations in the subchannel model used in the preexisting approach. In the
conditions of this numerical benchmark, the helical flexion of the fuel pins was found
to have a great impact on the temperature distribution of the coolant, caused by
the reduction of the cross section of the peripheral subchannels. This led to a flow
redistribution towards the center of the bundle, thus yielding a flatter temperature
distribution at its outlet. Additionally, the coolant mass flow reduction caused by
the deformation, not considered in the preexisting approach, was shown to lead to
a very large increase of the outlet temperature of the coolant.

The results obtained in this work allowed to gain significant insight on the effects
of the coupling on the thermomechanical and thermal-hydraulic evolution of SFR
subassemblies. However, these results are very dependent of the characteristics of
the design being studied, which include the properties of the materials used, its
geometrical parameters, the operational temperature range, etc. The developed
simulation methodology is easily adaptable to different SFR subassembly designs,
and could be even employed to study subassemblies of different advanced reactors,
such as the lead-cooled fast reactor. In future work, this methodology could be em-
ployed to study and compare the behavior under irradiation of different subassembly
designs, thus providing a best estimate approach that takes into account the coupling
between the bundle deformation and its thermal-hydraulics.
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A. CFD mesh and mesh dependency
In this Appendix, we evaluate the CFD mesh parameters employed in the simula-
tions of chapters 6 and 7, based on the results obtained in the 7-pin fuel bundle
described in Section 6.1.

The procedure outlined in Section 3.3.5 was employed to generate the meshes
for the CFD simulations. The target base size of the mesh was set to 1 mm,
and the target thickness of the prism layer to 0.45 mm. This resulted in a cell
count of between 2.0 and 2.3 million, depending on the deformation level. As an
example, a comparison of the nominal mesh and the mesh in the deformed bundle
is presented in Figure A.1, for a region within a highly deformed compact plane
(plane in which the centers of the wires are aligned with the centers of the fuel pins,
following the direction of one of the diagonals of the hexagonal tube). In this figure,
some cells might appear incorrectly distorted since the observed cell cross section
depends on the distance of the cell centroid from the plane used to intersect the
volume mesh. All the cells intersected by this plane were verified to have a volume
change, defined as the ratio of a cell volume to the volume of its largest neighbor,
superior to 0.1, which is the lower limit of what is considered a good quality cell
(STAR-CCM+ v12.02 Users Manual 2017). It can be observed in Figure A.1 that
roughly the same number of cells are present in the smallest gap between fuel
claddings in the nominal and deformed conditions. This is due to a parameter of
the meshing tool that allows to prescribe the minimum number of cells between two
close surfaces, which leads to a reduction of the cell size in the smaller gaps of the
deformed geometry. Also, even in the nominal geometry, this leads to a mesh re-
finement in the areas where a spacer wire becomes closest to a neighboring cladding.

In order to select the cell target base size to be employed in this work, which
allows the automatic generation of the different meshes needed for a coupled sim-
ulation, four different meshes were analyzed. The number of cells, pressure drop
and average sodium outlet temperature obtained with each of them, which differ
only in their target base size, are presented in Table A.1. In all cases, the target
thickness of the prism layer was kept constant at 0.45 mm, so that a change in
the base size would not affect the y+ of the near wall cells, which could lead to
finer meshes introducing more physical modeling error. It can be noted that, as
expected from the global energy balance, the average outlet sodium temperature
was not significantly affected by the mesh refining. Additionally, the two finest
meshes present a cell count percentage difference of 28%, while the difference in
the pressure drop is less than 2%. In view of this, a target base size of 1 mm was
pre-selected to be employed in this work for all the CFD simulations. This choice,
based on global results, was confirmed by an evaluation of the impact of the mesh
refinement on local variables, discussed below.
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Figure A.1.: Close-up comparison of the nominal (up) and a deformed (down)
mesh in a highly deformed compact plane.
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Base size
[mm]

Number of cells
[ x106 ]

Pressure drop
[Bar]

Avg. sodium outlet T
[°C]

0.8 2.9 0.538 547.9
1.0 2.1 0.539 547.9
1.3 1.6 0.541 547.9
1.8 1.1 0.545 547.8

Table A.1.: Mesh parameters and global results obtained with them.

Since the axial temperature profiles on the surface of the claddings are exported
from the CFD calculations to be later used as input for the thermomechanical
calculations, it is important to quantify the impact that refining the mesh has on
them. Ideally, the temperature discretization error should be significantly smaller
than the temperature variation induced by the deformation.

Therefore, the temperature difference induced by the mesh refinement was com-
pared to the temperature difference induced by the deformation. To do so, the
results obtained with the finest mesh (target base size of 0.8 mm) were taken as
a reference, and the variation of temperature observed with the mesh retained in
this work (target base size of 1 mm) was compared to the temperature increase
computed in the deformed geometries calculated with DOMAJEUR2 for both dose
levels essayed, results that are detailed in Section 6.5. This comparison is presented
in Figure A.2 for an axial temperature profile on the surface of the central pin of
the bundle, where the temperature difference induced by the mesh refinement in
both the nominal and a deformed mesh are presented. It can be noted that the
temperature variation due to the deformation induced by the highest irradiation
dose is significantly larger than the variation found between the meshes. For the
lowest dose essayed, the discretization error is low enough to be able to capture
the relatively small temperature variations induced by the bundle deformation.
The discontinuities in the profiles presented in Figure A.2 correspond to the points
where the line used to probe the cladding temperature intersects the spacer wire
(see Section 5.3.4).

The all y+ wall treatment adopted provides more accurate results when the non-
dimensional wall distance, y+, lies outside the buffer layer (that is, 5 < y+ < 30
approximately), even though a blending approach between high y+ and low y+

treatments creates reasonable solutions in these intermediate cells. In the simula-
tions here evaluated, including the ones conducted in deformed geometries, less than
20% of the near wall cells present wall y+ values between 5 and 30 and, since they
are concentrated around the contact lines between the fuel pins and their spacer
wires, they account for less than 2% of the surface of the claddings. The average
wall y+ of the different meshes employed in this work ranges from 110 to 130, values
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Figure A.2.: Axial distribution of the temperature (T) differences obtained, along
a vertical line on the surface of the central pin of the bundle, with meshes of
base size (Bs) 1 mm and 0.8 mm, compared to the temperature increase

induced by the deformation associated to irradiation dose distributions with a
maximum of 123 dpa and 165 dpa.

well within the recommended range for the employed wall treatment. This was
judged to be adequate for our purposes, which are the development and evaluation
of a coupled simulation methodology for SFR subassemblies. Nevertheless, without
modifying the underlying methodology, further optimization of the mesh parameters
could be conducted if, for example, a more precise determination of the cladding
hot spots—which is not the goal of the simulations here described—was desired.
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