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Synthèse

Le Modèle Standard fournit un modèle élégant à la description des particules élémentaires,
leurs propriétés et leurs interactions. Les particules y sont distinguées par leur spin, qui permet
de les qualifier de fermions ou bosons, ainsi que les processus auxquels elles sont susceptibles
de participer. Les interactions électrofaible et forte font intervenir les bosons γ (photon), Z, et
W± d’une part, et les gluons d’autre part. Ces médiateurs des forces interagissent de manière
sélective avec les fermions : les leptons et les quarks. L’étude des symétries dans les propriétés
des particules a conduit à modéliser leurs interactions dans un environnement mathématique
prenant appui sur des groupes de symétrie. Dans ce modèle, les leptons peuvent changer de na-
ture au sein de doublets vis-à-vis de l’interaction électrofaible, ce qui est décrit par le groupe de
symétrie SU(2)I×U(1)Y . Les quarks sont porteurs d’une charge de couleur variable par inter-
action avec des gluons. L’interaction forte correspondant est décrite par le groupe de symétrie
SU(3)C . Le Modèle Standard qui en résulte a pour structure de groupe SU(3)C×SU(2)I×U(1)Y
et a permis de prédire de nombreuses des propriétés des particules élémentaires.

La symétrie de jauge du Modèle Standard prédit une masse nulle des bosons Z et W, ce
qui a été invalidé par des mesures expérimentales. La solution est apportée par le mécanisme
de Higgs, qui requiert la brisure spontanée de la symétrie à l’aide d’un champ additionnel et
prédit l’existence d’un boson scalaire nommé boson de Higgs (symbolisé par un H). La décou-
verte d’une particule compatible avec le boson de Higgs en 2012 par les expériences ATLAS et
CMS au run 1 du LHC fournit un indice fort de la brisure spontanée de symétrie, mais nécessite
de vérifier les propriétés de la particule qui a été découverte.

Au run 2 du LHC, plusieurs analyses sont conduites par les expériences ATLAS et CMS,
visant à mesurer les couplages du boson de Higgs aux particules du Modèle Standard. Le LHC
consiste en un accélérateur circulaire à l’intérieur duquel circulent des faisceaux de protons en
sens opposé. Les protons accélérés à de très hautes énergies produisent des particules lors de
leurs collisions. Dans le cadre d’une analyse donnée, les évènements d’intérêt sont qualifiés
de signal, par opposition aux évènements de bruit de fond. Les données analysées dans cette
thèse sont issues d’évènements reconstruits dans le détecteur ATLAS, qui permet d’identifier
l’ensemble des particules qui le traversent, à l’exception des neutrinos.

Les données reconstruites dans le détecteur sont comparées à des évènements issus de pro-
grammes de simulation. L’objectif de telles simulations est de pouvoir prédire au mieux la
topologie des processus qui se produisent au LHC, et ainsi exclure ou contraindre les modèles
théoriques. Les modèles de simulation reposent sur les connaissances théoriques et expéri-
mentales des particules, leurs propriétés et interactions. Le processus de simulation comprend
plusieurs étapes successives. La simulation d’évènements est implémentée de façon que la
production de particules, leurs interactions, et leur désintégration suivent des lois de proba-
bilité. Les programmes de simulation d’évènements, dits simulations "Monte-Carlo", incluent
différents modèles et paramètres qui permettent de comparer les différentes topologies qui en
résultent. Enfin, l’interaction des particules stables avec le détecteur ATLAS est modélisée par
le programme GEANT 4 dans lequel est implémenté un modèle du détecteur.
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De nombreuses analyses conduites par l’expérience ATLAS ciblent des processus au cours
desquels des quarks beauté (b-quark) sont produits. La désintégration des particules qui en
résultent (notamment des hadrons beaux) conduit à des états finals dans lesquels des jets sont
reconstruits par le détecteur au moyen des calorimètres notamment. La saveur du quark ou
gluon à l’origine d’un jet lui est donnée comme label. Le label des jets issus d’évènements
simulés peut être connu par identification entre quarks et jets, en se basant sur leur séparations
angulaires. En revanche, le label de jets reconstruits par le détecteur ATLAS ne peut être connu,
les quarks n’étant pas observés directement.

Certaines propriétés des hadrons beaux, telles que leur temps de vie ou leur masse, perme-
ttent d’identifier les jets issus de leur désintégration (b-jets). Cette technique d’identification,
le b-Tagging, est mise en oeuvre par l’algorithme MV2c10. Les informations sur les jets recon-
struits dans le détecteur ATLAS sont utilisées par l’algorithme afin de produire une variable
discriminante permettant de mesurer la probabilité qu’un jet soit issu d’un b-quark (efficacité
de b-Tagging). La valeur de la coupure est ajustée selon la pureté en b-jets souhaitée dans le lot
d’évènements candidats. Un jet qui satisfait la coupure est dit b-Taggé pour l’efficacité sélec-
tionnée. Le caractère probabiliste de cette technique présente plusieurs inconvénients. D’une
part, certains jets issus de b-quarks ne sont pas identifiés comme tels. D’autre part, des jets
peuvent être étiquetés par erreur comme issus de la désintégration d’un b-quark.

Des désaccords entre les nombres d’évènements et de la saveur des jets sélectionnés dans
les données reconstruites par le détecteur ATLAS, et les simulations supposées les reproduire,
sont généralement observés. Afin d’éviter ce biais, une correction est appliquée aux évène-
ments issus de simulations. Pour une efficacité de b-Tagging donnée, des facteurs correctifs
sont employés pour pondérer les évènements de simulation afin que leur nombre reproduise
de façon plus réaliste celui des évènements issus de données réelles. Ces facteurs correctifs sont
calculés à partir de lots d’évènements très purs en jets issus de b-quarks, au cours d’une procé-
dure dite de calibration intégrée. La complexité de cette procédure ne permet de la conduire
que pour quelques valeurs de coupure sur la variable MV2c10 séparément. Cette méthode
conduit à qualifier un jet selon deux possibilités seulement, b-Taggé ou non, sans exploiter da-
vantage l’information apportée par la variable MV2c10.

Une calibration plus élaborée consiste à calculer des facteurs correctifs tenant compte d’intervalles
de probabilité pour qu’un jet soit issu d’un b-quark. Cette calibration, dit pseudo-continue, a
été élaborée au run 1 du LHC, et mise à jour au cours de ma thèse pour les données du run 2. La
même stratégie a été mise en place pour les jets issus d’autres saveurs de quarks. La calibration
pseudo-continue consiste à exploiter le spectre de la variable MV2c10 avec une finesse accrue,
d’où un gain d’information sur la probabilité qu’un jet soit issu d’une certaine saveur de quark.
La calibration pseudo-continue du b-Tagging a été employée par différentes analyses, et devrait
gagner en précision avec l’amélioration des techniques de simulation.
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Le b-Tagging est employé dans la recherche du signal de désintégration du boson de Higgs
en paire de quarks beauté (Hbb). Cette recherche est particulièrement sensible dans le canal de
production d’un boson de Higgs en association avec un boson vecteur (VH). Les modes de dés-
intégration leptonique des bosons W ou Z apportent des signatures dont la topologie améliore
la discrimination entre évènements de signal (VHbb) et d’autres processus qui constituent le
bruit du fond.

La recherche du processus VHbb dans la voie de désintégration d’un boson Z en neutrinos
(canal 0-lepton) fait l’objet d’études approfondies dans ce manuscrit. Dans ce canal, les pro-
cessus à l’origine de plusieurs jets (multijet) sont une source de bruit de fond importante mais
dont l’estimation et la réjection ont été optimisés. L’analyse, qui consistait dans un premier
temps en un ensemble de coupures destinées à discriminer les évènements de signal des évène-
ments de bruit de fond, a été enrichie par l’utilisation de techniques d’analyse multivariée. Les
Arbres de Décision (Boosted Decision Trees) consistent en une technique d’apprentissage au-
tomatisée, permettant d’affiner la sélection des évènements de signal. Le choix des variables
discriminantes utilisées a été étudié, ainsi que certains paramètres de l’apprentissage de l’Arbre
de Décision. Le nombre d’évènements candidats au processus de signal VH(bb) est extrait
de l’ajustement de la distribution de la variable multivariée des modélisations Monte-Carlo à
celles des évènements reconstruits dans le détecteur. Ces travaux ont permis d’atteindre une
signification de 3.5 déviations standard pour le processus pp → V (``, νν)H(bb) avec les don-
nées collectées par le détecteur ATLAS en 2015 et 2016.

Ce résultat a souligné l’importance des incertitudes systématiques liées à l’efficacité de
génération d’évènements de simulation. L’espace des phases associé aux évènements de signal
est insuffisament couvert par les algorithmes de simulation d’évènements de bruit de fond. Les
processus de bruit de fond impliquant deux quarks tops d’une part, et un boson Z accompa-
gné de jets (Z+jets) d’autre part, on fait l’objet d’études approfondies afin d’identifier certains
critères susceptibles de réduire l’incertitude liée à la statistique des évènements de simulation.
Enfin, une ré-évaluation de l’incertitude associée à la modélisation de l’évènement sous-jacent
et du développement des gerbes partoniques des processus de signal a révélé une surestima-
tion de cette incertitude. L’analyse a été menée en ajoutant les données collectées en 2017, et a
conduit à l’observation non ambigüe du signal de désintégration du boson de Higgs en quarks
beauté.

De nouvelles techniques ont été explorées dans la recherche du processus VH(bb). No-
tamment, les quarks beauté issus de la désintégration d’un boson singulet de couleur tel que
le boson de Higgs, sont connectés et constituent une paire de charges de "couleur opposées".
Cette connexion assure une répartition topologique de hadrons ("colourflow") qu’il est possible
d’identifier dans le calorimètre et trajectographe interne du détecteur ATLAS, dans la limite
de l’efficacité de reconstruction du détecteur. La plupart des processus de bruit de fond ne
présente pas une telle connexion de couleur entre quarks, ce qui permettrait de les discriminer
des évènements du signal. Une étude de faisabilité a démontré l’intérêt limité pour cette tech-
nique avec les logiciels actuels de reconstruction. Néamoins, le bon accord entre les différents
générateurs Monte-Carlo et la possibilité de combiner cette information aux autres variables
cinématiques démontrent l’intérêt du colourflow lorsque la précision de reconstruction sera
améliorée.

Enfin, une étude approfondie des différences de normalisation des évènements de simula-
tion modélisant le bruit de fond Z+jets dans les canaux Z → νν et Z → ee/µµ a été conduite. La
modélisation des différents processus relève d’un processus complexe. Des incertitudes sur la
forme des variables cinématiques et sur le nombre d’évènements du processus Z+jets doivent
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être introduites. Dans les canaux 0-lepton et 2-leptons, un paramètre de nuisance permet de
pondérer les évènements afin d’ajuster la normalisation des évènements Z+jets. En outre, dans
le canal 2-leptons, plus pur, la région de faible impulsion transverse du boson Z peut être
exploitée, et un paramètre de nuisance additionnel lié à l’incertitude sur les contributions rela-
tives des régions de faible et grande impulsion transverse du boson Z (exploitée dans les deux
canaux) est considérée. La comparaison d’ajustements des données dans les canaux 0-lepton
et 2-leptons séparément a permis de clarifier la dégénérescence de l’impact des paramètres de
nuisance précédents dans le canal 2-leptons, et incite à certaines précautions dans la compa-
raison des fits réalisés dans chaque canal individuellement.

Les analyses menées dans l’expérience ATLAS reposent sur l’hypothèse de couplages du
boson de Higgs aux particules du Modèle Standard dépendant de leur masse. Certaines dé-
viations des couplages du boson de Higgs aux valeurs prédites pourraient constituer un signe
de physique au-delà du Modèle Standard. La mesure du couplage du boson de Higgs au
quark top et un quark léger t-q-H (avec q=u,c) est motivée par sa très faible valeur prédite dans
le Modèle Standard, nulle à l’ordre des arbres, et fortement supprimée pour des processus
électrofaibles d’ordre supérieur. L’existence des Changements de Saveur par Courant Neutre
(Flavour Changing Neutral Currents (FCNC)) prédite dans certains modèles modifie la valeur
de tels couplages de plusieurs ordres de grandeur, et leur observation constituerait une preuve
directe de nouvelle physique.

La production abondante des quarks top au LHC motive la recherche de désintégrations
exotiques du quark top impliquant les couplages tqH. Au run 2 du LHC, la recherche du pro-
cessus t → qH avec H → γγ a été conduite en utilisant 36.1 fb−1 de données collectées par
l’expérience ATLAS. L’analyse consiste en la sélection d’évènements compatibles avec le pro-
cessus de production d’une paire de quarks top. La désintégration d’un quark top dans le canal
t → bW fournit une signature du mode de production, tandis que la recherche d’un état final
avec deux photons candidats au processus H → γγ et un jet permet de tester le couplage tqH.
Une limite supérieure sur le taux de désintégration pour le processus t → cH est extraite de
l’ajustement du nombre d’évènements candidats au processus de signal sur la distribution de
la masse diphoton d’évènements issus des données réelles. Cette stratégie a permis d’extraire
la limite supérieure Br < 2.2 × 10−3 avec un niveau de confiance de 95% en utilisant les don-
nées reconstruites en 2015 et 2016.

Dans ce manuscrit, seule la sélection ciblant le canal de désintégration hadronique W → qq
du boson W a fait l’objet d’optimisations, bien que l’analyse publiée en 2017 bénéficie égale-
ment de la grande sensitivité du canal leptonique.

L’analyse a évolué de façon à profiter au mieux de l’ajout des données collectées en 2017. De
nouvelles catégories ont été pensées afin de sélectionner des lots d’évènements avec une plus
grande pureté en signal. L’utilisation du c-Tagging permet de lever la dégénérescence entre les
couplages tcH et tuH mesurés par l’analyse, de même qu’une sélection additionnelle ciblant
le processus de production d’un quark top isolé.

L’utilisation d’Arbres de Décision a permis de gagner en discrimination, en exploitant les
différentes topologies des évènements de signal et de bruit de fond. Afin de réduire la sen-
sibilité de cette méthode aux incertitudes systématiques de simulation, le choix des variables
cinématiques discriminantes et la valeur de coupure sur la variable multivariée ont fait l’objet
d’optimisations.
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L’extraction des couplages tcH et tuH repose sur l’ajustement de la distribution mγγ dans
les données reconstruites. Pour les processus de bruit de fond, la forme et la normalisation de
cette distribution est issue d’une fonction contrainte en dehors du bin de signal 121 GeV <mγγ < 129 GeV,
ce qui permet de comparer les nombres d’évènements candidats attendus et observés dans ce
bin. Cette stratégie peut conduire à l’observation d’un signal spurieux créé artificiellement par
la modélisation approximative du bruit de fond dans le bin sensible de l’analyse. Le choix et
les paramètres de la fonction modélisant le bruit de fond ont été étudiés de façon à ajuster la
distribution d’évènements de bruit de fond de manière réaliste, sans toutefois accommoder la
résonnance produite par les évènements de signal autour de la valeur mγγ = 125 GeV.

Des résultats préliminaires sur les limites attendues sur les rapports d’embranchement
t → uH et t → cH ont été produits et démontrent des améliorations potentielles vis à vis
des résultats précédents. L’utilisation de régions de contrôle exploitant des critères d’isolation
alternatifs a été étudiée, et pourrait permettre d’améliorer la modélisation du bruit de fond à
l’avenir.
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List of Abbreviations

EW ElectroWeak
QED Quantum Electro Dynamic
QCD Quantum Chromo Dynamic
SM Standard Model

ATLAS A Thoroidal LHC Apparatus
CMS Compact Muon Solenoid
IBL Insertable B-Layer
ID Inner Detector
LAr Liquid Argon
LHC Large Hadron Collider

FSR Final State Radiations
ISR Initial State Radiations
LO Leading Order
MC Monte-Carlo
ME Matrix Element
MPI Multi-Parton Interaction
NLO Next-to Leading Order
PDF Parton Distribution Function
PS Parton Shower
UE Underlying Events

PDF Probability Density Function
SF Scale Factor
SV Secondary Vertex
WP Working Point

BDT Boosted Decision Tree
CR Control Region
DT Decision Tree
HF Heavy Flavour
MLE Maximum-Likelihood Estimate
NP Nuisance Parameter
SR Signal Region

FCNC Flavour Changing Neutral Current(s)
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2

Introduction

In the field of High Energy Physics, the Standard Model of particles is a framework based on
gauge theories which encompass the description of processes involving elementary particles.
A part of the Standard Model, the electroweak gauge theory, was a priori in contradiction with
the experimental fact that weak bosons are very massive. The issue can be solved assuming
the existence of a scalar field whose none-zero vacuum expectation value generates the spon-
taneous symmetry breaking of the SU(2)×U(1) gauge symmetry associated to the electroweak
interaction. This is denoted as the Higgs mechanism, and a search for the corresponding scalar
boson was operated in a variety of experiments.

The search for the Higgs boson was performed over the last decades, in particular at the
LEP and Fermilab Tevatron colliders. Since 2008, the Large Hadron Collider (LHC) acceler-
ates beams of protons which produce collisions recorded by four experiments. In 2012, the
ATLAS and CMS collaborations reported the observation of a new particle at a mass about 125
GeV with properties compatible with that predicted by the Standard Model for the Higgs bo-
son. After that discovery, a major aim of the ATLAS and CMS experiments is the search for
deviations in experimental measurements with respect to Standard Model predictions, which
could reveal the existence of additional particles and rare processes. This requires to study the
properties of the Higgs boson with a very demanding level of precision, and constituted an
important effort of the collaborations at the run 1 of the LHC between 2008 and 2013.

My implication in the ATLAS collaboration started at the beginning of the run 2 of the LHC,
after a period intended to upgrade the accelerator and detectors. The energy of accelerated
protons was increased from a center-of-mass energy of 8 TeV to 13 TeV, which allows to im-
prove our understanding of the Standard Model and further constrain hypotheses predicting
the existence of additional particles and rare processes. At the same time, some detection de-
vices were upgraded in order to improve the sensitivity of searches for additional production
and decay modes of the Higgs boson.

The first part of this manuscript deals with the theoretical background leading to the Stan-
dard Model construction. A special attention is given to relate symmetries of the Standard
Model to particles interactions. Also, a short description of the limits of the model is reported.

Second, the experimental apparatus is presented, from the accelerator complex to detectors.
Especially, the ATLAS detector is described with more details. A brief overview of its subsys-
tems and data taking process is given.

The Standard Model predictions are tested using artificial data, denoted as Monte-Carlo
simulations, which are compared to events recorded in detectors. The third section reviews
the key aspects of Monte-Carlo simulation in high energy physics, and the main features of
simulation programs used by the ATLAS collaboration.

The upgrade of the ATLAS detector is expected to allow improvements of the identifica-
tion performances of particles produced in collisions of protons. Especially, the decay of b-
quarks provides signatures, analysed in the context of b-jet tagging, that are exploited by sev-
eral searches performed at the run 2 of the LHC. A brief description of the b-Tagging techniques
is presented in this manuscript. The pseudo-continuous calibration of b-Tagging discriminants
is an extension of these techniques. The update of pseudo-continuous b-Tagging is described.

The search for the Higgs boson decay to beauty quarks is primordial given the dominant
branching ratio for this process. In its production mode in association with a vector boson,
clear signatures allow to separate the process pp → VH(H → bb) from most other processes
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predicted by the Standard Model occuring at the LHC. At the run 1 of the LHC, the ATLAS
and CMS experiments reported a statistical significance of respectively 1.4 and 2.1 standard
deviations for this search. This search was updated, and many ideas intending to optimise the
analysis have been explored.

Last, a search for the decay of a top quark into an up-type (q = u, c) quark and a Higgs
boson decaying into two photons is presented. The same search was performed previously
and the result was published recently. Ideas for improvements are tested and implemented
in the perspective of exploiting the full set of data collected at the run 2 of the LHC. Prospect
results are presented in this manuscript.
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Chapter 1

Theory of the Standard Model of
elementary particles

1.1 Algebraic framework : group theory

This section describes some aspects of the mathematical background of particles physics. Group
theory provides a framework to particles individual properties and interactions rules. Little
mathematical parameterization is required in order to achieve powerful physics predictions of
a theory. Some of these underlying mathematical aspects are briefly explained in this section.

1.1.1 Definitions

A group G is defined as a set of elements gi related by operation rules denoted ? and meeting
the following requirements :

• closure : ∀gi, gj ∈ G, gi ? gj ∈ G

• associativity : ∀gi, gj , gk ∈ G, (gi ? gj) ? gk = gi ? (gj ? gk)

• identity : ∃e ∈ G so that ∀gi ∈ G, e ? gi = gi ? e = gi

• inverse : ∀gi ∈ G, ∃gj ∈ G so that gi ? gj = gj ? gi = e

The elements of a group should be seen as abstract transformation operations. The order
of a group defines the number of elements it contains, which can be either finite or infinite.
Also, the elements of a group can form a discrete or continuous set of transformations. Last,
the action of a group on objects describes the particular way elements of the group perform
transformations on these objects1.

1.1.2 Group representation

Any group can be illustrated with respect to different group representations, which provide
equivalent mathematical formulations of the way elements of the group relate to each other. For
instance, the set of integers modulo 3 related by addition operation (? = +) with the association
{e = 0, g1 = 1, g2 = 2} is a representation of the cyclic group of order 3. An equivalent
representation of this group consists of attaching complex numbers to the elements of the group
{e = 1, g1 = ei

2π
3 , g2 = ei

4π
3 } related by a multiplicative law (? = ×). In the following, some

fixed representation of a group will be denoted D(G), and D(gi) for a specific element of the
group.

A remarkable feature of group theory is that, although elements of any group should be seen
as abstract objects, they can always be represented in the form of matrices with normal matrix

1the objects which undergo the action of the group are abstract as well
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multiplication to relate the elements of the group in their matrix form. Yet, many equivalent
representations of the group can be formulated with matrices of different dimensions. Espe-
cially, the representation of a group of order n in terms of n × n matrices denotes its regular
representation2. If a set of matrices with dimension m < n can (not) be found, the dimension is
said to be reducible (irreducible). Also, any matrix representation of dimension n can be asso-
ciated the space spanned by n orthonormal unit vectors as objects which undergo the action of
the group. The one-to-one association of elements of the group to base vectors gi → |gi〉 with
operation law D(gi)|gj〉 = |gi ? gj〉 allows writing explicitly the matrices associated to elements
of the group :

[D(gk)]ij = 〈gi|D(gk)|gj〉 (1.1)

1.1.3 Lie groups

A Lie group characterizes a finite group which has its elements parameterized by one or several
continuous parameters αi, meaning that transformations induced by the elements of the group
g(αi) are infinitely differentiable. This allows to write the Taylor expansion of an infinitesimal
transformation in some representation as :

D(g(δαi)) = 1 + δαi
∂D(g(αi))

∂αi

∣∣∣
αi=0

+ ... (1.2)

From the previous equation, the generators of the group are defined as :

Xi = −i∂D(g(αi))

∂αi

∣∣∣
αi=0

(1.3)

Which allow to write the previous infinitesimal transformation as :

D(g(δαi)) = 1 + iδαiXi + ... (1.4)

Following the previous result, associativity allows to write any finite transformation of the
group as an expansion of an infinite number of infinitesimal transformations :

lim
N→∞

(1 + i
αi
N
Xi)

N = eiαiXi (1.5)

In any representation of a Lie group, a subset of M generators mutually commuting can
be written in the form of diagonal matrices. These generators are denoted as Cartan gener-
ators of the group, and can be associated eigenvectors and eigenvalues. Furthermore, linear
combinations of the non-Cartan generators can be written so that their action is to interchange
eigenvectors of the Cartan generators amongst themselves. A common example to this is the
SU(2) group with Pauli matrices τ1,2,3 as generators of the group, in the view of quantum me-
chanical spin for fermions of spin 1/2. The diagonal Cartan generator τ3 can be associated two
eigenvectors with eigenvalues ±1/2 which interchange one into each other when multiplied
by linear combinations of τ1 and τ2. Similar principles will apply to the Standard Model of
particles described in section 1.3.

1.2 Fundamental concepts

This section presents a short review of the physical background connecting particle physics
and groups theory as previously described. It relies on concepts first developed in the context
of classical physics, and reformulated in the perspective of quantum field theories.

2but more generally, the dimension of the representation can be very different from the order of the group
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1.2.1 Hamiltonian mechanics

The mathematical support of particles physics relies on the description of fields denoted ϕ and
defined at any point x of space and time by scalar, vectors or tensors. Fields preclude the
existence of a "true" vacuum, and their excitations in space-time embody point-like particles.
The evolution of systems of particles can be derived from the Lagrangian quantity L(ϕ, ∂ϕ, x)
which is defined at any point of space and time and allows to compute the action :

S =

∫
L(ϕ, ∂ϕ, x) d3x (1.6)

Hamilton’s principle [1] states that the evolution of particles is enforced at stationary points
of the action functional. The Euler-Lagrange equation allows to derive the corresponding equa-
tions of motion for the particle system.

1.2.2 Symmetries

Local (global) symmetries assert the invariability of observables under transformations of the
physics fields that (do not) depend on space-time coordinates. Symmetries play a fundamental
role in the construction of the Standard Model of particles. Basis concepts are presented in the
following, while the interplay with group theory and particles physics will be developed in
Section 1.3.2.

1.2.2.1 Gauge transformations

The invariance of physics laws with respect to local symmetries enforces the local gauge princi-
ple. This criterion ensures the consistency of quantum mechanics under arbitrary phase trans-
formations in order to guarantee the existence of a conserved probability current. Local trans-
formations of physics fields require introducing new degrees of freedoms via gauge transfor-
mations of their Lagrangian. For instance, the Lagrangian for a free propagating particle with
spin 1/2, mass m and electric charge qe reads :

L = iψ̄γµ∂µψ −mψ̄ψ (1.7)

where ψ denotes the Dirac spinor of the particle’s field. The gauge transformation under local
U(1) complex phase transformations is defined by :

ψ(x) −→ eiqeα(x)ψ(x) (1.8)

where α(x) can be any arbitrary real function of x. The local gauge principle requires to add a
massless gauge field term Aµ that transforms as :

Aµ −→ Aµ +
1

qe
∂µα(x) (1.9)

In this process, the Quantum Electrodynamic (QED) Lagrangian becomes :

L = ψ̄(iγµ∂µ −m)ψ + eψ̄γµψAµ (1.10)

The previous equation factorizes using the covariant derivative, written explicitly here in
the context of QED :

Dµ = ∂µ − ieAµ (1.11)

The last term in equation 1.10 translates the interaction of photons with Dirac particles,
namely charged fermions, which cannot exist as free particles and observe the U(1) local phase
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symmetry at the same time. Such terms play a fundamental role in Quantum Field Theory
(QFT), as they implement elementary particles interactions in the form of products of the cor-
responding fields in the Lagrangian. In the previous example, QED can be said to be a field
theory of the gauge group U(1). The field Aµ which was introduced is able to propagate as
well, and the lagrangian requires an additional kinetic term :

1

4
FµνF

µν (1.12)

where Fµν = ∂µAν − ∂νAµ is the field strength tensor.
Last, this formalism allows deriving Feynman rules, which provide a pictorial framework

for computing the probability for such interactions to take place.

1.2.2.2 Noether theorem

Noether’s theorem [2] states that any variational transformation of the Lagrangian of a physical
system that leaves the action invariant can be associated to a conservation law. For instance,
the differentiable symmetry of the action under translations in space and time enforces the
conservation of momentum and energy respectively. This theorem extends to QFT and relates
for instance the invariance of QED under U(1) local phase transformations of Dirac fields with
the conservation of electric charge.

The application of Hamilton’s principle to field theories which observe local symmetries
demonstrates that the action functional can be invariant in non-measurable local transforma-
tions of the fields, and yet involve the conservation of physics observable as stated by Noether’s
theorem. In analogy to the example of QED, this logic will be extended to other field theories
describing the Standard Model of elementary particles with respect to appropriate symmetries
in the framework of group theory.

1.3 The Standard Model

This section describes the particle content of the universe and their interactions in the current
knowledge of the Standard Model. First, an overview of particles properties is proposed, while
the inner relation with the respective gauge theories is presented in a second part.

1.3.1 Particles content

The Standard Model encompasses gauge bosons and fermions with integer and half-integer
spin values respectively. Three generations of fermions which behave equally with respect to
the SM gauge group transformations are needed to describe the observations. At first sight,
each generation includes a quark doublet, one charged lepton and an electrically null charge
neutrino. Generations prove to be consistently ordered in mass of their particle content3. These
generations present further similarities which arise from the gauge theory framework of the
Standard Model, as described in the next section. These properties relate to the coupling of
fermion particles to bosons, which are the mediators of fundamental interactions. Figure 1.1
presents fermions and bosons described in the Standard Model, with a schematic encapsulation
which depicts their possible interactions.

1.3.2 Gauge theories of the Standard Model

This section describes the inner properties of gauge theories which enable specific interactions
of fermions with bosons. The Standard Model Lagrangian is invariant with respect to local

3It is still uncertain if this logic applies to neutrinos.
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FIGURE 1.1: The particle content of the Standard Model.

symmetries of the group GSM = SU(3)C × SU(2)I × U(1)Y , in which QCD colour charge C,
weak isospin I and hypercharge Y are conserved respectively. In the Lagrangian expression,
fermion fields are written in the form of Dirac spinors ψ which multiply gauge field terms
which stand for bosons.

1.3.2.1 Gauge theories

Gauge theories collectively refer to physics field theories whose Lagrangian is invariant under
specific Lie groups local symmetries. A major achievement of group theory consists of the de-
scription of strong (QCD) and and electro-weak (EW) fundamental interactions as field theories
of Lie groups. In that framework, bosons embody the action of the group generators, and in-
teract solely with fields charged under the group. The action of generators can either preserve
(Cartan generators) or change the charge of the fields (linear combinations of the non-Cartan
generators), which corresponds to maintaining or transforming particles involved in the in-
teraction respectively. Particles unchanged in the interaction with a gauge boson embody the
eigenvectors of the Cartan generators of the group, while corresponding eigenvalues conform
to the physically measurable charges. As an example, photons and Z-bosons allow transferring
momentum but do not change the particle charge in the interaction. Conversely, non-Cartan
generators shift the charge of the fields in the corresponding group in addition to momentum
transfers, which transcribes the action of gluons and W-bosons on quarks for instance. In this
picture, the number of possible charge values particles can be associated correspond to the
dimension of the group in the appropriate representation.
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1.3.2.2 The Electroweak interaction

The Electroweak model unifies the electromagnetic and weak interactions as theories of the
SU(2)I×U(1)Y group with gauge fieldsW 1,2,3

µ andBµ [3, 4, 5]. The related covariant derivative
highlights the association to their respective group generators τ1,2,3 (Pauli matrices) and Y 4

acting on doublets of Dirac fields :

Dµ = ∂µ − i[gW a
µ
τa

2
+ g′Bµ

Y

2
] (1.13)

Here, g and g′ are coupling constants which will balance the probability for the different in-
teraction processes. The corresponding Lagrangian splits into charged and neutral components
with respect to the (non-) Cartan generators of the group and allows writing force carrying
bosons as a mixing of the group gauge fields :

W+
µ =

1√
2

(W 1
µ − iW 2

µ) (1.14)

W−µ =
1√
2

(W 1
µ + iW 2

µ) (1.15)

Zµ = cos(θW )W 3
µ − sin(θW )Bµ (1.16)

Aµ = sin(θW )W 3
µ + cos(θW )Bµ (1.17)

Anticipating on the next sections, the weak mixing angle θW = tan−1(g′/g) which rotates the
W 3
µ and Bµ fields to generate Z and γ bosons, arise from the spontaneous symmetry breaking

in the Higgs mechanism which grants their mass to the W± and Z bosons :

mZ =
v

2

√
g2 + g′2 (1.18)

mW =
gv

2
(1.19)

Experimental results proved parity violation of the weak interaction. Chiral projection oper-
ators PL and PR allow writing left helicity doublets χL and right helicity charged lepton singlets
ψR. The Gell-Mann–Nishijima formula [6, 7] encodes the relationship of the SU(2)I × U(1)Y
group charges (weak isospin5 and hypercharge), with the electrical charged of fermions and
force-carrying mediators.

Q = I3 +
1

2
Y (1.20)

Quarks are not enforced to stand within their original doublet in weak interaction processes,
as quark interaction eigenstates do not write as a one-to-one relationship with respect to quarks
mass eigenstates. This generates a flavour mixing amongst the three generations of quarks in
weak interaction processes. The mixing probabilities of quarks qi and qj is governed by the
Cabibbo-Kobayashi-Maskawa (CKM) unitary matrix V CKM

ij [8, 9]. The covariant derivative

4Y denotes both the diagonal generator of U(1) and its associated eigenvalues.
5Weak isospin projection is most commonly denoted as the eigenvalue I3 of the Cartan generator related to W 3
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defined in equation 1.13 allows to write the Electroweak component of the Standard Model
Lagrangian as 6 :

LEW = iχiLγ
µDµχ

i
L + iψ

i
Rγ

µDµψ
i
R −

1

4
W a
µνW

µν
a −

1

4
Ba
µνB

µν
a (1.21)

The symmetry breaking in the Higgs mechanism allows to write the neutral and charged
components of the electroweak interaction of fermions and gauge bosons, denoted LNEW and
LCEW respectively. The correspondence of electroweak bosons to ladder operators of SU(2)I ×
U(1)Y which can either preserve (Aµ, Zµ) or lower and rise (W+

µ , W−µ ) the weak isospin charge
of fermions electroweak doublets is now explicit :

LNEW = g sin(θW )
∑
f

qffγµfA
µ+

g

cos(θW )

[∑
f

I3
ffγµPLf − sin2(θW )

∑
f

qffγµf
]
Zµ

(1.22)

LCEW = − g√
2

[
uiγ

µPLV
CKM
ij dj + νiγ

µPLei

]
W+
µ + h.c. (1.23)

In the neutral component LNEW , fermion fields denoted f with non-zero electric charge qf
are able to interact with the photon field Aµ. The coupling to Z bosons also relates to the weak
isospin charge I3.

On the other hand, the charged Lagrangian part LCEW has νi and ei denoting leptons fields
with flavour i, which are the two possible eigenstates of SU(2)I × U(1)Y with isospin charge
+1/2 and -1/2 respectively. The same applies to quark electroweak doublets ui and dj , with
additional mixing probabilities encoded in the CKM matrix V CKM

ij .

1.3.2.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the gauge theory of the strong interaction mediated by
gluon fields Gaµ. Is it described in the SU(3)C formalism with three colour charges and eight
generators which are the Gell-Mann matrices λa in the corresponding covariant derivative :

Dµ = ∂µ − igSGaµ
λa

2
(1.24)

The strong running coupling constant gS(µ2) is observed to decrease with increasing en-
ergy scale, which causes the strength of the QCD force to drop at high energies carried by
gluons. Quarks are the only fermions charged with respect to QCD, and their Dirac spinor
ψ = (ψa, ψb, ψc) transforms as colour triplets of SU(3)C . The non-abelian gauge structure of
the strong force allows gluons self-interactions. The QCD Lagrangian reads 7

LQCD = iψγµDµψ −mψψ −
1

4
GaµνG

µν
a (1.25)

6The field strength tensors for the non-abelian sectors are defined similarly to the one of QED, but with an addi-
tional term, e.g. for SU(2)I ,W

a
µν = ∂µW

a
ν − ∂νW

a
µ + gf

abc
Wb,µWc,ν , which induces triple and quartic interactions

between gauge bosons.
7Another term exists, which does not enter the classical equations of motion but has real physics effects and

induces CP violation in the strong sector : − θQCD

16π
2 G

a
µνG̃

µν
a with G̃

µν
a = 1

2
ε
µνρσ

G
a
ρσ , and ε

µνρσ is the Levi-Civita
tensor.
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1.3.3 Spontaneous symmetry breaking

Local symmetries of the electroweak model require fermions and vector bosons to be massless
particles; for the fermion a mass term −mψψ can be written as −m(χLψR + ψRχL), and given
that χL and ψR transform differently under the gauge transformations, it is not invariant; for a
vector boson, a mass termm2AµAµ is not invariant under 1.9. This prediction is in contradiction
with experimental results which proved that the W± and Z bosons are very massive, while the
photon is indeed observed as a massless particle. The solution arises from the spontaneous
EW symmetry breaking, thanks to an additional field φ, induced by the Brout-Englert-Higgs
(BEH) mechanism8 [10, 11]. The simplest possibility for the Higgs field consists in a weak
isospin doublet of complex fields with unit hypercharge value. Its Lagrangian involves the
Higgs potential, which reads :

LHiggs = (Dµφ)†(Dµφ)− V (φ) with V (φ) = µ2φ†φ+ λ(φ†φ)2 (1.26)

RE (φ)
IM (φ)

V

FIGURE 1.2: Illustration of the Higgs potential in the SM. The spontaneous sym-
metry breaking arise from the vacuum value at the minimum of the potential,

which occurs for φ 6= 0 along the red line.

The form of this potential is illustrated in Fig. 1.2. The Vacuum Expectation Value of the

Higgs field is v =

√
−µ2/λ. Gauge invariance with respect to SU(2)I × U(1)Y local phase

transformations allows to develop the Higgs field from its ground state, picked along the real
component :

φ0 =
1√
2

(
0
v

)
−→ φ(x) =

eiτaθa(x)/v

√
2

(
0

v + h(x)

)
(1.27)

In the latter equation, the Higgs field is embodied in h(x) with mass value mH =

√
−2µ2.

Three pseudo-scalar Goldstone bosons denoted θa arise from the broken generators τa. The
exponential is eliminated in the Lagrangian because of local phase invariance. The same mech-
anism allows granting fermions a mass term proportional to the vacuum expectation of the
Higgs field. This is often mentioned as the Yukawa interaction which describes the coupling

8Higgs mechanism for short.
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between the Higgs field and massless Dirac fields. The Higgs mechanism generates coupling
constants G proportional to fermions mass, and bosons squared mass. It reads with respect to
the lepton (quark) left helicity isospin doublets LiL (QiL) and right helicity isospin singlets ljR
(up-type ujR, down-type quarks djR).

LY ukawa = −Gijl L
i
Lφl

j
R −G

ij
d Q

i
Lφd

j
R −G

ij
uQ

i
Lφ̃u

j
R + h.c. (1.28)

The mass term inLQCD is now naturally generated inLY ukawa, and the complete Lagrangian
of the Standard Model reads :

L = LQCD + LEW + LHiggs + LY ukawa (1.29)

1.4 Phenomenology of the Higgs boson

1.4.1 Production modes

Higgs boson production at the LHC originates from gluons and quarks parton interactions in
proton collisions. The main processes are illustrated with Feynman diagrams at Leading Order
in the following. Their respective production cross-sections depend on the Higgs boson mass
and center-of-mass energy of the collision as shown in Fig. 1.4a, and are given in the following
for mH = 125 GeV and

√
s = 13 TeV [12].

• The gluon fusion induced Higgs boson production mode has the largest predicted cross-
section σggH = 48.58 pb (N3LO QCD) at the LHC. This process is enabled by the interme-
diate quark loop out of massless gluons. Especially, it benefits from the large coupling
of top quarks to the Higgs field.

• Vector Bosons Fusion gather processes in which two quarks radiate massive weak bosons
which fuse into a Higgs boson. The quarks remnants generally produce jets of particles
in opposite directions along the beam axis. The cross-section for this process is currently
predicted to σV BFH = 3.782 pb (NNLO QCD + NLO EW).

• Vector Boson associated production consist of the radiation of a Higgs boson from a
massive vector boson9. The low cross-sections for this process σWH = 1.373 pb (NNLO
QCD + NLO EW) and σZH = 0.8839 pb10 (NNLO QCD + NLO EW) is compensated by
clear signatures provided by the vector boson leptonic decay products.

• Top quarks associated production is triggered by the emission of a Higgs boson in tt
events. This channel is very challenging due to the small cross-section σttH = 0.5071
pb (NLO QCD + NLO EW) and profusion of jets and leptons produced in top quarks
decays.

1.4.2 Decay channels

• The H → f f decay is dominant because of mass restrictions which strongly suppress the
branching ratio for the Higgs to decay into bosons. Especially, the coupling of the Higgs
field proportional to fermion mass favors the H → bb decay branching ratio B(H → bb)
= 58.24% [13]. Second is the H → τ−τ+ decay with branching fraction 6.272%. The
decay probabilities for H → cc and H → µ−µ+ respectively amount to 2.891% and

9this channel is sometimes referred to as Higgs-strahlung.
10The photon induced contribution (∼ 1% of σZH ) is not accounted here.
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FIGURE 1.3: Feynman diagrams for the Higgs boson production processes. The
tWH and tHqb production modes have very small cross-section values, and are
generally not presented. They are considered in the FCNC search presented in
Chapter 7. In Fig. 1.3e and 1.3f, the Higgs boson leg can be attached either to the

top-, b-quark, or W boson line.

0.2176% and will most likely undergo extensive studies in the High-Luminosity LHC
data taking period.

• The Higgs boson can decay into massive bosons at tree level. The H → WW∗ and
H → ZZ∗ decay channels have respective decay probabilities 21.37% and 2.619%. The
decay into gluons and photons is induced by loops, with inclusive branching fractions
8.187% and 0.227% respectively.
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FIGURE 1.4: Figure A shows the evolution of the Standard Model Higgs boson
production cross sections as a function of the centre-of-mass-energy formH = 125
GeV. Figure B illustrates the Standard Model Higgs boson decay branching ratios

as a function of its mass.

1.4.3 Motivations for Higgs boson searches

From the perspective of experiments, the Standard Model was incomplete until 2012 and the
discovery of a particle with properties compatible with that predicted for the Higgs boson. Fur-
ther studies have to be performed in order to measure the coupling of particles to the Higgs
field. Especially, searches for the Higgs boson decaying into fermions should allow to measure
the appropriate Yukawa couplings and test the predictability of the Standard Model. Devi-
ations and inconsistencies with respect to the SM predictions are likely to provide hints for
new particles and processes which would allow addressing problems of the Standard Model
described in Section 1.5. Especially, the large branching ratio for the H → bb decay mode al-
lows testing Standard Model predictions at the run 2 of the LHC with proton collisions at

√
s

= 13 TeV. Important background sources complicate the analysis which benefits from recent
improvements in jets flavour identification techniques especially.

1.5 Problems of the Standard Model

The Standard Model allows for a great diversity of physics predictions with a good accuracy.
Yet, in our current knowledge of particles physics, some experimental observations are ex-
plained with separate models and cannot be addressed by the SM. Furthermore, all symme-
tries and parameters of the SM are selected with no other motivation than providing physics
predictions in agreement with experimental measurements. This arbitrariness could be the
manifestation of a more fundamental theory we do not perceive. These issues are briefly dis-
cussed in the following.

1.5.1 Neutrinos

Experimental observations of the oscillation of neutrino flavour [14, 15] were explained in the
formalism of neutrino mass eigenstates mixing, from which arise neutrino weak-interaction
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eigenstates [16]. Yet, the exact relationship between neutrinos and anti-neutrinos is still con-
troversial. Dirac’s model predicts that they are distinct particles, while they are identical in the
theory of Majorana neutrinos. The Standard Model predicts that right-helicity neutrinos (left-
helicity anti-neutrinos), if they exist, only interact through Yukawa couplings with the Higgs
boson. This degeneracy could be lifted by the MAJORANA experiment for instance, looking
for neutrinoless double beta decay (ββ0ν) with neutrino self-absorption.

1.5.2 Dark matter and dark energy

Astrophysical experiments enlightened the existence of matter contributing to the gravitational
potential in the vicinity of galaxies. This particular form of matter which does not appear to
interact electromagnetically is denoted as dark matter [17], and is predicted to constitute about
26% of the universe energy density. Further measures showed the acceleration of universe ex-
pansion [18], which could be explained with the existence of dark energy filling the universe
with uniform density. While Standard Model neutrinos are massive and do not interact with
photons, the current limits on their mass prevent them from being dark matter candidates.
Instead, Weakly Interacting Massive Particles, axions [19] and sterile neutrino models [20] pro-
vide candidates to the dark matter. On the other hand, dark energy, which could be explained
by the modified gravity models, is most commonly admitted as an ad-hoc property of space
encoded in the cosmological constant.

1.5.3 Gravity

The formalism of General Relativity allows for an accurate description of classical gravity.
Yet, gravity is not unified with the other fundamental interactions described in the Standard
Model in the form of quantum theories. Kazula-Klein and supergravity models allow for non-
renormalizable quantum theories of gravity, i.e. divergent interaction probability terms. Su-
perstring theories account for renormalizability, but imply a form of supersymmetry, at least at
the highest energy scales (e.g. Planck scale), which was not observed yet, but could manifest at
the TeV scale.

An additional inconsistency arise from the coupling of gravity to the vacuum energy of
the Higgs potential, which contributes to the cosmological constant. The difference between
predicted and measured values of the cosmological constant cannot be explained apart from
incredibly fine-tuned cancellations allowed by additional constant terms in the scalar potential.

1.5.4 The hierarchy problem

The hierarchy problem relates to the inconsistent magnitudes of the weak and gravitational
forces, which involve Fermi’s and Newton’s constants. As a consequence of quantum correc-
tions, the Higgs bare mass receives quadratically divergent contributions from loop diagrams.
In the hypothesis of finite corrections in the limit of new physics energy scale Λ, the Higgs bo-
son should still acquire a mass in the scale of Λ. Experimental measurements contradict these
predictions, unless there is a delicate cancellation of the bare mass and the quantum corrections.

Supersymmetry provides a solution to this issue, with cancellation of the fermion and boson
loops corrections. Alternative extensions of the Standard Model allow achieving similar results,
such as Little Higgs and Twin-Higgs models.

1.5.5 Unification

The Standard Model is a gauge theory of the complicated direct product SU(3)C × SU(2)I ×
U(1)Y with different gauge couplings of the subgroups. In overall, the dynamic of the SM
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Lagrangian relies on 19 parameters whose values are not predicted by the theory and need to
be measured in experiments :

• Fermion masses (me,µ,τ and md,u,s,c,b,t);

• CKM mixing angles (θ12, θ23, θ13) and CP violation phase δ;

• U(1)Y , SU(2)I and SU(3) gauge couplings (g, g′ and gS);

• QCD vacuum angle θQCD;

• Higgs vacuum expectation value v;

• Higgs boson mass mH .

The spontaneous symmetry breaking of the SU(2)I × U(1)Y gauge symmetry grants the
mass of electroweak bosons. Yet, it is achieved requiring a special form of the Higgs field
potential. The chirality of the weak-interaction solely looks just as another capricious feature of
the model. Also, the number of generations of fermions is not fixed in the Standard Model, and
is explicitly written in the Lagrangian. Last, the quantization of particles charge as multiples of
|e|/3 is unexplained, though it is fundamental in atoms neutrality.

These arguments motivate the search for a more fundamental theory which would allow
to derive the Standard Model groups and parameters from fewer hypotheses. For instance,
Grand Unification Theory (GUT) assumes that SM gauge interactions merge into a single force
at high energy. The distinct coupling constants of the strong, electromagnetic and weak forces
result from the decoupling of the gauge fields in the energy regime where we can measure their
values. Superstring theory provides an alternative solution to these problems, as a string the-
ory of fermions and bosons, and accounting for gravity as a manifestation of supersymmetric
particles.

1.5.6 Matter-antimatter asymmetry

The matter-antimatter asymmetry problem arises from the observation that the universe is es-
sentially filled with matter11. The Big Bang is supposedly responsible for the creation of matter
and anti-matter in equal quantities. Baryon number is conserved in perturbative interaction
processes of the Standard Model, while CP-violation in weak-interaction processes and non-
perturbative SM sphalerons allows for a much smaller asymmetry than what is observed. Some
mechanisms are proposed to explain how this asymmetry was enhanced, and could be tested
using the electric dipole moments of fundamental particles for instance.

11convention for the sake of simplicity
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Chapter 2

The LHC and the ATLAS experiment

This chapter presents the experimental apparatus of the LHC. This corresponds to the setup
and conditions for data taking on which rely physics analyses presented in other parts of this
document. The first section deals with the LHC device used for particle acceleration and colli-
sions. The next part presents the ATLAS apparatus used to detect particles produced in LHC
collisions.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a circular collider with 27 km circumference. Its construc-
tion started in 2000 in the tunnel formerly housing the Large Electron Positron (LEP) accelerator
at the border between France and Switzerland. The LHC is mainly used for proton-proton col-
lisions, although heavy ions collisions are being performed as well. Several experiments with
various physics purposes are located along the LHC tunnel to exploit events produced in LHC
collisions. Objectives of the LHC included the discovery of the Higgs boson, predicted in the
Standard Model of particle physics. In the next sections, a brief overview of the LHC system is
presented, together with experiments exploiting LHC collisions.

2.1.1 Acceleration chain

The LHC is designed to rise the energy of particles pre-accelerated by a chain of linear and
circular accelerators. Protons are produced in the ionisation of a Hydrogen gas, and first accel-
erated up to a 50 MeV energy by the Linac 2 (Linear Accelerator 2), which is 30 m long. This
beam is fed to the Proton Synchrotron Booster (PSB), a circular accelerator with 157 m circum-
ference, which brings the energy of protons to 1.4 GeV. These are then successively injected to
the Proton Synchroton (PS) and Super Proton Synchrotron (SPS), which are circular accelera-
tors with respectively 628 m and 6.0 km circumference. Protons accelerated by the SPS have an
energy about 450 GeV before being injected into the LHC tunnel. Details of LHC acceleration
conditions for protons collisions are given in section 2.1.4.

Protons accelerated in LHC beams are assembled within bunches, separated by a time pe-
riod corresponding to the bunch crossing time. Bunches of protons are themselves gathered
into bunch trains. This structure of LHC beams allows for an efficient acceleration of protons,
but presents an important drawback : a single bunch crossing is likely to produce several in-
teractions of protons. This phenomenon is called pile-up, and constrains to the separation of
multiple events occurring simultaneously from detector energy measurements.

2.1.2 Collision parameters

Collision conditions at the LHC determine the efficiency of experiment searches or measure-
ments, according to two important parameters. First, the center-of-mass energy

√
s which de-

fines the energy available for producing new particles out of proton collisions. Higher values
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FIGURE 2.1: The LHC accelerator system.

of
√
s allow for producing heavier particles, which enables parsing higher energy scales for

discoveries or constraining many physics models. Also, the instantaneous luminosity L is an
important parameter, as it determines the available statistic (number of events collected over a
time period dt), which is often an important source of uncertainty :

N =

∫
t

L dt σ (2.1)

Where σ is the cross-section of a certain process leading to the production of N events.
The luminosity can be computed from beam parameters :

L =
n1n2fNbF

4πσxσy
(2.2)

With :

• n1 and n2 the number of protons per bunch in opposite beams (∼ 1.2× 1011);

• Nb the number of protons bunches per beam (∼ 2500);

• f the revolution frequency of bunches (11.1 kHz);

• F a geometrical factor accounting for the collision angle of beams (∼ 0.8);

• σx and σy the transverse size of beams at the collision point (∼ 12× 10−4 cm).

The design instantaneous luminosity isL = 10−34cm−2s−1 and the maximal luminosity reached
in 2017 and 2018 was a factor two above desgin.
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2.1.3 Experiments

Particles produced in LHC collisions are studied by a few experiments with different physics
purposes :

• ATLAS (A Thoroidal LHC Apparatus) and CMS (Compact Muon Solenoid) are general
purpose experiments with physics programs oriented toward the search for the Higgs
boson, new physics, and study of the Standard Model.

• LHCb is a precision measurement experiment dedicated to the study of CP violation
and the search for rare decays and Flavour Changing Neutral Currents in the context of
B-physics.

• ALICE (A Large Ion Collider Experiment) is an experiment motivated by the study of
quark-gluon plasma produced in heavy ions collisions.

• LHCf (LHC forward) is a forward physics (close to LHC beams) program aiming at the
study of the origin of ultra-high energy cosmic rays.

• TOTEM (TOTal Elastic and diffractive cross section Measurement) is an experiment aim-
ing at the measurement of the total cross-section, elastic scattering, and diffractive pro-
cesses in proton-proton collisions.

2.1.4 Data taking

The LHC was operational for physics purpose protons collisions in 2010 at very low instanta-
neous luminosity. The data taking period from 2011 to 2012 is referred to as Run 1 of the LHC,
while Run 2 includes years 2015 to 2018. The period between Run 1 and Run 2 was intended to
LHC upgrades, in order to increase the center-of-mass energy and detector improvements. As
collisions conditions evolved in order to progressively increase the instantaneous luminosity,
the average number of interactions per bunch crossing increased with time, as presented in Fig
2.2 and 2.3. This impacts the goodness of events reconstruction due to parasitic objects caused
by pile-up, and is consistently accounted for in Monte-Carlo simulations.

2.1.4.1 Run 1

The integrated luminosity of data recorded during the Run 1 of the LHC amounts to L = 5fb−1

at
√
s = 7 TeV in 2011 and about L = 20fb−1 at

√
s = 8 TeV in 2012, and is represented in Fig.

2.2.

2.1.4.2 Run 2

Since 2015, the Run 2 of the LHC allows for protons collisions at
√
s = 13 TeV. The integrated

luminosity delivered by the LHC until the end of 2017 is L = 92.9fb−1 amongst which 80.1
fb−1 were recorded and satisfy sufficient data quality criteria to be used for physics analyses,
as shown in Fig. 2.3.

2.2 The ATLAS detector

ATLAS [21] is a general purpose detector, aiming at the discovery of the Higgs boson, new
physics, and addressing the study of the Standard Model. Its cylindrical structure allows for a
near complete coverage of particles emitted from the collision point at its center. This feature,
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FIGURE 2.3: Profile of integrated luminosity and average number of interactions
per bunch crossing in Run 2.

together with the high-density of detector materials, allows for an efficient reconstruction of
events produced in LHC collisions.

The inner momentum of partons inside protons prevents us from knowing the momentum
of scattering particles along the beam axis. On the contrary, the fraction of parton energy in the
transverse plane is negligible. This latter hypothesis has major importance, since energy con-
servation in the transverse plane allows to infer the vector sum of undetected particle energy,
such as neutrinos.

Due to the detector’s geometry, cylindrical coordinates are used in the transverse plane. A
radius is defined from the distance to the detector center, and is completed by the azimutal
angle φ. The polar angle θ, defined with respect to the beam axis, is expressed in term of
pseudo-rapidity η1. In this coordinate system, the angular distance between two objects with
respect to the collision point reads :

∆R =

√
∆η2 + ∆φ2 (2.3)

Central and forward parts of the detector are defined along the longitudinal axis, depending
on the pseudo-rapidity2. This latter segmentation allows for a more efficient reconstruction of

1
η = −ln(tan θ

2
)

2The transverse plane at the detector center is defined by η = 0
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FIGURE 2.4: Schematic view of the ATLAS detector.

forward particles, for which dedicated detectors were designed.
The ATLAS detector is segmented into several subdetectors organized as different layers in

the transverse plane, as illustrated in Fig. 2.4. In the following list, they are sorted by increasing
distance with respect to the collision point :

• The Inner Detector addresses the reconstruction of charged particles tracks and momen-
tum measurement, and identification of primary and secondary vertices.

• Calorimeters, aiming at the energy measurement of jets of particles and Missing Trans-
verse Energy.

• The muon spectrometer, which is complementary to the inner tracker for muon recon-
struction.

Each of these layers is addressed to the detection of specific particles or in a well-defined
interaction mode, so that layers have complementary roles in the reconstruction of all particles
(except for neutrino). The successive subdetectors are presented with further details in the next
sections.

2.2.1 Inner detector

The Inner Detector (ID) consists of succession of layers of pixel detectors, SemiConductor
Trackers (SCTs), and Transition Radiation Trackers (TRTs), as illustrated in Fig. 2.5. It has
pseudo-rapidity acceptance |η| < 2.5. The inner detector is immersed into a solenoid generat-
ing a 2T axial magnetic field intended to bend the trajectory of electrically charged particles.
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(a) Schematic view of the inner detector. (b) Scheme of the inner detector barrel.

FIGURE 2.5: Overview of the inner detector.

This allows to identify the sign and reconstruct tracks momentum from charged particles close
to the collision point. The expected relative resolution reads3 :

σpT
pT

= 0, 05% pT [GeV ]⊕ 1% (2.4)

Where slight dependencies on particle pseudo-rapidity are not written. The reconstruction
efficiency of tracks originating from a primary vertex is about 90% in the barrel and 70% in the
end-caps. The impact of pile-up on track reconstruction efficiency is estimated to be less than
1%. The reconstruction of tracks with good efficiency and precision also enables the reconstruc-
tion of events primary vertex and secondary vertices from particles decays, which is essential
to physics analyses.

2.2.1.1 Insertable B-Layer

The Insertable B-Layer (IBL) [22] is the additional innermost layer of silicon pixel detectors
installed during the first shutdown of the LHC, between Run 1 and Run 2. It was inserted
inside the Pixel detector of ATLAS in order to compensate performance losses due to radiations,
and improve charged particles track reconstruction precision. This is especially useful for long-
lived particles such as B-hadrons, which have their decay vertex better reconstructed. The IBL
is responsible for important improvements in the efficiency of b-jets identification techniques,
as presented in Chapter 4. It uses planar and 3D silicon sensors and a new front-end chip
developed in 130 nm CMOS technology intended to cope with high radiation and occupancy
levels.

2.2.1.2 Pixel detector

The pixel detector surrounds the IBL. It consists of three cylindrical pixels layers in the barrel
region. In the end-caps, three disks were installed around the beam pipe to reconstruct forward
particles track up to |η| = 2.5. Pixels are arranged in order to ensure a good hermiticity of the
detector, and provide three interaction points of a particle with the detector in average.

Detector modules are made of silicon pixels with dimensions rφ × z = 50µm × 400µm.
Charged particles passing through the silicon material cause the apparition of electron-hole
pairs. The voltage applied makes electrons to drift, which induces an electric current collected

3
a⊕ b =

√
a
2

+ b
2
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subsequently. Current intensity values larger than a defined threshold make the particle’s pas-
sage to be detected. At Run 1, the track resolution in the barrel (end-caps) was about 150 µm
along the z-axis (R-axis) and 10 µm along φ.

2.2.1.3 SemiConductor Tracker

The SemiConductor Tracker (SCT) surrounds the pixel detector, and generally provides eight
measure points. It consists of a superposition of silicon strip layers, relying on the same tech-
nology as pixel detector modules. In the barrel, four layers of silicon strips modules ensure a
coverage up to |η| < 1.1. Each module has two layers of silicon slightly rotated against each
other, which allows to determine the track’s position along the strips. In the end-caps, nine
layers are arranged in disks up to |η| < 2.5. Track resolution in the barrel (end-caps) is about
17 µm in φ and 580 µm along the z-axis (R-axis) in the barrel (end-caps).

2.2.1.4 Transition Radiation Tracker

The Transition Radiation Tracker (TRT) surrounds the SCT, and is the outermost layer of the
Inner Detector [23]. It consists of a superposition of layers of drift tubes parallel (normal)
to the beam axis in the barrel (end-caps). Drift tubes have the form of straws and are filled
with a mixture of gases, with 70 % Xenon, 20 % methane and 10 % CO2. Polypropylene fibers
surrounding the drift tubes are used as transition radiation material in the TRT.

The propagation of a charged particle at the transition between two materials with different
dielectric constants goes with the emission of transition radiation photons, which potentially
ionize Xenon molecules contained in TRT straw tubes. The transition radiation emitted de-
pends on the particle mass as β = E/m, which allows particle identification. This is particu-
larly helpful to discriminate electron tracks from that of charged pions in the range 1 GeV <
E < 100 GeV. The propagation of charged particles naturally ionize the gas as well, but does
not provide any particle identification information. Electrons originating from the ionization
of gas molecules are collected onto a wire located at the center of each straw tube, which acts
as an anode and helps to reconstruct the particle trajectory.

Generally, tracks of charged particles are associated thirty measure points in the TRT, with
track resolution about 130 µm in the R-φ plane.

2.2.2 Calorimeters

The calorimeter system of the ATLAS detector surrounds the Inner Detector. It is intended
to measure the energy of electrons, photons and hadrons. It consists of an electromagnetic
calorimeter mostly addressing the energy measurement of photons and electrons, and a hadronic
calorimeter mainly dedicated to reconstruction of jets of hadrons, as presented in Fig. 2.6. Both
are sampling calorimeters, designed as an alternation of layers of sensitive and absorber ma-
terial. This allows using very efficient materials separately for absorption and detection, but
requires correcting energy measurements for the energy loss in non-sensitive layers of the de-
tector. Also, both electromagnetic and hadronic calorimeters are non-compensating, meaning
that hadron energy loss in the detector is smaller than that of electrons and photons for identical
particle energy. The non-compensating calorimeter response is corrected in order to improve
particle energy and Missing Transverse Energy measurement and resolution. The calorimeter
system of ATLAS allows a good containment of electromagnetic and hadronic showers not to
degrade muon spectrometer performances (punch-through). It also provides a pseudo-rapidity
coverage up to |η| < 4.9 which allows good reconstruction of Missing Transverse Energy, which
is an important signature to many physics analyses.
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FIGURE 2.6: Schematic view of the electromagnetic and hadronic calorimeters.

2.2.2.1 Electromagnetic calorimeter

The ATLAS electromagnetic calorimeter is divided into a barrel part for |η| < 1.475 completed
by forward components in the end-caps (1.375 < |η| < 3.2). Sensitive regions of the detec-
tor consist of liquid argon material whose ionisation induces charges to drift toward Kapton
electrodes. Layers of lead are used as absorber material in order to enhance the development
of electromagnetic showers and increase particle energy loss in the calorimeter. The Liquid
Argon (LAr) calorimeter of ATLAS is divided into three layers in the transverse plane, with de-
creasing granularity as electromagnetic showers develop from the collision point. This design
allows particle identification, for instance to discriminate isolated photons from those originat-
ing from pion decays. Each of these layers is disposed in accordion structure, which enables a
full φ coverage without azimutal crack.

The electromagnetic calorimeter provides a relative energy resolution :

σE
E

=
a√
E
⊕ b

E
⊕ c (2.5)

Where :

• E is the reconstructed energy.

• a defines the sampling term coefficient, which represents the statistical shower develop-
ment uncertainty. Its value at η = 0 is 10% with E in GeV.

• b defines the noise term, and is especially important at low energies. It describes pile-up
and electronic noise, and its value is about 300 MeV for an electron cluster in the run 1
pile-up conditions.

• c is the constant term, which dominates the energy resolution at high energies. It ac-
counts for mechanical, material defects, and radiation damages, responsible for non-
uniform response of the detector. Its value is about 0.7% in the barrel.
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2.2.2.2 Hadronic calorimeter

The hadronic calorimeter surrounds the Liquid Argon electromagnetic calorimeter. It consists
of scintillating tiles and steel absorber layers in the barrel region, up to |η| < 1.7. In the end-
caps (1.5 < |η| < 3.2), the Hadronic End-Caps (HEC) use liquid argon as sensitive material and
copper as absorber.

The relative energy resolution for single pions reconstructed in the hadronic calorimeter is :

σE
E

=
50%√
E [GeV]

⊕ 3% (2.6)

2.2.2.3 Forward calorimeter

Calorimeters are disposed in the forward region (3.1 < |η| < 4.9) to enhance the pseudo-rapidity
coverage of the detector. This allows reconstructing jets of particles at small angles, which is an
important signature of many processes, and to improve Missing Transverse Energy reconstruc-
tion. The Forward Calorimeter (FCal) is arranged as three disk layers of Liquid Argon detector
material. The first layer of absorber material consists of copper, which allows a good resolu-
tion on electromagnetic measurements. The next two absorber layers are made of Tungsten,
optimized for hadronic measurements.

2.2.3 Muon spectrometer

The muon spectrometer is the outermost detector system of ATLAS. Muons are the only parti-
cles able to propagate to this device, except for neutrinos. It is dedicated to the reconstruction,
charge identification and momentum measurement of muons. It relies on the bending of muons
track by a 1T (0.5T) magnetic field in the barrel (end-caps) region generated by thoroidal mag-
nets both in the barrel and end-caps. This field is inhomogeneous due to magnetic materials
and overlapping fields : its value is known with a 5% uncertainty along the spectrometer.

Several technologies are used for muon reconstruction and triggering, as presented in Fig.
2.7 :

• Monitored Drift Tubes (MDTs) provide a precise measurement of tracks coordinates in
most of the |η| range.

• Cathode Strip Chambers (CSCs) consist of multiwire proportional chambers. CSCs are
well suited to muon reconstruction in forward regions (2 < |η| < 2.7), as they can sustain
demanding rate and background conditions.

• Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) are used respectively
in the barrel and end-cap regions to enable muon triggering. Trigger chambers also
determine the track coordinate in the direction orthogonal to that measured by precision
chambers (non-bending direction).

2.2.4 Trigger system

The nominal event-rate from protons bunch-crossing at the LHC is 40 MHz. This rate has to be
reduced in order to be able to record events. Hence, a two-steps selection is performed in order
to keep only events relevant to physics analyses.

The level-1 (L1) trigger is hardware-based, and reduces the rate of events to 75-100 kHz us-
ing trigger chambers of the muon system, and calorimeter detectors with reduced granularity.
This allows identifying events with high transverse energy electrons, photons, muons and jets,
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FIGURE 2.7: Schematic view of the muon spectrometer system.

or missing transverse energy. Simple selections addressed to trigger-level objects are designed
in order to have a good acceptance for physics processes studied in ATLAS analyses and keep
a low event-rate against unwanted events.

Events passing the L1-trigger requirements are transmitted to the software-based High-
Level Trigger (HLT) system together with the η-φ information of relevant objects, in so-called
Regions of Interest (RoIs). The HLT trigger exploits the full detector information within RoIs
to further reduce the event rate to about 1 kHz. The remaining events are recorded to disks for
further offline analyses.

2.3 Reconstruction techniques in the ATLAS experiment

In this section, an overview of the reconstruction methods used in ATLAS is given. The signals
and energy deposits recorded in various locations of the detector are processed and matched to
objects with a physics meaning, which can be interpreted in terms of particles and their decay
products.

2.3.1 Tracks and vertices

The propagation of charged particles through the Inner Detector is expected to be recorded
in the IBL, Pixel detector, SCT and TRT, in the form of signals referred to as hits. Tracks are
reconstructed from such clusters of signals in the silicon pixel and microstrip sensors, and
drift circles in the straw tube tracker. Hits are associated a precise spatial information, so that
combinations of hits allow to fit the track direction with a high resolution. This reconstruction
technique allows to compute the transverse momentum and trajectory of charged particles,
exploiting the bending of tracks cause by the 2T axial magnetic field.

The spatial intersection of tracks is expected to occur at locations from which charged parti-
cles are emitted. Such intersection points are denoted as vertices. Identification techniques in
ATLAS assume the primary vertex of the hard-scattering collision to present the largest sum of
tracks transverse momentum squared.

In most events, vertices are connected by the tracks produced in the decay chain of hadrons.
Yet displaced vertices are produced from the decay of long-lived particles. This results in a
track offset with respect to the primary vertex, denoted as the impact parameter. This informa-
tion is very useful in the context of b-Tagging, as described in Section 4.2.1
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2.3.2 Photons and electrons

Photons and electrons are reconstructed from energy deposits in the electromagnetic calorime-
ter, with a fixed size cluster of cells. The granularity in the second sampling of electromagnetic
calorimeter is 3x7 (5x5) in the barrel (endcap). A cluster with no matching track (two tracks
compatible with a vertex or one track without hit in the innermost pixel layer) is compatible
with an unconverted (converted) photon. Conversely, a cluster matched with a track is com-
patible with an electron. The most recent reconstruction techniques use dynamical size clusters
(topoclusters) for photons and electrons reconstruction.

2.3.3 Muons

Muons are reconstructed from tracks in the ID and muon segments in the muon spectrome-
ter. The reconstruction efficiency for muons with transverse momentum greater than 5 GeV is
above 99% for most of the covered phase space. Also, some low quality muons can be recon-
structed using the ID and energy deposit in the Tile calorimeter.

2.3.4 Jets

Energy deposits in the calorimeter cells are grouped into clusters. Jets are reconstructed from
3D topological clusters gathering cell energies greater than 4 (seed), 2 (neighbour) and 0 (outer
crown) sigma of the (electronic + pileup) noise using the anti-kT algorithm [24] with radius
0.4 in most analyses. The energy of jets is calibrated in order to account for reconstruction
biases [25]. Also, jets are associated a b-Tagging information, which denotes their probability
to originate from the decay of a B-hadron, as described in Chapter 4 with more details.

2.3.5 Missing Transverse Energy

Momentum is conserved in the plane transverse to the beam axis. As a consequence, the vec-
torial sum of the transverse energy of all particles produced in an single event is expected to be
close to null. This hypothesis relies on the assumption that partons collide with null transverse
momentum4. It allows to build MET, defined for each event as the opposite of the momentum
vector sum of objects reconstructed in the ATLAS calorimeters and muon-spectrometer. The
intrinsic momentum of colliding partons is negligible in the transverse plane with respect to
the resolution on MET, so we can take advantage of this property in individual events.

Potential biases on the MET accuracy are caused by pile-up and the resolution on objects
energy measurements, especially for events with large jets multiplicity. MET is a quantity of
prime interest for analyses expecting unreconstructed neutrinos in the final state, for which it
will present potentially large values. Conversely, fully reconstructed events (with no neutrino
expected in the final state) should allow for very little values of MET.

4beams are accelerated along the longitudinal direction only
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Chapter 3

Simulation and event generators

The following sections present an overview of the principles and programs intended to event
simulation to the purpose of most analyses performed by the ATLAS collaboration. This corre-
sponds to Monte-Carlo event generators used for physics predictions in the analyses presented
in this thesis. The GEANT4 toolkit and treatment of simulated events in ATLAS analyses is
presented as well.

3.1 Motivation and overview

Simulation collectively refers to the set of techniques used in High Energy Physics aiming at
predicting experimental observations from collider and detector experiments. Simulation mod-
els widely rely on the current theoretical knowledge of particle physics. Also, tunes of param-
eters used in the simulation are empirically adapted from the study of discrepancies between
predictions and observations. Last but not least, Beyond the Standard Model predictions are
built and allow experimentalists to exclude theory models or to constrain parameters of these
models.

Simulation works as a step-by-step process starting from the generation of physics events.
Events generation is implemented so that particle production, interactions and decays follow
probability laws. The hadronization of quarks and gluons into observable objects is also subject
to simulation programs, similarly to their interaction with detector devices. The output of any
step of this process largely depends on tunings and models resulting from an equilibrium be-
tween our understanding of particles interactions and the accuracy of Monte-Carlo predictions
with respect to experimental observations. Uncertainties in the generation process can largely
impact physics analyses results. To this purpose, various Monte-Carlo programs and tunings
are used in order to estimate systematic uncertainty in event generators.

3.2 Structure of an event

This section describes the principal items of events generation in the frame of a "truth" knowl-
edge of particles nature, momentum, and interactions. Hence, the particles we deal with in
this section should be seen from a theory perspective, and do not represent observed objects :
particles detection, reconstruction and measurements are not part of this procedure. Figure 3.1
shows an overview of the main steps developing in Monte-Carlo events generation. Further
details on the motivation and implementation of these processes are given in the following.

3.2.1 Hard process

In the context of experiments in hadron colliders, many particles interactions can occur from
collisions, amongst which only a tiny fraction is likely to present some interest depending on
what physics analysis is performed. An inclusive generation of events in numbers proportional
to the respective cross-section of all physics processes occurring in collisions is obviously not
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FIGURE 3.1: Schematic view of the main steps of physics processes adressed by
Monte-Carlo events simulation.

the preferred approach, as it would lead to statistical issues for rare processes of most interest.
Inversely, an individual generation of physics processes is performed by targeting a specific
hard process, which represents the process with the highest momentum transfer in the event.
This is performed by computing from perturbation theory the probability for a certain hard-
scatter to occur. Collisions of composite objects such as protons require exploiting Parton Distri-
bution Functions (PDFs) as probability models for the hard-scatter of elementary quarks within
protons. Lowest order perturbation theory allows computing probability distributions for the
outgoing partons. Hard process generation programs or libraries are more often referred to as
Matrix Element (ME) generators, amongst which Madgraph [ 3.3.1] and the POWHEG library
[ 3.3.2] are commonly used.

The Monte-Carlo simulation of hadron collisions assumes the QCD factorization theorem,
separating the hard scatter from the rest of the event. This allows to compute the cross-section
for perturbative processes which occur at the LHC. For instance, the process pp → X has
inclusive cross-section :

σX =
∑
a,b

1∫
0

dxadxbfa(xa)fb(xb)× σ̂ab→ X(xa, xb;αs, α; ŝ, t̂, û) (3.1)

Where :

• a and b denote the type and flavour of scattering partons carrying energy fractions xa
and xb of the colliding protons respectively.

• fi(x) is the Parton Distribution Function, which encodes the probability for a parton i to
carry a fraction x of the proton momentum.

• σ̂ab is the differential cross-section for a given kinematics of the colliding partons a and
b.

• ŝ, t̂ and û are the Mandelstam variables which encode the energy, momentum and angles
of scattering particles [26].
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• α, αS are the electromagnetic and strong coupling constants

Especially, Equation 3.1 enlights the dependency of cross-sections on protons PDFs. This is
a key feature of Monte-Carlo predictions at the LHC, and requires dedicated uncertainties.

3.2.2 Parton shower

Parton Shower (PS) consists of a set of techniques used in order to approximate real emission
corrections to the hard process by simulating the branching of a parton into two partons. This
allows simulating QCD cascades of partons produced by colour charged quarks and gluons.
The same technique is applied in the simulation of photon emissions1. Many difficulties in
Parton Shower simulation arise in the choice of splitting functions and potential double count-
ing interaction processes generated at different interaction orders2 in the hard process, with
respect to the subsequent Parton Shower. The technique for computing emission probabilities
was first developed in the context of QED cascade in terms of Sudakov form factors3 [27]. The
splitting functions enhance the emission of additional partons in the soft and collinear limits.
Especially, the simulation of consecutive emissions can rely on different approaches. For in-
stance, angular ordering ensures the coherence of the colour structure in QCD cascades. In this
approach, a quark-antiquark colour singlet can radiate gluons confined to the cones delimited
by the two quarks. Conversely, pT -ordering enforces the emission of radiations of decreasing
energy. Other approaches were tested as well but are not discussed here.

Parton Showers provide a model for real emissions produced from incoming (outgoing)
partons, namely Initial (Final) State Radiations, or shortly ISR (FSR). Especially, ISR simulation
is performed after that of the hard process, which requires the impact of ISR to be propagated
to the rest of the event going backward in time. Monte-Carlo generators exploit backward-
evolution Sudakov algorithms and form factors to this purpose. Also, differences between
simulation programs arise in the repartition of the recoil energy generated by the ISR amongst
partons involved in the hard process.

A remarkable feature of QCD was pointed out by t’Hooft who showed that extending the
description of QCD from SU(3)C to a SU(N) gauge field theory allows to arrange the colour
current of Feynman diagrams into planar flows in the N →∞ limit [28], while keeping a good
description of QCD processes. In this description, the production of quarks which are both
colour-connected and adjacent in space is enhanced, which drastically simplifies requirements
from QCD colour coherence.

3.2.3 Conciliating fixed order and parton shower simulations

The simulation of a physics process from the appropriate Matrix Element at fixed order allows
for reliable simulations of events with high multiplicity of outgoing observable4 particles and
jets. Moreover, this technique is very flexible to phase space cuts at generation level, which
allows to optimize the acceptance of simulated events to the intended physics analyses. Nev-
ertheless, the multiplicity of jets and accuracy of jet substructure is not optimal using Matrix
Elements, and negative cross-sections can even be achieved in collinear regions. Oppositely,
Parton Showers provide a generic method for the simulation of real corrections, are easy to
match with hadronization tools, and are sensible to jets structure. A major drawback to the use
of Parton Showers is the inefficiency of exclusive final states simulation.

1The emission of weak bosons can be simulated as well, but represents smaller corrections.
2the interaction order of events processes refers to the coupling order of the appropriate quantum theory in the

Matrix Element, i.e. the number of vertices of the interaction
3To be accurate, Sudakov form factors encode the non-emission probability
4Arbitrary requirements are performed in this definition
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Monte-Carlo generators take the best of the two methods. They rely on Matrix Elements
expressions in the simulation of processes in the high energy regime of final state particles for
exclusive final states, and on Parton Shower in the soft regime. The intermediate regime is left
to an overlap of the two methods. Matching and merging are different strategies presented in
the following, which allow combining fixed order simulation and Parton Shower consistently.

3.2.3.1 Matching

Matching consists of adjusting Parton Shower to Matrix Element predictions so that the cor-
rections encoded in Sudakov form factors match to the parton-level calculation of the next-
to-leading order prediction. In practice, this method is equivalent to exploiting a modified
expression of the differential cross-section for events simulation. This procedure was first ex-
ploited in MC@NLO [29], and rearranged in the Powheg method [30] to overcome limitations
from negative weight events. The KrkNLO approach [31] was developed more recently, and
relies on the use of Parton Distribution Functions (PDFs) in a dedicated factorization scheme.

3.2.3.2 Merging

Merging is the strategy of combining events samples generated with Matrix Elements expres-
sions computed at different orders of perturbation theory. This results in ’towers’ of Matrix
Elements with increasing number of additional particles and jets evolved with Parton Shower.
The phase space in between two Matrix Elements expressions is divided using the merging
scale. The hard regime is populated by events generated with pure Matrix Element expressions.
Events undergo Parton Shower in the soft and collinear regimes. The difficulty of merging is
to find the most performing merging variable.

Merging was first introduced with the CKKW method at LO [32]. The FXFX [33] and
MEPS [34] merging schemes are now built-in the Madgraph 5 aMC@NLO and Sherpa gen-
erators respectively (Sherpa is presented in section 3.3.5) for merging at NLO. Alternatively,
the computation of cross-sections in the UMEPS approach [35] focuses on the unitary nature
of parton shower. Finally, the MINLO prescription [36] does not require a merging scale but
relies on a fine use of renormalization scales.

3.2.4 Hadronization

QCD partons involved in the hard process and Parton Shower do not represent objects that can
be observed in the final state. Colour confinement requires quarks and gluons to bind within
hadrons observable in detectors. Lund strings and cluster model are the most widely used
hadronization models in simulation programs, and are presented in the following.

3.2.4.1 The Lund String Model

The Lund string model [37] takes the quark-antiquark potential Vqq to be rising linearly with
the distance rqq between the quark and the anti-quark, as measured in the spectrum of quarko-
nium spectra and computed in lattice QCD models : Vqq (r) = κr, where κ ' 1 GeV/fm. In this
picture, the system tend to accumulate energy as quarks are moving apart, which may eventu-
ally lead the system to split and create new quarks to restore low energy quarks systems. In the
Lund string model, the presence of gluons in between quarks tends to enhance the production
of hadrons in the quarks interspace. This effect is measurable, and its impact was tested with
colourflow in the context of the VH(bb) analysis 6.4.
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3.2.4.2 The Cluster Model

The cluster hadronization model [38] [39] is based on the colour preconfinement property of
QCD [40], which can be inferred assuming that colour-connected partons originating from the
QCD parton shower must be near-by in the phase space topology. Adjacent color-lines allow
to form primary clusters which are iteratively fragmented toward low mass clusters which
are transformed into the final hadrons. This hadronization model also provides a possible
discrimination in term of colourflow variables.

3.2.5 Particle decays

The decay of unstable particles and hadrons is implemented in most general purpose Monte-
Carlo generators. In the ATLAS experiment, processes in which the parton shower and hadroniza-
tion is simulated using the Pythia 8 and HERWIG programs presented in sections 3.3.3 and
3.3.4 respectively, have their description of B-hadrons decay improved using the EvtGen tool
[41], while tau-leptons decay is currently implemented in TAUOLA [42]. Processes simulated
with Sherpa exploit the HADRONS++ package. These programs rely on libraries of decay
channels of which many have their kinematic modeled.

3.2.6 Multi-Parton Interactions

A special feature of (anti-) protons collisions arises from that they consist of coloured quarks
and gluons bound states. As colour confinement requires quarks to form colour neutral final
states, Monte-Carlo generators must consider how protons remnants from a collision hard-
scatter should evolve, re-hadronize and potentially interact again with each other. Multi-Parton
Interactions (MPIs) are closely related to Minimum Bias events observed in detector experi-
ments, which describe typical ’boring’ (anti-) protons collisions, from which a few hadrons are
expected to be produced.

3.3 Review of Monte-Carlo generation programs

3.3.1 Madgraph

The MadGraph5_aMC@NLO program [43] brings together the Madgraph5 [44] and aMC@NLO
[29] [45] programs, and allows the simulation of hard-scatter events for SM and BSM physics
in a user-friendly implementation. It includes the computation of cross sections, and provides
a variety of tools relevant to event manipulation and preliminary analyses. Processes can be
generated at the LO accuracy for any Lagrangian, and at NLO for QCD corrections to SM and
many BSM models.

3.3.2 POWHEG

The POWHEG generator [46] addresses the generation of hard-scatter event at NLO. It relies
on the POWHEG method [30] for handling the matching of NLO processes and Parton Shower.
A noticeable feature of POWHEG is that it overcomes the generation of negative weight events
which can cause statistical issues in samples exploited by physics analyses. If a fraction f
of events is simulated with negative weights, the equivalent number of positive weight events
which allows to achieve the same uncertainty level is (1−2f)2×N . Especially, negative weight
events are a major drawback of the MC@NLO method used in the MadGraph5_aMC@NLO
generator.
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3.3.3 PYTHIA

PYTHIA [47] [48] is a general purpose events generator which is widely used for LHC physics
analyses. Many physics models, especially for perturbative and non perturbative QCD, were
implemented in PYTHIA, hence extensive Parton Shower studies performed with this tool.
PYTHIA comes with capabilities for hard process generation of several processes, but it is most
commonly used to exploit subprocess events generated with Madgraph or POWHEG. QCD
showers in PYTHIA are ordered in transverse momentum for MPI, ISR and FSR. One of prin-
cipal features of PYTHIA resides in its hadronization model, the Lund string fragmentation
which is described in Section 3.2.4.1.

3.3.4 HERWIG 7

The HERWIG 7 generator [49] is based on the HERWIG (Hadron Emission Reactions With
Interfering Gluons) simulation software which was developed in the era of LEP. HERWIG pro-
vides several mechanisms for Matrix Element generation, although it is most commonly used
for Parton Shower simulation with events generated with POWHEG. Especially, it comes with
matching capabilities for many hard processes at NLO using the POWHEG method. Parton
Shower in HERWIG is based on angular ordered emissions, and the hadronization procedure
relies on the cluster model, as presented in Section 3.2.4.2.

3.3.5 Sherpa

Sherpa is a multipurpose event generator generally used independently of other generation
programs presented here. Matrix Element generation is provided in Sherpa through the AMEGIC++
module [50] for Standard Model processes, although higher parton-multiplicity processes can
be generated using the better suited COMIX generator [51]. The combined implementation of
these two generators allows a generic implementation of merging events generated at differ-
ent orders in QCD. The default parton shower algorithm relies on the Catani–Seymour dipole
factorization formalism [52]. Last, hadronization in Sherpa is performed with the AHADIC++
module, which is based on a cluster model which enforces flavour-dependent transition scale
between clusters and hadrons [53].

3.4 Detector response simulation

Analyses performed by the ATLAS collaboration exploit the previous Monte-Carlo programs
in association to the GEANT 4 toolkit [54], which provides a simulation of the ATLAS detector
response to particles crossing its sensitive material. A model for the detector was designed
in order to faithfully account for the geometry, magnetic fields, passive and sensitive materi-
als of the detector. Electromagnetic, hadronic and optical processes can involve a variety of
particles over a wide energy range. These features make GEANT 4 a general purpose tool for
various experiments, with a great adaptability for designing new detector and study analyses
feasibility.

Tracks and energy deposits in sensitive materials of the detector are simulated as HITs in
the GEANT 4 framework. On the other hand, the energy loss of particles in passive materials
is taken into account in the evolution of particles. The digitization process transforms HITs
into DIGITs which mimic the output signals of FrontEnd boards of the ATLAS detector. Pile-
Up is taken into account by merging HITs from minimum bias events with that produced in
hard-scatter processes.
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3.5 ATLAS software

The ATLAS software is implemented in the ATHENA framework [55], which derives from the
GAUDI architecture [56] used in several experiments. It provides all features for Monte-Carlo
events generation and simulation of the detector response to simulated events. The reconstruc-
tion and identification of objects is treated equally for data and simulated events, while special
corrections applied to Monte-Carlo events are applied later in analysis frameworks. Also, sys-
tematic uncertainties on simulation models and tunes make it necessary to produce alternative
versions of the same processes in order to measure the impact of each uncertainty source on
analysis results in terms of physics observables. Various analysis frameworks were developed,
all based on the ROOT toolkit [57] which allows handy implementations of analysis selections
and histogramming capabilities [58], with multivariate and fit methods in the TMVA [59] and
RooFit [60] tools respectively.
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Chapter 4

Continuous calibration of b-Tagging

4.1 Introduction

b-Tagging collectively refers to the activities which aim at identifying jets produced subse-
quently to the hadronization of a beauty quark, and the decay of the corresponding B-hadron.
Such jets are mostly composed of the decay products of the B-hadron. Especially, the first
present measurable properties which help to discriminate b-jets amongst all jets reconstructed
in the hadronic calorimeter of ATLAS. This identification, namely tagging, is a crucial part
in the event selection of many physics analyses. This chapter describes the conception of b-
Tagging discriminants and their use in the ATLAS experiment [61].

4.1.1 Motivation

Collisions at the LHC produce final states with high density of hadrons in the volume of the
ATLAS detector. The emission of gluons and production of light flavour quarks (up, down,
strange) are largely favored with respect to heavy flavour quarks. Therefore, most jets re-
constructed in the ATLAS detector originate from gluons or light flavour quarks, and do not
present any interest for analyses seeking for b-jets in the final state. The tagging information on
jets can be exploited to reject these background sources by comparing the number of b-tagged
jets in reconstructed events to the number of expected b-quarks in signal processes.

4.1.2 Performance estimators

4.1.2.1 Label

Within Monte-Carlo simulations, jets are associated a flavour label which denotes their truth
particle origin. Just as b-labelled jets (b-jets) originate from B-hadrons, a c-jet refers to a jet
produced subsequently to the decay of a C-hadron, excluding any B-hadron origin. Such as-
sociations are performed by matching hadrons to jets depending on their angular separations.
Also, jets originating from a τ -lepton decay can be identified with dedicated tools, and are de-
noted as τ -jets. Others jets (neither b- nor c- or τ ) are collectively referred to as light-jets. As top
quarks do not hadronize, there is no such thing as a top-jet. Most often, the top quark will de-
cay to a beauty quark in a weak interaction process, which is likely to result in the observation
of a b-jet in the final state.

4.1.2.2 b-Tagging discriminant

Any jet reconstructed from collisions is associated a tagging information, which simply indi-
cates either it is likely to originate from a b-quark or not. This information is based on detector
observables processed into b-Tagging algorithms which provide discriminant variables such as
that described in section 4.2. Monte-Carlo jets also have this information after simulating their
output in the detector.
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4.1.2.3 Working Points

The tagging information ranges over several confidence levels, delimited by Working Points
(WPs) which denote the expected acceptance for jets originating from b-quarks. In most physics
analyses interested in b-jets, the tagging discriminant is used by picking the optimal Working
Point in order to maximize the b-jets efficiency with respect to light and charm-jets rejection
(inefficiency), depending on the background flavour composition of the analysis. The purpose
of pseudo-continuous tagging techniques explained in Section 4.4 consists of exploiting simul-
taneously more than one of these confidence levels delimited by b-Tagging Working Points.

4.1.2.4 Scale Factors

Estimating b-Tagging algorithms performance on Monte-Carlo datasets allows to compare the
efficiency of different algorithms and measure improvements from using new techniques. But
given some cut on a b-tagging algorithm output, the tagging efficiency on b-jets is different
in data with respect to Monte-Carlo events. For each single jet, this discrepancy is accounted
for with a Scale Factor (SF) which depends on the jet kinematic (pT , |η|) and multiplies the
event weight. Light and charm-flavour jets suffer from identical effects, and the corresponding
mistag rates need to be calibrated as well. Scale factors are calibrated in Monte-Carlo to data
comparisons of the tagging efficiency in samples with high-purity of jets with the appropriate
flavour being calibrated.

4.1.3 Key ingredients

The discrimination of true b-jets with respect to other flavours of jets takes advantage from
some specific properties of B-hadrons, which result in observable quantities in the detector :

• Long lifetime, of the order of 1.5 ps (cτ ' 450 µm), which increases the flight path length
and makes the decay vertex of the B-hadron displaced with respect to the primary ver-
tex.

• Hard fragmentation : a B-hadron retains 70% of the initial b-quark’s momentum, which
enhances to the property above.

• Large mass : results in a large transverse momentum, hence wide opening angle of the
B-hadron decays with respect to the B-hadron axis.

As a consequence of the previous properties, B-hadron (and possibly C-hadron) decay prod-
ucts are produced from a displaced secondary (tertiary) vertex with a large impact parameter
with respect to the primary vertex, as shown in Fig. 4.1.

4.2 b-Tagging algorithms

4.2.1 Impact parameter based algorithms

Tracks identified in the Inner Detector are matched to the reconstructed jets, based on their
angular distance. Hence, the properties of tracks can be exploited in order to compute the
jet tagging information. Especially, the tracks transverse and longitudinal impact parameters
are critical for jet-tagging. The transverse impact parameter d0 measures the distance of closest
approach of the track to the primary vertex. The longitudinal impact parameter z0 characterizes
the track offset with respect to the primary vertex, along the beam axis (z coordinate). Impact
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FIGURE 4.1: b-Tagging vertex topology

parameter variables are signed, which allows to further discriminate tracks which originate
from a secondary vertex in the case of B-hadron decays. If the track extrapolation crosses the
jet axis in front of the primary vertex, the sign is positive : this topology is characteristic of
secondary tracks. Otherwise, the sign is negative, meaning that the track’s production vertex
is likely to be located behind the primary vertex with respect to the track direction. Tracks
matched to b- and c jets will tend to have positive impact parameter values, while light-flavour
jets will present symmetric distributions of their tracks impact parameter variables.

The IP3D tagging algorithm is an impact parameter based algorithm which takes advantage
of the tracks properties described above. It combines the ratio of the probability density func-
tions for the signed transverse and longitudinal impact parameter significance of these tracks
for the b- and light-flavour jet hypotheses, into a single log likelihood ratio discriminant. A
similar algorithm, IP2D, is defined from the transverse impact parameter only.

4.2.2 Secondary vertex finding algorithms

Tracks can also be exploited to find a secondary vertex corresponding to a potential B-hadron
decay, as proposed by the SV0 and SV1 algorithms. The first step consists of building two-
tracks vertices from candidate tracks, i.e. with large impact parameters. Vertices likely to orig-
inate from the decay of a (non-B) long-lived particle (KS , Λ), photon conversion or hadronic
interaction with the detector materials are removed. The surviving vertices are then combined
using an iterative procedure, which removes tracks which don’t fit to the inclusive vertex.

SV0 only relies on the decay length signed significance of the reconstructed secondary ver-
tex. SV1 combines this latter information with other vertex properties :
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• the mass of all tracks associated to the vertex

• the ratio of the sum of tracks energy associated to the vertex and the jet

• the number of two-tracks vertices

4.2.3 Decay chain reconstruction algorithm with JetFitter

The JetFitter algorithm aims at reconstructing the full decay chain through a multivertex fit,
that is, from the event chronology :

PrimaryVertex→ B-hadron→ C-hadron

This method assumes that the primary vertex, B-hadron (secondary) and C-hadron (tertiary)
decay verticies lie on the B-hadron flight path. Hence, any charged particle track originating
from these decays should intersect the same line. This latter hypothesis, presents several ad-
vantages for this method :

• The multivertex fit performances are improved from constraining the secondary and
tertiary vertices to lie on the B-hadron flight axis.

• Fewer tracks are needed in order to retrieve both vertices. This means that the perfor-
mance of b-tagging is less degraded for incomplete topologies, and is less dependent on
tracks reconstruction performances.

4.2.4 Multivariate algorithms

MV2 is a set of b-tagging discriminants built from Boosted Decision Tree techniques, combining
the three basic algorithms previously introduced. The jets kinematic informaion (pT, |η|) are in-
cluded in the training to allow the multivariate algorithm to exploit their correlations together
with the tagging information. The full list of inputs variables for the MV2, SV and JetFitter
algorithms are summarized in Table 4.1. The training dataset takes b-jets as signal sample, and
a mixture of c- and light-jets as background sample, in proportions optimized in order to max-
imize the sensitivity to b-jets. MV2c10 is the most widely used version of MV2, and is trained
against 93% of light-jets, and 7% of charm-jets.

4.2.5 Algorithms performances

Given some b-jet efficiency, the rejection of non-b jets is a good estimate of the performance of
b-Tagging algorithms. It measures the fraction of tagged non b-labelled jets with respect to the
fraction of tagged b-labelled jets.

The performances of the algorithms introduced are shown in Fig. 4.2. In these plots, MV1
is multivariate tagger, which is based on a Neural Network approach and was widely used at
the run 1 of the LHC. The MV2 tagger is a major revision of the MV1 tagger. Fig. 4.3 shows
the gain in rejection using MV2 with respect to MV1.

4.3 Integrated b-Tagging calibrations

4.3.1 b-jets calibration

In the results presented in the following, the calibration of b-jets [62] relies on a maximum like-
lihood fit approach performed on a dataset of jets in dilepton tt events. The integrated calibra-
tion consists of a simplified version of the procedure described in 4.4.1.2 where only two bins
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Input Variable Description

Kinematic
pT (jet) Jet transverse momentum
|η|(jet) Jet pseudo-rapidity

IP2D, IP3D
log(Pb/Plight) Likelihood ratio between the b- and light jet hypotheses

log(Pb/Pc) Likelihood ratio between the b- and c-jet hypotheses
log(Pc/Plight) Likelihood ratio between the c- and light jet hypotheses

SV

m(SV) Invariant mass of tracks at the secondary vertex assuming pion masses
fE(SV) Fraction of the charged jet energy in the secondary vertex

NTrkAtV tx(SV) Number of tracks used in the secondary vertex
N2TrkV tx(SV) Number of two track vertex candidates

Lxy(SV) Transverse distance between the primary and secondary vertices
Lxyz(SV) Distance between the primary and secondary vertices
Sxyz(SV) Distance between the primary and secondary vertices divided by

its uncertainty
∆R(jet,SV) ∆R between the jet axis and the direction of the secondary

vertex relative to the primary vertex

JetFitter

N2TrkV tx(JF) Number of two track vertex candidates (prior to decay chain fit)
m(JF) Invariant mass of tracks from displaced vertices assuming pion masses

Sxyz(SV) Significance of the average distance between the primary and displaced
vertices

fE(SV) Fraction of the charged jet energy in the secondary vertices
N1−trkvertices(JF) Number of displaced vertices with one track

N≥2−trkvertices(JF) Number of displaced vertices with more than one track
NTrkAtV tx(SV) Number of tracks from displaced vertices with at least two tracks
∆R(−→pjet, −−→pvtx) ∆R between the jet axis and the vectorial sum of the

momenta of all tracks attached to displaced vertices

TABLE 4.1: The 24 input variables used by the MV2 b-tagging algorithms.

of the tagging discriminant distribution are considered. The calibration of b-tagging for b-jets
results from the combination of individual fits performed in four channels : opposite flavour
leptons (eµ) and same flavour leptons (ee/µµ) both subdivided into two and three jets regions.
As no difference in the calibration results is expected from the various channels, a combination
is performed using a Kalman Filter approach, which allows for a proper normalization of the
SFs with respect to the corresponding efficiencies in the overall tagweight distribution.

Uncertainties on the Matrix Element modelling, Parton Shower, and hadronisation effects
in tt events show the largest impact on the b-jets SFs. Also, energy calibration leads to impor-
tant uncertainties, especially for jets with low transverse momentum value due to migrations
amongst different kinematic bins.

4.3.2 c-jets calibration

The integrated calibration of b-Tagging SFs for c-labelled jets [63] exploits samples of jets pro-
duced in tt single lepton events. The selection aims at events in which a single c-quark is pro-
duced in the hadronic decay of a W-boson. The other W-boson is required to decay leptonically.
The selection exploits the Kinematic Likelihood Fitter [64] which aims at reconstructing tt de-
cays from proton collisions. This reconstruction technique allows to retrieve the most probable
combination for matching jets to the expected tt decay products.

The flavour composition and modelling of the tt process is a major source of uncertainty to
the b-Tagging SFs of c-jets. Uncertainties on the SFs associated to b- and light-jets also contribute
to the systematic error on c-jets SFs. Last, statistical uncertainties caused by the limited number
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FIGURE 4.2: Light-flavour-jet rejection versus b-jet tagging efficiency, for various
tagging algorithms. JetProb is an Impact Parameter based tagger mostly used at

LEP and at the Tevatron.

of data events entering the c-jets calibration sample also contribute to increase the uncertainty
on c-jets SFs.

This method can be extended by accounting for the shape of the b-Tagging multivariate
discriminant in the fit procedure. This allows to retrieve the pseudo-continuous calibration of
c-jets b-Tagging SFs.

4.3.3 Light-jets calibration

The efficiency for tagging light-flavour jets using a certain b-Tagging algorithm is referred to as
the mistag rate of a tagging discriminant. The rejection of light jets is an important concern
of most physics analyses because of the large cross-sections for processes with light-jets in
the final state. In general, light-flavour jets are able to trick b-tagging algorithms due to the
uncertainty on tracks direction caused by the finite resolution of the Inner Detector. In average,
the signed decay length and lifetime-signed impact parameter distributions of prompt tracks
associated to light-jets are symmetric around zero. Conversely, b-labelled jets are expected to be
associated tracks pointing to the displaced secondary vertex, i.e. in front of the primary vertex
with respect to the track direction. Hence, the mistag rate is approximated by the negative tag
rate, which consists of the efficiency for tagging jets with reverted tracks signed decay length
and lifetime-signed impact parameter. This procedure is straightforward for the basic tagging
algorithms, while discriminant based on multivariate methods have an equivalent procedure
defined. Distributions of the IP3D+JetFitter discriminant are displayed in Fig. 4.4 and show
the impact of the negative tag procedure. In overall, the negative tag rate is expected to provide
a good approximation for the mistag rate caused by detector resolution effects. Scale factors for
light-jets are estimated on inclusive samples of jets using the negative tag method. Correction
factors are applied in order to account for the contribution of long-lived particles (b and c-jets,
KS , Λ, etc.) which have asymmetric distributions of the signed decay length and lifetime-signed
impact parameter.
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FIGURE 4.3: The light (a) and c-jet rejection (b) versus b-jet efficiency for the MV1c
b-tagging algorithm using the Run-1 detector and reconstruction software (blue)

compared to the MV2c20 b-tagging algorithm using the Run-2 setup (red).

4.4 Continuous calibration of b-Tagging

Continuous tagging allows to exploit the exact value of b-Tagging discriminants in physics
analyses, instead of simply denoting jets as tagged or not-tagged with respect to a fixed Work-
ing Point [65]. This feature provides much more tagging information on jets, as tagging algo-
rithms depend on many input variables which are combined in a single discriminant. Contin-
uous tagging can enhance the sensitivity of many physics analyses, but is generally found to
complicate the analyses as well.

In the ATLAS experiment as in the next sections of this document, continuous tagging stands
as a shortcut for pseudo-continuous tagging, as the calibration is performed on a binned distri-
bution of tagging discriminants. From a pictorial representation, integrated calibrations can be
seen as the calibration of b-Tagging discriminants in 2-bins histograms where explicit bin labels
would be "not-tagged" and "tagged". From that perspective, (pseudo-)continuous tagging is an
extension to n−bins histograms. Methods and results for continuous tagging calibration and
use are presented in the next sections.

4.4.1 Methods

Several methods were developed in order to calibrate binned distributions of b-tagging dis-
criminants. The number of bins which can be calibrated should result from an equilibrium
between the gain in information provided by additional bins, and the statistical uncertainty
which increases at the same time. The current binning results from historical choices, and sim-
ply consists of five bins delimited by the four working points used for integrated calibrations.
Hence, the bin boundaries for continuous calibration distributions correspond to b-jet tagging
efficiencies [100%, 85%, 77%, 70%, 60%, 0%].



42 Chapter 4. Continuous calibration of b-Tagging

SV0 weight
15− 10− 5− 0 5 10 15 20 25

N
um

be
r 

of
 je

ts
 / 

0.
5

310

410

510

b jets

c jets

light-flavour jets

 = 7 TeVs

ATLAS Simulation

(a)

IP3D+JetFitter weight
10− 8− 6− 4− 2− 0 2 4 6 8 10

N
um

be
r 

of
 je

ts
 / 

0.
4

1−10

1

10

210

310

410

510

610

710

810

910

1010
b jets

c jets

light-flavour jets

b jets, negative weight

c jets, negative weight

light-flavour jets, negative weight

 = 7 TeVs

ATLAS Simulation

(b)

FIGURE 4.4: The SV0 tag weight distributions (a) and the IP3D+JetFitter stan-
dard and negative tag weight distributions (b) for b, c and light-flavour jets in a
simulated inclusive jet sample. The cut value on the IP3D+JetFitter weight corre-

sponding to 70% b-jet efficiency is 0.35. [61]

4.4.1.1 Derivation from cumulative calibrations

The continuous calibration of b-tagging discriminants can be derived from integrated tagging
efficiencies respectively in data and Monte-Carlo samples :

SF continuousi =
εdatai − εdatai+1

εMC
i − εMC

i+1

=
εMC
i SF integratedi − εMC

i+1 SF
integrated
i+1

εMC
i − εMC

i+1

(4.1)

Where :

• i and i + 1 are indices for consecutive integrated Working Points with decreasing b-jet
tagging efficiency

• εMC
i and εdatai are respectively Monte-Carlo and data tagging efficiencies

• SF continuousi is the integrated calibration scale factor for the Working Point with b-tagging
MC efficiency εMC

i

• SF continuousi is the continuous-tagging calibration scale factor for b-tagging MC efficien-
cies in the range [εMC

i ; εMC
i+1 ]

From a pictorial perspective, the overall computation of this procedure simply consists of
the ratio of the binned b-tagging discriminant normalised distributions in data and Monte-
Carlo. As the tagging efficiency for jets depends on their kinematic, continuous scale factors
are generally derived in different bins of transverse momentum and pseudo-rapidity of the
jets, separately from the calculus on tagweight variables. The computation of uncertainties is
constraint by the normalization of the tagweight efficiencies which must sum to unity. This
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introduces correlations between tagweight bins which translates in the covariance matrix re-
flecting statistical uncertainties on the tag weight fractions. A gaussian error propagation is
applied to the normalized distribution of tagging fraction pi in each bin :

Vii = ((1− 2pi)V
N
ii + p2

i

∑
k

V N
kk )/N2

tot (4.2)

Vij = (−pjV N
ii − piV N

jj + pipj
∑
k

V N
kk )/N2

tot (4.3)

Where :

• Ni is the number of tagged jets in bin i

• Ntot =
∑
i
Ni is the total number of jets

• pi the fraction of jets in tagweight bin i, pi = Ni/Ntot = εdatai − εdatai+1

• V N
ii are the coefficients of the diagonal covariance matrix V N

ij = δij(∆Ni)
2

The estimate of systematic uncertainties on continuous SFs is derived from Equation 4.1
using integrated MC tagging efficiencies computed in systematic scenarios. The difference
with respect to nominal continuous SFs is then taken as uncertainty.

The simplicity of this approach allows to apply this procedure to any integrated calibration.
It is intended to the calibration of light.

4.4.1.2 Likelihood calibration

The continuous calibration for b- and c-jets1 is performed using a direct fit of the binned tagging
discriminant template to data. This maximum likelihood fit approach relies on the high-purity
of b- and c-jets samples obtained from dilepton and single-lepton tt events respectively.

The likelihood function used to derive the b-jet calibration result in the two jets region is :

L(pT1, pT2, w1, w2) = [fbb PDFbb(pT1, pT2) PDFb(w1|pT1) PDFb(w2|pT2)

+ fbl PDFbl(pT1, pT2) PDFb(w1|pT1) PDFl(w2|pT2)

+ fll PDFll(pT1, pT2) PDFl(w1|pT1) PDFl(w2|pT2)

+ 1↔ 2]/2

(4.4)

Where :

• fbb, fbl and fll are the two jets flavour fractions (b stands for b-labelled jets and l for other
jets, including c-jets)

• PDFff (pT1, pT2) is the two jets kinematic PDF for jets with flavour label f

• PDFf (w|pT ) is the PDF template for the b-tagging discriminant of a jet with flavour f
and transverse momentum pT

A similar likelihood function can be written for three jets events, with additional terms in
the combinatoric. PDFs are implemented as one or two-dimensional binned histograms. To
preserve the normalization condition, the number of free parameters is set to the number of
bins minus one. The binning for transverse momentum PDFs was chosen to be [20, 30, 60, 90,

1the calibration of τ -jets is extrapolated from that of c-jets
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140, 200, 300] GeV. Depending on the analysis framework, jets with higer momentum values
generally have tagging SF equal to that of the last kinematic bin, with artificially increased
uncertainty. The PDFb(w|pT ) template is fitted to data, while other PDFs and coefficients are
extracted from Monte-Carlo expectations. The fit results from the four different channels are
combined throug a χ2 minimization procedure based on a Kalman filter approach, which al-
lows taking into account both statistical and systematic uncertainties. While statistical uncer-
tainties are uncorrelated, systematic uncertainties can be reduced thanks to correlations across
the different channels.

The calibration of c-jets is derived from a single category in three bins of transverse momen-
tum with bin edges [20, 40, 65, 140] GeV. This binning ensures similar statistical uncertainties
in each kinematic bin. The dedicated likelihood function is written in order to individually
account for the different flavour fractions and kinematics of b-, charm- and light-jets in the
charm-jets calibration sample.

4.4.2 Systematic uncertainties

The calibration of b-jets suffers from the low statistics in bins of the b-tagging discriminant with
the lowest purity in b-jets. This also applies more generally in kinematic regions with very
low and very high transverse momentum of jets. The calibrations of light- and charm-flavour
jets mostly suffer from systematic uncertainties in the flavour composition of the calibration
samples. The energy calibration of jets is also an important source of uncertainty, as it induces
migrations between the different kinematic categories.

4.4.3 Performances

A continuous calibration of the MV2c10 tagging algorithm was performed with data collected
in 2015 and 2016, with total integrated luminosity 36.1 fb−1. The results presented below were
used in analyses with publications purpose, to measure potential improvements and allow soft-
ware updates for the more complex implementation of continuous tagging. Especially, one can
still notice how the calibration suffers from statistical uncertainties in very low and very high
transverse momentum regions. Also, low (high) tagweight bins where very small b- (charm-)
jets fractions are expected, show dominant statistical uncertainties as well. Especially, the cali-
bration of b-jets should benefit from the increased integrated luminosity of data collected along
the full run 2 of the LHC.

4.4.3.1 light-jets calibration

The pseudo-continuous calibration of b-tagging for light-flavour jets relies on integrated cal-
ibration methods described in Section 4.3.3 and the procedure explained in Section 4.4.1.1.
Figure 4.5 presents the calibration results, where each distribution corresponds to a distinct re-
gion of jets kinematic. Each bin conforms to a single bin of the MV2c10 b-Tagging discriminant,
delimited by consecutive Working Points of the appropriate integrated calibration. Very large
scale factor values are measured, with important associated systematic uncertainties. In the
new version of the ATLAS software, the update of this calibration presents scale factor values
closer to one.

4.4.3.2 charm-jets calibration

The pseudo-continuous calibration of b-tagging for charm-jets relies on integrated calibration
methods described in Section 4.3.2 and the procedure explained in Section 4.4.1.2. Figure 4.7
presents the calibration results, where each distribution corresponds to a distinct region of jets
kinematic.



4.4. Continuous calibration of b-Tagging 45

4.4.3.3 b-jets calibration

The pseudo-continuous calibration of b-tagging for b-jets relies on the procedure explained in
Section 4.4.1.2. Figure 4.8 presents the calibration results, where each distribution corresponds
to a distinct region of jets kinematic.

4.4.4 Use in physics analyses

Several analyses have an interest in using pseudo-continuous tagging. This concerns espe-
cially searches with b-quarks in the final state of signal processes, and a background contam-
ination from light- and charm-jets. Pseudo-continuous tagging allows to loosen the b-tagging
selection in order to increase the acceptance for signal events. This comes with a larger back-
ground, which generally decreases the inclusive ratio of yields of signal to background events.
The pseudo-continuous calibration of b-tagging discriminants allows to exploit the informa-
tion from tight b-tagging requirements at the same time. At the run 1 of the LHC, the VH(bb)
analysis [66] exploited pseudo-continuous tagging in the form of categories, especially in or-
der to better estimate the contamination from background processes with c-jets in intermediate
regions of the b-tagging discriminant. The use of pseudo-continuous tagging was estimated to
increase the sensitivity of the analyis by approximately 15%.

4.4.5 Prospects

Future versions of the pseudo-continuous calibration of b-Tagging might include a smoothing
procedure. This method consists of fitting the binned distribution of b-Tagging SFs using a
polynomial kernel estimator in order to retrieve a continuous shape with respect to kinematic
variables (pT , |η|). Preliminary versions of a smoothed pseudo-continuous calibration were
performed but not used for publication purpose.

Updates of the continuous calibration for b-jets are already available with more data and
improved taggers relying on deep learning multivariate techniques (DL1). The latest calibra-
tion results have support for physics analysis with publication purpose. Yet, the procedure
performed to compute the pseudo-continuous calibration is unchanged.

Also, the pseudo-continuous calibration of b-Tagging for jets reconstructed from tracks (namely
track-jets) could be performed with the same techniques as described previously. The principal
limitations for performing this calibration were the novelty of methods and results with large
uncertainties, so that no analysis would have been interested in exploiting such preliminary
results.



46 Chapter 4. Continuous calibration of b-Tagging

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
20 <

 pT
 <

 60 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
60 <

 pT
 <

 100 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
100 <

 pT
 <

 200 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
200 <

 pT
 <

 300 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
300 <

 pT
 <

 500 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
500 <

 pT
 <

 750 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
750 <

 pT
 <

 1000 G
eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0

0.5 1

1.5 2

2.5 3

3.5 4

SF

A
T

L
A

S
 In

tern
al

Light jets
1000 <

 pT
 <

 3000 G
eV

F
IG

U
R

E
4.5:

Light-jets
prelim

inary
calibrations

results
for

the
M

V
2c10

tagger
using

36.1
f
b −

1
of

data
collected

in
2015

and
2016.

The
black

error
bars

show
the

statisticaluncertainty,w
hile

green
bands

m
easure

the
totalerror

(statisticaland
system

atic).
These

results
dealw

ith
jets

w
ith

pseudo-rapidity
|
η|

<
1.0.

W
ithin

each
different

figure,w
hich

represent
different

transverse
m

om
entum

regions,
bins

show
scale

factors
and

uncertainties
for

differenttagw
eightbins

w
ith

decreasing
b-jettagging

efficiency.



4.4. Continuous calibration of b-Tagging 47

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

20
 <

 p
T

 <
 6

0 
G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

60
 <

 p
T

 <
 1

00
 G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

10
0 

<
 p

T
 <

 2
00

 G
eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

20
0 

<
 p

T
 <

 3
00

 G
eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

30
0 

<
 p

T
 <

 5
00

 G
eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

50
0 

<
 p

T
 <

 7
50

 G
eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

75
0 

<
 p

T
 <

 1
00

0 
G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0

0.
51

1.
52

2.
53

3.
54

SF

A
T

L
A

S
 In

te
rn

al
Li

gh
t j

et
s

10
00

 <
 p

T
 <

 3
00

0 
G

eV

FI
G

U
R

E
4.

6:
lig

ht
-je

ts
pr

el
im

in
ar

y
ca

lib
ra

ti
on

s
re

su
lt

s
fo

r
th

e
M

V
2c

10
ta

gg
er

us
in

g
36

.1
f
b−

1
of

da
ta

co
lle

ct
ed

in
20

15
an

d
20

16
.

Th
e

bl
ac

k
er

ro
rb

ar
s

sh
ow

th
e

st
at

is
ti

ca
lu

nc
er

ta
in

ty
,w

hi
le

gr
ee

n
ba

nd
s

m
ea

su
re

th
e

to
ta

le
rr

or
(s

ta
ti

st
ic

al
an

d
sy

st
em

at
ic

).
Th

es
e

re
su

lt
s

de
al

w
it

h
je

ts
w

it
h

ps
eu

do
-r

ap
id

it
y

1.
0

<
|η

|
<

2.
5.

W
it

hi
n

ea
ch

di
ff

er
en

t
fig

ur
e,

w
hi

ch
re

pr
es

en
t

di
ff

er
en

t
tr

an
sv

er
se

m
om

en
tu

m
re

gi
on

s,
bi

ns
sh

ow
sc

al
e

fa
ct

or
s

an
d

un
ce

rt
ai

nt
ie

s
fo

r
di

ff
er

en
tt

ag
w

ei
gh

tb
in

s
w

it
h

de
cr

ea
si

ng
b-

je
tt

ag
gi

ng
ef

fic
ie

nc
y.



48 Chapter 4. Continuous calibration of b-Tagging

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0.6

0.8 1

1.2

1.4

1.6

1.8 2

SF

A
T

L
A

S
 In

tern
al

C
 jets

20 <
 pT

 <
 40 G

eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0.6

0.8 1

1.2

1.4

1.6

1.8 2

SF

A
T

L
A

S
 In

tern
al

C
 jets

40 <
 pT

 <
 65 G

eV

100 - 85
85 - 77

77 - 70
70 - 60

60 - 0
T

ag w
eight

0.6

0.8 1

1.2

1.4

1.6

1.8 2

SF

A
T

L
A

S
 In

tern
al

C
 jets

65 <
 pT

 <
 140 G

eV

F
IG

U
R

E
4.7:

c-jets
prelim

inary
calibrations

results
for

the
M

V
2c10

tagger
using

36.1
f
b −

1
ofdata

collected
in

2015
and

2016.The
black

error
bars

show
the

statisticaluncertainty,w
hile

green
bands

m
easure

the
totalerror

(statisticaland
system

atic).
W

ithin
each

different
figure,w

hich
representdifferenttransverse

m
om

entum
regions,bins

show
scale

factors
and

uncertainties
for

differenttagw
eightbins

w
ith

decreasing
b-jettagging

efficiency.



4.4. Continuous calibration of b-Tagging 49

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0.
6

0.
81

1.
2

1.
4

1.
6

1.
82

SF
A

T
L

A
S

 In
te

rn
al

B
 je

ts
20

 <
 p

T
 <

 3
0 

G
eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0.
6

0.
81

1.
2

1.
4

1.
6

1.
82

SF

A
T

L
A

S
 In

te
rn

al
B

 je
ts

30
 <

 p
T

 <
 6

0 
G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0.
6

0.
81

1.
2

1.
4

1.
6

1.
82

SF

A
T

L
A

S
 In

te
rn

al
B

 je
ts

60
 <

 p
T

 <
 9

0 
G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0.
6

0.
81

1.
2

1.
4

1.
6

1.
82

SF

A
T

L
A

S
 In

te
rn

al
B

 je
ts

90
 <

 p
T

 <
 1

40
 G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0.
6

0.
81

1.
2

1.
4

1.
6

1.
82

SF
A

T
L

A
S

 In
te

rn
al

B
 je

ts
14

0 
<

 p
T

 <
 2

00
 G

eV

10
0 

- 
85

85
 -

 7
7

77
 -

 7
0

70
 -

 6
0

60
 -

 0
T

ag
 w

ei
gh

t

0.
6

0.
81

1.
2

1.
4

1.
6

1.
82

SF

A
T

L
A

S
 In

te
rn

al
B

 je
ts

20
0 

<
 p

T
 <

 3
00

 G
eV

FI
G

U
R

E
4.

8:
b-

je
ts

pr
el

im
in

ar
y

ca
lib

ra
ti

on
s

re
su

lt
s

fo
r

th
e

M
V

2c
10

ta
gg

er
us

in
g

36
.1
f
b−

1
of

da
ta

co
lle

ct
ed

in
20

15
an

d
20

16
.T

he
bl

ac
k

er
ro

r
ba

rs
sh

ow
th

e
st

at
is

ti
ca

lu
nc

er
ta

in
ty

,w
hi

le
gr

ee
n

ba
nd

s
m

ea
su

re
th

e
to

ta
le

rr
or

(s
ta

ti
st

ic
al

an
d

sy
st

em
at

ic
).

W
it

hi
n

ea
ch

di
ff

er
en

t
fig

ur
e,

w
hi

ch
re

pr
es

en
td

iff
er

en
tt

ra
ns

ve
rs

e
m

om
en

tu
m

re
gi

on
s,

bi
ns

sh
ow

sc
al

e
fa

ct
or

s
an

d
un

ce
rt

ai
nt

ie
s

fo
r

di
ff

er
en

tt
ag

w
ei

gh
tb

in
s

w
it

h
de

cr
ea

si
ng

b-
je

tt
ag

gi
ng

ef
fic

ie
nc

y.



50

Chapter 5

Search for the SM VH(bb) process

5.1 Introduction

5.1.1 Context

In July 2012, the ATLAS [67] and CMS [68] collaborations reported the discovery of a new
particle compatible with the Higgs boson predicted by the Standard Model at a mass about 125
GeV. This discovery was performed looking for decays of the Higgs boson to vector bosons (γ ,
Z, W), although the main decay mode for a mH=125 GeV SM Higgs boson is H → bb with
branching ratio 58%. This specific channel is particularly challenging in hadron colliders such
as the LHC because of important and complicated backgrounds.

Yet, the CDF and D0 collaborations observed an evidence in the combination of searches for
the SM VH(bb) process [69]. Using 9.7 fb−1 of data collected at the Fermilab Tevatron collider
with

√
s = 1.96 TeV revealed an excess of events in the mass range between 120 GeV and 135

GeV with global statistical significance of 3.1 standard deviations at 125 GeV.
In this section, we present the search for the decay of a Standard Model Higgs boson with

mH=125 into a bb pair when produced in association with a W or Z boson. The analysis relies
on data collected with the ATLAS detector in LHC protons collisions at a center-of-mass energy
of 13 TeV, corresponding to an integrated luminosity of 36.1 fb−1. At the Run 1 of the LHC, the
ATLAS [66] and CMS [70] experiments reported a statistical significance of respectively 1.4
and 2.1 standard deviations for the same search.

5.1.2 Signal, background processes and signatures

The SM VH(bb) analysis aims at characterizing events in which a Higgs boson is produced in
association to a vector boson, namely pp → VH (V = W,Z), followed by the decay H → bb.
Candidate events are categorised amongst three channels according to the number of charged
leptons resulting from the decay of the vector boson, either 0, 1 or 2 lepton(s), aiming respec-
tively at the Z → ν`ν`, W → `ν` and Z → `±`∓ decay processes (`± = e, µ).

Background processes lead to final states which can mimic the signature expected from sig-
nal events in the detector, but present no interest to the VH(bb) search. Hence, the selection for
VH(bb) candidate events relies on objects expected to be reconstructed in the ATLAS detector
in the final state of signal processes :

• Two jets resulting from the hadronisation of the b-quarks.

• Potentially one or two charged leptons.

• Potential missing transverse energy from unreconstructed neutrinos.

Motivations and techniques for using Missing Transverse Energy (MET) are presented in
Section 2.3.5. In addition, specific kinematic signatures allow to further discriminate signal
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from background events. For instance, momentum conservation in the transverse plane en-
forces back-to-back emission of the Higgs and the vector boson from the primary vertex. Hence,
a specific selection is designed in order to sort signal from background events by exploiting in-
dividual or combined properties of the reconstructed objects.

A review of the signal and background processes considered in the analysis is presented
in the following. Example Feynman diagrams are provided, and the detail of Monte-Carlo
generators and cross-section orders used are presented in Table 5.1.

5.1.2.1 Signal processes

The Feynman diagrams of the VH(bb) signal processes are presented in Figure 5.1 at Leading
Order. The analysis is split into three channels, according to the number of charged leptons in
the final state, each lepton channel aiming at a different vector boson decay.

The SM prediction for VH production estimates the qq → ZH and gg → ZH cross-sections
respectively to σqqZH = 0.7612 ±0.5

0.6 %(QCD scale) ± 1.7% (PDF) ± 0.9% (αS) pb and
σggZH = 0.1227 ±25.1

18.9 % (QCD scale) ± 1.8% (PDF) ± 1.6% (αS) pb [12] at a center-of-mass en-
ergy

√
s = 13 TeV. Especially, the qq → WH production mode has inequal contributions from

W+H and W−H because of charge asymetry at LHC collisions, with respectively σ
qqW

+
H

=

0.8400 pb and σ
qqW

−
H

= 0.5328 pb and relative uncertainties±0.5
0.7%(QCD scale) ± 1.7% (PDF) ± 0.9% (αS).

At NLO (QCD), the qq → ZH and qq →WH signals are expected to produce one additional
jet in the final state. Contributions from processes with a gluon and a quark in the initial state
are also accounted in this production mode. On the other hand, the gg → ZH signal process
has LO contributions from triangle and box Feynman diagrams, which are higher order QCD
processes with respect to the qq → ZH and qq →WH signals.
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q
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ν`, `
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FIGURE 5.1: Example Feynman diagrams for the VH(bb) signal processes.
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5.1.2.2 Background processes

Several processes are considered in the background modelling of the VH(bb) analysis. Their
respective contributions largely depend on the lepton channel and typical event topology. The
most relevant background processes are presented below with example Feynman diagrams,
although many more diagrams actually contribute to the total background. Production cross-
sections are given for proton-proton collisions with center-of-mass energy

√
s = 13 TeV [12].

• the tt (pair production of top quarks) background has inclusive NNLO production cross-
section σtt̄ = 831.76 pb for mtop = 172.5 GeV, with Feynman diagrams displayed in Fig.
5.2. The tt background has important contributions in all 0-, 1- and 2-lepton(s) chan-
nels because of the multiple final state possibilities W bosons decays can generate in
tt → bW+bW−. The fully hadronic decay channel is neglected because of the absence
of a 4-jets category in the 0-lepton channel, where it would present a dominant contribu-
tion. Detailed studies on the typical topologies of tt events contributing to the 0-lepton
channel background are presented in Section 6.3.

t

t

q

q

t

t

FIGURE 5.2: Example Feynman diagrams for the tt background.

• the V+jets background is split into two classes, namely Z+jets and W+jets, with major
contributions respectively to the 0- and 2-, and 1-lepton Signal Regions. Possible Feyn-
man diagrams are presented in Fig. 5.3. The inclusive production cross-section for these
processes are σZ+jets = 17512.9 pb and σW+jets = 59625.2 pb. These large values have
to be put in perspective to the jets flavour, which are very often light-flavour jets against
which b-Tagging offers a very good rejection. Yet, V+jets events with b-jets represent a
major background of the 0- and 2-leptons channels.

Z

q

q

ν`

ν`

q

q

W±

q `±

ν`

q ′

FIGURE 5.3: Example Feynman diagrams for the V+jets background.

• the semi-leptonic diboson background has production cross-section 71.366 pb, inclu-
sively in the flavour of leptons and quarks from vector boson decays. Given the lepton
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channels and jets multiplicities considered in the analysis, fully leptonic or hadronic
decay modes are neglected. Example Feynman diagrams are displayed in Fig. 5.4.

Z

Z

q

q

`

`

q

q

W

Z

q

q

ν`

`±

b

b

FIGURE 5.4: Example Feynman diagrams for the VV (diboson) background

• the single-top background has three production modes. The single-top t channel cross
sections amounts to σsingle−topt = 216.99 pb. The single-top Wt channel (Fig. 5.5c) cross
sections is σsingle−topWt = 71.7 pb. The single-top s channel (Fig. 5.5a) cross sections is
σsingle−topWt = 10.32 pb. A very low contamination in sensitive regions of the analysis is
caused by the s channel. At the end of the selection, the Wt and t channels have similar
contributions to the total background yield.
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q

b

t

(a)
b

q

t

q ′
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b W−

t

(c)
b W−

t
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FIGURE 5.5: Example Feynman diagrams for the single-top background in the
s-channel (A), t-channel (B) and W-associated channel (C,D) production modes.
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• the multijet (QCD) background has inclusive production cross-section σQCD ' 8× 1010

pb. Fig. 5.6 presents an example of Feynmnan diagram for this background. The con-
tamination from multijet events is neglected in the 0- and 2-leptons channels where kine-
matic cuts allow an excellent rejection. In the 1-lepton channel, the QCD background is
estimated using a data-driven method because of limitations in producing multijet sam-
ples with sufficient statistics.

q

q

q

g

q

FIGURE 5.6: Example Feynman diagram for the QCD multijet background

5.1.3 Overview of the analysis strategy

The SM VH(bb) search consists of a multivariate analysis which aims at measuring the sig-
nal strength µ = σobserved/σSMexpected for the VH(bb) process. It relies on the comparison of
predictions based on Monte-Carlo simulations to data collected in the ATLAS detector, as pre-
sented in Section 5.2. The analysis depends on specific objects selected amongst all electrons,
muons and jets reconstructed in the ATLAS detector, as described in Section 5.3. A selection
is performed in order to retain events potentially relevant to the search, as presented in Sec-
tion 5.4. Multivariate discrimination techniques allow to improve the separation of signal and
background events using Boosted Decision Tree methods described in Section 5.5. In order to
account for uncertainties in theory predictions, Monte-Carlo modelling and detector measure-
ments, alternative Monte-Carlo simulations are considered as presented in Section 5.6. The
Monte-Carlo template of the Boosted Decision Tree discriminant is fitted to data, as described
in Section 5.7. This procedure allows to measure the signal strength, accounting for statistical
and systematic sources of uncertainty at the same time. A cut-based analysis is performed as
cross-check for better understanding the results of the multivariate method. Last, a multivari-
ate analysis targeting diboson events is used as validation search. All results are presented in
Section 5.8. Finally, details of further possible improvements and prospects were explored for
future versions of the SM VH(bb) analysis, and described in Section 6.1.

5.2 Datasets

5.2.1 Experimental data

In 2015, the LHC started a new period of data taking, namely Run 2. The paper "Evidence
for the H → bb decay with the ATLAS detector" published in 2017 relies on collision data
collected in 2015 and 2016 at a center-of-mass energy of 13 TeV [71]. The integrated luminosity
of data exploited by the SM VH(bb) search amounts to 3.2 ± 0.1 fb−1 (2015) + 32.9 ± 1.1 fb−1

(2016). These values account for data periods with no detector defects which would impact
data quality and analyses reliability.
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Process ME Generator + Parton Shower Cross-section order
Signal

qq →WH PowhegBox v2 + NNLO(QCD) + NLO(EW)
→ lνbb GoSam + MiNLO + Pythia 8
qq → ZH PowhegBox v2 + NNLO(QCD) + NLO(EW)
→ llbb/ννbb GoSam + MiNLO + Pythia 8
gg → ZH PowhegBox v2 + NLO(QCD) + NLL(QCD)
→ llbb/ννbb Pythia 8

Vector boson + jets
Z → νν SHERPA 2.2.1 NNLO
W → `ν SHERPA 2.2.1 NNLO
Z/γ∗ → `` SHERPA 2.2.1 NNLO
Top-quark

tt̄ POWHEG + PYTHIA 8 NNLO + NNLL
s - channel POWHEG + PYTHIA 6 NLO
t - channel POWHEG + PYTHIA 6 NLO
Wt - channel POWHEG + PYTHIA 6 NLO

Diboson
WW SHERPA 2.1.1 NLO
WZ SHERPA 2.2.1 NLO
ZZ SHERPA 2.2.1 NLO

TABLE 5.1: Monte-Carlo samples and cross section order used to normalise signal
and background processes at

√
s = 13 TeV.

5.2.2 Monte-Carlo samples

Monte-Carlo simulated events are used as prediction for the Standard Model backgrounds and
VH(bb) signal samples. Events yields are normalised to their most accurate theoretical cross-
section prediction. Detector and reconstruction effects for simulated events are performed us-
ing a GEANT 4 simulation and the standard ATLAS reconstruction software respectively. Pile-
up effects are taken into account by overlaying minimum bias events simulated using soft QCD
processes of Pythia 8 with the A2 tune and MSTW2008LO parton distribution functions. For all
simulation samples but that generated using Sherpa, the decay of bottom and charm hadrons
is described using EvtGen 1.2. The list of generators and models used to generate samples of
simulated events is summarized in Table 5.1. Multijet events yields and shape distributions
are estimated from data driven analyses described in section 5.4.5.

5.3 Objects selection

5.3.1 Trigger

Data events occuring in the ATLAS detector are recorded only if they activate at least one of
several possible triggers. Trigger requirements differ for each lepton channel and depend on
the data taking period.

• 0-lepton : a missing transverse energy trigger is used, requiring MET > 70 GeV in 2015
data, MET > 90 GeV and then MET > 110 GeV in 2016 data.
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• 1-lepton : single electron events are required to satisfy one of the possible lowest un-
prescaled electron triggers. Muons are not considered in the computation of MET for
triggering, as they are not reconstructed with an optimal efficiency at trigger level.
Hence, single muon events must satisfy the same MET trigger requirement than that
in the 0-lepton channel. This corresponds to triggering on the transverse momentum of
the W-boson in signal events in the 1-lepton channel. Studies showed that this choice
allows to have ' 98% trigger acceptance instead of 79% if using single muon triggers
with respect to the offline selection.

• 2-leptons : at least one lepton is required to satisfy the un-prescaled single electron or
single muon triggers.

Due to slight differences in triggers efficiency in Monte-Carlo with respect to data events,
trigger scale factors are applied to account for a potential small bias, as described in Section
5.3.7.2.

5.3.2 Leptons

Leptons are categorised with increasing purity. Loose leptons characterize objects reconstructed
as leptons within loose requirements. The loose leptons category presents a moderate purity in
true-leptons, and is used in order to veto events with large multiplicity of leptons. Conversely,
signal leptons allow to select events with high purity of true leptons, and are used for deter-
mining the lepton channel of events. Further details on the reconstruction of each generation
of leptons are given below.

• Electrons : requirements for the reconstruction of electrons are described in Table 5.2.

Electron Selection pT η ID dsig0 w.r.t. BL |∆z0sinθ| Isolation
VH-Loose >7 GeV |η| < 2.47 LH Loose < 5 < 0.5 mm Loose, using tracks
ZH-Signal >27 GeV Same as VH-Loose
WH-Signal Same as VH-Signal LH Tight Same as VH-Signal Tight, using calorimeter

TABLE 5.2: Selection requirement for reconstructing (anti-)electron. The LH re-
quirement comes from an electron identification Likelihood. dsig0 defines the
transverse impact parameter significance. z0 represents the longitudinal impact

parameter, and θ is the polar angle of the electron track.

• Muons : requirements for the reconstruction of muons are described in Table 5.3.

Muon Selection pT η ID dsig0 w.r.t. BL |∆z0sinθ| Isolation
VH-Loose >7 GeV |η| < 2.7 Loose < 3 < 0.5 mm Loose, using tracks
ZH-Signal >27 GeV |η| < 2.5 Same as VH-Loose
WH-Signal >25 GeV |η| < 2.5 Medium < 3 < 0.5 mm FixedCutHighPtTrackOnly

TABLE 5.3: Selection requirement for reconstructing (anti-)muons. dsig0 defines
the transverse impact parameter significance. z0 represents the longitudinal im-

pact parameter, and θ is the polar angle of the muon track.

• Tau leptons have a short lifetime, and decay either leptonically or hadronically. The
first scenario leads to the production of an electron or a muon. The latter case is likely



5.3. Objects selection 57

to result in the production of a jet originating from the tau lepton decay, namely tau-
jet. Such jets are removed from the list of Higgs-decay candidate jets. Also, the jets
multiplicity of candidate events does not account for τ -jet. Studies were performed
in order to improve the rejection of the ttbar background by applying a τ -veto to 0-
lepton events. No significant gain was found from such a requirement, because of the
decreased acceptance for the WH process which can lead to the production of a τ -lepton
in the W-boson decay.

5.3.3 Jets

Following H → bb decays, beauty quarks subsequently hadronize and decay, producing sprays
of particles in the form of cones which can be reconstructed as jets. Especially, b-tagged jets
constitute the best candidates for recovering the energy and momentum of Higgs boson de-
cay products. Jets reconstructed with the Anti-kt algorithm with radius R=0.4 and meeting the
requirements described in Table 5.4 are used in order to retrieve Higgs boson candidates.

The resolution on the Higgs boson mass is enhanced by improving the accuracy of the en-
ergy measurement of jets. Especially, b-tagged jets undergo corrections in addition to the JES
calibration :

• Muon-in-jet correction : muon production is enhanced in B-hadron decays due to the
significant branching ratio BR(B → µ±X) and BR(B → DX→ µ±Y) in B-hadron and
potential D-hadron decays. This mode requires special care because muons are long-
lived particles with little energy loss going through the ATLAS calorimeters, hence mi-
nor energy contribution to b-jets. To compensate for this effect, the four-momentum
of calorimeter topoclusters matched to muon tracks are replaced by that of muons as
measured in the Inner Detector and Muon spectrometer.

• The PtReco correction is a simple scaling factor intented to further improve jets response
by compensating residual differences between the reconstructed and truth energy of jets.
Especially, the value of the correction depends on the presence of charged leptons (elec-
tron, muon) within the jet radius. Also, the PtReco correction aims at compensating the
energy of unreconstructed neutrinos produced in the decay of B-hadrons and potential
D-hadrons in signal events for instance. This method is developed with Monte-Carlo
samples for which both the truth event and simulated detector response are known.

Jet Category Selection Requirements

Forward Jets
jet cleaning
pT > 30 GeV

2.5 ≤ |η| < 4.5

Signal Jets

jet cleaning
pT ≥ 60 GeV 20 GeV ≤ pT < 60 GeV
|η| < 2.5 or |η| < 2.4

JVT> 0.59

TABLE 5.4: Selection requirements applied to jets. Jet cleaning refers to the qual-
ity criteria which remove jets in regions with hot noisy calorimeter cells [72]. The

Jet-Vertex-Taggeg (JVT) discriminant aims at removing pile-up jets.
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5.3.4 b-Tagging

b-Tagging techniques are described in Chapter 4. In the context of the SM VH(bb) search, the
selection of b-Tagged jets relies on the MV2c10 algorithm with 70% tagging efficiency for b-
labelled jets in tt simulation samples. The choice of this algorithm followed the latest recom-
mandations for ATLAS analyses targeting b-labelled jets. The 70% b-jet integrated efficiency
working point was shown to present optimal expected performances in SM VH(bb) search.
It allows both to keep a reasonable signal efficiency and reject large fractions of light- and
charm-jets backgrounds. The c- and light-jets rejections using this b-Tagging Working Point are
respectively estimated to 12.2 and 381.

Continuous b-Tagging allows to exploit more b-Tagging information in order to assess the
probability for a jet to truly originate from a b-quark, as described in Chapter 4. In the context
of the SM VH(bb) search, this technique allows at the same time to loosen b-Tagging require-
ments, which increases signal acceptance, and to keep sufficient b-Tagging information in order
to discriminate light- against b-jets in the tagging regime with high b-jet purity. Also, dedicated
categories (Control Regions) based on the b-Tagging score of jets allow to better estimate the
background originating from c-jets. Tests using pseudo-continuous b-Tagging were performed.
Improvements of the order of 15% were achieved in statistical significance. Extending this es-
timate to systematics with correct treatment of correlations presented important complications
due to difficulties brought by additional categories and systematics in the fit, as experienced in
the Run 1 VH(bb) publication [66].

5.3.5 Missing Transverse Energy

The analysis exploits Missing Transverse Energy, which is computed as presented in Section
2.3.5. MET allows to target events with unreconstructed neutrinos which can be produced in
the vector boson decay.

Also, tracks unassociated to the reconstructed objects allow to define the MET soft term.
This variable is a measure of the soft hadronic or electroweak activity in the detector, and was
tested to improve the rejection of the tt background in the SM VH(bb) analysis as described in
Section 6.3.5.

5.3.6 Missing Transverse Momentum

A track-based MissingET is computed from charged particles reconstructed in the Inner De-
tector and Muon Spectrometer, namely Missing Transverse Momentum (MissingPt, or MPT).
Conversely to MET, Missing Transverse Momentum is not very sensible to pile-up as it ex-
ploits tracks associated to the primary vertex, but it does not account for neutral particles.
Thus, events with unbalanced momentum of neutral particles in the azimutal plan will have
enhanced MPT values, even in the absence of neutrinos.

5.3.7 Corrections to Monte-Carlo predictions

Monte-Carlo predictions rely on models based on events generators and detector response sim-
ulations. The developement of these models over time tend to improve the agreement of ob-
servables in Monte-Carlo to data comparisons. The most significant discrepancies are corrected
in order not to bias physics analyses.

5.3.7.1 Pile-up reweighting

Simulations do not allow to faithfully predict the environment of hadrons collisions at the LHC
at the time of Monte-Carlo events generation. MC samples are generated before data taking,
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FIGURE 5.7: Measured MET trigger efficiency in data and simulation as function
of the offline MET value for the HLT_xe70 trigger menu in W(µν)+jets events.

relying on hypotheses for the profile of pile-up which characterizes the average number of in-
teractions per bunch crossing. The profile of pile-up needs to be corrected in Monte-Carlo sam-
ples by reweighting simulated events in order to achieve the same average number of inelastic
proton-proton interactions per bunch crossing in corrected Monte-Carlo and data samples.

5.3.7.2 Trigger efficiency Scale Factors

Events are preselected at trigger level, which restricts the events topology to a phase space
relevant to the SM VH(bb) analysis. As trigger acceptance efficiencies was measured to be
different in data with respect to simulation predictions, Scale Factors are applied to reweight
Monte-Carlo events. The correction values are extracted from efficiency ratios in datasets with a
simpler selection which allows a good comparison of data and Monte-Carlo trigger acceptance,
as presented in Fig. 5.7. The trigger scale factor value is very close to unit in most events.

5.3.7.3 b-Tagging Scale Factors

Monte-Carlo events weights are rescaled in order to account for the difference in jets tagging
efficiency and inefficiency between Monte-Carlo and data. This technique is described with
more details in Chapter 4. Within any Monte-Carlo event, each jet is assigned a b-Tagging Scale
Factor which multiplies the total event weight. The value of this Scale Factor depends on the
label, transverse momentum, pseudo-rapidity, and result of the b-Tagging test of the jet.

5.4 Event selection

This section describes the selection and categories designed in the context of the SM VH(bb)
search. Studies on the signal acceptance and contamination from other Higgs processes are
presented as well. The methods used in order to estimate the multijet background are explained
in the last part.

5.4.1 Selection

The event selection is optimised within each lepton channel in addition to a few common re-
quirements. Selection requirements are described in Table 5.5 for the multivariate analysis.
Exactly two b-tagged jets are required, targetting the b-quarks produced in the decay of the
Higgs boson. Also, several cuts are exploited in the 0-lepton channel to reject most of the mul-
tijet background, as described in Section 5.4.5.1. The diboson analysis used as validation for
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the SM VH(bb) search has identical selection, with the multivariate discriminant trained to
separate diboson events from other processes. The cut-based analysis aiming at the VH(bb)
process exploits additional requirements :

• In the region pVT < 200 GeV (pVT > 200 GeV), ∆R(b1, b2) ≤ 1.8 (1.2) is required.

• In the 1-lepton channel, the criterion mW
T < 120 GeV improves the rejection of tt events,

where mW
T is the W-candidate transverse mass.

• In the 2-leptons channel, MET/
√

HT < 3.5
√

GeV is required, where HT is defined as
the scalar sum of the transverse momenta of all jets and charged leptons. This allows to
further reduce the contamination from the tt background.

5.4.2 Categories

Several categories are exploited in the search, which allows to improve the analysis sensitivity.
Signal Regions (SR) are defined as regions sensitive to signal processes with largest acceptance
for VH(bb) events, and allow to fit the signal strength µ. Conversely, Control Regions (CR)
allow to better estimate the dominant sources of uncertainty. Control Regions are designed
as analysis categories with very high purity for targeted background processes and low signal
acceptance, and are orthogonal to the Signal Regions. Monte-Carlo to data comparisons in
these Control Regions allow to better understand Monte-Carlo predictions. The information
gained from such comparisons is extrapolated from Control Regions towards Signal Regions,
with appropriate extrapolation uncertainties. A summary of the categories used in the SM
VH(bb) search is presented in Table 5.6, with additional details given below.

5.4.2.1 Signal Regions

Events are categorised into Signal Regions relying on the events jets multiplicity and measured
value of the vector boson transverse momentum pVT separately. In the 0- and 1-lepton channels,
two categories are made with events with two and three jets respectively, both in the high-pVT
regime (pVT > 150 GeV). In the 2-leptons channel, events with respectively two, or three and
more jets, are filled into separate categories. In addition to the high-pVT regime, a medium pVT
regime (75 GeV < pVT < 150 GeV) is defined to gain further sensitivity to the VH(bb) process.
The signal strength is extracted from a fit to data of the multivariate discriminant Monte-Carlo
template (BDT) in all Signal Regions simultaneously.

The selection and categorization strategy relies on the transverse momentum of the vector
boson. The pVT spectrum extends to larger values in signal events with respect to most back-
ground processes, which makes the signal purity to increase when moving to high-pVT regions.
Hence, the sensitivity of the analysis is strongly related to the compromise between rejecting
background events in low pTV regions, and signal acceptance.

In the cut-based analysis, the medium-pVT (150 GeV < pVT < 200 GeV) and high-pVT
(pVT > 200 GeV) categories are defined in all channels. This splitting allows to further exploit
the higher purity of signal events in the high-pVT regions. An additional pVT -region (75 GeV <
pVT < 150 GeV) is defined in the 2-leptons channel, similarly to the multivariate analysis.

5.4.2.2 Control Regions

The SM VH(bb) relies on Control Regions to better estimate uncertainties from the W+HF
(Heavy Flavor jets : bb + bc + cc+ bl labelled jets) and tt backgrounds in the 1- and 2-lepton(s)
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Channel SR/CR

Categories
2 b-Tagged jets

75 GeV < pVT < 150 GeV pVT > 150 GeV
2 jets 3 jets 2 jets 3 jets

0-lepton SR - - BDT BDT
1-lepton SR - - BDT BDT
2-leptons SR BDT BDT BDT BDT
1-lepton W+HF CR - - Yield Yield
2-leptons top eµ CR mbb mbb Yield mbb

TABLE 5.6: Categories and variables used in the likelihood fit of the SM VH(bb)
multivariate analysis.

channels respectively. In these channels, each Signal Region is associated a corresponding Con-
trol Region targetting a specific phase space in jets multiplicity and pVT .

• The W+HF Control Region aims at better constraining the normalization of the W+HF
background normalization in 0- and 1-lepton events. It is defined from events which
satisfy the 1-lepton selection described in Table 5.5 with cuts on mbb and mtop reversed.
This allows for a high purity in W+HF events in this Control Region. The yield of W+HF
events expected from Monte-Carlo predictions is compared to that of data entering this
category, and helps to improve the normalization of the W+HF background in the fit.

• The top eµ Control Region aims at better constraining the normalization and modelling
of the tt background in 2-leptons events. The tt background is naturally reduced by re-
quiring 81 GeV <mll < 101 GeV in the 2-leptons selection. Yet, its contribution is not neg-
ligible and can be better estimated with respect to Monte-Carlo predictions. Events with
different flavour of leptons are filled into the top eµControl Region. This requirement al-
lows for a very high purity of top background, with more than 99% of events originating
from the tt and Wt processes in Monte-Carlo estimates. The yield of tt events expected
from Monte-Carlo predictions is compared to that of data entering this category, and
helps to improve the normalization of the tt background in the fit. Besides, fits to data
of the mbb template distribution allow to further constrain systematic uncertainties on
the dijet mass modelling for this specific background.

5.4.3 Signal acceptance

Due to the limited detector acceptance, reconstruction efficiency, and the selections applied,
only a small fraction of signal events targeted by the VH(bb) search are selected in the sensitive
region of the analysis, as illustrated in Table 5.7. In the 0- (1-) lepton channel, the acceptance for
ZH → ν`ν`bb (WH → `ν`bb) is estimated to about 3% (1%) in Monte-Carlo simulations. The
better acceptance in the two-leptons channel (about 10%1) relates to the additional medium-pVT
categories (75 GeV < pTV < 150 GeV) and to the good efficiency of the ATLAS detector at re-
constructing charged leptons. Especially, this allows to exploit events with lower vector boson
transverse momentum values in the region. However, the two-leptons channel is statistically
limited due to the lower cross-section times branching ratio.

1Only the Z → ee(µµ) decays are considered in this estimate. The 2-leptons channel has very low acceptance
for Z → τ τ events with leptonic decays of the τ -leptons because of the requirement 81 GeV < mll < 101 GeV. On
the other hand, the 1-lepton channel aims at all leptonic decays of the W-boson.
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Process Cross-Section x Br [fb] Acceptance [%]
0-lepton 1-lepton 2-leptons

qq → (Z → ``)(H → bb) 29.9 < 0.1 < 0.1 7.0
gg → (Z → ``)(H → bb) 4.8 < 0.1 < 0.1 15.7
qq → (W → `ν)(H → bb) 269.0 0.2 1.0 -
qq → (Z → νν)(H → bb) 89.1 1.9 - -
gg → (Z → νν)(H → bb) 14.3 3.5 - -

TABLE 5.7: Acceptance for signal processes contributing to sensitive regions of
the analysis.

In the 0-lepton channel, the W → τ ντ decay is enhanced with respect to W → µνµ and
W → eνe because of the possible hadronic decay of the τ -lepton, τ → W(qq )ντ . Such events
are expected to produce possibly one or two additional jets, but no charged lepton in the final
state. Also, the acceptance for the gg → ZH is larger than that of the qq → ZH process
due to the larger transverse momentum of the vector boson in such events. This relates to the
Parton Density Function of the proton, which favours the production of high-energy gluons
with respect to quarks and anti-quarks especially.

Furthermore, as the acceptance for leptons reconstruction is limited by the detector coverage
and efficiency, possibly one or two lepton(s) can be lost. This effect induces migrations from
high- to low- lepton multiplicity channels, and is accounted for in Monte-Carlo estimates. On
the contrary, fake leptons can induce events migrations in the opposite way by increasing the
number of reconstructed leptons with respect to the nominal event. This effect is negligible for
signal processes.

5.4.4 Contamination from other Higgs processes

The VH(bb) search exclusively seeks for the associated production of a Higgs boson, followed
by the H → bb decay. Then, any other Higgs production mode or decay channel is considered
as a background. Besides, these processes represent a resonant background with dijet mass dis-
tribution possibly similar to that of the expected signal. An estimate of the contribution from
these processes to the VH(bb) sensitive region was performed in each individual lepton chan-
nel. The contamination from these processes was finally considered as negligible, as presented
in the following.

5.4.4.1 Higgs production modes

Associated production represents a small fraction (about ' 5%) of the total Higgs boson pro-
duction cross-section at mH = 125 GeV. To ensure that the analysis is not sensitive to other
Higgs boson production modes, the selection acceptance for these latter processes is estimated
from Monte-Carlo samples with results shown in Table 5.8. In the 1- and 2- lepton(s) channels,
the contamination from the ttH production mode in the 3-jets category is not negligible, but
occurs in the low BDT region. The ttH(bb) process is expected to produce four b-jets from the
top quarks and Higgs boson decays. Most likely, the selected pair of b-Tagged jets rarely corre-
spond to that originating from the Higgs boson decay. In that case, the dijet mass is expected
to be different from 125 GeV. Such events will most-likely not have any impact on the signal
strength measurement.
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0-lepton channel 1-lepton channel 2-leptons channel
2 jets 3 jets 2 jets 3 jets 2 jets 3 jets

Gluon fusion 0 0 0 0 0 0
ttH < 0.1 < 1 < 1 4.765 < 1 9.4
VBF 0 0 0 0 0 0

TABLE 5.8: Yields for other Higgs production modes than the VH(bb) Signal.

5.4.4.2 Higgs decay channels

The contamination from non-bb Higgs boson decay channels can be neglected, mostly due to
the dominant branching ratio for the H → bb process. The Higgs coupling to light quarks is
expected to be very low, and will lead to the production of light-jets which are not likely to
satisfy b-Tagging requirements. A similar reasonning stands for the H → cc decay channel,
yet to a more moderate extent. Assuming identical kinematic acceptance for H → cc and
H → bb events, the number of VH(cc) events entering the VH(bb) sensitive region can be
roughly estimated from the VH(bb) signal yields and multiplicative factors :

• kb−Taggingc/b = 0.014 from the difference in b-Tagging efficiency between c-jets to b-jets.

• kBRHcc/Hbb = 0.049 from the difference in Branching Ratios for mH = 125 GeV.

In this hypothesis, the number of events produced in the VH(cc) process is expected to be
lower than 0.001% of the VH(bb) signal yield.

5.4.5 Multijet estimate

Multijet events represents a peculiar background for the VH(bb) search, and undergo different
methods of rejection or estimation in each lepton channel.

5.4.5.1 0-lepton channel

The topology of 0-lepton signal events allows to design a set of kinematic cuts, called anti-QCD
cuts, very efficient at rejecting multijet events :

• min∆φ(MET, jet) > 20◦ (2jet) , > 30◦(3jet) : this cut allows to remove multijet events in
which MET is largely enhanced by the energy mismeasurement of a jet. This results in
MET being aligned to the jet direction, and provides a reliable cut for QCD rejection.

• |∆φ(MET, h)| > 120◦ : this requirement enforces the expectation for topologies in which
the Higgs boson and vector boson are produced back-to-back in the transverse plane.

• |∆φ(jet1, jet2)| < 140◦ ensures the small angular separation of jets in the transverse
plane. This is expected for boosted Higgs boson decay products, especially in high-MET
regimes.

• |∆φ(MET,MPT )| < 90◦ is based on the reliability of MPT with respect to pile-up. Sig-
nal events entering the 0-lepton phase space are expected to miss transverse momentum
(energy) in the Inner Detector (calorimeter) from unreconstructed neutrinos. Therefore,
MET and MPT are expected to be aligned up to the neutral hadronic component of
events, as encoded in this cut.
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Cut VH Multijet Multijet/VH
Multijet/VH

80 GeV < m(bb) < 160 GeV
20° 56.40 65.44 1.16 0.44
25° 55.26 33.23 0.60 0.23
30° 54.12 16.87 0.31 0.12
35° 52.94 8.57 0.16 0.06
40° 51.89 4.35 0.08 0.03

TABLE 5.9: Comparison of the multi-jet and VH yields for the 0 lepton 3jet cate-
gory determined from the fit to the min∆φ(MET, jet) distribution. The second
and third columns show the yields for the given selection, the fourth column
gives the ratio, and the last column shows the ratio after scaling each yield by
the fraction determined from the m(bb) distributions in the range 80 to 160 GeV.
A statistical uncertainty on the multijet normalization of 5% is determined from
the fit described in the text, while a 15% systematic uncertainty is estimated by

varying the fit range at low min∆φ(MET, jet).

Estimating the sensitivity of the VH(bb) analysis to the multijet background is complicated
because of the very low acceptance for simulated multijet Monte-Carlo events in the Signal
Regions of the analysis. This latter issue is especially limiting due to the very high production
cross-section for this process. As a consequence, having no event passing the selection, or
having a few events with very large weights in the sensitive region does not allow to give a
reliable estimate of the impact of multijet events on the VH(bb) search.

The technique used to get around this limitation is to loosen the selection by removing one or
several anti-QCD cuts of the selection, in order to look at the Monte-Carlo to data agreement in
the region where multijet events are expected. The efficiency of anti-QCD cuts against multijet
events is illustrated in Fig. 5.8 and 5.9 for events with two and three jets respectively. Yet,
this also shows that a few events may pass the selection, which reduces the confidence in these
stringent cuts.

Hence, a complementary data-driven approach was developed. This method consists of
relaxing the cut on min∆φ(MET, jet) as displayed in Figures 5.10 and 5.11 in order to fit
the shape of multijet events on data, after subtraction of the Monte-Carlo prediction for the
Electroweak backgrounds. The shape of min∆φ(MET, jet) in multijet Monte-Carlo samples is
found to be decreasing slightly more rapidly than an exponential function of the form e−α·min∆φ(MET,jet)

accounting for multijet events in the fit to data. This procedure gives a good agreement to data,
so it is expected to provide a reliable estimate of the yield of the multijet background in Signal
Regions. The residual multijet contamination is estimated by integrating the fitted function
above the selected cut value. The historical cut showed a sufficient efficiency in the 2 jets re-
gion, while an optimisation for the 3 jets category is presented in Table 5.9. The selection now
requires min∆φ(MET, jet) to be greater than 30° instead of 20° in the previous versions of the
analysis, which allows for a fairly small contamination of the multijet background.

5.4.5.2 1-lepton channel

Multijet events in the 1-lepton channel generally consist of events with real muons or electrons
produced in the semi-leptonic decay of heavy flavour hadrons. An additional background
source in the electron sub-channel consists of events with electrons produced in the conversion
of photons stemming from the decay of neutral pions in jets, or directly from π0 Dalitz decays.
Such leptons are not expected to be isolated, but do satisfy isolation requirements in a small
fraction of events. The contamination from multijet events in Signal Regions is estimated from
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FIGURE 5.8: Distribution of min(∆φ(MET, jet)) in Figures (a) and (b),
|∆φ(jet1, jet2)| in Figures (c) and (d), and |∆φ(MET,MPT )| in Figures (e) and
(f) in the 2-tag 2-jets region. Anti-QCD cuts are removed in Figures (a), (c), (e)

and applied in Figures (b), (d) and (f).
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FIGURE 5.9: Distribution of min(∆φ(MET, jet)) in Figures (a) and (b),
|∆φ(jet1, jet2)| in Figures (c) and (d), and |∆φ(MET,MPT )| in Figures (e) and
(f) in the 2-tag 3-jets region. Anti-QCD cuts are removed in Figures (a), (c), (e)

and applied in Figures (b), (d) and (f).
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FIGURE 5.10: Distribution of min∆φ(MET, jet) in the 0-lepton channel for
events with three jets. The requirement on min∆φ(MET, jet) was removed,
hence larger QCD contamination. The distribution of data was fitted with a de-
creasing exponential shape accounting for the multijet background in order to

estimate the contamination in the Signal Region.

FIGURE 5.11: Distribution of min∆φ(MET, jet) in the 0-lepton channel of the
QCD background prediction. The requirement on min∆φ(MET, jet) was re-
moved, hence larger QCD contamination. The shape is decreasing more rapidly
than the selected exponential function, hence conservative estimates of the mul-

tijet contamination.
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dedicated Control Regions in the 2 and 3 jets categories, and in the electron and muon sub-
channels individually.

The number of expected multijet events is estimated from Control Regions defined using the
standard selection with inverted lepton isolation requirements. To account for the dependency
of isolation cuts efficiency on the lepton kinematics, the extrapolation to non overlapping Signal
Regions uses event-per-event correction Scale Factors relying on the lepton pT and η, and on
MET in the electron sub-channel. In order to improve the statistical precision of this procedure,
the b-Tagging selection is loosened by requiring either one or two b-Tagged jets, instead of two.

In each individual Control Region, a fit to data of the W-candidate transverse mass distribu-
tion mW

T allows to estimate the yield of multijet events. The variable mW
T was selected for its

good discrimination against EW backgrounds. The contribution from EW backgrounds is taken
from MC predictions, with free normalizations for the W+jets and top-quark backgrounds. The
subtraction of EW backgrounds MC templates also allows to retrieve the shape for discriminant
variable distributions in multijet events, used in Signal Regions.

The multi-jet contribution in the 2-jets region is measured to be 4.5% (3%) of the total back-
ground contribution in the electron (muon) sub-channel, while in the 3-jets region it is found
to be 0.6% (0.4%).

5.4.5.3 2-leptons channel

Multijet events are strongly suppressed in the 2-leptons channel by requiring two isolated lep-
tons with dilepton invariant mass compatible with that of a Z boson. An estimate of the resid-
ual contamination is performed by fitting the dilepton mass distribution in same-sign lepton
events, including expected Electroweak contributions from Monte-Carlo events and an expo-
nential model for the multijet background. This estimate is propagated to the opposite-sign
lepton region based on the assumption that the acceptance for opposite and same sign leptons
are identical. The fraction of multijet events within 81 GeV < mll < 101 GeV and 100 GeV < mbb

< 140 GeV is about 8% of the expected signal with no resonant shape. The BDT distribution
of such events is similar to that of the remaining backgrounds, and is likely to be absorbed by
normalization factors. Thus, its contribution would have a negligible impact for the VH(bb)
search and is not included in the fit model.

5.5 Multivariate method

Instead of extracting the VH(bb) signal process from the dijet mass distribution, which is ex-
pected to present a resonant excess in data at the Higgs boson mass value, a multivariate tech-
nique is performed in order to enhance the sensitivity of the analysis.

5.5.1 Boosted Decisions Trees

Boosted Decision Trees (BDT) are a classification technique which allows to exploit fine corre-
lations between several input variables. A BDT consists of a collection of Decision Trees (DT),
each gathering series of cuts on discriminating variables. This multivariate technique allows to
classify events either as signal-like or background-like.

The training of a BDT consists of the consecutive training of several Decision Trees. This
procedure aims at determining the set of optimal cuts maximizing the separation of Monte-
Carlo true-signal against true-background events. Within each Decision Tree, events are di-
vided into signal-like and background-like sub-samples. The Boosted qualifier of a BDT comes
from boosting techniques used in order to increase the separation power of a Decision Tree with
respect to previously trained Decision Trees. This improvement is achieved by reweighting
misclassified events. For instance, a true-signal event classified as background-like in output
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of a Decision Tree is given a larger weight in the training of subsequent Decision Trees. Boost-
ing allows the BDT to learn separation patterns of increasing complexity. Finally, each Decision
Tree is assigned a weight determined from the purity of classification categories.

The optimisation of cuts in Decision Trees training for the SM VH(bb) search relies on the
Gini index :

g(ci) = p(ci)(1− p(ci)) (5.1)

Where ci represents the cut threshold with bin index i on a binned training variable x. The
Gini index is based on the purity p(ci) = S(ci)/(S(ci)+B(ci)) for a sample of events filled with
S(ci) true-signal and B(ci) true-background events.

Each step of the training procedure of a Decision Tree consists of maximizing the separa-
tion gain Γ(ci) computed from the difference in Gini index of a parent sample of events, and
the Gini indices of the signal-like and background-like sub-samples split with the selection
criterion on ci :

Γ(ci) = gparent sample − fsignal-like(ci) · gsignal-like(ci)− fbackground-like(ci) · gbackground-like(ci) (5.2)

Where fsignal-like and fbackground-like are the fractions of events filled into the signal-like and
background-like sub-samples respectively. The variable which maximizes Γ(ci) is selected and
the sample of training events is split at cmaxi into a signal-like and a background-like sub-
samples, as illustrated in Fig. 5.12a. This procedure is repeated recursively for each sub-
sample in the limit of parameters aiming at limiting overtraining, which is the specialisation of
cuts against statistical fluctuations in training datasets. Each additional cut can be based on a
different variable, which allows BDTs to exploit correlations and perform better than cut-based
analyses.

The misclassification rate of a signal-like sub-sample corresponds to the ratio of the number
of true-background events and the total number of events filled into the signal-like sub-sample,
and conversely for background-like sub-samples. By construction, this error rate is lower than
0.5 since it is evaluated using the same events than that used to find the optimal cut :

erri = min(p(ci), 1− p(ci)) (5.3)

The boost weight αi assigned to a specific Decision Tree i is computed from the misclassi-
fication rate erri of training events after cut optimisation. The boosting procedure consists of
scaling the weight of misclassified events by αi before training the next Decision Tree :

αi =
1− erri
erri

(5.4)

The evaluation of a BDT consists of assigning a BDT score to each event by applying the
cuts optimised in the BDT training. Each Decision Tree independently classifies events either
as signal-like or background-like, with respective output values hi(x) = 1 and -1. Decision Trees
scores are combined according to their respective weight in order to determine the BDT score
y(x) of the event.

y(x) =
1

NDT

NDT∑
i=1

ln(αi)hi(x) (5.5)

In the context of the SM VH(bb) search, dedicated BDTs are trained separately in each anal-
ysis category. Each BDT is first trained on Monte-Carlo simulated samples, and then evaluated
on data. Each BDT is also evaluated on a different dataset of Monte-Carlo events than that used
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(a) Sketch of a Decision Tree

Tree 1 Tree 2 Tree 3

(b) Sketch of a Boosted Decision Tree.

FIGURE 5.12: Illustration of how Boosted Decision Trees work.
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FIGURE 5.13: Validation of BDT overtraining in the 0-lepton channel in the two
jets (left) and three jets (right) categories.

for training, following the k-Folding procedure described in Section 5.5.3.1. Signal events are
expected to cluster at large MVA values, while background events are mostly rejected to low
values, as shown in Figure 5.13.

5.5.2 Parameters

Table 5.10 describes the settings of the BDT used for the SM VH(bb) analysis.
The AdaBoost boosting procedure consists of the reweighting and evaluation strategy de-

scribed in Section 5.5.1. It comes with the AdaBoostBeta learning rate parameter, denoted β

which changes the weight αi assigned to a Decision Tree i to αβi . Pruning methods allow to
reduce the number of splitting nodes in a Decision Tree after it was trained to its maximum
number of nodes allowed, instead of interrupting the node splitting at an earlier stage. The
Gini Index defined in Equation 5.1 is the quantity used to compare the performance of all
possible cut values tested in the training procedure. Pruning is based on the observation that
apparently insignificant cuts can nevertheless lead to relevant splits further down the tree. Yet,
no pruning method is used in the SM VH(bb) search. The maximum tree depth parameter
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TMVA Setting Value Definition
BoostType AdaBoost Boost procedure

AdaBoostBeta 0.15 Learning rate
SeparationType GiniIndex Node separation gain
PruneMethod NoPruning Pruning method

NTrees 200 Number of trees
MaxDepth 4 Maximum tree depth

nCuts 100 Number of equally spaced cuts tested per variable per node
nEventsMin 5% Minimum number of events in a node

TABLE 5.10: BDT configuration parameters.

limits the number of subsample layers when splitting events into signal-like and background-
like subsamples in the Decision Tree training. The nCuts parameter defines the granularity of
training variables binned distributions which are used in order to optimise cuts. These vari-
ables are tested in the form of histograms with number of bins nCuts. Large nCuts value may
largely increase the training time, while low values can lead to information loss. Finally, the
nEventsMin parameter define the minimal fraction of events a subsample should contain after
applying cuts of a Decision Tree. All of these parameters were optimised in the context of the
SM VH(bb) analysis performed at the Run 1 of the LHC using an iterative approach parsing
the phase space of parameter values, and showed correct performances at Run 2.

5.5.3 Training strategy

5.5.3.1 k-Folding

k-Folding is a procedure used in order to control the impact of the limited Monte-Carlo stat-
ics on BDT performances. It consists of splitting the Monte-Carlo sample in several datasets
(named folds) which are reciprocally used for training and testing several BDTs. For exam-
ple, in the simple case of a two-folds multivariate analysis, Monte-Carlo events are distributed
within two folds, f1 and f2 :

• BDT1 is trained on events from fold f2 and evaluated on events from fold f1.

• BDT2 is trained on events from fold f1 and evaluated on events from fold f2.

This technique allows to spot possible overtraining issues. Overtraining plots, such as Fig.
5.13, allow to control that the shapes of the BDT outputs are compatible between the training
and testing datasets. In the SM VH(bb) search, events are split into two folds based on the
parity of their Event Number value. Monte-Carlo event are associated a unique Event Num-
ber and Run Number with no physical meaning. This provides a good variable for training
independent BDTs aiming at the same signal process.

5.5.3.2 Truth tagging

Truth tagging is a technique which aims at increasing the Monte-Carlo statistics available for
BDT training, by removing the b-Tagging requirement of the selection. Instead, events are
reweighted by the appropriate probability to pass the b-Tagging cut, which depends on jets
flavour and kinematics. This procedure relies on the assumption that the b-Tagging score of
jets does not depend on the topology of the events, so that no bias is introduced with respect
to the nominal dataset. Truth tagging is especially useful for samples with mostly light-flavour
jets which rarely satisfy the b-Tagging requirements, hence have limited Monte-Carlo statistics.
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Category 2 jets 3 jets
VH 0.98 0.99

ttbar 0.91 0.95
Zbb 0.88 0.92
Wbb 0.78 0.85

All bkg 0.90 0.96

TABLE 5.11: Ratios of expected yields when using the direct or truth tagging
strategy.

5.5.3.3 The truth/direct tagging discrepancy

The use of truth tagging was found to cause a 5% loss in statistical significance with respect
to using direct tagging. This discrepancy was explained by an increase in the expected num-
ber of background events from Monte-Carlo predictions, as presented in Table 5.11. Although
weights provided by the truth tagging procedure are supposed to conserve the expected num-
ber of events, this procedure requires similar kinematic templates in the datasets used for the
computation and evaluation of these Scale Factors, which depend on the transverse momen-
tum and pseudo-rapidity of jets. Discrepancies in the kinematic phase space were found to
cause this bias. Events passing the VH(bb) selection have jets with lower average transverse
momentum value than that used for computing the tagging efficiency maps from which are
computed truth tagging Scale Factors. The average b-Tagging efficiency of simulated events in
the SM VH(bb) analysis is therefore lower than that computed in b-Tagging efficiency maps.

Yet, no correction was provided to account for this effect. The bias was found to increase the
yields of ttbar and V+jets backgrounds. These processes are naturally enhanced in the fitting
procedure where their normalization is left free. Hence, this bias should allow to partially
account for the underestimated yields of these processes.

5.5.4 Training variables

The nominal set of variables used to train the BDT is presented in Fig. 5.12. Additional vari-
ables were tested, as described in Section 5.5.4.1, aiming at a better discrimination of signal
against background processes. To the same purpose, pre-processing transformations of these
variables were considered, and are presented in Section 5.5.4.2. Further ideas of enhancements
are described in Section 5.5.4.3 in order to use the post-fit normalization of the samples coming
from the final fit. Last, propects for the use of Pseudo-Continuous tagging in the VH(bb) MVA
analysis are shown in Section 5.5.4.4.

5.5.4.1 Testing new variables in the 0-lepton channel

The procedure to optimise the choice of variables for the 0-lepton BDT consists of an iterative
process. The training dataset and other settings are identical to those used in the nominal
VH(bb) search. The iterative procedure relies on a few observations and assumptions :

• The dijet mass mBB is the most relevant training variable for BDT performance. This
can be seen from the frequency for cutting on mBB in the BDT evaluation in Table 5.13,
which explains the strong correlation between mBB and the BDT output as illustrated
in Fig. 5.14.

• Increasing the number of training variables can only lead to improved BDT perfor-
mance, within statistical uncertainties.
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Variable Name 0-lep 1-lep 2-lep Description
pVT pTV X X Vector boson pT

MET MET X X X Transverse Missing Energy
p

jet1
T pTB1 X X X Leading jet pT
p

jet2
T pTB2 X X X Sub-leading jet pT
mjj mBB X X X Dijet mass

∆R(jet1, jet2) dRBB X X X Dijet angular separation
|∆η(jet1, jet2)| dEtaBB X Dijet pseudo-rapidity separation

∆φ(V,H) dPhiVBB X X X Azimutal separation of Vector boson to Higgs
∆η(V,H) dEtaVBB X Rapidity separation of Vector boson to Higgs

Meff (Meff3) HT X Scalar sum of MET and jets pT
min(∆φ(`, jet)) dPhiLBmin X Azimutal separation of lepton to closest jet

mTW mTW X Transverse mass of W boson
mll mLL X Dilepton mass

∆Y (W,H) dYWH X Rapidity separation of Vector boson to Higgs
mtop mTop X Reconstructed top quark mass

Only in 3 Jet Events
pjet3T pTJ3 X X X Leading non-tagged jet pT
mjjj mBBJ X X X Trijet mass

TABLE 5.12: Variables used to train the multivariate discriminant.

Under the assumptions listed above, an iterative procedure was used in order to seek for
the optimal set of training variables :

1. Form a set of best training variables Vbest−train, containing only mBB to begin with.

2. Train as many BDT as there are variables vtest to be tested : BDT{Vbest−train, vtest}.

3. Move the tested variable which brings the largest improvement to Vbest−train. The im-
provement is measured with respect to the evolution of the statistical significance of
the multivariate discriminant distribution following the rebinning treatment presented
in Section 5.7.1.

4. Iterate from step 2 until no variable is left to be tested.

Variable Frequency
mBB 3.59e-01
dRBB 2.16e-01
dEtaBB 1.50e-01
pTB1 7.34e-02
pTB2 7.23e-02
dPhiMETdijet 5.97e-02
HT 4.28e-02
MET 2.71e-02

Variable Frequency
mBB 3.46e-01
dRBB 1.49e-01
pTB2 8.58e-02
mBBJ 8.34e-02
HT 8.34e-02
MET 7.65e-02
pTJ3 6.92e-02
dPhiMETdijet 4.77e-02
pTB1 3.08e-02
dEtaBB 2.82e-02

TABLE 5.13: Frequency for cutting on training variables in the multivariate dis-
criminant in 2 jets (left) and 3 jets (right).
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FIGURE 5.14: Correlation of the dijet mass and BDT discriminant in 2 jets simu-
lated signal and background events.

Variable Name Description
|ybb| yBB Dijet rapidity
|cos(Θ∗)| abscostheta Decay angle
pTB1−pTB2
pTB1+pTB2

pTBA Tagged jets pT asymetry
pTH pTH Dijet pT
pTH−MET
pTH+MET pTHMETA MET to Higgs candidate pT asymetry
MET ′ = 2 ∗ mBB

dRBB METprime Recomputed MET
Only in 3 Jet Events

∆R(Bx, J3), (x = 1,2) dRBxJ3 Angular separations in three jets events
max∆R(B, J3),min∆R(B, J3) maxdRBJ3, mindRBJ3 Extreme angular separations in three jets events
|ηJ3| etaJ3 Non-tagged jet pseudo-rapidity

TABLE 5.14: Variables used to train the multivariate discriminant.

In addition to the variables inherited from the run 1 configuration, new variables listed in
Table 5.14 were tested. The |cos(θ∗)| quantity relies on the specific decay topology of scalar par-
ticles in their center-of-mass frame. Conversely, |ybb| aims at the production of Higgs bosons
in the VH process, which show greater rapidity than most backgrounds. The pTBA variable
measures the unbalance between jets transverse momentum. Depending on the Higgs boson
rapidity and decay kinematics, jet-candidates for Higgs boson decay products can present sim-
ilar momentum, contrarily to backgrounds where jets are not produced from a single interac-
tion. The dijet transverse momentum pTH translates the expectation for a boosted Higgs boson
candidate in signal events, contrarily to backgrounds where jets are not produced close-by for
instance. The unbalance between pTH and MET is measured with pTHMETA. This variable
enforces the expectation for opposite vector momentum of the Higgs and vector boson. Hence,
similar values of MET and dijet transverse momentum are expected in signal events, within
reconstruction and identification effects. The recomputed MET is another definition of MET
relying on the measured dijet transverse momentum and angular separation, potentially more
resilient to pile-up. In events with three jets, the angular separations of the non b-Tagged jet
with respect to b-Tagged jets were tested. The additional jet in signal events is likely to orig-
inate from a radiation emitted from b-quarks, hence low angular separation to jet-candidates
for Higgs boson decay products.

The results of this iterative procedure are presented for the 2- and 3-jets categories in Fig.
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5.15 and Fig. 5.16 respectively. The y-axis represents the tested statistical-only significance in
the appropriate n-jets category. The x-axis gives the set of variables used in the BDT training
: each x-bin represents a single BDT training, labelled according to the tested variable. Train-
ings of the same iteration are grouped in a single block. Within each block, tested variables are
ranked by increasing BDT performance. The last variable from a bloc shows the best improve-
ment and is added to the baseline set of variables Vbest−train. This ranking is less relevant in the
last iterations, as correlations induce interplay between variables.

Noteworthy observations can be drawn from these results. First, the trainings significance
reaches a plateau after very few iterations, which shows that not many training variables are
needed in order to achieve optimal BDT performance, within statistical errors. This is especially
true in the 2-jets category, where the most performant BDT trained with four variables {mBB,
dRBB, pTB2, pTBA} reaches 98% of the overall best BDT significance. In the 3-jets category,
eight variables seem to be needed in order to present good performance. Due to the limited size
of training and testing datasets, statistical uncertainties are likely to explain the degradation in
performance while moving from the most performant BDT of an iteration to the less performant
training of the next series.

These results show that none of the new variables brings any gain to the BDT performance.
Besides, it motivates arguments for reducing the number of training variables :

• Mismodelled variables may lower the discrimination power of the multivariate discrim-
inant. If the BDT training relies on variables which do not correctly describe data, the
set of selected cuts will show to be suboptimal.

• systematic uncertainties can induce important changes in variables value with respect to
nominal Monte-Carlo events used for BDTs training. This can lead to underperforming
BDTs if some systematics cause large variations to nominal templates in the fit to data.

In order to measure the potential gain in reducing the number of training variables, alterna-
tive BDTs were trained with reduced set of training variables. Their respective sensitivity were
estimated in the 0-lepton phase space only, and compared to that of the nominal BDT config-
uration following the standard fit procedure with all systematic uncertainties considered. No
gain in sensitivity appeared to be possible from reducing the number of training variables in
this rough approach. Yet, more sophisticated procedures such as adversarial multivariate tech-
nique may allow to train BDTs so that the systematics information is exploited in the training
procedure and its impact minimized. This approach was not tested as it is not included in the
TMVA framework, and would require a different environment to be evaluated.

5.5.4.2 Transformation of variables

Various preprocessing treatments of the BDT input variables were explored as a way of opti-
mising the BDT training efficiency.

• Overflow bin : the idea is to avoid very long tails in some of the training variables
distributions. Considering a single variable, a few outstanding values would weaken
the cuts granularity of the BDT training controled by the parameter nCuts presented in
Table 5.10. With this transformation, values larger to a certain threshold are explicitely
set to this threshold value.

• Rarity provides a nice alternative to the overflow bin transformation : this method con-
sists of a redefinition of the binning of training variables, so that each bin contains the
same fraction of either signal, background, or signal + background (with equal normal-
izations) events. Especially, if signal distributions present sharp peaks, rarity allows to
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FIGURE 5.17: Shape of the mbb, ∆R(b, b), pT(b2), pTA, |y(bb)| and ∆φ(MET,bb)
variables in the 0-lepton channel 2 jets category.
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FIGURE 5.21: Shape of the max(∆R(b, j3)), HT, pT(b1), pTA, |ηj3| and pTH-
META variables in the 0-lepton channel 3 jets category.
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FIGURE 5.23: Shape of the pTH, |y(bb)| and recomputed MET variables in the
0-lepton channel 3 jets category.

exploit fine structures and correlations. Similarly, it allows to avoid long tails especially
in background samples.

• Decorrelation : this transformation was tested although no large improvement was ex-
pected in the context of the SM VH(bb) analysis, since BDTs naturally exploit corre-
lations between variables. Decorrelation consists of re-defining variables values after
diagonalising their correlation matrix, which removes linear correlations.

Negligible improvements were achieved from such transformations. Hence, no motivation
for supporting complex transformations was experienced. Simple overflow bins were defined
for kinematic variables with long tails.

5.5.4.3 Process normalization scaling

Rescaling the respective yield of Monte-Carlo background samples prior to the BDT training is
physically motivated by the result of fits to data with fixed signal-strength µ=1, which shows
that the normalization of V + heavy flavour jet (Zbb, Wbb) and tt processes need to be scaled in
order for the Monte-Carlo prediction to fit to data. Because of the different topologies of these
processes, the optimal set of cuts of a BDT may undergo large variations while changing their
relative normalization. Hence, training the BDT using appropriate yields for each background
process is a possible way to improve the fitted sensitivity of the analysis. This procedure was
tested and showed a 1.8% loss in significance, within statistical and systematic uncertainties. A
possible conclusion is that the nominal BDT training already produces cuts resilient to changes
in the normalization of the main backgrounds to some extent. This can be due to constraints
limiting the BDT overtraining, which also prevent the training from a specialisation of the BDT
on discrimination patterns exclusive to specific background processes. Yet, this small decrease
in performances is not significant given the statistical and systematic uncertainties.

5.5.4.4 BDT enhancement from Continuous b-Tagging

A possible improvement to the BDT consists of exploiting the binned information of jets b-
Tagging scores as input variables to BDT. Improvements of the order of 15% on the statistical
significance were observed using preliminary continuous-tagging calibrations. Yet, this im-
provement is expected to be mitigated once using systematics in the fitting procedure.
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5.6 Systematic uncertainties

Systematic uncertainties refer to experimental and modelling sources of error for the central
value of the measured signal-strength. The impact of these uncertainties is evaluated as varia-
tions on the signal strength. Systematic uncertainties considered for the final result are treated
as uncorrelated Nuisance Parameters (NP) in the fit.

5.6.1 Theory uncertainties

Theory systematics are considered for signal production due to cross-section uncertainties from
PDF and scale variations, and Branching ratio uncertainties. Additional Nuisance Parameters
encode shape variations of the vector boson transverse momentum and dijet mass distribu-
tions. The impact of the dominant systematic on signal acceptance from Parton Shower models
was investigated in Section 6.1.2. The uncertainty from acceptance effects is also estimated
from scale and PDF+αS variations. The impact of Electroweak corrections on the modelling of
the vector boson transverse momentum is considered. Also, uncertainties in the signal cross-
section are computed to estimate the impact of unaccounted higher-order EW corrections. In
overall, theory systematics have a small impact on the significance.

5.6.2 Experimental systematics

Experimental uncertainties entering the SM VH(bb) search are :

• Luminosity : the normalization of Monte-Carlo samples relies on measures of the inte-
grated luminosity collected by the ATLAS detector, which is L = 36.1 ± 1.2 fb−1.

• Trigger : uncertainties on the trigger efficiency.

• Objects reconstruction, identification and energy measurement.

• b-Tagging : b-Tagging scale factors are estimated by comparing tagging efficiencies in
Monte-Carlo and data samples, and are impacted by modelling and experimental un-
certainties. An appropriate treatment would allow to correlate them with analysis un-
certainties of similar nature (e.g. correlate b-Tagging modelling systematics with SM
VH(bb) search modelling systematics, etc.), but this approach is not available in the cur-
rent framework.

5.6.3 Modelling systematics

Modelling systematics collectively refer to variations in exploiting different simulation models
and tunes. The principal sources of modelling systematics come from uncertainties in Matrix
Element generation, and Parton Shower simulation. The comparison of Matrix Element gener-
ators and Parton shower algorithms is facilitated by the unified Matrix Element events format
output, used as input to Parton Shower simulations. This allows to uncorrelate the impact
of Parton Shower from Matrix Element models, and reciprocally. For the main backgrounds
of the analysis, the shape uncertainties on mbb and pVT are defined from data to Monte-Carlo
comparisons in dedicated regions. Otherwise, comparisons between different generators are
used.

Because of practical considerations, different generators are used to generate nominal sam-
ples of different processes. Yet, this should not impact physics results since alternative genera-
tors and their tunes are picked in order to estimate the enveloppe uncertainty for modelling.
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5.7 Statistical treatment

5.7.1 Statistical rebinning

A procedure is applied to prevent physics results from depending on the binning of distribu-
tions. This treatment was designed because of the limited Monte-Carlo statistics. Especially,
multivariate discriminants are trained in order to achieve an optimal signal to background sep-
aration, as described in Section 5.5. Hence, a rebinning transformation is applied to sensitive
multivariate discriminant distributions [73]. The procedure intends to preserve a good signal
purity in sensitive bins, in compromise to reasonnable statistical uncertainties. The rebinned
distribution is more resilient to statistical fluctuations in Monte-Carlo and data distributions,
and to the evaluation of systematic uncertainties. The transformation relies on the rebinning
function which depends on variables :

Z(I[k, l]) = Z(zs, ns(I[k, l]), Ns, zb, nb(I[k, l]), Nb) (5.6)

With :

• I[k, l] : bins interval from bin k to l.

• ns(I[k, l]) : number of signal events in bins I[k, l].

• nb(I[k, l]) : number of background events in bins I[k, l] (all backgrounds merged).

• Ns : total number of signal events.

• Nb : total number of background events (all backgrounds merged).

• zs : Rebinning parameter for signal events.

• zb : Rebinning parameter for background events.

The definition of the rebinning threshold function is :

Z = zsns/Ns + zbnb/Nb (5.7)

The rebinning alorithm consists of an iterative procedure starting from the most sensitive
bins, with highest BDT scores :

1. Consider I[k, l] as new bin candidate :

a) At the very first iteration, k = l = Nbins.

b) If a new bin was just defined, consider k = l as the last unmerged bin.

c) Otherwise, increase the size of the interval undergoing the optimisation by merging
to it the bin of the multivariate discriminant just to the left of I[k, l] : k = k-1. One
should have k 6= l and l = last unmerged bin.

2. Evaluate the rebinning function on I[k, l] :

a) If Z > 1, bins from indices k to l are merged within a new single bin which is ignored
in the next rebinning iterations. Then, restart at step 1. b).

b) If Z < 1, restart at step 1. c).
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5.7.2 Pruning

Due to the important number of processes, categories and systematic sources, a very large num-
ber of histograms should be processed in the fit. Therefore, systematic uncertainties which lead
to very small variations with respect to the nominal distributions of the multivariate discrim-
inant are pruned away in order to accelerate the fit. For each individual sample, the pruning
procedure relies on overall and bin-per-bin comparisons of varied and nominal histograms in
each region :

• The conditions for pruning a normalization systematic are either :

– the variation is lower than 5%.

– the ± 1σ variations lead to same sign changes in the normalization.

• The conditions for pruning a shape systematic are either :

– all bins of the± 1σ varied distributions present less than 0.5% yield difference with
respect to the nominal distribution.

– only one of the ± 1σ variations is non-zero.

Also, both normalization and shape systematic uncertainties of a Monte-Carlo sample are
pruned away in a given region if the contribution for the corresponding process is less than
2% of the total background, within additional requirements regarding signal Monte-Carlo tem-
plates.

5.7.3 Smoothing

Systematic uncertainties which may induce changes in the measurements of selected events,
such as JES, can introduce additional statistical fluctuations affecting the template of systematic
variations. Hence, a smoothing procedure is applied to the shape of varied distributions in each
region, which allows to reduce the impact of such fluctuations.

5.7.4 Fit Model

The parameter of interest measured in the SM VH(bb) search consists of the signal strength µ
for observing VH(bb) events with respect to the Standard Model expectation :

µ =
σobserved ×Br(H → bb)

σSMexpected ×Br(H → bb)
(5.8)

The signal strength is measured by fitting a binned likelihood function to multivariate dis-
criminant distributions of data events collected with the ATLAS detector. This section describes
the construction of the likelihood function, and how it is used in order to assess the confidence
of the analysis for observing the VH(bb) process.

5.7.4.1 Systematics-free likelihood function

The likelihood model is built from the assumption that within each bin i of multivariate dis-
tributions, the probability for observing ni data events follows a Poisson-law with expectation
Monte-Carlo prediction within signal strength hypothesis µ : µ si + bi. In a systematic-free
model, the likelihood function reads :

L(µ) =
∏
i∈bins

Pois(ni|µsi + bi) =
∏
i∈bins

(µsi + bi)
ni

ni!
e−(µsi+bi) (5.9)
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The Maximum-Likelihood Estimate (MLE) of µ̂ is the value L(µ̂) for which the likelihood
function has its global maximum with respect to µ. It allows to retrieve the best estimator
for the signal-strength value, denoted as µ̂. This approach relies on the fact that appropri-
ate probability-density function and parameters of the likelihood function will lead to larger
likelihood-estimates than for wrong parameter values.

5.7.4.2 Systematics Nuisance Parameters

Particle physics experiments generally include many systematic uncertainties, for instance
from differences in theoretical models or potential biases in experimental measurements. These
are accounted for in the likelihood model by Nuisance Parameters (NPs) θ and resolution σθ
initially estimated through auxiliary measurements. The likelihood-function penalty term for
shifting a NP value from its auxiliary measurement is defined usually as a gaussian term which
multiplies the systematic-free likelihood function 5.9 :

LAux(θ) =
1

σθ
√

2π
e
− (θ−θAux)

2

2σ
2
θ (5.10)

Nuisance Parameters are built so that their impact on fitted distributions affects either the
shape or the normalization of simulation inputs. The Maximum-Likelihood estimator for shape
Nuisance Parameters is computed from interpolations and extrapolations of the one sigma up
and down variations of the systematic uncertainty with respect to the nominal distribution.
Normalization Nuisance Parameters are defined in order to balance the yields between differ-
ent analysis categories (lepton channel, jet multiplicity, Control to Signal Region) or amongst
specific background processes.

Also, free floating normalization factors are defined for the main background processes.
These later parameters do not penalize the likelihood function, and are completely determined
from the fit to data.

5.7.4.3 Monte-Carlo statistics Nuisance Parameters

Monte-Carlo simulated samples have an intrinsic statistical error due to the finite number of
events generated. Hence, the normalization of the overall background template is scaled by
per-bin γ-factors with Poisson probability terms for the available statistics in each bin. In this
approach, the systematic-free likelihood function 5.9 transforms to :

L(µ, γi) =
∏
i∈bins

Pois(ni|µsi + γibi)
∏
i∈bins

Pois(mi|γiτi) (5.11)

In the latter equation, mi and τi express the equivalent number of unweighted Monte-Carlo
events for background processes. They are computed as (bi/δbi)

2 where δbi is the statistical
uncertainty on the weighted bin content bi. The product of Poisson terms transcribes the prob-
ability law for a given statistical repartition of unweighted events amongst bins of the dis-
criminant distribution. Because of practical limitations, no γ-stat parameters are defined for
signal samples, although it would be needed in a complete model. Yet, this approximation is
estimated to have negligible impact because of the low statistical uncertainty for the available
signal samples.

An even more complete model shall account for the intrinsic statistical uncertainty of indi-
vidual Monte-Carlo datasets, which are each generated to cover well defined physics-processes.
This method would require much more computing ressources, hence the inclusive γ-stat ap-
proach. The effect of this approximation is supposedly absorbed by other Nuisance Parameters
and normalization factors.
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5.7.5 Test statistic

In order to test a certain hypothesis for the signal strength value µ, the test statistic is defined
from the difference of log-likelihood values :

qµ = −2 ln(
L(µ,

ˆ̂
θµ)

L(µ̂, θ̂)
) (5.12)

Where µ̂ and θ̂ are the estimators value that maximize the likelihood function. Conversely,
ˆ̂
θµ defines the best Nuisance Parameters estimator value for a fixed signal strength hypothesis
µ. Especially, in the context of a discovery where the background-only hypothesis µ = 0 is
tested, the previous formula of the test statistic is refined :

• if µ̂ > 0 : q0 = −2 ln(L(0,
ˆ̂
θ0)/L(µ̂, θ̂))

• if µ̂ < 0 : q0 = 0

The result of this profiling method provides a test statistic value which allows different
interpretations of the fit result :

• qµ � 1 characterizes measurements with important disagreement of the fixed µ hypoth-
esis with respect to the data measurement µ̂.

• qµ ' 0 characterizes measurements with very good agreement of the fixed µ hypothesis
with respect to the data measurement µ̂.

The test statistic allows to estimate the level of disagreement for a specific parameter of
interest hypothesis µ with respect to its best measured value µ̂, quantified by the p-value as :

pµ =

∫ ∞
qµ

f(q′µ|µ) dq′µ (5.13)

Where qµ is fixed to the measured test-statistic value for the tested hypothesis µ, and f(q′µ|µ)

defines the probability density function for all possible test-statistic values q′µ. The shape of
f(q′µ|µ) is not extracted from the distribution of qµ, which depends on experimental data. In the
limit of large datasets, f(q′µ|µ) behaves as a non-central chi-square function [74] [75], assuming
that µ̂ is gaussian distributed around µ′. The non-centrality term cancels in the special case
µ′ = µ, which further simplifies the estimate of f(q0|0). The validation of this statistical model
is performed by fitting the Monte-Carlo predictions for all samples superimposed, denoted
as Asimov dataset. The respective normalizations of signal and backgrounds processes are
known, which allows to ensure the reliability of the procedure.

Given µ̂, an ensemble of toy experiments consists of repeating multiple times this measure-
ment with alternative data : pµ quantifies the fraction of alternative experiments which would
observe a worse data to Monte-Carlo agreement, with respect to the likelihood fit value. Small
values of pµ indicate low probability for rejecting the µ hypothesis if it is true. In the frame
of physics searches aiming at the confirmation for a certain signal, the p0 value is particularly
relevant for rejecting the background-only (µ = 0) hypothesis.

For discoveries, the p-value is most often expressed in standard deviations with respect to
the normal standard distribution, namely significance :

Z = Φ−1(1− p0) =
√
q0 (5.14)

Where Φ−1 is the inverse cumulative Gaussian distribution centered at zero with unit stan-
dard deviation. Conventionally, Z > 5σ is required for claiming a discovery (p0 = 2.87 10−7),
whereas Z > 3σ allows to present an evidence for a signal.
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FIGURE 5.24: The µ-value measured in the cut-based and MVA analyses com-
bined fit to data is compared to the values obtained when running the combined

fit with the signal strength floated separately for each of the leptonic channels.

5.8 Results

This section presents the results published with data collected in 2015 and 2016 of the Run 2 of
the LHC, and their combination with the SM VH(bb) search performed with Run 1 data.

5.8.1 Run 2

At the Run 2 of the LHC, the search for the SM VH(bb) process was performed using a multi-
variate discriminant [71]. As described in the analysis overview 5.1.3, the multivariate analysis
procedure was first validated through a diboson search. Also, a cut-based analysis aiming at
VH events was used as cross-check for the SM VH(bb) multivariate analysis.

5.8.1.1 Diboson search

For the diboson search aiming at VZ(bb) events, the signal strength is measured to be :

µ̂V Z = 1.11+0.12
−0.11(stat.)+0.22

−0.19(syst.) (5.15)

This result corresponds to an observed significance of 5.8 standard deviations for the VZ(bb)
process. The expected significance for this analysis amounts to 5.3 standard deviations. The
measured signal strength is compatible with the SM prediction (µV Z = 1.0).

5.8.1.2 VH(bb) cut-based analysis

Aiming at VH(bb) events as signal process, the cut-based analysis relies on a fit to the dijet-mass
distribution. The fit combined across channels gives a signal-strength of :

µ̂V H = 1.29+0.28
−0.27(stat.)+0.37

−0.29(syst) (5.16)

The corresponding observed significance is 3.5 standard deviations, in comparison to an
expected significance of 2.8 standard deviations. Figure 5.25 presents the distribution of mbb

in data after subtraction of all backgrounds except for the diboson processes, as obtained with
the dijet-mass analysis.
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FIGURE 5.25: Distribution of mbb in data after subtraction of all backgrounds
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gories are summed weighted by their respective value of the ratio of fitted Higgs
boson signal and background. The expected contribution of the associated WH
and ZH production of a SM Higgs boson with mH = 125 GeV is shown scaled by
the measured combined signal strength (µ̂ = 1.29). The size of the combined sta-
tistical and systematic uncertainty for the fitted background is indicated by the

hatched band [71].

5.8.1.3 VH(bb) multivariate analysis

The multivariate analysis targeting at VH(bb) events in the SM shows a p0 value of 0.019% for
observing in a background-only hypothesis a result at least as signal-like for mH = 125 GeV.
This corresponds to an observed significance of 3.5 standard deviations, to be compared to a
3.0 standard deviations expected significance. The fitted signal strength is :

µ̂V H = 1.20+0.24
−0.23(stat.)+0.34

−0.28(syst) (5.17)

Figure 5.24 presents a comparison of the fitted signal strength in combined and individual
lepton channels fits. This result presents a good compatibility with respect to the measurement
of the cut-based analysis.

A ranking of the Nuisance Parameters with largest impact on the signal strength uncertainty
is presented in Fig. 5.26. Systematic uncertainty sources are grouped into categories in Table
5.15. This breakdown emphasizes the impact from modelling and b-Tagging systematics. Last,
the scale factors applied to the normalization of the main backgrounds are written in Fig. 5.16.
The latter scale factor values present a very good agreement with that fitted in the diboson
analysis.

Post-fit distributions of the multivariate discriminant in the 0-, 1- and 2-lepton(s) channels
are presented in Fig. 5.27, 5.28 and 5.29 respectively. These account for the fitted signal
strength and values of normalization and shape Nuisance Parameters. The post-fit distribu-
tions of variables fitted in the 1-lepton and 2-leptons Control Regions are shown in Fig. 5.28
and 5.30 respectively. These distributions correspond to the fitted yield values presented in
Figure 5.17.
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FIGURE 5.26: Impact of systematic uncertainties on the fitted Higgs boson signal-
strength parameter µ for the nominal MVA analysis applied to the 13 TeV data.
The systematic uncertainties are listed in decreasing order of their impact on µ.
The boxes show the variations of µ, refering to the top x-axis, when fixing the
corresponding individual Nuisance Parameter θ to its fitted value θ modified up-
wards or downwards by its fitted uncertainty, and performing the fit again, with
all the other parameters allowed to vary, so as to take correlations between sys-
tematic uncertainties properly into account. The hatched and open areas corre-
spond to the upwards and downwards variations, respectively. The filled circles,
referring to the bottom x-axis, show the deviations of the fitted Nuisance Param-
eters θ from their nominal values θ0, expressed in terms of standard deviations
with respect to their nominal uncertainties ∆θ. The associated error bars show
the fitted uncertainties of the Nuisance Parameters, relative to their nominal un-
certainties. The open circle with its error bar, also referring to the bottom x-axis,
shows the fitted value and uncertainty of the Z + HF normalisation parameter in
the 3-jet categories that is freely floating in the fit. This normalisation parameter
has a nominal value of one. As explained in section 7.1, the b-tagging uncertain-
ties are decomposed into uncorrelated components; the labels 0 and 1 refer to the

leading and second-leading components [71].



5.8. Results 91

Source of uncertainty σµ
Total 0.39
Statistical 0.24
Systematic 0.31
Experimental uncertainties
Jets 0.03
Emiss

T 0.03
Leptons 0.01

b-tagging
b-jets 0.09
c-jets 0.04
light jets 0.04
extrapolation 0.01

Pile-up 0.01
Luminosity 0.04
Theoretical and modelling uncertainties
Signal 0.17

Floating normalisations 0.07
Z + jets 0.07
W + jets 0.07
tt 0.07
Single top quark 0.08
Diboson 0.02
Multijet 0.02

MC statistical 0.13

TABLE 5.15: Breakdown of the contributions to the uncertainties in µ. The sum in
quadrature of the systematic uncertainties attached to the categories differs from
the total systematic uncertainty due to correlations. The b-tagging extrapolation
uncertainty refers to the extrapolation of the b-Tagging calibration for jets with

transverse momentum larger than 300 GeV.

Process and category Nomalisation factor
tt 0- and 1-lepton 0.90 ± 0.08
tt 2-leptons 2 jets 0.97 ± 0.09
tt 2-leptons 3 jets 1.04 ± 0.06

W+HF 2 jets 1.22 ± 0.14
W+HF 3 jets 1.27 ± 0.14
Z+HF 2 jets 1.30 ± 0.10
Z+HF 3 jets 1.22 ± 0.09

TABLE 5.16: Factors applied to the nominal normalizations of the tt (Powheg +
Pythia 8), W + HF and Z + HF (Sherpa) backgrounds, as obtained from the global
fit to the 13 TeV data for the nominal multivariate analysis, used to extract the

Higgs boson signal. Errors include statistical and systematic uncertainties.
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FIGURE 5.27: BDT postfit distributions obtained in the 0-lepton channel Signal
Regions for the combined unconditional VH fit on 2015 and 2016 data in the 2-
tag 2-jets region (a) and 2-tag 3-jets region (b). The best-fit signal value is used.

5.8.2 Comparison with Run 1

The SM VH(bb) search was performed with data collected at the Run 1 of the LHC. This dataset
corresponds to 4.7 and 20.3 fb−1 integrated luminosities from pp collisions at

√
s = 7 TeV and

8 TeV respectively. The observed (expected) deviation from the background-only hypothesis
corresponds to a significance of 1.4 (2.6) standard deviations, which corresponds to a signal
strength µ̂ = 0.52 ± 0.32 (stat.) ± 0.24 (syst.) for a Higgs boson mass of 125.36 GeV (the result is
independent of the value mH within about 1 GeV). Especially, individual signal strengths for
each lepton channel fitted simultaneously showed a low 0-lepton µ̂ value, as presented in Fig.
5.31. This is observed in the Run 2 analysis as well, and will be subject to special attention in
future versions of the analysis.

This result was combined with the Run 2 search, with proper treatment of correlations be-
tween the two analyses described in section 5.8.3.

5.8.3 Run 1 - Run 2 combination

A combination of analyses with data collected at
√
s = 7 TeV, 8 TeV and 13 TeV (2015+2016)

was performed [71]. No change was implemented in the Run 1 analysis [66], but systematic
uncertainties were correlated for the dominant uncertainties.

Important improvements in the experimental apparatus (inclusion of the IBL) and b-Tagging
algorithm performances (improved multivariate techniques) and use (pseudo-continuous tag-
ging was used in Run 1) lead to the choice of decorrelating b-Tagging systematics between Run
1 and Run 2 analyses. No significant impact was observed from correlating jet energy scale
systematic uncertainties between 7 TeV, 8 TeV and 13 TeV. Yet, a weak correlation scheme was
adopted, where only the b-jet specific jet energy scale uncertainty is correlated.
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FIGURE 5.28: BDT postfit distributions obtained in the 1-lepton channel for the
combined unconditional VH fit on 2015 and 2016 data in the 2-tag 2-jets SR (a),

CR (c), and 2-tag 3-jets SR (b) and CR (d). The best-fit signal value is used.
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FIGURE 5.29: BDT postfit distributions obtained in the 2-leptons channel Sig-
nal Regions for the combined unconditional VH fit on 2015 and 2016 data. The
medium pVT region is shown in the 2-tag 2-jets (a) and 2-tag 3-jets (b) categories
(the 3-jets category is filled with events with three or more jets in the 2-leptons
channel). The high pVT region is displayed in the 2-tag 2-jets (c) and 2-tag 3-jets

(d) categories. The best-fit signal value is used.
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FIGURE 5.30: mbb postfit distributions obtained in the 2-leptons channel eµ Con-
trol Regions for the combined unconditional VH fit on 2015 and 2016 data. The

best-fit signal value is used.
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FIGURE 5.31: The fitted values of the Higgs boson signal-strength parameter µ
for mH = 125 GeV for the 0-, 1- and 2-lepton channels and the combination of
the three channels, with the 7 and 8 TeV datasets combined.The individual µ̂ val-
ues for the lepton channels are obtained from a simultaneous fit with the signal

strength for each of the lepton channels floating independently [71].

The possibility for correlating modelling systematics is limited by changes or updates in
the centre-of-mass energy, Monte-Carlo generators, object and event selection, and in the soft-
ware tools used for simulation, reconstruction and analysis. Different correlation configura-
tions were tested, from uncorrelated to fully correlated for the tt, Z + HF, and W + HF normal-
izations and systematic shape variations across the two datasets. The impact on the combined
signal strength was found to be smaller than 1% for all cases considered, while the effect on the
signal strength uncertainty was found to be smaller than 4%.

Theory uncertainties for the overall cross-section of the Higgs boson signal, on the H → bb
branching ratio and on the pVT dependent NLO EW corrections are correlated across datasets.

For the tested Higgs boson mass of 125 GeV, the signal strength fitted in all channels com-
bined is µ̂ = 0.90 ± 0.18 (stat.) +0.21

−0.19 (syst.). This corresponds to a observed significance of 3.6
standard deviations, which can be compared to the expectation of 4.0 standard deviations.

5.8.4 Comparison to CMS

The CMS collaboration performed a search for the VH(bb) process similarly to ATLAS. The
2017 publication [76] for this analysis relies on data collected at the LHC in proton-proton
collisions at

√
s = 13 TeV, with an integrated luminosity of 35.9 fb−1. An excess of data was ob-

served with respect to the background-only hypothesis, which corresponds to a signal strength
of µ = 1.2 ± 0.4 for the VH(bb) targeted process. The observed (expected) significance for this
search amounts to 3.3 (2.8) standard deviations. The combination with run 1 allows to achieve
an observed (expected) significance of 3.8 (3.8) standard deviations, and to measure a signal
strength µ̂ = 1.06+0.31

−0.29.

5.8.5 Observation of the H → bb decay in ATLAS

The ATLAS collaboration published the observation of the H → bb decay in 2018 [77]. This
result is the combination of the searches performed at the run 1 and run 2 of the LHC for the
decay of the Standard Model Higgs boson into a pair of beauty quarks produced in association
to a vector boson, a pair of top quarks and in the vector boson fusion production mode respec-
tively. The observed (expected) significance is 5.4 (5.5) standard deviations in this combination.
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The search for the VH(bb) process is the most sensitive channel, and benefits from an in-
creased dataset with respect to the 2017 publication. This channel measures an observed (ex-
pected) significance of 4.9 (4.3) standard deviations using 79.8 fb−1 of data collected at the run
2 of the LHC.

5.8.6 Observation of the H → bb decay in CMS

On another side, the CMS collaboration reported the observation of the Higgs boson decay to
bottom quarks as well [78]. This results from the combination of searches for the H → bb
process in several production modes of the Higgs boson. The observed (expected) significance
is 5.6 (5.5) standard deviations, which corresponds to a signal strength of 1.04 ± 0.20.
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Chapter 6

Additional studies on the SM VH(bb)
analysis

6.1 Studies dedicated to better understanding the published result

Following the 2016 and 2017 publications [79] [71], investigations were performed aiming at
a better understanding of unexpected Nuisance Parameters pulls and estimated pre-fit errors.

6.1.1 The Z+Jets normalization issue

MC samples are normalized to their best known cross-section estimate. For most variables, the
superimposition of MC samples distributions with appropriate normalization is expected to
fit to data within systematic and statistical uncertainties. Yet, MC to data comparisons some-
times present a disagreement in the expected and observed number of events. To account for
global scaling uncertainties, dominant background processes are associated individual floating
normalization Nuisance Parameters, which allow for an unconstrained scaling of the corre-
sponding event yields. In the SM VH(bb) search analysis, ttbar, Z+HF and W+HF processes
are concerned by this procedure. The fitting procedure described in Section 5.7.4 allows to
extract the scale factors for these floating normalization Nuisance Parameters, which are pre-
sented in Table 5.16 for the 2017 result.

The normalization of the Z+HF processes is significantly underestimated in the 0- and 2-
leptons channels where it represents the main background. The floating normalization Nui-
sance Parameter for this background is particularly constrained in the 2-leptons categories due
to the larger purity in Z+jets events. An additional constrained Nuisance Parameter is needed
in the 0-lepton channel, which allows to further increase the yield of the Z+HF background
in 0-lepton categories on top of the floating normalization Nuisance Parameter shared by the
0- and 2-lepton(s) channels. The uncertainty on the ratio of the yields in the 2- and 0-lepton(s)
channels for this process was estimated to 7% from tunes and generators comparisons using al-
ternative Madgraph Z+jets samples in the high-pVT region of the two channels. Nominal yields
and variables shapes are estimated from Sherpa Z+Jets samples (Section 7.2.2). The constrained
Nuisance Parameter dedicated to the 0-lepton channel is pulled by 1.3 standard deviations in
the combined fit in order to achieve a good data to Monte-Carlo agreement in both 0- and 2-
lepton(s) channels. The following sections describe several studies performed in order to better
understand the source of this discrepancy between the 0- and 2-lepton(s) channels.

The first approach developed in order to explain why an additional nuisance parameter is
required in the 0-lepton channel aimed at spotting potential bugs in the 0-lepton code, or any
requirement in the 0-lepton selection wich would lower the acceptance of simulated Z+jets
events with respect to the 2-leptons selection. The strategy adopted for this study consists of
running the 0-lepton framework on 1- and 2-lepton(s) events. Events with 1- and 2-lepton(s)
are transformed by adding the lepton(s) momentum vector(s) to the MET vector. This is equiv-
alent to running the 0-lepton selection using pVT instead of MET. The analysis aims at similar
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Category Channel
Source (code processed)

0-lepton code 0/1/2-lepton(s) code ICHEP publication

2-jets
0-lepton 1.34 1.34 1.34
1-lepton 1.13 1.11 1.04
2-lepton 1.24 1.22 1.22

3-jets
0-lepton 1.18 1.18 1.18
1-lepton 1.00 0.99 0.97
2-lepton 1.19 1.19 1.15

TABLE 6.1: Data to MC ratio measured in events with three jets, in the different
lepton channels. The ratio was computed running either the 0-lepton code or
the appropriate n-lepton code. The last column presents approved data to MC
ratios. Especially unofficial estimates lack the multijet contribution in 1-lepton

categories, and events with more than 3 jets in the 2-leptons channel.

regions of the pVT spectrum in all leptons channels, which allows to run efficiently the 0-lepton
selection on 1- and 2-lepton(s) events. The data to Monte-Carlo yield ratios computed with this
approach are presented in Table 6.1. No discrepancy seems to be produced by running the
0-lepton framework with respect to the appropriate framework for 1- and 2-lepton(s) events.
This procedure has special interest in the 2-leptons channel which presents a background com-
position enriched in Z+jets events. Yet, both the 1- and 2-lepton(s) channels show consistent
results in running different frameworks on the appropriate datasets, despite the very different
background compositions.

In a second time, alternative Z+jets samples generated with Madgraph were tested and
showed a better agreement in data to Monte-Carlo yields comparisons. In the 2- (3-) jets 0-
lepton channel Signal Region, the data to MC background pre-fit yields ratio evolves from
1.36 to 0.94 (1.19 to 1.02) using Madgraph instead of Sherpa Z+jets samples. Corresponding
distributions of the multivariate discriminant are presented in Fig. 6.1. Yet, these Madgraph
samples have lower statistics and are generated at LO in QCD, which motivates the use of
Sherpa samples for the final analysis.
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(a) (b)

(c) (d)

FIGURE 6.1: Multivariate discriminant pre-fit distributions obtained in the 0-
lepton channel Signal Regions. Figures (a) and (b) ((c) and (d)) exploit Madgraph

(Sherpa) samples in the 2- and 3-jets categories respectively.
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In order to track the origin of this discrepancy, acceptance and variables shape comparisons
of Madgraph and Sherpa Z+jets samples were performed at truth-level. The requirements on
truth-event variables are intented to mimic the selection at reconstructed level. Cuts are applied
in the following order :

• 0: All events

• 1 : 0 lepton, at least 2 signal-jets (pT > 20 GeV and |η| < 2.5)

• 2 : 2 or 3 jets

• 3 : MET >= 150 GeV

• 4 : ∆φ(MET,MPT ) < π/2

• 5 : min∆φ(MET, jet) < 20◦

• 6 : SumPt > 120 (150) GeV in 2 (3) jets categories

• 7 : pT(leading b-jet) > 45 GeV

• 8 : ∆φ(b− jet, b− jet) < 140◦

• 9 : ∆φ(MET, dijet) > 120◦

The ratio of Sherpa to Madgraph cutflow distributions for the 0-lepton selection are pre-
sented separately for inclusive samples and for events with two b-labelled jets in Figure 6.2.
The discrepancy in the first bin is caused by a slight difference in cross-sections which is not
corrected here. The two first requirements on lepton and jets multiplicities slightly increase
the Sherpa to Madgraph yield ratio, whose final value is expected to be about 0.8. The MET
requirement (MET > 150 GeV) largely impacts this ratio, which does not evolve much with the
remaining selection cuts. A comparisons of the shape of the MET and pZT distributions between
Sherpa and Madgraph samples is shown in Figure 6.3. As expected from the cutflow evolu-
tion, events generated with Madgraph tend to have larger MET values than those simulated
with Sherpa.

Assuming a better modelling of pZT in Madgraph than Sherpa samples, the feature that made
this discrepancy invisible in modelling systematics is related to the fit model and Nuisance Pa-
rameters. The uncertainty on the modelling of the Z boson transverse momentum shape is
encoded within a single Nuisance Parameter, which changes the slope of the vector boson
transverse momentum if it is pulled. This modelling uncertainty is estimated in 2-leptons Con-
trol Regions very pure in Z+Jets events, and is shown in Figure 6.4. In overall, the enveloppe
allows for a 10% scaling of events weights for events with pVT greater than 150 GeV. At this
point, a new interpretation of the different fit configurations can be proposed :

• 0-lepton fit : MET is required to be greater than 150 GeV and is expected to take values
close to pZT . Hence, the impact of the pZT shape systematic is degenerated with the float-
ing normalization scale. Hence, the pZT shape Nuisance Parameter is not pulled while
the freely floating normalization scale factor absorbs the potential mismodelling of pZT .

• 2-leptons fit : thanks to the medium- and high-pVT regions (75 < pVT < 150 GeV and pVT >
150 GeV), the impact of the pZT shape Nuisance Parameter is no longer degenerated with
the freely floating normalization factor. In this result, the pZT shape Nuisance Parameter
is pulled by -0.15 standard deviations.
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FIGURE 6.2: Comparison of Madgraph and Sherpa acceptance to consecutive
analysis requirements (cutflow). Figures (a) and (b) do not have any requirement
on the jets flavour, while Figures (c) and (d) focus on events with two b-labelled
jets. Figures (a) and (c) ((b) and (d)) show the present the cuts efficiency ratio for

events with 2- (3-) jets from the second bin of the cutflow.
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FIGURE 6.3: Comparison of Madgraph and Sherpa TruthMET ((a) and (b)) and
pTV ((c) and (d)) obtained in the 0-lepton 2- ((a) and (c)) and 3-jets ((b) and (d))

0-ptag categories. No filter on jets flavour is applied in these plots.
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FIGURE 6.4: Vector boson transverse momentum distribution in the 2-leptons CR
where the region 110 GeV < mbb < 140 GeV is excluded. Figure (a) (b) displays

events with two (three) jets.

• Combined fit : the shape and normalization Nuisance Parameters are mostly constrained
in the 2-leptons categories. The pZT shape Nuisance Parameter is pulled by -0.12 stan-
dard deviations. Therefore, the persistent yield discrepancy in the 0-lepton channel is
accounted for with the constrained scaling Nuisance Parameter. Other effects not under-
stood may be compensating for the normalization of Z+HF processes in the 2-leptons
channel, which is not expected to be different from that in the 0-lepton channel.

These results enlight tensions in the fit strategy. The 0-lepton fit does not allow for a con-
sistent use of the modelling systematic on the vector boson transverse momentum shape and
the normalization Nuisance Parameter which account for the same effect. In the combined
fit, this reasoning does not explain the persistent discrepancy in 0-lepton categories while a
good agreement is observed in the 2-leptons channel. Further investigations will be required
to better understand this discrepancy.

6.1.2 Parton Shower systematic on signal samples

The uncertainty on the signal strength due to generator tuning and modelling of Underlying
Events (UE) and Parton Shower (PS) in MC signal samples is encoded within a single Nuisance
Parameter, named UEPS uncertainty. Fit rankings of the impact of Nuisance Parameters on
the signal strength estimated from Asimov Datasets and fit to data showed a dominant impact
from the UEPS Nuisance Parameter, as shown in Fig. 5.26. As it measures a signal acceptance
modelling uncertainty, this systematic does not impact the significance, but it affects the signal
strength uncertainty. The pre-fit error from this Nuisance Parameter is estimated for each indi-
vidual lepton channel from qq → VH samples at truth-level. The uncertainty from Underlying
Events modelling is extracted from comparisons of signal acceptance for Madgraph samples
with varied PDF tunes [80]. The uncertainty from Parton Shower models is estimated by
comparing the acceptance for qq → VH events generated with Powheg whith Parton Shower
performed with Pythia 8 and Herwing 7 alternatively. The overall UEPS uncertainty consists of
the maximal discrepancy on signal acceptance between UE and PS in each individual sensitive
region of the analysis. Although they supposedly encode different effects, the two methods
are expected to significantly overlap and lead to similar uncertainty estimates. In this final
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estimates, the PS uncertainy was often significantly larger than the UE error. Yet, cutflow com-
parisons on the acceptance for MC samples used for the PS estimate showed much smaller
differences in acceptance than that used in the fit. Further investigations revealed a normal-
ization issue in the program used for acceptance systematic estimate computations. Updated
values are presented in Table 6.2.

0L: ZH → ννbb 1L: WH → `νbb 2L: ZH → ``bb
Category 2j 3j 2j 3j 2j ≥3j
PS tune 7.37 % 5.50% 7.46% 6.69% 6.36% 7.67%

Initial Herwig 7 10.01% 10.42% 12.05% 16.47% 13.87% 14.38%
Updated Herwig 7 3.31% 3.69% 11.92% 16.34% 6.89% 7.37%

Initial UEPS 10.01% 10.42% 12.05% 16.47% 13.87% 14.38%
Updated UEPS 7.37% 5.50% 11.92% 16.34% 6.89% 7.67%

TABLE 6.2: Acceptance uncertainty for A14 tune variations and Parton Shower
model in each analysis region. Shown in the bottom row is the acceptance uncer-

tainty from comparing the Powheg+Herwig7 samples to the nominal.

This result shows an overestimate of the uncertainty on the measured signal strength, and
will help to understand future estimates of signal acceptance systematics.

6.2 Optimisation of Monte-Carlo filters

Ranking the impact of systematics on the fitted signal strength uncertainty allowed to enlight
a large impact of the limited Monte-Carlo statistics, as shown in Fig. 6.5. Especially, the γ-
stat Nuisance Parameters attached to the most sensitive bins of the multivariate discriminant
largely increase the uncertainty on µ̂V H . The main limitation to this issue relates to the gener-
ation efficiency of Monte-Carlo samples. Simulations target with difficulty the most sensitive
phase space of the SM VH(bb) analysis, which is very restricted. This situation leads to respec-
tively low (high) statistical uncertainty in regions with low- (high-) interest for the analysis.
The respective contributions of each MC sample to the statistical uncertainty in the most sensi-
tive bins of the 0-lepton multivariate discriminant distribution are presented in Table 6.3, and
show a dominant impact of the Z+Jets and tt processes. The following studies present how the
simulation efficiency was improved for these samples.

6.2.1 Z+jets

Z+Jets MC samples used for background estimates at the 2017 publication were generated us-
ing a max(HT, pZT )) filter, where HT measures the scalar sum of the transverse momentum of
jets in the event. In the phase space of the 0-lepton channel of the VH(bb) search, the Z+Jets
process with Z decaying to neutrinos is a major background contribution. For this particular
process and decay mode, the value of pZT is very close to the truth-level MET, assuming poten-
tially low transverse momentum neutrinos from B- and D-hadron decays. As the sensitivity
of the VH(bb) search is closely correlated to pVT , MC generation should particularly target at
high-pVT events in Z+Jets samples. The choice of the max(HT, pVT ) filter for Z+Jets MC samples
is not natural for 0-lepton background estimates, which targets high-MET events with low jets
multiplicity. This filter naturally increases the generation efficiency for high-jets multiplicity
events, which subsequently decreases the acceptance for high-MET events.

Comparisons of the statistical uncertainties for 0-lepton Z+Jets samples were performed
between pVT filtered Sherpa 2.2 MC samples with respect to Sherpa 2.2.1 MC samples generated
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FIGURE 6.5: Impact of systematic uncertainties for the fitted Higgs boson signal-
strength parameter µ for the nominal MVA analysis applied to the 13 TeV data.
The luminosity was scaled to prospect value L = 150 fb−1. This ranking highlights

the impact of MC statistics on the signal-strength uncertainty.

Bin index Zbb  Wbb stopWt  ttbar s/sqrt(b)
4 0,36 0,10 0,09 0,30 0,69
3 0,55 0,09 0,02 0,24 0,88
2 0,28 0,15 0,06 0,42 1,01
1 0,47 0,07 0,05 0,34 1,17
0 0,11 0,17 0,24 0,45 1,27

4 0,08 0,04 0,13 0,69 0,44
3 0,18 0,11 0,08 0,54 0,54
2 0,07 0,06 0,06 0,78 0,65
1 0,16 0,10 0,37 0,31 0,76
0 0,09 0,10 0,08 0,53 0,93

Fraction of stat. error square : Errorsample2 / Errorall_bkg2
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Dominant impact 
Non negligible impact

TABLE 6.3: Dominant contributions of MC samples to the statistical error, in the
form of fraction to the total squared statistic uncertainty. The most sensitive BDT
bin after statistical rebinning has index 0. This shows dominant uncertainties

from tt, Zbb, single-top Wt and Wbb.
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FIGURE 6.6: Truth distribution of pZT in Z+jets simulated events. Figure (a)
presents the output of MC generation with no selection applied, while Figure (b)
has 0-lepton requirements applied at reconstructed level. Most events are gen-
erated in the slice with filter TruthMET < 100, although a very small fraction of

these events enter the 0-lepton phase space.

Slice [GeV], x = pVT , max(HT, pVT ) ∆2
stat(max(HT, pVT ))/∆2

stat(p
V
T )

x ∈ [70, 140] 1.66
x ∈ [140, 280] 1.94
x ∈ [280, 500] 4.75

Combined 1.90

TABLE 6.4: Ratio of max(HT, pVT ) to pVT filtered MC samples squared statistical
uncertainties.

with a max(HT, pVT ) filter, and presented in Table 6.4. Simulated events were further filtered by
requiring a B-hadron with transverse momentum larger than 5 GeV to get closer to the analysis
irreducible background. We showed that adopting a pVT filter allows to decrease the statistical
uncertainty by a factor of two for the same number of generated events. The pVT variable is now
used as default filter quantity for the new 0-lepton Z+Jets MC samples.

Further studies were performed aiming at improving the edge of pVT slices to better optimize
the efficieny of MC events. Distributions of pZT in Fig. 6.6 for events passing the 0-lepton selec-
tion show very low acceptance acceptance for events with pZT < 100 GeV, generated in the slice
pZT ∈ [70; 140] GeV. The definition of the slice is quite inefficient to the 0-lepton VH(bb) phases
space, as the differential cross-section for events with 100 GeV < pZT < 140 GeV represents only
38% of the inclusive cross-section for events with 70 GeV < pZT < 140 GeV. A proposal for slices
with edges [0; 70; 100; 140; 280; 500] GeV in pZT was submitted to the ATLAS modelling group,
but not accepted so far.

6.2.2 ttbar

Studies similar to those presented in Section 6.2.1 were performed to optimize the generation
efficiency of tt events. MC samples generated with Powheg + Pythia 8 using a truth-level MET
(TruthMET) filter were requested for SUSY analyses with slices and number of events described
in Table 6.5.
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Slice Number of generated events
300 > TruthMET > 200 GeV 15 M events
400 > TruthMET > 300 GeV 3 M events

TruthMET > 400 GeV 2 M events

TABLE 6.5: Number of events in newly available tt samples generated with
TruthMET filter

(a) (b)

FIGURE 6.7: BDT discriminant distribution of tt events in the 2-jets (a) and 3-jets
(b) categories, split in TruthMET slices.

These samples can easily be exploited for VH(bb) background estimates. Basic computations
show a 1.9% gain in statistical significance from integrating these events to the inclusive tt
sample in the 0-lepton channel. Yet, the region 100 GeV < TruthMET < 200 GeV is responsible
for an important fraction of tt events in sensitive BDT bins, as presented in Figures 6.7 and 6.8.
Studies for an addition slice were performed, and showed a potential overall gain of 4.5% on
the 0-lepton statistical significance by generating 20M events with 100 GeV < TruthMET < 200
GeV, for which a request was performed. Looking for further optimisations within this latter
slice showed very limited gain in further splitting this region in more slices.
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FIGURE 6.8: Truth MET distribution in tt events in the 2-jets (a) and 3-jets (b)
categories. Events are further categorized based on their index in the multivariate
discriminant distribution after statistical rebinning. The most sensitive bin has

index 0.

6.3 Studies of the ttbar background

6.3.1 Acceptance for ttbar events

The 0-lepton SR phase space is restricted to events with two or three jets, MET greater than
150 GeV, and no electron or muon identified in the final state. Hence, the topology of tt events
should lead to a very little acceptance in the 0-lepton SR. Yet, its large cross-section yields to
a major contribution to the total background. This motivated studies in order to better un-
derstand the topology of these events. The contamination from tt events is categorized with
respect to top-quarks decays in the next sections.

6.3.1.1 Fully hadronic ttbar decays

Fully hadronic tt decays are expected to produce about six jets, from the b-quark and hadronic
W-decay for each top (anti-)quark. Besides, no MET is expected, except from mismeasurements
of jets transverse momentum and unreconstructed neutrinos produced in B- and D-hadrons de-
cay. Running the analysis on fully hadronic tt MC samples confirmed the negligible acceptance
for this decay mode in the 0-lepton SR.

6.3.1.2 Semi-leptonic ttbar decays

Semi-leptonic events tt → bW±(qq )bW∓(`ν) represent an important fraction of the tt back-
ground, especially in categories with high-jets multiplicity. Table 6.6 summarizes the fractions
of semi- and dileptonic decays for different jets multiplicities, based on the truth of MC samples
for events passing the 0-lepton selection.

Semi-leptonic tt decays are expected to produce about four jets at leading order. The lepton
decay generates MET from the unreconstructed neutrino. This enhances the efficiency with
respect to the selection requirement MET > 150 GeV. The selection does not veto events with an
identified tau lepton. This enhances the contribution from events with a tau-lepton produced in
the W-boson decay, which represent 75% of this background1. Conversely, semi-leptonic events
with a non-identified electron (muon) constitute 11% (14%) of the contamination, where the

1the τ -lepton can decay leptonically, but a lower acceptance is expected with respect to hadronic τ -lepton decays.
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tt decay
Number of jets Semi-leptonic Dileptonic

2 jets 41% 59%
3 jets 76.5% 23.5%
≥ 4 jets 91% 9%

TABLE 6.6: Fractions of semi- and dileptonic decays of tt events depending on
the jets multiplicity in the 0-lepton phase space.
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FIGURE 6.9: Transverse momentum distributions of the W-bosons (a) and lep-
tons (b) produced in top-quarks decay. In Fig. 6.9a, the blue (red) distribution
characterizes events with leptonically (hadronically) decaying vector boson. In
Fig. 6.9b, the blue (red) distribution characterizes the neutral (charged) lepton.
The charged lepton is picked in the truth of MC simulation, prior to showering.

charged lepton has an average transverse momentum about 12 GeV in truth simulation, prior
to showering. This low value enhances mis-reconstruction and mis-identification probabilities.
Besides, further studies reveal that events which enter the 0-lepton SR tend to combine specific
topologies in the decay of top-quarks and W-bosons :

• The hadronically decaying W-boson is emitted with low transverse momentum in the
top-quark decay, as shown in Fig. 6.9a. Hence, jets are often produced below the trans-
verse momentum threshold in the objects selection. Conversely, the corresponding b-
quark is emitted with high transverse momentum.

• The leptonically decaying W-boson is emitted with high transverse momentum in the
top-quark decay (Fig. 6.9a). The W-boson decay tend to produce high-pT neutrinos
collinear to the W-boson propagation axis. This enhances the efficiency for producing
large MET in the final state. Conversely, the corresponding charged lepton is emitted
with low-pT value, hence low reconstruction and identification efficiencies.

This specific topology of tt events leads to final states with two b-quarks, light-flavour
quarks with low energy, a soft charged lepton and a high transverse momentum neutrino,
as represented schematically in Fig. 6.10.

Yet, about half of these events do not satisfy MET > 150 GeV from the unreconstructed neu-
trino in the tt decay, as shown in Fig. 6.9b. This characterizes the importance of reconstruction
biases in the measurement of MET, especially from jets energy mis-measurement.



112 Chapter 6. Additional studies on the SM VH(bb) analysis

g
t1

t2

b with high-pTc

s

low pT b

High-pT 
neutrino = MET

soft pT tau/e/mu 
= low probability 
for e/mu/jets

g

Soft-W decaying 
hadronically

Hard-W decaying 
leptonically

FIGURE 6.10: Schematic topology of tt events entering the 0-lepton phase space.

6.3.1.3 Dileptonic ttbar decays

The previous study was extended to tt events where both W-bosons decay leptonically : tt →
bW+(`+ν)bW−(`−ν). The flavour of leptons in this process for events satisfying the 0-lepton
selection is presented in Table 6.7. About half events have both W-bosons decaying to a τ -
lepton, while 40% have a single τ emitted. Again, acceptance, reconstruction and identification
efficiency allow for the contamination of events with electrons and muons. The acceptance for
events with τ -leptons is increased in the 0-lepton channel, as they can produce a jet in hadronic
decays which represent 65% of τ decays.

Lepton flavour e− µ− τ−

e+ 3% 3% 12%
µ+ 2% 2% 8%
τ+ 12% 10% 47%

TABLE 6.7: Fractions of leptons flavour in dileptonic decays of tt events entering
the 0-lepton phase space.

The distribution of MET generated from neutrinos presents a shape centered at MET ' 150
GeV similar to that of semi-leptonic decays, as shown in Fig. 6.11a. The transverse momentum
distribution of individual neutrinos in Fig. 6.11b covers a wider range of possible values.
Correlations show that often one neutrino has transverse momentum larger than 100 GeV while
the other is much softer (pT' 40 GeV). Yet, some events present medium pT neutrinos (50 GeV
< pT(ν) < 100 GeV), which means that the neutrinos must be more aligned in order to enhance
MET value. Conversely, back-to-back neutrinos have cancelling momentum, with suppressed
acceptance to the 0-lepton selection. Yet, neutrinos alignment is not the only cause for increased
MET values. Events with both neutrinos satisfying pT(ν) < 100 GeV have an average difference
between truth and reconstructed MET of about 40 GeV. On the other hand, events with at
least one neutrino satisfying pT(ν) > 100 GeV present an average difference between truth and
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reconstructed MET lower than 10 GeV. Mismeasurements of jets energy are expected to cause
such discrepancies, and can increase the acceptance for events with increased MET.
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FIGURE 6.11: Transverse momentum distributions of the di-neutrino system (a)
and individual neutrinos (b) produced in top-quarks decay.

This specific topology of tt events leads to final states with two b-quarks, soft charged lep-
tons and neutrinos which must be quite aligned depending on their transverse momentum
balance, as represented schematically in Fig. 6.12.

6.3.2 tt decays in sensitive multivariate discriminant bins

Table 6.8 presents the fractions of semi- and dileptonic decays in the most sensitive region of
the 0-lepton multivariant discriminant distribution. Semi-leptonic events have the largest con-
tribution in both 2- and 3-jets categories, contrarily to the inclusive numbers shown in Table
6.6. This could motivate the use of semi-leptonic tt samples with filters relying on top-quark
decays for future improvements of the SM VH(bb) search with respect to MC statistical uncer-
tainties.

6.3.3 Reconstructed τ -jets in tt events

As presented in the previous sections, most of the tt background originates from events with
a τ -lepton produced in the decay of W-bosons. The identification of τ -jets in the SM VH(bb)
search relies on the medium efficiency Working Point of the dedicated τ -selection based on a
BDT discriminant with electron Overlap Removal. The fractions of reconstructed τ -jets multi-
plicity are presented in Table 6.9 for events entering the 0-lepton 2- and 3-jets categories.
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FIGURE 6.12: Schematic topology of tt events with dilepton decay entering the
0-lepton phase space. Figure (a) corresponds to the topology where a single neu-
trino is responsible for most of the generated MET. Figure (b) draws the toplogy
for events with soft neutrinos, with MET value enhanced by mis-reconstruction

effects.

Table 6.10 presents the fractions of reconstructed τ -jets matched to a truth τ -lepton in MC
simulations for tt and WH(bb) events. Reconstructed τ -jets very often originate from hadronic
τ -leptons for both processes. Tests for removing events with an identified τ -jet were performed
in the analysis selection, and did not show a significant improvement.

6.3.4 Flavour composition

The tt background is caracterized by a large multiplicity of jets caused by the potentially large
number of quarks following the top quark and W bosons decays in the 0-lepton channel. The
contamination from fully hadronic tt decays is negligible in the 2 and 3 jets regions. Semi-
leptonic events are expected to produce about four jets. Acceptance and reconstruction ef-
fects can increase the background contamination in the Signal Region, particularly in the 3-jets
category. Especially, the loss of a b-quark favours the selection of events in which a c-jet is
mistagged as a b-jet. This is also true for light-jets to a lower extent, due to the better rejection
of light-jets with b-Tagging. Jets flavour composition is shown in Table 6.11 using the label of
jets after full selection. This result allows to measure the potential gain in rejecting events with
c- and light-labelled jets by improving b-Tagging algorithms.

6.3.5 Discrimination of tt events using track-jets and MET soft term

The high density particles in tt events is expected to increase the hadronic activity measured
in calorimeters and the charged component identified using the Inner Detector. Especially, the
track-jets multiplicity is expected to be enhanced with respect to signal processes and the other
backgrounds. The MET soft term was also tested to improve the discrimination against the tt
background. The variables described in the following were added to the nominal set of BDT
training variables of the 0-lepton channel :
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Fraction of decays
Bin sing. lepton dilepton nEntries s/sqrt(b)
4 58 % 42 % 19 0,69
3 87 % 13 % 15 0,88
2 63 % 38 % 8 1,01
1 89 % 11 % 9 1,17
0 100 % 0 % 4 1,27

4 76 % 24 % 114 0,44
3 79 % 21 % 82 0,54
2 83 % 17 % 46 0,65
1 80 % 20 % 30 0,76
0 100 % 0 % 25 0,93
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TABLE 6.8: Fractions of semi- and dileptonic decays in the most sensitive region
of the 0-lepton multivariant discriminant distribution. The most sensitive BDT
bin after statistical rebinning has index 0. The fractions are computed with re-
spect to the total number of unweighted events in the corresponding bin, denoted

as nEntries.

τ -jets multiplicity
Number of jets 0 1 2

2 jets 73% 25% 2%
3 jets 82% 17% 1%

TABLE 6.9: Fractions of τ -jets multiplicities in tt events depending on the jets
multiplicity in the 0-lepton phase space.

• Inclusive number of track jets with transverse momentum greater than 7 GeV.

• Number of track jets within/outside the ellipse defined with respect to the b-Tagged
dijets axis. This variable was inspired from the CMS analysis, as a simplistic definition
of colourflow. A proper description and test of colourflow is presented in Section 6.4.

• MET soft term, defined as the scalar sum of tracks unassociated to the reconstructed
objects.

• Scalar/Vector sum of track-jets transverse momentum. These variables provide alterna-
tive definitions of HT and MET using track-jets only.

• The number of fat-jets reconstructed in the event was tested with no strong motivation.
Fat jets are reconstructed using the Anti-kT algorithm with radius parameter R=1.0, and
are expected to match systems of near-by jets of radius 0.4. The decay of boosted top-
quarks should lead to such topologies, but concerns a minor fractions of the overall tt
background.
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Reconstructed τ -jet matching test

Process
Hadronic truth-τ Truth e/µ Parton

Unmatched
within dR < 0,2 within dR < 0,2 within dR < 0.4

tt 90% 0% 5% 5%
WH(bb) 95% 1% 2% 2%

TABLE 6.10: Fractions for matching reconstructed τ -jets to hadronically decaying
τ -leptons, electrons or muons or partons (quarks) in MC events with one recon-
structed τ -jet and entering the 0-lepton phase space. The matching procedure
relies on angular separation tests, with priority given to hadronic truth-τ , then

truth e/µ, and partons (quarks matched to a jet)

2 jets bb bc bl btau
150 < MET < 200 GeV 85.6 % 11.2 % 2.5 % 0.6 %

MET > 200 GeV 66.4 % 25.4 % 5.9 % 1.6 %
3 jets bb bc bl btau

150 < MET < 200 GeV 85.8 % 11.1 % 2.3 % 0.7 %
MET > 200 GeV 78.8 % 16.9 % 3.8 % 0.6 %

TABLE 6.11: Flavour composition of tt events entering the 0-lepton Signal Re-
gions, with further MET slicing

The statistical significance increases by 1.7% with the re-trained BDT, which is not sufficient
to motivate a change in the analysis. An alternative strategy consists of training dedicated
BDTs against tt events and other backgrounds separately. No easy gain was found from this
approach, which would require optimised BDT parameters and cuts for each individual mul-
tivariate method. The nominal BDT trained inclusively against all EW backgrounds already
allows for a very efficient rejections of most tt events.

As a conclusion, a proper inclusion of these variables would probably require additional
modelling systematics, which would dilute the small gain in significance. A similar study
was performed, in which several multivariate discriminants were trained each against one of
the dominant background processes (tt, Z+jets and W+jets). An optimisation of cuts based
on statistical significances showed no gain by separating the background sources in the BDT
training procedure.

6.4 Colourflow

A possible improvement to the current SM VH(bb) search consists of exploiting the colour flow
between QCD partons. Colourflow derives from the conservation of colour charges in strong
interactions as described by QCD. Quarks pairs produced in the decay of a colour singlet such
as the Higgs boson produce a different pattern of hadrons than quarks originating from colour
charged particles such as gluons, which are connected to the underlying event. This allows
to compute event superstructure variables, to potentially discriminate signal from background
events. In the SM VH(bb) search, signal events have colour connected b-quarks at Matrix-
Element level, contrary to tt or single-top events. In ATLAS, this effect can be measured from
calorimeter clusters and from tracks matched to jets [81].
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FIGURE 6.13: Schematic view of a jet’s pull vector computation

6.4.1 Colourflow observables

The base object of colourflow studies is the jet pull-vector [82], defined from the weighted
vector sum of vectors−→r i binding the jet (J) center to individual jet constituents (i), as illustrated
in Fig. 6.13.

−→v JP =
∑
i∈J

piT |ri|
pJT

−→r i (6.1)

The pull angle ∆Θ of a jet is defined as the angular separation between the jet pull vector
and the line connecting its center to that of a second jet. Given a pair of jets, two distinct pull
angles can be computed, which allows to exploit their correlation for further discrimination.

In addition, the norm of the pull-vector of a jet can be exploited to enhance signal to back-
ground separation. However, this quantity is expected to provide little improvement and is
not presented in the following.

6.4.2 TruthAnalysis with a single-event

6.4.2.1 Analysis setup

A preliminary estimate of the discrimination power of colourflow variables is presented in the
following. A simple analysis was performed at truth-level in order to mimic the SM VH(bb)
selection without reconstruction and systematics effects. A single Madgraph ZH → ννbb
event was picked at Matrix Element level, and its colourflow configuration modified. Three
colourflow topologies were tested in order to measure the maximal impact of the hadronisation
process on colourflow observables :

• Colour-singlet : this configuration leads to a pair of colour-connected b-quarks in the
final state, carrying opposite colour charges (blue-blue, red-red, green-green)

• Colour-charged : this topology leads to a pair of b-quarks in the final state, each car-
rying different colour charges (e.g. blue-red, green-blue, ...). The colour flow connects
b-quarks to the beam remnants.

• Reverted colour-charged : this configuration is similar to the previous "Colour-charged"
topology with the colour connections of b-quarks to beam remnants inverted.
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(a) Colour singlet (b) Colour charged (c) Inverted colour charged

FIGURE 6.14: Schematic view of tested colour-flow configurations.

Variable Value
mbb 125 GeV

∆R(b, b) 1.37
pT(Z) 159 GeV

∆Φ(V, bb) 2.7
pT (B1) 89 GeV
pT (B2) 96 GeV

FIGURE 6.15: Observables of the event used.

These colour configurations are illustrated in Fig. 6.14. Especially, the colour-charged and
reverted colour-charged topologies are identical but reverting the momentum of quarks and
corresponding anti-quarks produced in the boson decay.

The single-event was picked for its signal-like topology with respect to the 0-lepton channel
SM VH(bb) requirements, as shown in Table 6.15. A simple selection is performed at truth-level
in order to mimic the analysis without reconstruction effects and systematics :

• Jets are reconstructed from interacting truth-particles using the Anti-kT algorithm with
distance parameter R=0.4. Jets with pT > 20 GeV, |η| < 2.5 are preselected.

• Two b-labelled jets are required. A jet is b-labelled if a B-hadron is standing in the jet
area within a cone of radius parameter 0.4 from the jet center.

• The dijet mass of b-labelled jets is required to stand in the region 100 GeV < mbb < 150
GeV.

• MET > 130 GeV (allows enhanced stat. with respect to the nominal cut at 150 GeV, as
the vector boson only has 159 GeV transverse momentum).

• ∆Φ(b, b) < 140°

• ∆Φ(MET, bb) > 120°

• min(∆Φ(MET, b)) > 20°

The set of cuts described above defines the tight selection of the analysis, while a looser
selection made simply requiring two b-labelled jets in order to gain in statistics.

6.4.2.2 Results

All three colourflow topologies were hadronized 100,000 times each with Pythia 8 and Herwig
7. Figure 6.16 represents the location of final state stable particles in the η-φ plane, superim-
posed for all hadronisations performed with Pythia 8, for each colour topology respectively.
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(c) Inverted colour charged

FIGURE 6.16: Illustration of the jet constituents repartition for each tested colour-
flow configurations. The x- (y-) axis correspond to the η- (φ-) coordinates.

The corresponding distributions of the pull angle for leading and sub-leading jets are pre-
sented in Fig. 6.17 for the Pythia 8 and Herwig 7 Parton Shower models. Different compu-
tations of colourflow are tested, exploiting either stable particles entering jets constituents, i.e.
candidate to interactions with the hadronic calorimeter (neutral colourflow) or charged stable
particles which would be reconstructed as tracks in the Inner Detector (charged colourflow).
Colour singlet processes are expected to show pull-angles peaking around zero, which reflects
the alignment of the pull vector of one of the jets with the dijet axis. Colour-charged processes
do not present such a feature, and have pull-vectors collinear to the beam axis, hence a mis-
alignment with respect to the dijet axis. Also, reversing the colour connection shifts the peak
by a value of ±π. Finally, it is noticeable that charged colourflow worsens the discrimination
between the colour singlet configuration and the colour charged topologies.

6.4.3 TruthAnalysis with ATLAS MC samples

The previous selection is now performed on Monte-Carlo samples with multiple events. Dis-
tributions of the neutral and charged colourflow pull-angle for the leading jet are presented
in Fig. 6.18 and 6.19 respectively. They show ZH(ννbb) signal events and a Z+Jets dataset
generated with a b-jet filter and requiring 140 GeV < pZT < 280 GeV. This sample is the largest
background in the most sensitive category of the 0-lepton channel in the SM VH(bb) search.
The background process shows a flat shape with respect to that of the signal. This is expected
due to the different kinematic of events entering the analysis phase space (conversely to the
single-event study).

An intriguing feature is the peaking shape of the pull angle distribution of Z+jets events for
the leading jet in the Loose selection. This feature partially cancels when moving to the tight
selection, and it was shown that the requirement 100 GeV < mBB < 150 GeV is responsible
for this change. This probably reflects the correlation of MET and the dijet mass with the jets
angular separation. It directly relates to the overlap between jets in the η − φ plane and the
number of constituents that can be interchanged.

6.4.4 Analysis at reconstructed level

In order to confirm the discrimination showed at Truth level, the analysis should be extended at
reconstructed level. However, calorimeter clusters composing jets are early removed from files
in the successive steps of derivations intended to physics-analysis purpose. A compromise is to
use charged-tracks associated to the jets with Ghost-matching in order to compute a "charged"
colourflow. This approach is also more resilient to pileup, due to the association of charged
tracks to the primary vertex. The results showed in the following were obtained using this
latter approach.
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FIGURE 6.17: Pull angle distribution for colourflow exploiting stable particles
entering jets constituents (Fig. A,B) or charged particles only (Fig. C,D). Figures
show for the leading (Fig. A,C) and sub-leading (Fig. B,D) jets the distribution
for each tested colour-flow configurations and Pythia 8 or Herwig Parton Shower

programs.
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FIGURE 6.18: Pull-angle distribution of the leading jet in ZH → ννbb (blue) and
Z+jets events (purple) in a computation of colourflow with all interacting stable

particles.
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FIGURE 6.19: Pull-angle distribution of the leading jet in ZH → ννbb (blue)
and Z+jets events (purple) in a computation of colourflow with charged particles

only.
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FIGURE 6.20: Charged colourflow pull-angle distribution at reconstructed level
in events with two jets. The Jx-Jy notation advises the pull angle of jet x is com-

puted with respect to the x-y dijet-axis.

The analysis is now performed at reconstructed level using tracks and the standard MVA
selection described in Sec. 5.4. The ZH → ννbb, WH → `νbb, tt and Z+jets processes
were considered. Pull angle distributions are presented for events with two and three jets,
respectively in Fig. 6.20 and 6.21. Events with three jets allow for an important number of
combinations for different jets pairs. This combinatoric approach aims at discriminating events
with mis-identified jets with b-Tagging. A minor discrimination is visible from the shape of
the pull angle distribution in ttbar events, but training the SM VH(bb) 0-lepton multivariate
discriminant with colourflow information did not show any improvement. Furthermore, sys-
tematics effects are expected to decrease the discrimination provided by colourflow techniques.
Therefore, the investigations to use colourflow in the VH(bb) analysis were stopped.
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FIGURE 6.21: Charged colourflow pull-angle distribution at reconstructed level
in events with three jets. The Jx-Jy notation advises the pull angle of jet x is

computed with respect to the x-y dijet-axis.
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Chapter 7

Search for top quark decays t → qH
with H → γγ

A search for Flavour Changing Neutral Currents in the decay of a top quark into an up-type
(q = u, c) quark and a Higgs boson decaying into two photons was performed at 13 TeV in
the ATLAS experiment and published in 2017 [83]. This chapter presents optimisation studies
performed after this publication, aiming at improvements on the upper limit of the tcH and
tuH couplings.

7.1 Introduction

7.1.1 Motivation

The discovery of the Higgs boson in 2012 by the ATLAS and CMS collaborations allows for the
search of new interaction processes not predicted in the Standard Model. Especially, the abun-
dant production of top-quarks at the LHC motivates the search for exotic top-quark decays
involving the tqH coupling. At tree level, the Standard Model only allows the decay of the top-
quark to down-type quarks in association to a W-boson, dominated by the t → bW process.
Higher order Electroweak processes involve loops and have their cross-section strongly sup-
pressed as predicted by the Glashow-Iliopoulos-Maiani mechanism. Diagrams with a down-
type quark in the loop have further phase-space restrictions due to the mass difference with
respect to the W-boson. The amplitude for the Matrix Element of such processes incorporates
a factor (mb/mW )4. In contrast, processes like b → sγ allow for top-quarks in the loop hence a
larger cross-section proportional to (mt/mW )4.

Flavour Changing Neutral Currents enable top-quark to up-type quarks decays, such as
t → qZ, t → qγ and t → qH with q = u, c as illustrated in Fig. 7.1.

W

t u, c

γ,Z,H,g

b

(a)

b

t u, c

γ,Z,H

W

(b)

FIGURE 7.1: Examples of Standard Model 1-loop diagrams contributing to FCNC
top decays. In Diagram A, the photon, Z or Higgs boson can be attached to any
side of the fermion line. Especially, the Higgs boson coupling to top quarks is

favoured.
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Process
Model

SM QS FV-2HDM FC-2HDM MSSM RPV SUSY TC2 RS
t → uγ 3.7 · 10−16 7.5 · 10−9 x x 2 · 10−6 1 · 10−6 x ∼ 10−11

t → uZ 8 · 10−17 1.1 · 10−4 x x 2 · 10−6 3 · 10−5 x ∼ 10−9

t → ug 3.7 · 10−14 1.5 · 10−7 x x 8 · 10−5 2 · 10−4 x ∼ 10−11

t → uH 2 · 10−17 4.1 · 10−5 5.5 · 10−6 x 10−5 ∼ 10−6 x x
t → cγ 4.6 · 10−14 7.5 · 10−9 ∼ 10−6 ∼ 10−9 2 · 10−6 1 · 10−6 ∼ 10−6 ∼ 10−9

t → cZ 1 · 10−14 1.1 · 10−4 ∼ 10−7 ∼ 10−10 2 · 10−6 3 · 10−5 ∼ 10−4 ∼ 10−5

t → cg 4.6 · 10−12 1.5 · 10−7 ∼ 10−4 ∼ 10−8 8 · 10−5 2 · 10−4 ∼ 10−4 ∼ 10−9

t → cH 3 · 10−15 4.1 · 10−5 1.5 · 10−3 ∼ 10−5 10−5 ∼ 10−6 x ∼ 10−4

TABLE 7.1: Theoretical values for the branching fractions of FCNC top quark
decays predicted by the SM and exotic extensions [103].

Models Beyond the SM predict the existence of new bosons interacting with SM particles.
Loop-diagrams mediated by such new bosons would enhance the cross-section for FCNC in-
teractions, and indirectly attest for the existence of new physics. Such models are presented in
the following, and the theoretical values for the branching fractions of FCNC top quark decays
shown in Table 7.1.

• Quark-singlet model (QS) [84] [85] [86]

• Two-Higgs doublet model [87] [88] [89] [90]

– Two-Higgs doublet model with flavour-conservation (FC-2HDM)

– Two-Higgs doublet model without flavour-conservation (FV-2HDM)

• Minimal supersymmetric model (MSSM) [91] [92] [93] [94] [95]

• SUSY with R-parity violation [96] [97]

• Topcolour-assisted Technicolour model (TC2) [98]

• Warped extra dimensions (RS) [99] [100]

• Little Higgs model with T-parity conservation [101]

• Composite Higgs models [102]

7.1.2 Signal, background processes and signatures

The search for Flavour Changing Neutral Currents presented in the following aims at charac-
terizing events in which a top quark transforms into an up-type (q = u, c) quark or reciprocally,
with the emission of a Higgs boson decaying into two photons. The main channels for top-
quark production in proton-proton collisions either lead to the production of a single top or
pair of top quark(s). The SM decaying top leads to the production of jets and leptons resulting
from the hadronisation of a b-quark and W-boson decay. Both leptonic and hadronic W-boson
decay channels are considered in the analysis. In the pair production mode, the Higgs boson
is emitted in the exotic decay of the second top-quark t → qH. This production channel adds
complexity to the final state with an additional jet.
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7.1.2.1 Signal processes

Signal processes for the search of FCNC in the decay of a top quark into an up-type (q = u, c)
quark and a Higgs boson decaying into two photons arise from two distinct processes :

• SM pair-production of top quarks, followed by separate decays t → qH and t → bW
(or charge conjugate process), followed by the decay H → γγ . The Feynman diagram
for this process is presented in Fig. 7.2 at leading-order. The inclusive NNLO+NNLL
pair-production cross-section is σtt̄ = 831.76 pb for mtop = 172.5 GeV.

The probability for two top quarks decaying in tt → qHqH is negligible, given the
currrent limits B(t → cH) < 2.2 × 10−3 and B(t → uH) < 2.4 × 10−3 measured in the
Run 2 analysis summarised in Section 7.1.3.

• Single-top production in the interaction qg → tH, followed by the decays H → γγ and
t → bW. Fig. 7.3 illustrates the Feynman diagram for this process at leading-order.

The different cross-sections and kinematics allow to disentangle the tcH and tuH cou-
plings in this production mode. In single-top events, the parton q involved in the tqH
interaction arises from protons PDF, which increases the probability for tuH with re-
spect to tcH. However, valence up-quarks enhance the production of the Higgs boson
with large rapidity for which the acceptance is lower. The NLO cross-section for these
processes are respectively σug→tH,tH→bWγγ ' 1.8 fb and σcg→tH,tH→bWγγ ' 0.3 fb as-
suming B(t → qH = 10−3).

For each of these processes, a single chirality operator must be considered out of two. In
the ug → tH process for instance, they are encoded in the effective Lagrangian as :

1. L ∝ (φ†φ− v2/2)t̄Lφ̃uR

2. L ∝ (φ†φ− v2/2)ūLφ̃tR

The chirality of the operator does not change the cross-section of the process, and negli-
gible differences were observed in the resulting kinematics.

Signal yields estimated from MC simulations are normalised to the appropriate top-quark
production mode cross-section which multiply several decay term probabilites. The branching
ratio for a Higgs boson decaying to photons is predicted toB(H → γγ) = (2.27±0.07)×10−3 for
mH = 125.09 GeV in SM predictions, which is in agreement with experimental measurements.
The probability for the t → qH decay is subtracted from the inclusive branching ratio for the
SM decay t → bW. Hence, the inclusive cross-section used in the normalisation of signal
samples reads :

σt→qH(γγ) = σtop-production ×B(H → γγ)× 2×B(t → qH)× (1−B(t → qH)) (7.1)

The analysis is split into two channels, according to the presence of a lepton originating from
the decay of the W-boson in the reconstructed final state. W-boson decay branching fractions
B(W → qq ) = 67.6% and B(W → e−νe, µ

−νµ) = 21.64% lead to different expected signal
yields. Furthermore, the leptonic and hadronic channels of the analysis present very different
purity of signal with respect to background yields due to the diphoton+jets background which
has major contribution in the hadronic channel. Further categories can be designed, based on
the number of reconstructed jets, in order to discriminate pair-production of top quarks against
single-top production. This latter separation allows to disentangle tuH from tcH interactions,
exploiting different expected yields and events kinematic, as described in Section 7.4.1.
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FIGURE 7.2: Possible Feynman diagrams for the top-quark pair production
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FIGURE 7.3: Possible Feynman diagrams for the single-Top FCNC signal process.

7.1.2.2 Background processes

Several SM processes contribute to the analysis background. Their respective impact on the
analysis sensitivity mainly results from their cross-section, cross-section uncertainty, and dipho-
ton mass shape. In the hadronic channel, processes leading to the production of two photons
and jets have the largest cross-section amongst all considered backgrounds. In the leptonic
channel, the production of a photon in association to a pair of top-quarks, where an electron
originating from the decay of a top-quark can be misidentified as a photon for instance, yields
to the most signal-like topologies amongst non-resonant backgrounds.

Both hadronic and leptonic channels are affected by SM Higgs production processes. The
resonant shape of the diphoton mass distribution for these backgrounds is degenerated with
that of the FCNC signal. Hence, a special care should be provided to the yield estimate of
these processes. Besides, uncertainties on the production cross-section for these processes will
impact the sensitivity of the FCNC analysis.

• SM Higgs production processes can present final states similar to that of the FCNC sig-
nal. Especially, in the ttH production channel, objects acceptance and reconstruction
effects can lead to the multiplicity of jets and leptons expected in signal events. The ef-
ficiency for this specific channel is enhanced by the production of top-quarks, similarly
to the FCNC signal.

• Diphoton events with additional partons constitute the majoritary background of the
analysis, both in the hadronic and leptonic channels. Possible Feynman diagrams for
such processes are illustrated in Fig. 7.4. The selection allows for little acceptance to this
non-resonant background, but its large cross-section enhances its impact on the analysis
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sensitivity. Last, W(Z)γγ , ttγ and ttγγ processes complete the picture of non resonant
backgrounds. The monotonous shape of the diphoton mass distribution for these back-
grounds allows yields in the sensitive region of the analysis to be estimated from fits
in the sidebands of the the mγγ distribution, as described in the analysis overview in
Section 7.1.2.4

q
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γ

q

(a) q q

γ

γ

(b)

FIGURE 7.4: Possible Feynman diagrams for the γγ + jets background process.
Diagram (A) can yield to the production of top-quarks which constitues the tt +

γγ background.

7.1.2.3 Expected signatures

The separation of signal and background events exploits reconstructed objects which are ex-
pected in the final state of targetted signal processes :

• A pair of photons with diphoton mass mγγ ' mH .

• A jet resulting from the hadronisation of a b-quark.

• In hadronic W-boson decays, two additional jets are expected.

• In leptonic W-boson decays, a single charged lepton and MET resulting from the unre-
constructed neutrino.

• In the top-quark pair-production mode, an additional jet is expected from the hadroni-
sation of the quark from the exotic top decay.

Additional signatures and kinematic requirements on systems of jets and photons allow to
target top-quark candidates and reject combinatoric backgrounds. The analysis also exploits
individual kinematic measurements and flavour-tagging properties of jets. Hence, the analysis
results strongly depend on the performance and reliability of jets reconstruction and flavour-
tagging techniques.

7.1.2.4 Overview of the analysis strategy

The search for Flavour Changing Neutral Currents in the decay of a top quark into an up-type
(q = u, c) quark and a Higgs boson decaying into two photons is improved with respect to the
2017 publication summarised in Section 7.1.3. Limits on the Branching ratio for the t → qH
decay are measured from yields estimates for signal-candidate events. Optimisation studies are
performed using Monte-Carlo predictions, while the results are extracted with data collected in
the ATLAS detector, as described in Section 7.2. Objects reconstructed in the ATLAS detector
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are pre-selected using requirements presented in Section 7.3. Selected objects are exploited in
the selection and categorisation of candidate events, as described in Section 7.4. The analysis
benefits from the specific topology of signal processes by using multivariate techniques which
allow to further discriminate signal-candidate events. The yield of signal-candidate events in
data is measured in the mass range centered about mH = 125 GeV within a few GeV from a
fit to the diphoton mass distribution in the range 100 GeV < mγγ < 160 GeV to determine and
subtract the background.

7.1.3 The Run 2 publication

In 2017, a search for the t → qH with H → γγ was performed in the ATLAS experiment [83]
[104]. This analysis relies on data collected in 2015 and 2016 at

√
s = 13 TeV with integrated

luminosity 36.1 fb−1. The subdominant single-top production mode is not considered with the
other FCNC signals. The next sections describe the events selection, fit procedure and results
of the analysis.

7.1.3.1 Selection and categories

The selection is designed in order to target different final states of the Standard Model decaying
top quark t → bW. The leptonic channel aims at the process tt → qH(γγ)bW±(`±ν), while
the hadronic channel allows to target the process tt → qH(γγ)bW±(qq ) in pair production of
top-quarks. The set of requirements applied to candidate events is summarised in Table 7.2.

Events are pre-selected by requiring at least one combination of jets which satisfies
152 GeV < m(γγ jet) < 190 GeV. This cut allows to target jets which are good candidates for
the quark produced in the exotic decay of the top-quark, t → qH. At least one selected jet
is asked to satisfy b-tagging requirement, which corresponds to a 77% efficiency to b-jets in tt
events. Further categories are designed within each analysis channel, based on the mass of the
jet(s) and leptons expected in the final state of the SM decaying top-quark t → bW±(qq , `±ν) :

• In the leptonic channel, events which fullfill the requirement 130 GeV < m(`±ν jet) < 210
GeV are filled into the Lepton-Tight category of the analysis (Lepton 1). Such events
present reliable final states targetted by the purest category of the analysis. Other events
are filled into the Lepton-Loose category of the analysis (Lepton 2).

• In the hadronic channel, events which fullfill the requirement 120 GeV < m(jet jet jet)
< 220 GeV are filled into the Hadron-Tight category of the analysis (Hadron 1). Such
events present fully reconstructed final states, but strongly rely on the accuracy of jets
reconstruction within a phase space with large jets multiplicity. Other events are filled
into the Hadron-Loose category of the analysis (Hadron 2).

7.1.3.2 Fitting procedure

The result of the analysis is extracted from a likelihood fit. In the hadronic channel, the dipho-
ton invariant mass spectrum is fitted using a resonant signal function centered at the Higgs
boson mass. The same function normalized to Monte-Carlo estimates is used as model for the
resonant SM Higgs background. The non-resonant background yield in the Signal Region is es-
timated from a background function constrained using data in sidebands of the mγγ spectrum.
The unbinned likelihood fit relates to the product over all events of the expected mγγ distri-
bution function. Constrained Gaussian factors allow to encode the uncertainty from Nuisance
Parameters.

In the leptonic channel, the low number of events does not allow to fit the diphoton mass
distribution. A single bin is defined in the Signal Region (SR) in the range 122 GeV <mγγ < 129
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Selection Hadronic Leptonic
Category 1 2 1 2
Signal t → cH 2.4 3.7 0.82 0.23
SM Higgs boson resonant background 1.1 3.1 0.24 0.22
Other background 16 63 0.14 0.29
Total background 17 66 0.38 0.51
Data 14 69 2 1

TABLE 7.3: Numbers of FCNC signal events in the SR (122 GeV < mγγ < 129
GeV) for the fitted t → cH branching ratio B = 6.9 x 10−4. The numbers of events
for the SM Higgs boson production and the fitted non-resonant background are
also shown, together with the number of observed events in data, in the four

categories.

GeV to measure the yield of candidate signal events in data. This is encoded in the likelihood
function as a Poisson term. Similarly, the background yield is controlled from the number of
events observed in sidebands. The ratio α of the numbers of background events expected in
the SR and CR is fitted and allows to subtract the fitted number of background events in the
SR. The uncertainty on α is estimated from variations in the background shape of mγγ .

7.1.3.3 Results

Table 7.3 presents the fitted number of signal and background events, and yield of data events
observed in the SR. The associated upper limit on the Branching ratio for the t → cH process is
B < 2.2 x 10−3 at the 95% CL. This value can be compared to the expected limit in the absence
of signal B < 1.6 x 10−3. The corresponding observed (expected) limit on the Branching ratio
for the t → uH process is B < 2.4 x 10−3 (B < 1.7 x 10−3) at the 95% CL.

In the following, new techniques are introduced in the hadronic channel of the analysis
such as the use of c-tagging and multivariate methods. The improvements expected from these
techniques bring additional complications to the analysis, for which several solutions are still
being explored. Hence, the procedures presented will not meet the final version of the analysis,
and the preliminary results should be seen as prospects for the forthcoming complete analysis.

7.2 Datasets

7.2.1 Experimental data

Data collected with the ATLAS detector in 2015 and 2016 at the run 2 of the LHC were exploited
in the publication. Data recorded in 2017 increase the integrated luminosity from 36.1 fb−1 to
80.1 fb−1. The analysis is expected to benefit from this larger dataset both on the data statistical
side and fit performances, as background yields in the sensitive region of the analysis are con-
strained from a fit to data in sidebands of the mγγ spectrum. Yet, the next publication for this
search will most likely profit from the full run 2 dataset using data collected from 2015 to 2018,
which could have an integrated luminosity of ∼ 140 fb−1. Statistical studies are performed on
data collected in 2015, 2016 and 2017, blinded in the sensitive region 120 GeV < mγγ < 130 GeV.
Correspondingly, optimisation studies presented in the following rely on Monte-Carlo samples
intended to meet the same period.
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Sample Process ME Generator Parton Shower σxBr(fb)
Pair-production
with t → cH decay

tt →W(`ν)cH(γγ) Powheg Pythia 8 1.224
tt →W(qq )cH(γγ) 2.548

Pair-production
with t → uH decay

tt →W(`ν)uH(γγ) Powheg Pythia 8 1.224
tt →W(qq )uH(γγ) 2.548

Single-top production
with tuH coupling

qg →W(`ν)uH(γγ) MG5_aMC@NLO Pythia8 0.599
qg →W(qq )uH(γγ) 1.227

Single-top production
with tcH coupling

qg →W(`ν)cH(γγ) MG5_aMC@NLO Pythia8 0.0865
qg →W(qq )cH(γγ) 0.177

TABLE 7.4: Description of Monte-Carlo simulations for pair production and
single-top signal samples. The cross-section accounts for the decays specified
in the process assuming Br = 1.e−3 for a single flavour and 0 for the other flavour.

Process ME Generator Parton Shower Cross-section order σxBr(fb)
ggH Powheg Pythia 8 N3LO (QCD) 110.3
VBFH Powheg Pythia 8 NNLO (QCD) + NLO (EW) 8.585
WH Powheg Pythia 8 NNLO (QCD) + NLO (EW) 3.117
ZH Powheg Pythia 8 NNLO (QCD) + NLO (EW) 2.006
ttH Powheg Pythia 8 NLO (QCD) + NLO (EW) 1.151
bbH Powheg Pythia 8 NNLO (QCD) (gg → bbH @NLO) 1.104
tHjb MadGraph5 LO Pythia 8 NLO (QCD) 0.168
tWH MG5_aMC@NLO Herwig ++ NLO (QCD) 0.034

TABLE 7.5: Description of Monte-Carlo simulations for the resonant SM Higgs
backgrounds considered in the FCNC search.

7.2.2 Monte-Carlo samples

Optimisation studies are performed using Monte-Carlo simulations of the targetted signal pro-
cesses and backgrounds. Events yields are normalized to the most accurate theoretical cross-
section prediction for each individual process. The detector response for generated stable par-
ticles is simulated using a model of the ATLAS detector within the GEANT4 framework [54].
Minimum bias events generated with Pythia 8 are overlaid onto hard scattering events during
the digitization, which provides a model for pile-up. Table 7.4 lists signal samples gener-
ated for this analysis. The cross-section for the single-top FCNC processes does not depend
on the choice of chirality operator. The resonant SM Higgs background samples are presented
in Table 7.5. The non-resonant diphoton + jets background is simulated with Sherpa using a
merging strategy on the number of additional partons. Events with 0 or 1 additional partons
are generated at NLO with QCD Parton Shower, while events with 2 and 3 additional partons
are generated at LO with dedicated Matrix Elements. Only events with 90 GeV < mγγ < 175
GeV at generation level are exploited. No simulation of the single photon + jets background
is exploited in the analysis, but the corresponding yield estimate is about 15% of that for the
diphoton + jets background. The ttγ background is generated using Madgraph+Pythia8 in fast
simulation with at least one top quark decaying leptonically. Last, V+γγ processes are simu-
lated with Sherpa requiring mγγ > 80 GeV and at least one photon with pγT > 17 GeV. Events
with 0 addtionnal partons are generated at NLO, while events with 1 and 2 additional partons
are generated at LO.
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7.3 Objects selection

7.3.1 Trigger

Events pre-selection relies on a diphoton trigger applied to data and emulated to MC sam-
ples, with efficiency corrections applied to simulated events. Two calorimeter electromagnetic
clusters with measured transverse energy greater than 35 GeV and 25 GeV are required in the
trigger selection. Candidate calorimeter clusters must satisfy shower shape criteria designed
to match electromagnetic showers initiated by photons.

7.3.2 Photons

The analysis exploits photons reconstructed in the electromagnetic calorimeter from clusters
with transverse energy deposit greater than 2.5 GeV. The combination of tracking and calorime-
ter informations allows to discriminate converted and unconverted photons candidates with
respect to isolated electrons. Two photons meeting tight identification criteria, loose calorime-
ter and track isolation are required in the events final state [105]. The selected photons are also
required to meet the trigger condition.

7.3.3 Jets

The analysis relies on jets reconstructed from topological calorimeter clusters using the anti-
kt algorithm with radius parameter R=0.4. Jets are required to have transverse momentum
larger than 30 GeV and to stand within detector acceptance |η| < 4.4 in pseudo-rapidity. In
the central region |η| < 2.4 within Inner Detector acceptance, the contamination from pile-up
jets is mostly suppressed by cutting on the JVT discriminant (JVT > 0.59). Forward regions of
the detector benefit from the fJVT discriminant, which relies on jet shapes and topological jet
correlations in pile-up interactions.
b- and c-Tagging techniques allow to attest how likely does a jet originate from the hadroniza-

tion of a b- or c-quark respectively. The 77% b-jet tagging efficiency Working Point is used in
the analysis, targeting at b-jets originating from SM decaying top quarks. The corresponding
efficiencies for tagging c- and light-labelled jets are 16.1% and 0.74% respectively.
c-Tagging is a technique in development which relies on c-quark hadronization and decay

properties, targeting at c-jets produced in the t → cH decay. Yet, c-Tagging offers a smaller
discrimination and severely suffers from the contamination of mistagged b-jets. The c-Tagging
discriminants are MV2c100 and MV2cl100, which rely on the same techniques as the MV2 algo-
rithms used for b-Tagging as described in Section 4.2.4. The MV2c100 discriminant consists of
a BDT aiming at the separation of b- and c-jets, while MV2cl100 aims at the separation of light-
and c-jets. Dedicated requirements are performed using MV2c100 and MV2cl100 respectively.
The loose c-Tagging Working Point (MV2c100 < 0.58 and MV2cl100 > 0.19) used in the analy-
sis offers a compromise between c-jet tagging efficiency and b- (light-)jets rejection. The loose
c-Tagging Working Point provides 41% tagging efficiency for c-labelled jets in MC simulations.
The corresponding acceptance for b- and light-labelled jets are 25% and 5%.

Jets are associated with individual Scale-Factors depending on their kinematic and the out-
put of b- or c-Tagging tests, which multiply the events weight. These Scale-Factors are cali-
brated separately for b- and c-Tagging. Thus, testing jets for c- and b-Tagging simultaneously
does not allow for a consistent use of the corresponding calibrations. A combined calibration
accounting for the correlations between the two techniques will be needed to enable this fea-
ture. Hence, the analysis is designed in order to avoid this issue and test jets either for b-Tagging
or c-Tagging, depending on their kinematics as described in Section 7.4.2.2.
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7.3.4 Electrons

Electrons are reconstructed from energy clusters in the electromagnetic calorimeter within
|ηcl| < 2.47 associated to tracks in the Inner Detector. Electrons candidates with transverse
momentum larger than 15 GeV must fullfill medium quality requirements, loose calorimeter
and track isolation criteria within a cone of ∆R < 0.2 to be considered in the analysis.

7.3.5 Muons

Medium quality requirements are applied to muons candidates standing in the pseudo-rapidity
range |η| < 2.7 with transverse momentum larger than 10 GeV. Muons should also pass track
isolation requirements within a cone of radius ∆R < 0.3 with a (pT , η) independent efficiency
of 99%.

7.3.6 Overlap removal

The following Overlap-Removal procedure is applied to candidate events :

1. Identified photons are preserved.

2. Electrons nearby photons within ∆R(e, γ) < 0.4 are removed.

3. Jets nearby photons or electrons within ∆R(jet, e) < 0.2 or ∆R(jet, γ) < 0.4 are removed.

4. Muons nearby photons or jets within ∆R(µ, γ/jet) < 0.4 are removed.

5. Electrons nearby the remaining jets within ∆R(e, jet) < 0.4 are removed.

7.3.7 Missing Transverse Energy

Missing Transverse Energy is computed from the negative vector sum of reconstructed objects
energy in the transverse plane. Jets with transverse momentum lower 20 GeV or which do not
satisfy JVT requirements are substituted by their associated tracks matched to the primary ver-
tex, which enter the dedicated soft term of Missing Transverse Energy. Unassociated isolated
tracks with transverse momentum grater than 5 GeV also enter the definition of the MET soft
term.

7.4 Events selection

7.4.1 Selection

The event selection is updated with respect to the 2017 publication 7.2. Two non-overlapping
selections are defined, targeting respectively at tt (pair production) and single-top production
modes of top quarks. The single-top selection allows to disentangle the tcH and tuH processes
due to different production cross-sections and events kinematics. A common pre-selection is
presented in Table 7.6. The pair production and single-top selections are described in the
following, and summarized in Table 7.7 and 7.8 respectively.

• In the pair-production selection, the combinatoric approach is extended, with respect
to the published analysis, to the five jets with highest transverse momentum. This al-
lows to increase the efficiency of the mass cut requirements on top-candidates. This
change especially enhances the acceptance for signal events in the hadronic channel, as
jets emitted in the W-boson decay are often soft and can be supplanted by jets produced
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Common Selection Leptonic channel Hadronic channel
Electron sub-channel Muon sub-channel

Diphoton trigger HLT selection "g35− loose− g25− loose" :
leading cluster with pT > 35 GeV, subleading cluster with pT > 25 GeV

Diphoton selection Two photons with tight identification criteria, looose calorimeter and track isolation
pT (γ1) > 40 GeV, pT (γ2) > 30 GeV, 100 GeV < mγγ < 160 GeV

Lepton selection Exactly one electron, no muon Exactly one muon, no electron
No identified leptonpT > 15 GeV pT > 10 GeV

mT mT > 30 GeV

TABLE 7.6: Common requirements applied to the pair production (tt) and single-
top selections.

Pair production selection (tt) Leptonic channel Hadronic channel
Pre-selection Fulfill the common selection (Table 7.6)

Jets multiplicity 2 or more jets 4 or more jets
Jets used in the selection Only the 5 jets with highest pT

b-Jets At least one b-Tagged jet
Mass cut targeting At least one jet satisfies the mass cut

the t → qH decaying Top 152 GeV < m(γγ jet) < 190 GeV
Mass cut targeting At least one combination of jet(s) not used in the previous computation of m(γγ jet),

the SM decaying Top amongst which at least one b-Tagged jet, satisfy
(Tight category only) 130 GeV < m(`±ν b-jet) < 210 GeV 120 GeV < m(b-jet jet jet) < 220 GeV

TABLE 7.7: Summary of the event requirements in the leptonic and hadronic
channels of the pair production (tt) selection.

from hard radiations or pile-up. To limit the background contamination, at least one
b-Tagged jet is required in the combination of jets targeting the SM decaying top. Tag-
ging properties of the c-quark jet candidate are exploited in the further categorisation of
events, as described in Section 7.4.2.

• The single-top selection is applied to events failing the tt requirements. In the leptonic
channel, at least one-jet is required, targeting the b-quark. In the hadronic channel, at
least three jets are required, aiming at the SM decaying top. All events are treated using
a combinatoric approach over the five jets with highest transverse momentum, targeting
at the reconstruction of the SM decaying top. Candidate combinations are also required
to present at least one b-Tagged jet.

Single-top selection Leptonic channel Hadronic channel
Pre-selection Fulfill the common selection (Table 7.6) and fail the pair production selection (Table 7.7)

Jets multiplicity 1 or more jets 3 or more jets
Jets used in the selection Only the 5 jets with highest pT

b-Jets At least one b-Tagged jet

Mass cut targeting
At least one combination of jets,

the SM decaying Top
amongst which at least one b-Tagged jet, satisfy

130 GeV < m(`±ν b-jet) < 210 GeV 120 GeV < m(b-jet jet jet) < 220 GeV

TABLE 7.8: Summary of the event requirements in the leptonic and hadronic
channels of the single-top selection.
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7.4.2 Categories

Events passing the selection are separated into non-overlapping categories. These categories
are designed as a mean to keep a good signal acceptance, and exploit regions with increased
signal to background yield ratio. Table 7.10 summarizes the expected yields for individual
processes using the categorization described in the next sections. The single-top FCNC signals
are separated in this table for the different helicity operators. In the rest of the analysis, samples
accounting for the different helicity operators are normalized to half of their expected cross-
section and mixed in order to increase the effective statistics. The yield for the total background
expectation seems larger than that of data (which are blinded in the range 120 GeV < mγγ <
130 GeV) because of the approximate cross-section estimate for the γγ+jets background.

7.4.2.1 Kinematic categories

Kinematic categories are defined, based on the result of mass cut requirements defined in the
selection. The correspondance with respect to the expected targetted final states is described in
the following and summarized in Table 7.9.

• In the tt selection, all events are required to present a good jets combination to the t →
qH decay, as encoded in the cut on m(γγ jet). If at least one combination allows for the
reconstruction of a good SM decaying top candidate (m(b-jet jet jet) or m(`±ν b-jet) mass
cut requirements), the event is filled into the tight category of the selection (Categories
Had1 and Lep1). Other events are placed into the loose category (Categories Had2 and
Lep2).

• Events which fail both the loose and the tight above requirements but present at least
one combination with a good SM decaying top candidate are filled into the category
aiming at single-top events (Categories HadtH and LeptH).

Kinematic category Had1/Lep1 Had2/Lep2 HadtH/LeptH
Good jets candidate to t → qH x x -
Good jets candidate to t → bW± x - x

TABLE 7.9: Summary of the categorisation strategy, based on top-quark candi-
date systems which are found from reconstructed objects.

7.4.2.2 c-Tagging categorisation

In tt categories, c-Tagging is expected to differentiate between t → cH and t → uH decays.
The c-Tagging requirement consists of two cuts, aiming at the discrimination of c-jets against
light- and b-jets respectively.

Kinematic categories are each split into tagging categories :

• If the jet used in the selected (γγ jet) combination is c-Tagged, the event is placed in
tagging category A.

• Otherwise, the event enters tagging categories B.

Overall, eight tt categories are defined, from the hadronic and leptonic channels (Had, Lep),
kinematic requirements (1, 2) and tagging category (A, B). Single-top categories (tH) only con-
sist of the hadronic and leptonic channels with no further categorisation.
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The calibration of scale factors does not allow for a consistent use of b- and c-tagging, as
correlations cannot be taken into account with respect to systematic uncertainties. Hence, a
criterion is defined in order to select if a jet should be tested with respect to b- or c-tagging re-
quirements. In the pair-production channel, the exotic top quark decay is expected to produce
two photons and a jet matching to the c-quark. Hence, jets which satisfy 152 GeV < m(γγ jet) <
190 GeV are tested for c-tagging only, as they appear as good candidates to match the c-quark.
Conversely, jets which fail the previous requirement are tested against b-tagging requirements
only.

7.4.3 Improvement of the selection in the hadronic channel

In the 2017 publication, only themγγ distribution is exploited in the likelihood fit procedure. In
the hadronic channel where the surviving number of events is large enough, optimisations of
the analysis are possible by exploiting other kinematic variables which offer a discrimination of
signal processes against backgound events. Yet, the combinatoric approach used in the events
selection requires special care in the computation of such variables, as several combinations
of jets possibly satisfy the selection requirements for the same analysis category. Optimisation
studies were performed in order to select the most-signal like combination within each candi-
date event. Jets combinations of a single event are ranked based on matching criteria relying
on the truth of tt cH(γγ)bW±(qq ) MC simulations. The recycling procedure below describes
the requirements of combinations ranking :

1. All reconstructed jets match to Matrix Element partons (Bin [All matched] in Fig. 7.5) :

(a) The jet used in the computation of m(γγ jet) satisfies ∆R(jet, c-quark) < 0.4

(b) The b-Tagged jet used in the computation of m(b-jet jet jet) satisfies ∆R(b-jet, b-quark) < 0.4

(c) Other jets of the combination are each matched to a different W-boson decay product
within ∆R < 0.4

2. c- and b-jets match to Matrix Element c and b quarks (Bin [b and c matched] in Fig. 7.5) :

(a) The jet used in the computation of m(γγ jet) satisfies ∆R(jet, c-quark) < 0.4

(b) The b-Tagged jet used in the computation of m(jet jet b-jet) satisfies ∆R(b-jet, b-quark) < 0.4

(c) Other jets are not matched to the appropriate partons.

3. The c-jet matches to Matrix Element c (Bin [c matched] in Fig. 7.5) :

(a) The jet used in the computation of m(γγ jet) satisfies ∆R(jet, c-quark) < 0.4

(b) Other jets are not matched to the appropriate partons.

4. The b-jet matches to Matrix Element c (Bin [b matched] in Fig. 7.5) :

(a) The b-Tagged jet used in the computation of m(jet jet b-jet) satisfies ∆R(b-jet, b-quark) < 0.4.

(b) Other jets are not matched to the appropriate partons.

5. No jet can be matched to the approriate partons (Bin [No match] in Fig. 7.5).

Different approaches relying on reconstructed kinematic variables are tested, aiming at the
most performing matching fractions for signal procceses in the previous ranking strategy. The
most relevant strategies tested consist of selecting :

• The combination which uses highest pT jets in the computation of m(γγ jet) first, and
m(b-jet jet jet) then.
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• The combination which allows the value of m(γγ jet) closest to 172.8 GeV, aiming at the
best jet candidate for the t → qH decay.

• The combination which allows the value of m(b-jet jet jet) closest to 172.8 GeV, aiming at
the best jets candidates for the t → bW(qq ) decay.

• The combination which has the two jets closest to the b-tagged jet (if several jets are b-
Tagged, the b-Tagged jet with highest transverse momentum is selected). This strategy
also seeks the best jets candidates for the t → bW(qq ) decay, based on the assumption
that quarks are emmited near-by.

• The combination wich maximises the pT of the softest jet. This approach is expected to
enhance the rejection of jets produced from pile-up and hard radiations.

The strategies presented above exploit variables computed at reconstructed level. Their
performances are compared to the approach based on the truth of MC simulations which con-
sists of matching jets to quarks depending on their angular separation. This latter truth-based
strategy allows to measure the maximal achievable matching fractions. Figure 7.5 presents
the individual results in each category of the tt selection for events where combinations inter-
change the jet used in the computation of m(γγ jet). It is noticeable that the strategy of selecting
the combination with m(γγ jet) closest to 172.8 GeV leads to the best matching performances of
the c-jet to c-quark in most categories. Figure 7.6 presents the fractions for the number of jets
used in the computation of m(b-jet jet jet) which are matched to truth quarks. Within tightest
categories, strategies relying on the transverse momentum of jets show the best performances.
The strategy based on m(b-jet jet jet) shows slightly lower matching fractions, but seems an
intuitive choice in categories with m(b-jet jet jet) satisfying tight selection requirement. Within
loose categories, the strategy wich picks the two jets closest to the b-Tagged jet presents optimal
performances and is adopted for the rest of the analysis.

The final strategy adopted for picking the most signal-like combination is :

1. The categories are sorted with priority Had1A > Had1B > Had2A > Had2B. Combinations
entering the best possible category are considered for the following ranking procedure,
while other combinations are discarded.

2. If several jets can be used in the computation of m(γγ jet), the jet which minimises |m(γγ
jet)-171| is selected. The targetted value mtop = 171 GeV results from an optimisation,
looking for the reconstructed mass of the jet and photons system matched to top-quark
decay products.

3. In the tightest category, in which good jets candidates are found for the t → bW± decay,
the combination which minimises |m(b-jet jet jet)-170| is selected.

4. In the loose category, the two jets closest to the b-Tagged jet with highest transverse mo-
mentum value are selected.

7.5 Study of events kinematic

Kinematic variables are designed in the hadronic channel in order to allow for further signal
against background discrimination. The large number of objects expected in the final state
offers multiple possibilies, both on the individual and combined level. This Table 7.11 presents
the variables which were tested and exploited into multivariate methods described in Section
7.6, separately for the pair-production and single-top selections.
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FIGURE 7.7: Shape of the most discriminating variables in the most sensitive cat-
egory (1A) in the hadronic channel of the pair-production analysis. These shapes
are very similar in other categories of the analysis. In the loose categories (2A
and 2B), the variables mW and m(tt) present a smaller discrimination due to the
selection of jets which do not result from the hadronization of the W-boson decay

products.

The selection of training variables is described in the next section. The shape of the most
discriminating variables are presented in Figures 7.7 and 7.8 for the pair-production and
single-top analyses respectively, where the shapes of the background originate from the γγ+jets
process.

7.6 Multivariate method

Multivariate techniques identical to that described in Chapter 5 are used in order to improve
the separation of signal and background events. A ranking is performed in order to limit the
number of training variables and provide only relevant informations to the BDT. The ranking
procedure is similar to that described in Section 5.5.4.1, but going the opposite way in succes-
sive iterations. Starting from a set formed of all training variables, each iteration in the ranking
procedure allows to remove the least discriminating variable. This approach allows the BDT
training to exploit all correlations starting from the initial set of variables, and remove variables
which provide the least information. The minimal set of relevant variables is that for which
removing the least discriminating variable significantly decreases the evaluated significance.
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FIGURE 7.8: Shape of the most discriminating variables in the hadronic channel
of the single-top analysis.
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Variable name Intermediate ranking Final ranking Kept into the final BDT
Meff(jet γγ ) 4 -
Meff(jet γγ b-jet jet jet) 1 1 x
Meff(b-jet jet jet) 3 -
HT 2 -
HTAllJets 5 -
max∆R(jet,γ1,2) 1 3 x
min∆R(jet,γ1,2) 4 10 -
min∆R(b-jet,jet) 2 2 x
max∆φ(jet,γ1,2) 6 -
min∆φ(jet,γ1,2) 8 -
∆R(jet,γγ ) 10 -
∆η(jet,γγ ) 3 11 -
∆φ(jet,γγ ) 12 -
∆R(b-jet,W) 5 -
∆φ(b-jet,W) 7 -
∆η(b-jet,W) 11 -
min∆φ(b-jet,jet) 9 -
costthetastar 13 9 -
m(tt) 3 4 x
pT (tt) 8 -
y(tt) 13 -
pT (γγ ) 1 7 x
η(γγ ) 6 -
pT (b-jet) 5 5 x
pT (jet0) 14 -
pT (jet1) 4 8 -
η(b-jet) 7 -
η(jet0) 9 -
η(jet1) 11 -
m(W) 2 6 x
pT (jet0)/pT (jet1)) 12 -
pT (b-jet) / (pT (jet0)+pT (jet1)) 10 -

TABLE 7.12: Ranking of the BDT training variables in the hadronic channel with
pair-production selection. In the loose categories (2A and 2B), very few events
have selected jets matching to the partons of the hard process, especially to decay
products of the W-boson. Hence, the variables mW and m(tt) are discarded in

the training of BDTs dedicated to these categories.

Due to the large number of variables tested, rankings were split between base-kinematic, an-
gular separation, and event-level sets of variables. Variables pre-selected amongst the latter sets
are ranked in a final optimisation step. As negligible differences are observed in the kinematics
of single-top FCNC processes from the choice of chirality operator, the corresponding sam-
ples generated with identical statistics are merged in order to double the effective Monte-Carlo
statistics in the BDT training procedure. Only the non-resonant backgrounds are considered in
the training procedure. A low discrimination power is expected against the SM Higgs back-
ground, but dedicated multivariant could be trained if discriminating variables are identified.

Tables 7.12 and 7.13 present the individual and recombined ranking results for events
which satisfy the pair-production and single-top analysis requirements respectively. The rank-
ing of variables is based on a statistical significance estimate1. The final choice of training
variables results from the ranking plot presented in Figures 7.9 and 7.10. The shapes of the
multivariate discriminant in each category are shown in Fig. 7.11.

1
σ =

√
2((s+ b)ln(1 + s/b)− s)
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FIGURE 7.11: Shape of the multivariate discriminant in each category of the
hadronic channel of the analysis.
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Variable name Intermediate ranking Final ranking Kept into the final BDT
Meff(γγ ) 1 6 x
Meff(γγ b-jet jet jet) 7 -
Meff(b-jet jet jet) 2 3 x
HT 5 -
HTAllJets 3 4 x
Vector sum of selected jets pT 6 -
Vector sum of all jets pT 4 10 -
min∆R(b-jet,jet) 2 5 x
∆R(b-jet,W) 1 7 x
∆φ(b-jet,W) 6 -
min∆φ(b-jet,jet) 3 11 -
∆η(b-jet,W) 4 -
costthetastar 5 -
pT (γγ ) 1 1 x
η(γγ ) 8 -
pT (b-jet) 7 -
pT (jet0) 3 9 -
pT (jet1) 10 -
η(b-jet) 6 -
η(jet0) 5 -
η(jet1) 9 -
m(W) 2 2 x
pT (jet0)/pT (jet1)) 4 8 -
pT (b-jet) / (pT (jet0)+pT (jet1)) 11 -

TABLE 7.13: Ranking of the BDT training variables in the hadronic channel with
single-top selection.

A selection criterion is designed in order to discard events with low multivariate discrim-
inant value. The threshold value is optimised simultaneously over categories of the pair-
production and single-top analyses by computing the profile of the statistical significance for
different cut values, as presented in Fig. 7.12. The most performing criterion requires the
multivariant discriminant to have value greater than 0.1 in the categories targeting the pair-
production channel. A separate optimisation in the single-top category shows an optimised
cut value of 0.5. This latter requirement has a rather low signal acceptance, but rejects most of
the background at the same time. The expected yields after these cuts are presented in Table
7.14.
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7.7 Statistical analysis

The branching ratio of the t → qH decay is extracted from a fit to data using a distinct likelihood
component for each category of the analysis. The likelihood function used in the combined fit
consists of the product of the latter likelihoods. In the hadronic channel, an unbinned fit to
the mγγ distribution is performed, while the leptonic estimate is based on event counting in a
signal bin (121 GeV < mγγ < 129 GeV) and a control bin (105 GeV < mγγ < 121 GeV and 129
GeV < mγγ < 160 GeV). In the following, the fit procedure is detailed for the hadronic selection
which requires a specific method to find the most appropriate parameterisation of the shape
of the mγγ spectrum in signal and background processes respectively. An additional study is
dedicated to the uncertainty estimate related to this parameterisation.

7.7.1 Fit model

In each Signal Region of the analysis, a double-sided Crystal Ball function (a Gaussian function
with power-law tails on both sides) is used to describe the shape of mγγ for signal processes
and the resonant SM Higgs backgrounds :

N ·


e−t

2
/2 if −α− ≤ t ≤ α+

e−α
2
−/2
[
α−
n−

(
n−
α−
− α− − t

)]−n−
if t < −α−

e−α
2
+/2
[
α+

n+

(
n+

α+
− α+ + t

)]−n+

if t > α+,

(7.2)

Where :

• N is a normalisation parameter.

• t = ∆mX/σCB

• ∆mX = mX − µCB
• µCB is the peak of the Gaussian distribution.

• σCB represents the width of the Gaussian part of the function.

• α− (α+) is the point where the Gaussian becomes a power law on the low (high) mass
side (α±>0).

• n− (n+) is the exponent of this power law.

The function parameters are extracted from a fit to the mass spectrum of the FCNC signal
in Monte-Carlo predictions after selection, as illustrated in Figure 7.13 for two out of the five
categories. The same shape is used to model the resonant SM Higgs background. For this
reason, the accuracy of yield estimates for these processes is crucial to the sensitivity of the
analysis.

Different background models are tested to describe the shape of mγγ for the non-resonant
backgrounds : a decreasing exponential, second-, third- and fourth-order polynomial. The pa-
rameterisation choice can cause a bias on the number of signal events estimated from the fit
to data. Hence, a systematic uncertainty is associated to the function model used to describe
the mγγ of background processes. We denote as spurious signal the number of fitted signal
events which are induced by the inaccuracy of the background model used in the fit [106].
In the current fit model, this corresponds to the fitted signal yield in a MC dataset filled with
background events only. A background model with too many free parameters will adjust every
statistical fluctuation in data, so no signal event will be observed. On the other hand, a back-
ground model with too few parameters is likely to give a wrong description of the background
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FIGURE 7.13: Signal shape parameterisation of the mγγ spectrum in the tightest
Signal Regions of the pair-production hadronic channel of the analysis.

shape and might lead to a bias of the fitted signal yield. The background model for the mγγ

spectrum is required to induce an average spurious signal lower than 10% of the number of
expected signal events at the limit, or smaller than 20% of the corresponding uncertainty. An
optimisation study is performed, similar to that presented in Section 7.9. In every category,
the shape of the mγγ spectrum is taken as a distinct third-order polynomial function, whose
coefficients are extracted from a fit to data.

In the preliminary results presented in Section 7.8, the number of spurious signal events
are extrapolated from those estimated in the 2017 search, and shown in Table 7.15. These val-
ues are scaled to the available integrated luminosity of 80.1 fb−1 which meets the data taking
period from 2015 to 2017. The spurious signal is also scaled in order to account for the lower
background acceptance due to the use of a multivariate discriminant. The new categorisation
with c-tagging categories is the major obstacle to this extrapolation. Hence, the number of spu-
rious signal events are defined so that the sum of the spurious signal in tightest categories with
and without a c-tagged jet (1A and 1B) meet that of the tightest category in the 2017 paper,
and similarly in the loose categories of the analysis. The spurious signal in the single-top cat-
egory is further extrapolated from that of the tightest category, which presents a similar phase
space regarding the selection requirements. A preliminary version of the updated procedure
for estimating the uncertainty related to the parameterisation of mγγ in background events is
presented in Section 7.9.

Similarly, experimental systematic uncertainties are extrapolated from the 2017 publication.
The values for systematic uncertainties used in the tight categories of the pair-production se-
lection and in the single-top selection are duplicated from that which were estimated in the
tight category of the paper, and treated as correlated. The same procedure is performed in the
loose-categories of the analysis respectively. A major drawback is the treatment of c-tagging
uncertainties, which are not considered in the following.
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Category Pair-production Single-top
1A 1B 2A 2B

SM Higgs background yield 0.92 3.58 0.77 3.77 3.42
Spurious signal 0.18 0.95 0.48 3.21 0.95

TABLE 7.15: Expected SM Higgs background yields based on Monte-Carlo sim-
ulations, and spurious signal estimates extrapolated from the 2017 publication.
The relative uncertainty on the SM Higgs background yields is 15% (20%) in the

categories 1A/1B/tH (2A/2B) respectively.

7.8 Prospects

The sensitivity of the analysis is measured with respect to the Branching ratios for the t → cH
and t → uH decays in the range 0.5 × 10−3 ≤ Br ≤ 5 × 10−3 (not both non-zero simultane-
ously), taking support from the limits observed in the 2017 search. This procedure exploits a
test statistic based on the profile likelihood ratio. The fit is performed to a background Asimov
distribution taken from a third-order polynomial fitted to the mγγ shape of the non-resonant
simulated backgrounds, normalized to an integrated luminosity of 80.1 fb−1. The profile like-
lihood ratio is presented in Fig. 7.14 for the t → cH and t → uH decay processes separately.
The dotted line presents the intersection of the combined fit likelihood ratio to the Branching
ratio axis with a 95% confidence level, which occurs at Br(t → cH) = 0.113% and Br(t → uH)
= 0.112% respectively. The tightest categories (1A and 1B) of the pair-production selection are
the most sensitive to the t → cH process. On the other hand, the tight category with no c-
tagged jet and the single-top category contribute the most to the sensitivity of the analysis to
t → uH. Some caution should be taken in this prospect result due to the absence of c-tagging
uncertainties in this study.
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7.9 Update of the background shape parameterisation

7.9.1 Preliminary estimate using the procedure from the 2017 publication

A proper estimate of the spurious signal is performed separately in each of the new cate-
gories. First, the mγγ spectrum of the non-resonant simulated backgrounds is smoothed using
the RooKeysPdf implementation provided in the ROOT analysis framework [107]. Different
mirrors are tested in order to deal with the boundary conditions, and the smoothing param-
eter ρ is varied in order to achieve the best agreement with the mγγ spectrum of Monte-Carlo
predictions. The results of the smoothing procedure are illustrated in Fig. 7.15. Then, toy
experiments are generated from the smoothed shape of mγγ and simulate the mγγ spectrum
with respect to the statistics available in data. Within each toy experiment, the background
model is fitted to the shape of the simulated mγγ spectrum. Different functions are tested as
background model in order to achieve a good compromise between a low spurious signal and a
smooth shape fitting data. The difference measured in the Signal Region between the fitted and
the true number of events is the bias denoted as spurious signal for the toy experiment. This
procedure is repeated for a large number of toys, and the average value of the spurious signal
is selected as final estimate. Alternatively, a fit model including the signal allows to measure
the spurious signal as the number of fitted signal events. This latter method is used to verify
the validity of the first method, and a good agreement is observed.

Figure 7.16 presents the distribution of spurious signal yields observed in toy experiments
for each category individually. In the tightest category of the pair-production selection with a
c-tagged jet (category 1A), this procedure fails because of the very low number of data events,
hence issues in the fitting procedure. A solution under study consists of generating toys with
a much larger number of events, and rescaling back the fitted spurious signal to the statistics
measured in data, as described in Section 7.9.2.2. The decreasing exponential and second-
order polynomial do not describe correctly the background shape, hence overestimates of the
spurious signal. Conversely, the fourth-order polynomial gives very low spurious signal esti-
mates in every category, but is likely to partly absorb the signal resonance in the mγγ of data.
The third-order polynomial appears as a reasonnable compromise, and is selected for the final
spurious signal estimate and background model in the fit to data.

7.9.2 Update of the procedure for spurious signal estimates

7.9.2.1 Design of Control Regions

The low number of data events observed in the sensitive categories of the analysis causes un-
certainties on the choice of the function used as background model. Especially, the estimate
of the number of spurious signal events is driven by a procedure which exploits the shape of
the mγγ spectrum of simulation samples for the non-resonant backgrounds. In the final fit, the
parameters of the background model are fully extracted from the fit to data. Yet, the spurious
signal estimate is correct in the limit that the selected function must show enough flexibility to
the shape of the mγγ spectrum of data.

In order to provide a more robust approach, Control Regions are designed by reverting
the isolation or identification requirements on the selected photons. The nominal selection
requires the two photons with highest transverse momentum to satisfy loose isolation and
tight identification requirements (tight isolated photons). Two orthogonal Control Regions are
created, regarding the multiplicity of tight isolated photons, either zero or one. The event yields
for the different tight isolated photons multiplicities are presented in Table 7.16. In the Signal
Region, this is compared to the expected yield for the dominant non-resonant background.

A comparison of the shape of the mγγ spectrum is illustrated in Fig. 7.17 and 7.18 before
and after applying the requirement on the multivariate discriminant. A reasonable agreemeent
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FIGURE 7.15: Shape of the mγγ spectrum smoothed in each category individu-
ally. The slightly increasing shape in the single-top category is found to decrease
at higer values of mγγ . This shape is likely to be caused by kinematic cuts and

studies are ongoing to better understand it.
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FIGURE 7.16: Distributions of the spurious signal estimate in toy experiments
generated in each category individually. In the category 1A, the procedure fails
because of the very low number of data events, hence issues in the fitting proce-
dure. A slighlty modified procedure is under study and should allow to avoid
this issue. In each figure, he and hp2,3,4 are the decreasing exponential and poly-
nomial models respectively. In the current procedure, the mean of the distribu-
tion meets the final spurious signal estimate. The model denoted as hk consists
of the smoothed shape used to generate the toys, and presents the smallest bias

as expected.
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data MC γγ+jets
Requirement (isolated tight photons) 0 photon 1 photon 2 photons 2 photons
Had 1A 27 31 6 6,7
Had 1B 200 176 36 34,6
Had 2A 39 68 15 14,3
Had 2B 527 453 75 95,3
Had tH 107 178 20 27,1

TABLE 7.16: Observed number of data with reverted isolation cuts. In the selec-
tion requiring two isolated and tight photons in data, events are blinded in the

range 120 GeV < mγγ < 130 GeV.

is observed, which could motivate the use of these Control Regions in the procedure for esti-
mating the spurious signal.

7.9.2.2 Statistical issues in toys

The procedure which allows to estimate the number of spurious signal events exploits toy
experiments. Within each toy, a distribution of the mγγ spectrum for the non-resonant back-
grounds is simulated with the statistics available in data from the shape estimated on Monte-
Carlo simulations. Due to the very low statistics in the categories of the analysis, this approach
causes troubles in the fit procedure due to the low number of constraints. An alternative ap-
proach is being explored, which consists of generating the distribution of the mγγ spectrum
for a much higher integrated luminosity. The spurious signal estimate is then rescaled to the
available integrated luminosity.

7.10 Conclusion

Preliminary studies are presented, aiming at improvements to the search for the decay of a
top quark into an up-type (q = u, c) quark and a Higgs boson decaying into two photons in
the ATLAS experiment. Most ideas are dedicated to the hadronic channel of the analysis. An
additional selection aiming at the single-top production channel is introduced, which allows
to disentangle the tcH and tuH couplings. Moreover, a new categorisation using c-tagging is
designed in order to target separately the t → cH and t → uH decays. New techniques are
introduced to improve the analysis such as the use of additional kinematic variables which
are combined into a multivariate discriminant separating signal and background events. Espe-
cially, an optimisation of the combinatoric approach is presented, in order to select the combi-
nation of jets which looks the most to signal events.

Yet, the ideas presented above bring new complications to the analysis. The use of c-tagging
is limited since b- and c-tagging discriminants are calibrated separately for now. The new cat-
egories present a low statistics, which causes troubles to estimate the spurious signal and find
the most appropriate shape to the mγγ spectrum. The use of Control Regions with photon iso-
lation and identification requirements reverted is being studied, and the full run 2 dataset will
be used for the next publication of the search which will benefit from the increased integrated
luminosity.
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FIGURE 7.17: Shape of the mγγ spectrum in data and γγ+jets simulations de-
pending on the multiplicity of tight isolated photons (n photon(s) in the legend)
before applying the BDT cut. The deficit in the distribution of data with two

isolated photons is due to the blinding in the range 120 GeV < mγγ < 130 GeV.
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FIGURE 7.18: Shape of the mγγ spectrum in data and γγ+jets simulations de-
pending on the multiplicity of tight isolated photons (n photon(s) in the legend)
after applying the BDT cut. The deficit in the distribution of data with two iso-

lated photons is due to the blinding in the range 120 GeV < mγγ < 130 GeV.
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Conclusion

In this thesis, three aspects of my work within the ATLAS experiment are described. The first
one is dedicated to the extraction of correction factors to be applied on the simulation to match
the data. The second is the analysis of the Higgs boson decay to a pair of b-quarks. The last
one is a search for BSM in the interaction between a top quark and the Higgs boson.

My implication in the ATLAS collaboration started with updates of the pseudo-continuous
calibration of b-jets flavour identification. The pseudo-continuous calibration of b-Tagging in
the ATLAS experiment was developped during the run 1 of the LHC. An update of the frame-
work was performed, and calibration results have been produced. The uncertainties on the
pseudo-continuous b-Tagging calibration are dominated by systematic sources.

The second topic of the thesis is the search for a Higgs boson decaying into beauty quarks,
produced in association with a vector boson. I was especially involved in the channel looking
for a Z boson decaying into neutrinos. The analysis was optimised with respect to the experi-
ence acquired during the run 1 of the LHC. Many ideas have been explored in order to improve
the multivariate analysis. The evidence for the VH(bb) process was presented using data col-
lected in 2015 and 2016. The signal strength is measured to µ̂V H = 1.20+0.24

−0.23(stat.)+0.34
−0.28(syst),

which corresponds to an observed significance of 3.5 standard deviations. The uncertainty on
this result is dominated by systematic sources. Hence, several studies have been performed in
order to better understand specific aspects of this result. A special attention was given to the
modelling of background processes to improve the generation efficiency of Monte-Carlo sim-
ulation. Also, the use of coulourflow in the VH(bb) search appears to provide a limited gain
in the rejection of background processes with the current jet reconstruction performances. The
analysis was updated adding data collected in 2017, and lead to the observation of the Higgs
boson decay into beauty quarks.

At last, the final study presented in this work is a major revision of the search for a top quark
decaying into an up-type (q = u, c) quark and a Higgs boson decaying into two photons. This
process is forbiden at tree level in the SM and highly supressed at loop level, with an expected
branching ratio of 10−15, making it a very good probe for BSM physics. The analysis is now
designed in order to disentangle the tuH and tcH couplings by targetting both the single- and
pair-production modes of top quarks, and exploiting c-tagging in the categorisation. The use
of kinematic variables was developped, and multivariate methods have been implemented in
the analysis. Preliminary prospect results are presented. With the set of data accumulated by
the end of the LHC run 2, the analysis will be sensitive to branching ratio below the permil
level and could provide the first constraints on realistic BSM models.
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Titre : Étude du boson de Higgs dans son canal de désintégration en quarks beauté avec l’expérience ATLAS
au run 2 du LHC

Mots clés : ATLAS, LHC, boson, Higgs, quark, beauté

Résumé : Dans ce manuscrit sont décrits trois as-
pects de mon travail de thèse auprès de l’expérience
ATLAS. Le premier est consacré à l’extraction des
corrections sur l’étiquetage de jets issus de quarks
beauté, appliquées aux simulations afin de mieux
décrire les données expérimentales. Le second est
l’étude de la désintégration du boson de Higgs en
paire de quarks beauté. Le dernier aspect est la re-
cherche de nouvelle physique à travers l’interaction
d’un quark top et d’un boson de Higgs.
Mon implication dans la collaboration ATLAS a com-
mencé avec la mise à jour de la calibration pseudo-
continue des techniques d’identification de jets is-
sus de quarks beauté (b-jets). La calibration pseudo-
continue de l’étiquetage des b-jets (b-Tagging) dans
l’expérience ATLAS a été développée durant le run
1 du LHC. Une mise à jour du code a été effectuée.
Les incertitudes sur la calibration pseudo-continue
du b-Tagging sont dominées par les sources d’erreur
systématique.
Le second sujet de la thèse est la recherche du
boson de Higgs dans son canal de désintégration
en quarks beauté, produit en association avec un
boson vecteur (VH(bb)). J’ai notamment participé à
l’étude du canal pp → ZH, dans lequel un boson Z
se désintègre en neutrinos. L’analyse a été optimisée
respectivement à l’expérience acquise au cours du
run 1 du LHC. Plusieurs idées ont été explorées afin
d’améliorer l’analyse multivariée. L’évidence du pro-
cessus VH(bb) a été obtenue avec les données col-
lectées en 2015 et 2016. La force du signal (rapport
des sections efficaces mesurée et prédite) a été me-
surée à µ̂V H = 1.20+0.24

−0.23(stat.)
+0.34
−0.28(syst.), ce qui cor-

respond à une significance observée de 3.5 signifi-
cations statistiques. L’incertitude sur ce résultat est
dominée par des sources d’erreur systématique. En

conséquence, plusieurs études ont été menées afin
de mieux comprendre certains aspects de ce résultat.
Une attention particulière a été apportée à la simu-
lation des processus de bruit de fond dans le but
d’améliorer l’efficacité de génération des simulations
Monte-Carlo. Aussi, l’utilisation de nouvelles variables
liées au flux de couleur entre les deux quarks beauté
(colourflow) dans la recherche du processus VH(bb)
semble apporter un gain limité dans la rejection des
processus de bruit de fond avec les performances
actuelles de reconstruction des jets. L’analyse a été
menée en ajoutant les données collectées en 2017,
et a conduit à l’observation non ambigüe du signal de
désintégration du boson de Higgs en quarks beauté.
Enfin, la dernière étude présentée est une révision
de la recherche du signal d’un quark top dans sa
désintégration en quark up ou charm et un boson
de Higgs se désintégrant en paire de photons. Ce
processus est interdit avec un vertex unique dans
le Modèle Standard, et largement supprimé dans les
canaux impliquant des boucles, avec un taux d’em-
branchement de 10−15, ce qui en fait un canal perti-
nent dans la recherche de nouvelle physique. L’ana-
lyse est conçue afin de différencier les couplages
et en ciblant à la fois les modes de production
d’un unique quark top, ou d’une paire de quarks top,
et en exploitant les techniques d’identification de c-
jets dans la catégorisation. L’utilisation de variables
cinématiques a été développée, et des méthodes
multivariées mises en oeuvre dans l’analyse. Les
premières perspectives de résultats attendus sont
présentées. Les données collectées au cours du run
2 du LHC devraient permettre à l’analyse d’être sen-
sible à un taux d’embranchement inférieur à 1 et pour-
rait apporter les premières contraintes sur certains
modèles de physique au délà du modèle standard.



Title : Study of the Higgs boson decay into b-quarks with the ATLAS experiment run 2
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Abstract : In this thesis, three aspects of my work
within the ATLAS experiment are described. The first
one is dedicated to the extraction of correction factors
to be applied on the simulation to match the data. The
second is the analysis of the Higgs boson decay to
a pair of b-quarks. The last one is a search for BSM
in the interaction between a top quark and the Higgs
boson.
My implication in the ATLAS collaboration started with
updates of the pseudo-continuous calibration of b-jets
flavour identification. The pseudo-continuous calibra-
tion of b-Tagging in the ATLAS experiment was de-
velopped during the run 1 of the LHC. An update
of the framework was performed, and calibration re-
sults have been produced. The uncertainties on the
pseudo-continuous b-Tagging calibration are domina-
ted by systematic sources.
The second topic of the thesis is the search for a
Higgs boson decaying into beauty quarks, produced
in association with a vector boson. I was especially in-
volved in the channel looking for a Z boson decaying
into neutrinos. The analysis was optimised with res-
pect to the experience acquired during the run 1 of the
LHC. Many ideas have been explored in order to im-
prove the multivariate analysis. The evidence for the
VH(bb) process was presented using data collected
in 2015 and 2016. The signal strength is measured
to µ̂V H = 1.20+0.24

−0.23(stat.)
+0.34
−0.28(syst), which corres-

ponds to an observed significance of 3.5 standard de-

viations. The uncertainty on this result is dominated
by systematic sources. Hence, several studies have
been performed in order to better understand specific
aspects of this result. A special attention was given
to the modelling of background processes to improve
the generation efficiency of Monte-Carlo simulation.
Also, the use of coulourflow in the VH(bb) search ap-
pears to provide a limited gain in the rejection of back-
ground processes with the current jet reconstruction
performances. The analysis was updated adding data
collected in 2017, and lead to the observation of the
Higgs boson decay into beauty quarks.
At last, the final study presented in this work is a major
revision of the search for a top quark decaying into an
up-type ( = , ) quark and a Higgs boson decaying into
two photons. This process is forbiden at tree level in
the SM and highly supressed at loop level, with an ex-
pected branching ratio of 10−15, making it a very good
probe for BSM physics. The analysis is now designed
in order to disentangle the and couplings by target-
ting both the single- and pair-production modes of top
quarks, and exploiting c-tagging in the categorisation.
The use of kinematic variables was developped, and
multivariate methods have been implemented in the
analysis. Preliminary prospect results are presented.
With the set of data accumulated by the end of the
LHC run 2, the analysis will be sensitive to branching
ratio below the permil level and could provide the first
constraints on realistic BSM models.
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