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Chapitre 1

Introduction

« On affirme, en Orient, que le
meilleur moyen pour traverser
un carré est d’en parcourir trois
cOtés. »

Les Sept Piliers de la sagesse,
Thomas Edward Lawrence

Cette introduction reprend en partie 'article Le chant de la Terre, publié dans
Images des Mathématiques.
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CHAPITRE 1. INTRODUCTION

1.1 La théorie des problemes inverses

Avant d’aborder pleinement les problemes mathématiques qui nous intéresseront
dans cette these, nous les motivons par quelques discussions informelles tirées de consi-
dérations venant de la physique.

1.1.1 La Physique au XXeme siecle

La théorie des problémes inverses est une branche des mathématiques aussi vaste
que ramifiée, et désormais motivée par un nombre croissant d’applications a la vie quo-
tidienne. S’il fallait en donner une définition quelque peu raisonnable, nous pourrions
dire qu'un probleme inverse consiste a déterminer les caractéristiques physiques d’un
objet inaccessible a la mesure par [’étude de sa réponse a une stimulation ondulatoire.
Qu’'un objet ne soit pas observable immédiatement, c¢’est-a-dire par le simple recours
a un instrument d’observation tel qu'un télescope, est — pourrait-on dire — le propre
de la physique moderne et, en ce sens, tout probleme physique traitant de I'infiniment
petit ou de l'infiniment grand pourrait étre qualifié de probleme inverse. Si Rutherford
découvre en 1909 le modele planétaire de I’atome !, battant ainsi en bréche le modele
antérieur de Thomson qui voulait quun atome soit constitué d’un seul noyau renfer-
mant les deux charges opposées, ce n’est pas en observant la structure de I’atome par
le truchement d’un microscope surpuissant : c’est en étudiant la faible déviation de
particules o bombardant une fine feuille d’or que Rutherford met au jour la structure
lacunaire de la matiere, ainsi que 'existence d’un noyau chargé positivement.

Partant, la majorité des avancées de la Physique du XXeme se sont constituées sur
I’observation d’évenements indirectement liés a ’existence méme des objets. Autrement
dit : la confirmation des modeles théoriques s’est faite en observant les conséquences de
ce qu’ils prédisaient, non pas les objets qu’ils manipulaient en tant que tels. L’exemple
le plus significatif qui puisse étre mentionné est certainement celui des trous noirs.
Par nature, un trou noir ne peut pas se voir puisqu’aucune lumiere ne peut en échap-
per. Aussi paradoxal que cela puisse étre, les astronomes sont désormais tout a fait
capables de prédire 'existence d'un trou noir — de le localiser et méme désormais
de le « photographier » ! — grace a diverses techniques, telles que 1'observation de
lentilles gravitationnelles, c’est-a-dire la forte déviation de la lumiere (une onde!) qui
nous parviendrait d'une étoile située directement derriere le trou noir®. On voit bien
que les mots ordinaires peinent ici a donner du sens a ce paradoxe de la physique
contemporaine : rien ne se voit mais tout s’observe.

Il y aurait donc foule de problemes que 'on pourrait qualifier d’inverses et parmi
ceux-ci, certains revétiraient des natures tantot analytiques, tantot géométriques : ten-

1. Rutherford pensera qu’un atome est constitué d’un noyau de petit volume qui porte la charge
positive, ainsi que d’électrons portant la charge négative et gravitant autour du noyau a la maniere de
planeétes autour de leur étoile. Cette répartition de la charge sera conservée dans les modeles posté-
rieurs, mais son analogie avec le systéme solaire sera mise a mal par la théorie de I’électromagnétisme :
les électrons de Rutherford, s’ils gravitaient autour du noyau de 'atome, devraient rayonner et perdre
de I'énergie jusqu’a s’effondrer sur le noyau, rendant ainsi toute matiere instable.

2. C’est la photographie du disque d’accrétion d’un trou noir, et non I'objet en tant que tel, par
nature invisible, qui a été rendue publique le 10 avril 2019.

3. La Mécanique quantique, c’est-a-dire la Physique de 'infiniment petit, repose sur la paradigme
déja séculaire — il remonte au débat entre Huygens et Newton qui agita le XVIleme siecle — de la
dualité onde-corpuscule : toute particule peut a la fois étre considérée comme un corps physique et
comme une onde. L’idée qu’une stimulation ondulatoire se propage a travers un objet inconnu n’est
donc jamais bien loin.
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CHAPITRE 1. INTRODUCTION

ter de tous les énumérer ne meneraient pas a grand chose. Notre étude se bornera
a quelques problemes de nature avant tout géométrique. Plus précisément, nous nous
intéresserons a des milieux dont les caractéristiques physiques peuvent étre a priori dé-
crites au moyen de la théorie de la géométrie riemannienne”. Les ondes se propagent
alors selon le principe de moindre action de Maupertuis en minimisant globalement [’ac-
tion — c’est-a-dire la différence entre ’énergie cinétique et ’énergie potentielle — ou
encore en minimisant localement leur temps de trajet®. Avant de donner une définition
mathématique moins équivoque des questions qui nous intéresserons, nous présentons
trois exemples concrets qui les illustrent.

La propagation des ondes sismiques. °Au début du XXeme siecle, grace a I’amélio-
ration technique des sismographes, les géophysiciens ont mis en évidence I'existence de
deux types d’onde qui se propageaient dans la crotite terrestre a la suite d’un séisme :
les ondes P et S (voir Figure 1.1). Les premieres sont des ondes dites de compression :
ce sont les plus rapides a se propager, se déplacant a la vitesse de 6 km/s au voisi-
nage de la surface, et sont donc les premieres a étre enregistrées par les sismographes.
Puis viennent les ondes S, dites ondes de cisaillement, plus lentes mais aussi bien plus
dévastatrices car elles tendent a déplacer la matiere perpendiculairement au sens de
propagation de I'onde. L’étude des temps de propagation de ces ondes tout au long du
XXeme siecle a conduit a des modeles de plus en plus précis de la structure interne de
la Terre avec une crotte terrestre (ou continentale) de faible épaisseur — de 'ordre de
quelques dizaines de kilometres —, un manteau allant jusqu’a 3000 km de profondeur,
puis un noyau dont une partie (appelée la graine) est liquide et empéche la propagation
des ondes S.

Suite aux premieres découvertes quant a I'existence de ces ondes, Herglotz [Her05],
en 1905, puis Wiechert et Zoeppritz [EW07], en 1907, ont suggéré un modele mathéma-
tique pour décrire la structure interne de la Terre : cette derniere est modélisée par une
boule fermée B(0, R) centrée en l'origine et de rayon R ~ 6300 km, sa structure est a
symétrie sphérique et isotrope. Cela revient a supposer que la métrique du milieu consi-
déré est de la forme g = ¢ 2(r)geua, ¢ décrivant la vitesse de propagation des ondes.
En outre, afin que le modele soit fidele a 'observation, Herglotz et Wichert-Zoeppritz

4. Notons que cela écarte d’emblée les géométries dites lorentziennes qui décrivent la structure de
I’espace-temps en Relativité générale.

5. Au lecteur qui serait peu familier de ces notions, cet exemple élémentaire peut éclairer. L’été, sur
une route rectiligne exposée en plein soleil, il nous est fréquent d’observer des mirages : ce que nous
distinguons alors au loin n’est plus le bitume, ce sont des taches de ciel qui semblent s’étre noyées
tout au bout de la route (et que nous n’atteindrons jamais!). L’explication est simple : la chaleur
dégagée par le bitume dévie les rayons lumineux et les courbe au voisinage du sol, ce qui nous fait
voir le ciel a la place de la route. Une fagon physique de formuler ce probleme est de dire que 1'indice
de réfraction de la lumiére a été modifié par la température. Par les lois de Snell-Descartes, cette
modification inhomogene (mais isotrope) de I'indice entraine une modification de la trajectoire de la
lumiere. Une facon mathématique de la formuler est de dire qu'une modification de I'indice correspond
a une modification de la métrique de I'espace, ce qui a tendance a le courber. Autrement dit, un rayon
lumineux parait se déplacer dans un milieu dont la géométrie serait courbé, tout comme un avion entre
Paris et Sydney se déplace a la surface de la Terre selon un arc de cercle (il ne va pas tout droit, sinon
il devrait passer ¢ travers le globe!). La courbure des rayons lumineux est ainsi interprétée comme
une courbure intrinséque de 'espace dans lequel ils vivent : c’est sur ce principe général que repose la
géométrie riemannienne.

6. Voir l'article de vulgarisation que j’ai consacré a cette question sur le site Images des Mathéma-
tiques : https://images.math.cnrs.fr/Le-chant-de-la-Terre.html.
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Epicentre

Zone d’ombre

— Ondes S
— Ondes P

FI1GURE 1.1 — Propagation des ondes P et S dans la Terre

supposaient que ¢ vérifie la condition supplémentaire

d
%(T/C(T)) >0, (1.1.1)

autrement dit que la vitesse des ondes augmente avec la profondeur. Cette hypothese
est méme plus précise : elle traduit le fait que la trajectoire des ondes est de plus en
plus courbée a mesure que celles-ci se rapprochent du centre de la Terre. D’un point
de vue mathématique, si S, = {|z| = r} est la sphere de rayon 0 < r < R, alors (1.1.1)
est équivalent a la stricte convexité des spheres S, pour la métrique g, au sens ou la
seconde forme fondamentale y est définie positive en tant que forme quadratique. Selon
le principe de moindre action, les ondes sismiques de type P sont supposées se propager
en minimisant ’action, c¢’est-a-dire selon les géodésiques de la métrique g. On suppose
également que suffisamment de données sismiques ont été collectées pour que, étant
donnée une paire de points quelconque (z,y) € S% a la surface de la Terre, le temps de
parcours d’une onde de x a y soit connu. Autrement dit, on suppose connue la fonction
dite de distance au bord

dy: Sp X Sp = R4, (z,y) = dy(x,y), (1.1.2)

ou dy(z,y) désigne la distance riemannienne entre = et y calculée par rapport a la mé-
trique g. La question est alors la suivante :

Etant connue la fonction dg, est-il possible d’en déduire la fonction c, c’est-a-dire
de reconstruire la métrique g ¢

Ce probleme difficile souleve en réalité deux questions qui lui sous-jacentes. La
premiere est d’ordre théorique : est-il théoriquement possible de reconstruire la fonction
¢? Autrement dit, étant donné deux métriques ¢ = ¢ 2geua €t ¢ = ¢ 2Goua, Si 'on
suppose que les fonctions de distance au bord des métriques coincident, i.e. d;, = dg,
est-il vrai que ¢ = ¢ 7 On voit la se dessiner un probleme d’injectivité. Si on peut
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répondre positivement a cette question, on dira que la fonction de distance au bord
détermine la métrique ou encore que la variété (B,g) — ici la Terre, munie de sa
métrique supposée — est rigide au bord. L’autre probleme est de nature plus pratique :
supposons qu’il soit théoriquement possible de reconstruire ¢ (autrement dit que la
variété est rigide au bord), peut-on alors explicitement le faire 7 Existe t-il un algorithme
permettant de calculer ¢ a partir de la fonction d,? C’est le probleme pratique de la
reconstruction de la métrique, probleme que nous n’étudierons pas dans cette these.
Précisons que le probleme théorique est celui qui a d’abord historiquement intéressé
les mathématiciens : la premiere formulation mathématique précise est due a Michel
[Mic82] en 1982, et nous aurons I'occasion d’y revenir plus en détails. Ce n’est que tres
récemment — dans les cing ou six dernieres — que les premiers progres significatifs ont
été faits quant au probleme de la reconstruction grace aux travaux de Uhlmann-Vasy
[UV16] et Stefanov-Uhlmann-Vasy [SUV17], ce dernier ayant méme été couvert par la
publication d’un billet dans la revue Nature (ce qui est suffisamment rare concernant
un article de Mathématique pour que cela soit souligné!).

1.1.2 Transformée de Radon, transformée en rayons X.

En 1917, dans un article depuis resté célebre, Radon [Rad17] introduit une transfor-
mée sur les fonctions f a support compact dans le plan en leur associant une fonction
R f, définie sur I’ensemble des droites L du plan par intégration de f le long de L, c’est-
a-dire que Rf(L) = fL fdL. Il montre que cette application R est inversible et qu’il
est possible de reconstruire la fonction f a partir de la connaissance de sa transformée
Rf. La formule qu’il établit est la suivante :

1
[ =5 AVR'RS, (1.1.3)

ot A2 est le multiplicateur de Fourier par |£], et au point x € R?, si Ly(x) désigne la
droite passant par x avec un angle 6 par rapport a l’axe des abscisses,

RRf(x) = % : "R (Lo(x))do. (1.1.4)

est la moyenne calculée sur toute les droites passant par le point x.

FIGURE 1.2 — A gauche : la fonction f initiale, dont la valeur est représentée en intensité de
gris. A droite : sa transformée de Radon, ot I’ensemble des droites est paramétré en utilisant
un paramétrage normal.

C’est cette idée qui est reprise dans les dispositifs a imagerie médicale par rayons X,
encore appelée tomographie par rayons X. Le corps dont on veut connaitre la structure
est bombardée par des rayons X — des ondes électromagnétiques a tres haute fréquence,
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de l'ordre de 10'® & 10?° Hz/s — qui le traversent et viennent frapper un écran situé
derriere lui. La présence d'une grille anti-diffusante permet de ne conserver que les
photons qui se sont déplacés de fagon rectiligne : se forme alors sur I’écran une image
par contraste radiographique. Diie a ’absorption d’une partie des photons par le corps
au cours de leur trajet, 'intensité /(z) de 'onde mesurée sur ’écran au point z, c’est-
a-dire le nombre de photons par unité de surface et de temps, est donnée par la loi de
Beer-Lambert : i
1
I(x) = lyexp (—/ u(E,Z(s))ds), (1.1.5)
xo
ou Iy est I'intensité initiale (supposée uniforme), xq et x; désignent respectivement le
point d’entrée et de sortie du corps pour le rayon arrivant en x et p est le coefficient
d’atténuation, variant en fonction de 'énergie E des photons et du numéro atomique
Z(s) de la structure rencontrée au point s. La mesure de I'intensité permet donc de
connaitre la transformée en rayons X de la fonction d’atténuation p que la formule de
Radon rend ensuite possible d’inverser pour retrouver le coefficient d’atténuation .
Dans 'exemple précédent, les photons se déplacent en majorité en ligne droite (une
faible partie est déviée par un processus de diffusion élastique que la grille d’anti-
diffusion se charge d’atténuer), c’est-a-dire selon les lois de la géométrie euclidienne.
Il est tout a fait possible de généraliser la discussion précédente a des géométries qui
seraient courbées, telles que celles mentionnées au paragraphe §1.1.1. La transformée en
rayons X d’une fonction évaluée sur une géodésique est alors l'intégrale de la fonction
le long de cette méme géodésique. De facon générale, la question qui nous intéressera
est la suivante :

Etant connue la transformée en rayons X d’une fonction, est-il possible de recons-
truire cette fonction ¢

Tout comme au paragraphe §1.1.1, deux probléemes se posent en réalité : est-il théo-
riquement possible de reconstruire la fonction, autrement dit, la transformée en rayons
X est-elle injective ? Et si oui, est-il possible de donner un algorithme de reconstruc-
tion ? Mentionnons au passage le fait que des transformées en rayons X plus générales
peuvent étre définies sur des tenseurs de rang quelconque, et non seulement des fonc-
tions, chose que nous étudierons par la suite.

La géométrie spectrale. En 1966, dans un article au American Mathematical Monthly,
Kac [Kac66] jette les bases de la géométrie spectrale dans une formulation depuis restée
célebre :

Peut-on entendre la forme d’un tambour ?

Il considere un tambour, modélisé par une membrane élastique €2 dont le bord 02
est fixé dans le plan (Ozy). Le soulévement vertical u(t, x,y) du tambour selon I’axe
(Oz) est régi par I'équation des ondes

2
% — *Au =0,

avec pour conditions initiales u(t = 0) = ug, dyu(t = 0) = wy. Ici, A désigne le laplacien
de Dirichlet sur la surface €2. Il est bien connu que les solutions de I’équation des ondes
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se décomposent sous forme harmonique en

+o0o
u(t,z,y) = (uP etV 4y Dem VA (2, y),
n=0

ou les 1, sont les fonctions propres normalisées du laplacien, associées aux valeurs
propres \,/c?. Ces fréquences propres sont appelées les tons purs de la membrane, phy-
siquement mesurables. La question que pose Kac peut alors se reformuler en ces termes :
étant connues les fréquences propres de vibration de la membrane, est-il possible d’en
déduire sa géométrie 7 Autrement dit : les valeurs propres du laplacien déterminent-elles
la forme de la membrane 27

Une premiere réponse qui peut-étre apportée au probleme de Kac est que certaines
quantités géométriques peuvent étre directement lues sur les valeurs propres du lapla-
cien. Si N(R) désigne le nombre de valeurs propres du laplacien < R, alors la loi de
Weyl stipule que ce nombre croit en :

N(R) ~ps 1m0 vOl(Q) 2. (1.1.6)

27

Le volume de la membrane est donc déterminé par les fréquences propres, mais ce n’est
bien stir qu’une information tres partielle.

Il a fallu attendre 1992 pour que le probleme de Kac soit résolu : Gordon-Webb-
Wolpert [GWWO92] ont démontré l'existence de domaines planaires isospectraux (ayant
méme spectre du laplacien) non isométriques. Mais, de fagon plus générale, le pro-
bleme a rapidement été formulé pour des variétés riemannienne compactes (a bord ou
fermées) : il consiste a savoir si 'isospectralité des variétés implique leur isométrie. Peu
avant, Milnor [Mil64] avait déja remarqué qu’il existe des paires de tores de dimension
16 isospectraux mais non isométriques et c¢’est en 1980, suite aux travaux de Vigneras
[Vig80], qu’on a su qu’il existait des paires de surfaces hyperboliques isospectrales mais
non isométriques. Sans contraintes supplémentaires, le spectre du laplacien est donc
un invariant géométrique trop peu robuste pour contraindre entierement la métrique
de la variété. La question se pose alors naturellement de chercher une quantité géo-
métrique qui coderait entierement la géométrie de la variété. En courbure négative,
qui est un contexte ou le flot géodésique est « chaotique », le candidat qui pourrait
sembler convenir est le spectre des longueurs, c’est-a-dire la suite des longueurs des
géodésiques périodiques. Or il se trouve que, au moins de fagon générique c’est-a-dire
pour « presque toutes les métriques », le spectre des longueurs est déterminé par le
spectre du laplacien qui, lui-méme, n’est pas suffisant pour déterminer la métrique de
la variété comme nous ’avons évoqué. Une donnée plus riche est fournie par le spectre
marqué des longueurs, c’est-a-dire la suite des longueurs des géodésiques périodiques,
repérées par leur classe libre d’homotopie. Et c¢’est une célebre conjecture de 1985, diie
a Burns et Katok [BK85], que le spectre marqué des longueurs des variétés a courbure
négative devrait déterminer la métrique de ces variétés. Elle a été démontrée indépen-
damment en dimension deux en 1990 par Croke [Cro90] et Otal [Ota90] mais, depuis, le
probleme est resté largement ouvert. Dans cette these, nous apportons un résultat qui
étaie significativement la validité de cette conjecture (voir le Théoreme VI) en toute
dimension.
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1.2 Organisation de cette these

1.2.1 Quelques mots sur la littérature

Dans les paragraphes qui vont suivre, nous introduisons plus précisément les sujets
qui vont nous intéresser ici et détaillons les résultats antérieurs a cette these. C’est
probablement a partir de cette page qu’un lecteur non initié a la géométrie se verrait
contraint d’abandonner la lecture.

A de rares exceptions pres (dont le célebre papier de Michel [Mic82] et les travaux de
Guillemin-Kazhdan [GK80a]), la littérature antérieure aux années 1990 concernant les
problemes inverses géométriques est principalement issue de 1’école sibérienne, centrée
autour de Dairbekov, Pestov, Mukhometov, Romanov et Sharafutdinov. Le Integral
geometry of tensor fields de Sharafutdinov [Sha94], publié en 1994, résume a peu pres
toutes les connaissances de I’époque concernant la géométrie intégrale. On y trouve
déja I'étude systématique des tenseurs symétriques ainsi que le recours a l’analyse
microlocale. Mais la caractéristique de ’école russe est de travailler uniquement en
coordonnées, ce qui a pour principal défaut de compliquer des calculs qui, faits de
maniere intrinseque, peuvent devenir triviaux. Aussi renvoyons-nous vers le cours de
Paternain [Pat] pour une introduction géométrique accessible a ces problemes. Mon
mémoire de M2 peut également servir d’entrée en matiere, de nombreuses preuves y
étant détaillées. Nous renvoyons également a I’Appendice B, ou les principaux résultats
concernant les tenseurs symétriques sont rappelés.

A partir du début des années 2000, le recours a l’analyse microlocale devient
plus systématique sous I'impulsion d'un certain nombre de travaux dont Dairbekov-
Uhlmann [DU10], Pestov-Uhlmann [PU05], Stefanov-Uhlmann [SU04, SU05, SU09].
Encore plus récemment, a partir des années 2010, son utilisation est devenue cruciale
dans un large nombre de résultats, notamment pour I’étude de l'injectivité locale de
la transformée en rayons X : le travail fondateur de Uhlmann-Vasy [UV16] a ensuite
conduit a de nombreux théoremes, tous exploitant le méme principal général. En paral-
lele, I’étude analytique des flots uniformément hyperboliques par des outils d’analyse
microlocale (voir par exemple les travaux de Faure-Sjostrand [F'S11] ou Dyatlov-Zworski
[DZ16]) a trouvé une application particulierement efficace dans les problémes inverses
géométriques présentant un caractere hyperbolique, comme c’est le cas des variétés
a courbure négative. Les deux papiers de Guillarmou [Guil7a, Guil7b] sont, en ce
sens, fondateurs de cette approche. C’est principalement & partir des nouvelles idées
introduites dans [Guil7a, Guil7b] que se sont constitués les principaux résultats de
cette these. Nous renvoyons a I’Appendice A pour une breve introduction a I’analyse
microlocale.

1.2.2 Plan de la these

Cette these a donné lieu a la publication de huit articles scientifiques :

1. [Lef19] On the s-injectivity of the X-ray transform for manifolds with hyperbolic
trapped set, (https://arxiv.org/abs/1807.03680), Nonlinearity, vol. 32, n*4
(2019), 12751295,

2. [Lefl8b] Local marked boundary rigidity under hyperbolic trapping assumptions,
(https://arxiv.org/abs/1804.02143), a paraitre dans Journal of Geome-
tric Analysis (2019),
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3. [Lefl8a] Boundary rigidity of negatively-curved asymptotically hyperbolic surfaces,
(https://arxiv.org/abs/1805.05155), a paraitre dans Commentarii Ma-
thematici Helvetici (2019),

4. [GL19d] The marked length spectrum of Anosov manifolds, (https://arxiv.org/
abs/1806.04218), avec Colin Guillarmou, Annals of Mathematics, vol. 190,
n°l (2019),

5. [GL19a] Classical and microlocal analysis of the X-ray transform on Anosov ma-
nifolds, (https://arxiv.org/abs/1904.12290), avec Sébastien Gouézel, a pa-
raitre dans Analysis & PDE (2019),

6. [GKL19] Geodesic stretch and marked length spectrum rigidity, (https://arxiv.
org/abs/1909.08666), avec Colin Guillarmou et Gerhard Knieper,

7. [GL19Db] Local rigidity of manifolds with hyperbolic cusps I. Linear theory and
pseudodifferential calculus, (https://arxiv.org/abs/1907.01809), avec Yan-
nick Guedes Bonthonneau,

8. [GL19¢| Local rigidity of manifolds with hyperbolic cusps II. Nonlinear theory,
(https://arxiv.org/abs/1910.02154), avec Yannick Guedes Bonthonneau.

Les trois premiers articles sont rassemblés dans la derniere partie de cette these
et traitent de problemes de rigidité sur les variétés ouvertes. Les trois suivants sont
rassemblés dans la premiere partie et traitent de problemes de rigidité sur des variétés
fermées, c¢’est-a-dire sans bord et compactes. Enfin, les deux derniers articles traitent de
problemes de rigidité sur des variétés non-compactes mais sans bord (variétés a pointes
hyperboliques réelles) et constituent la seconde partie de cette these. Mentionnons éga-
lement au passage 'article de vulgarisation Le chant de la Terre, paru dans Images des
mathématiques (https://images.math.cnrs.fr/Le-chant-de-la-Terre.html).

Nous avons jugé plus pertinent de substituer a l'organisation chronologique de ce
manuscrit (au sens de la parution des articles) une organisation thématique qui va
probablement du moins technique au plus technique. Par 1a, nous espérons faciliter la
lecture en ne présentant dans un premier temps (cas des variétés fermées) que les idées
principales et les outils techniques qui leur sont sous-jacentes. Le passage aux variétés
non-compactes ou a bord ne modifie la donne que dans la mesure ou les techniques
employées sont plus complexes, d’ot la raison de ne les traiter que dans un second
temps. Paradoxalement, la formulation de la théorie des problemes inverses sur les
variétés a bord est aussi bien naturelle : du reste, c’est celle qui revét le sens physique
le plus immédiat.

1.3 Principaux résultats sur les variétés ouvertes

Soit (M, g) une variété lisse compacte a bord. On notera SM son fibré unitaire
tangent et

0:SM = {(z,v) € TM,x € OM, [v|, = 1, Fg(v,v) < 0},

ou v est le vecteur unitaire normal au bord M pointant vers U'extérieur. Pour (z,v) €
SM, les temps de sortie dans le passé (-) et le futur (+) sont définis par :

(i (x,v) :=sup{t >0, p(z,v) € SM} € [0, +0]
(_(xz,v) :=inf {t <0,¢(z,v) € SM} € [—00,0]
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On dit qu'un point (x,v) est capté dans le futur (resp. dans le passé) si {4 (x,v) = 400
(resp. {_(z,v) = —00). Les queues entrantes (-) et sortantes (4) de SM sont définies
par :

;= {(z,v) € SM,ly(x,v) = +oo}
L’ensemble capté K pour le flot géodésique sur SM est I’ensemble des points qui ne
s’échappent jamais de la variété, ni dans le passé, ni dans le futur :

K =T, NT_ = Nierp:i(SM)

1.3.1 La transformée en rayons X

Nous pouvons a présent introduire la transformée en rayons X des fonctions sur
SM.

Definition 1.3.1. La transformée en rayons X, notée [ : C°(SM\I'_) — C*(0_SM\

['_), est définie par :
+oo

If:(xz,v)— i flou(z,v))dt

Puisque f est a support compact dans SM \ I'_, 'intégrale est bien finie puisqu’elle
est calculée en tout point (x,v) € d_SM sur un temps uniformément fini. Si f €
C®°(M,@%T*M) est un m-tenseur symétrique, on peut voir f comme une fonction
lisse sur SM par lidentification 7}, f : (z,v) — f.(®™v) (voir '’Appendice B). On
définit alors la transformée en rayons des m-tenseurs symétriques par I, := [ o7, .

8. SM

FIGURE 1.3 — La variété M.

Le noyau de I contient des élements évidents qui sont les cobords Xwu, ou u €
C>®(SM) s’annule sur OSM. Si 0 : C®°(M,QFT*M) — C°(M,%T*M) désigne
I'opérateur de symétrisation des tenseurs, on note D := ooV la dérivée symétrisée. On
a alors la formule X7 | = 7} D. Le noyau de I, contient donc tous les tenseurs de
la forme Dp, ot p € C®°(M,®%T*M) s’annule sur M : on les appelle les tenseurs
potentiels. En fait, tout tenseur symétrique se décompose de fagcon unique en f = h+Dp,
ou ploy = 0 et D*h = 0 — on dit que h est solénoidal —, D* étant 'adjoint formel
de D pour le produit scalaire sur L*(M, @%T*M). On dira que I,, est injective sur
les tenseurs solénoidaux — ou s-injective — si I, restreinte a CSS (M, %T*M) (les
tenseurs symétriques solénoidaux lisses) est injective.
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De maniere générale, il est conjecturé que "~ -
la transformée I,,, est s-injective sur les varié-
tés sans ensemble capté, pour tout m > 0.
En revanche, deés que la variété admet un en-
semble capté, il est nécessaire de faire des
hypotheses supplémentaires. Par exemple, en
dimension 2, s’il est possible de plonger une
partie cylindrique plate dans la surface, alors
il est facile de construire des fonctions non FIGURE 1.4 — Le plongement d’un cylindre
triviales, supportées dans cette partie cylin- euclidien prévient la s-injectivité de I,
drique, dans le noyau de la transformée I.

Mais il est vraisemblable que sous I'hypothese que I’ensemble capté est hyperbolique,
la transformée I,,, soit encore injective pour tout m > 0.

- -
~

Pour des raisons techniques, la majorité des cas traités dans la littérature sont ceux
d’une variété a bord strictement convexe ” sans ensemble capté et sans points conjugués.
En ajoutant la condition que la variété est simplement connexe, on obtient une variété
dite simple, une définition équivalente étant de dire que la fonction exponentielle est en
tout point un difféfomorphisme sur son image (en particulier, de telles variétés sont des
boules topologiques). Dans ce cas, Mukhometov [Muk77] a établi la s-injectivité de Iy,
Anikonov-Romanov [AR97] celle de I}, Paternain-Salo-Uhlmann [PSU13] celle de I,,
pour tout m > 0 sur les surfaces, Pestov-Sharafutdinov [PS87] celle de I,,, pour tout
m > 0 en dimension n > 2 et courbure strictement négative.

Dans le cas ot la variété est de dimension supérieure ou égale a 3 et admet un feuille-
tage par des hypersurfaces strictement convexes, Uhlmann-Vasy [UV16] ont montré
grace a des techniques fines d’analyse microlocale la s-injectivité de Iy, puis Stefanov-
Uhlmann-Vasy [SUV17] celle de I et I, et enfin De Hoop-Uhlmann-Zhai [dUZ18] ont
généralisé le résultat a tout ordre m > 0. Cette condition de feuilletage est en particulier
vérifiée pour les variétés a bord strictement convexe

e simplement connexe et de courbure sectionnelle négative,
e ou de courbure sectionnelle positive.

Ces variétés n’admettent pas d’ensemble capté mais, dans le second cas, il peut exister
des points conjugués. Mentionnons au passage qu’on ne sait toujours pas si les variétés
simples vérifient la condition de feuilletage convexe.

Seulement récemment, grace a des techniques d’analyse microlocale que nous dé-
taillerons par la suite, la condition sur ’ensemble capté a pu étre étudiée. En particulier,
Guillarmou [Guil7h] a montré que I, est s-injective pour m = 0,1 sur les variétés a
bord strictement convexe, sans points conjugués et ensemble capté hyperbolique —
variétés que nous appellerons par la suite simples avec topologie — et a tout ordre
m > 0 sous I’hypothese supplémentaire que la courbure sectionnelle est négative. Dans
[Lef19], nous arrivons a faire I’économie de I’hypothese de courbure sur les surfaces.

Théoreme I (L., ’18). Soit (M, g) une surface compacte connezxe simple avec topologie.
Alors I, est s-injective pour tout m > 0.

Notons qu’en dimension > 3, il n’existe pas encore de résultat général permettant
de s’affranchir de I’hypothese de courbure négative. Quant a I’hypothese de stricte
convexité du bord, il est désormais connu qu’elle peut étre enlevée : elle pose des

7. Au sens ol la seconde forme fondamentale y est définie positive.

29



CHAPITRE 1. INTRODUCTION

problemes de régularité due aux trajectoire rasantes qui ne quittent pas la variété mais
Guillarmou-Mazzucchelli-Tzou [GMT17] ont quasiment réussi a s’en affranchir dans
un récent article, reprenant des idées de Stefanov-Uhlmann [SU09]. En revanche, il
semble difficile de se passer de I’hypothese d’absence de points conjugués : dans ce
cas, 'opérateur normal I I,, — dont l'analyse est cruciale comme nous le verrons
par la suite — n’est plus un opérateur pseudodifférentiel mais seulement un Fourier
intégral dont la relation canonique n’est plus un difféomorphisme symplectique et ses
propriétés sont moins évidentes. Nous renvoyons vers ’article de survol de Ilmavirta-
Monard [IM18] pour plus de précisions.

Outre son intérét en tant que tel, nous allons voir que la transformée en rayons X
apparait naturellement apres linéarisation de certains opérateurs, ce qui rend son étude
d’autant plus précieuse. Elle joue un role-clé dans les problemes dits de rigidité.

1.3.2 La rigidité (marquée) du bord des variétés compactes

Si (M, g) est une variété simple, il est bien connu qu’il existe une unique géodésique
Yy €ntre chaque paire de points au bord (z,y) € OM x OM qui réalise la distance
riemannienne entre z et y, i.e. dy(z,y) = {4(7z,). On appelle fonction de distance au
bord 1’application

dy: OM x OM — R, dy(z,y) = Ly(Vay) (1.3.1)

Il a été conjecturé par Michel [Mic82] en 1982 que, dans le cas ou la métrique g est
simple, la fonction d, détermine la métriqgue ou encore que (M, g) est rigide au bord,
au sens suivant :

Conjecture I (Michel '81). La fonction de distance au bord d, détermine la métrique
au sens ou si g et g' sont deux métriques simples sur M telles que d, = dg, alors il
existe un difféomorphisme ¢ : M — M fixant le bord OM tel que ¢*g' = g.

Cette conjecture a été démontrée en dimension deux par Pestov-Uhlmann [PU05].
Mentionnons également les travaux de Gromov [Gro83] pour les sous-domaines de R"
et de Burago-Ivanov [BI10] pour les métriques au voisinage de la métrique euclidienne,
'article de Besson-Courtois-Gallot [BCG95] qui implique la rigidité des sous-domaines
de H". Sous certaines hypotheses, Croke-Dairbekov-Sharafutdinov [CDS00] et Stefanov-
Uhlmann [SU04] ont établi la rigidité locale du bord (au sens ou ¢’ est choisie dans
un certain voisinage de la métrique ¢). Enfin, Stefanov-Uhlmann-Vasy [SUV17] ont
montré la rigidité du bord des variétés satisfaisant I’hypothese de feuilletage évoquée
au paragraphe précédent : pour montrer la conjecture de Michel, il suffirait donc de
montrer que de telles variétés satisfont la condition de feuilletage.

On peut généraliser la notion de distance au bord aux variétés simples avec topo-
logie. Pour (z,y) € OM x OM, on notera P,, l'ensemble des classes d’homotopie de
courbes joignant x a y et

Q= {(x,y,[1]), (z,y) € OM x OM, [y] € P.,}

Sous les hypotheses faites, étant donné (z,y) € OM x OM,[y] € Py, il existe une
unique géodésique 7, , € [7] qui réalise la distance riemannienne entre x et y au sein
de la classe d’homotopie [y] (voir [GM18]). On définit alors la fonction de distance
marquée au bord par

dg Q= R—i—a dg(lia Y, [’Y]) = gg(fym,y) (132)
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Cette définition généralise (1.3.1) au cas d’une variété non simplement connexe. Il est
conjecturé que sous '’hypothese que g est simple avec topologie, la fonction de distance
marquée au bord détermine la métrique. On parlera alors de la conjecture de Michel
étendue. Peu de résultats sont connus quant a cette conjecture. Guillarmou [Guil7b] a
montré que, dans le cas d’une telle surface, la distance marquée déterminait la classe
conforme de la métrique : il resterait a montrer que le facteur conforme est bien égal
a 1 mais c’est une question ouverte. Guillarmou-Mazzucchelli [GM18] ont établi un
résultat de rigidité marquée du bord, que nous mentionnons apres notre contribution
[Lef18b], qui est une version locale de la conjecture de Michel étendue :

Théoreme II (L. '18). Soit (M, g) une variété compacte connexe (n+1)-dimensionnelle
a bord strictement convexe et courbure strictement négative. On définit N := L"T*Qj +1.
Alors (M, g) est localement rigide au bord pour la distance marquée, au sens ot il existe
e > 0 tel que pour tout autre métrique g’ ayant méme fonction de distance au bord mar-
qué que g et telle que ||g' — gllov < e, il existe un difféomorphisme lisse ¢ : M — M
préservant le bord OM et tel que ¢p*g' =

Le Théoreme II est plus généralement valide sur les variétés simples avec topologie
sur lesquelles la transformée en rayons X sur les 2-tenseurs I5 est s-injective : cela tient
au fait que I apparait comme le linéarisé de la fonction de distance marquée au bord.
Par suite, les Théoremes | et Il permettent alors de retrouver le récent résultat de
Guillarmou-Mazzucchelli [GM18] :

Théoreme III (Guillarmou-Mazzucchelli "18, L. ’18). Soit (M, g) une surface com-
pacte connexe simple avec topologie. Alors (M, g) est localement rigide au bord pour la
distance marquée.

1.3.3 La rigidité (marquée) du bord des variétés asymptoti-
quement hyperboliques.

On peut généraliser la discussion conduite au paragraphe précédent aux contextes
des variétés conformellement compactes. Soit M une variété lisse compacte a bord. On
dit que p : M — R, est une fonction définissant le bord si p > 0sur M, p=0et dp # 0
sur OM (que P'on définit comme étant IM). On dit que (M, g) est asymptotiquement
hyperbolique (i) si la métrique § = p?g s’étend en une métrique lisse sur M et (ii) si
|dp| 2, = 1 sur OM, cette derniere condition assurant que les courbures sectionnelles
de g tendent uniformément vers —1 lorsque I'on s’approche du bord. Précisons que ces
deux conditions sont indépendantes du choix de p; la métrique g|ons, en revanche, ne
I’est pas, mais sa classe conforme 'est. On appellera cette classe conforme de métriques
sur OM Vinfini conforme de (M, g).

Une telle variété admet une structure de produit local au voisinage du bord (voir
[Gra00]). Autrement dit, si hy est un choix de métrique sur dM dans U'infini conforme
de M, il existe un jeu de coordonnées (p,y) (ou p est une fonction définissant le bord)
tel que |dp|,2, = 1 sur un voisinage de M, p®g|ron = ho, et sur un voisinage annulaire
de OM, la métrique s’écrit dans ces coordonnées

_ dp* + h(p)

Ea (1.3.3)

ou h(p) est une famille lisse de métrique sur OM telle que h(0) = hy.
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Puisque (M, g) n’est ni compacte, ni méme de volume fini, deux points (z,y) €
OM x OM ne sont pas situés a distance finie I'un de I'autre, mais on peut définir une
notion de distance renormalisée entre ces points par un procédé de régularisation a
la Hadamard. Si v,, est une géodésique joignant x a y, le terme principal dans le
développement asymptotique de £y(y,, N {p > c}) (lorsque € — 0F) est 2|log(e)| et le
second terme est une constante. On définit la longueur renormalisée L,(7Vs,) de vz
comme étant 'exponentielle de cette constante. Il est a noter que la valeur de cette
longueur renormalisée dépend du choiz de la métrique dans l'infini conforme de (M, g).

Si g est partout a courbure strictement négative, on peut montrer qu’a l'instar
des variétés simples avec topologie, la variété asymptotiquement hyperbolique (M, g)
vérifie la propriété suivante : entre chaque paire de points (x,y) € OM x OM, il existe
une unique géodésique 7., € [y| dans chaque classe d’homotopie [y] € P,, de courbes
joignant x a y (les notations font suite a celles employées au paragraphe précédent).
On définit alors la distance renormalisée marquée par

Dy :Q — Ry, Dy(z,y,[7]) = Lg(Vay) (1.3.4)

Bien sir, si la variété ne présente pas de topologie, il suffit d’oublier le marquage par
I’homotopie. Cette notion a été introduite par Graham-Guillarmou-Stefanov-Uhlmann
[GGSU1L7]. Dans [GGSUL7], un certain nombre de résultats de rigidité du bord sont
démontrés, similaires a ceux déja connus dans le cas compact. Dans le cas d’une surface,
nous avons établi le résultat suivant, qui est a comparer aux résultats d’Otal [Ota90]
et de Croke [Cro90], dans le cas des surfaces compacts.

Théoreme IV (L., 2018). Soient (M,g) et (M,g') deux surfaces asymptotiquement
hyperboliques de courbure strictement négative. On suppose que pour un certain choix
h et h' de représentants conformes dans les infinis conformes de g et ¢', les fonctions
renormalisées de distance au bord marqué coincident i.e. Dy = Dy . Alors il existe un
difféomorphisme lisse ¢ : M — M tel que ¢*g' = g sur M et ¢|opn = Id.

1.4 Principaux résultats sur les variétés fermées

1.4.1 La transformée en rayons X

On suppose a présent que (M, g) est une variété riemannienne fermée, c’est-a-dire
compacte sans bord. On note (¢;)ier le flot géodésique sur le fibré unitaire tangent
SM que l'on suppose Anosov — on dit alors que (M, g) est une variété Anosov. On
note G l'ensemble des géodésiques périodiques, et pour v € G, {(v) la longueur de la
géodésique 7. On note C I'ensemble des classes d’homotopie libre (qui est en correspon-
dance biunivoque avec I'ensemble des classes de conjugaison du groupe fondamental).
Il est connu (voir [K1i74]) que dans le cas ou le flot géodésique est Anosov, il existe une
unique géodésique fermée v(c) € ¢ dans chaque classe d’homotopie libre ¢ € C.

On peut définir de fagcon analogue au cas ouvert la transformée en rayons X comme
étant ’application

1 )
I:C°(SM) — >(C), If:y— M/o fpez)dt (1.4.1)

ol z € 7 est un point quelconque. De la méme fagon, on définit la transformée en rayons
X des tenseurs symétriques d’ordre m via le tiré-en-arriere par m,, en posant [, :=
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I o7 . La décomposition des tenseurs symétriques f = h + Dp en partie solénoidale
h (i.e. telle que D*h = 0) et potentielle est encore valide, les tenseurs potentiels sont
dans le noyau de [I,,,. Comme dans le cas ouvert, on dira que I,, est s-injective si I,
restreinte a C (M, @FT* M) est injective.

De fagon générale, il est conjecturé que I, est s-injective si la variété (M, g) est
Anosov. Comme dans le cas ouvert, le manque d’hyperbolicité — le plongement d’un
cyclindre euclidien dans la variété par exemple — semble prévenir la s-injectivité de

I,,,. Dans le cas Anosov, I'injectivité est connue si
e m =0 oum =1 (voir Dairbekov-Sharafutdinov [DS03, Theorem 1.1 and 1.3]),
e m € Net dim(M) = 2 (voir Guillarmou [Guil7a, Theorem 1.4]),

e m € N et g est & courbure négative (voir Croke-Sharafutdinov [CS98, Theorem
1.3]).

Notons qu’en dimension 2, le cas m = 2 avait été préalablement établi par Paternain-
Salo-Uhlmann [PSU14a].

La s-injectivité de I,, étant connue, on peut également s’intéresser a des estimées
de stabilité pour cette application. Ce probleme a longtemps été ouvert et nous y avons
apporté une premiere réponse avec Colin Guillarmou dans [GL19d], puis une réponse
plus quantitative avec Sébastien Gouézel dans [GL19a]. Il n’est pas certain que l'on
puisse obtenir une estimée linéaire pour I,, mais nous avons obtenu le

Théoréme V (Guillarmou-L. "18, Gouézel-L. '18). Pour tout 0 < f < «, il eziste des
constantes C' = C(a, f),01 := 61(«, ) > 0 telle que :
0
Vf e CQM,@¢T M) avec || fllce <1, [[flles < CllLnfle>
Bien str, il est possible d’énoncer le théoreme précédent dans d’autres régularités.
On peut aussi vouloir caractériser plus finement 'injectivité de la transformée en rayons
X. Par exemple, que dire d’un tenseur dont les intégrales le long des géodésiques fermées

seraient nulles, seulement jusqu’a une certaine longueur L > 0 (suffisamment grande)
de géodésique ? C’est ce que donne le résultat suivant :

Corollaire I (Gouézel-L. "18). Pour tout 0 < [ < «, il existe des constantes C' =
C(a, ), 0z = 0(cv, B) > 0 telle que pour L > 0 suffisamment grand : étant donné f €
Ce (M, @TT*M), un m-tenseur symétrique solénoidal tel que || f|lce <1 et I, f(y) =0

pour toutes les géodésiques fermées v € G telles que £(y) < L, on a || f|lcs < CL7%.
Meéme dans le cas ou f est un O-tenseur, c’est-a-dire une fonction provenant de la

base, il semblerait que le résultat précédent soit inédit.

1.4.2 Le spectre marqué des longueurs des variétés compactes

Comme nous I'avons mentionné au paragraphe précédent, il existe une unique géo-
désique fermée dans chaque classe d’homotopie libre. Cela permet de définir le spectre
marqué des longueurs par la donnée

L,:C—R", Ly(c) :==Ly(v(c)), (1.4.2)

ou /, désigne la longueur riemannienne relative a la métrique g. On rappelle la conjec-
ture suivante, formulée par Burns et Katok en 1985, et depuis largement restée ouverte :
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Conjecture II. [BK85, Problem 3.1] Si (M, g) et (M,q") sont deuz variétés fermées
a courbure sectionnelle strictement négative et méme spectre marqué des longueurs, i.e

Ly, = Ly, alors elles sont isométriques au sens ou il existe un difféomorphisme lisse
¢: M — M tel que ¢*g' = g.

Il est vraisemblable que la conjecture soit encore vraie dans le cadre plus général
des variétés Anosov. La conjecture de Burns-Katok est I’équivalent de la conjecture de
Michel généralisée aux variétés fermées. Les seuls résultats connus sont les suivants :

e Croke [Cro90] et Otal [Ota90] ont prouvé indépendamment la conjecture en di-
mension deux,

e Katok [{at88] a prouvé le cas ol g et ¢’ sont conformes,

e Les résultats de [BCGI5] et Hamensdtadt [Ham99] établissent le cas ou (M, g)
est un espace localement symétrique.

Le probleme linéarisé ou encore infinitésimal consiste a étudier la question sui-
vante : si (gs)se(—1,1) est une famille lisse de métriques telle que gy = g et Ly, = Ly,
existe t-il une isotopie (@s)se(—1,1) telle que ¢g, = g7 On peut montrer que la rigi-
dité infinitésimale du spectre marqué des longueurs est impliquée par la s-injectivité
de la transformée en rayons X sur les 2-tenseurs symétriques I, qui est déja connue
dans un certain nombre de cas (voir §1.4.1). Ce lien a été pour la premiere fois com-
pris par Guillemin-Kazhdan dans leur travail pionnier [GK80a]. Quant au probleme
non-linéaire, hormis les résultats évoqués un peu plus haut, le seul résultat général en
dimension > 3 est celui que nous avons obtenu avec Colin Guillarmou [GL19d] :

Théoréme VI (Guillarmou-L. '18). Soit (M,g) :
e une surface fermée lisse dont le flot géodésique est Anosov,

e ou une variété fermée lisse de dimension n+ 1 > 3, de courbure négative, dont
le flot géodésique est Anosov.

On five une constante N > 3(n + 1)/2 + 8. Il existe € > 0 tel que pour toute autre
métrique g' de méme spectre marqué des longueurs que g et telle que ||g—g'||cv oy < €,
il existe un difféeomorphisme lisse ¢ : M — M tel que ¢*g' = g.

Notre théoreme est une version locale non-linéaire de la conjecture de Burns-Katok.
Dans les faits, il s’obtient comme corollaire d’un théoreme plus général de stabilité sur
le spectre marqué des longueurs permettant de quantifier la distance entre les classes
d’isométries de deux métriques par le ratio de leur spectre marqué. Entre autres résul-
tats, on obtient également la finitude du nombre de classes d’isométries de métriques
ayant méme spectre marqué des longueurs, et vérifiant certaines conditions de borni-
tude.

Corollaire IT (Guillarmou-L. ’18). Soit M une variété fermée admettant une métrique
a courbure strictement négative. Alors pour tout a > 0 et toute suite B = (By)gen de
réels positifs, il existe un nombre fini de classes d’isométries de métriques ayant méme
spectre marqué des longueurs, dont la courbure sectionnelle est magjorée par —a? < 0,
le volume uniformément borné, et le tenseur de courbure est borné par B au sens ou
IVER|| Loy < B, pour tout k € N.

La preuve des Théoremes V et VI reposent sur de nouvelles techniques impliquant
I’analyse microlocale sur les variétés fermées. En particulier, I'introduction par Guillar-
mou [Guil7h] d'un opérateur noté II,, (et dont l’analyse sera conduite en détail au
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Chapitre 2) agissant sur les tenseurs symétriques d’ordre m a été cruciale. Cet opéra-
teur présente d’excellentes propriétés analytiques : il est pseudodifférentiel d’ordre —1,
elliptique sur les tenseurs solénoidaux (et donc Fredholm, et méme Fredholm d’indice
0 car formellement autoadjoint) et la s-injectivité de I,,, est équivalente a I'invertibilité
de II,, sur les tenseurs solénoidaux. Couplé a diverses variantes du théoréme de Livsic
(voir également le Chapitre 2), les théoremes et corollaires énoncés précédemment en
découleront facilement.

1.4.3 Le spectre marqué des longueurs des variétés a pointes
hyperboliques.

Comme pour la distance (marquée) au bord, la discussion précédente peut se géné-
raliser & un cadre non-compact qui est celui des variétés a pointes hyperboliques. On dira
que la variété riemannienne (n + 1)-dimensionnelle compléte connexe sans bord (M, g)
est une variété a pointes hyperboliques si M se décompose en une partie compacte M,

et un nombre fini x de pointes hyperboliques Z; ~ [a, +o00[, x (R"/As)g, i =1,..., K, ol

A; C R™ est un réseau unimodulaire, et la métrique g sur Z; a I'expression particuliere
dy? + db*

9z, = — 7 (1.4.3)

La courbure sectionnelle dans la pointe est constante égale a —1. On suppose également
que la courbure est strictement négative (mais possiblement variable) dans la partie
compacte de la variété. En particulier, le flot géodésique sur le fibré unitaire tangent
SM est uniformément hyperbolique. Contrairement au cas compact, il n’est pas vrai
qu’il existe une unique géodésique fermée dans chaque classe d’homotopie libre : en fait,
c’est le cas, sauf dans les classes d’homotopie libre qui s’enroulent uniquement autour
des pointes. Le groupe fondamental 71(M) admet x copies de Z? comme sous-groupes,
notées G; ~ Z%, correspondant aux classes de courbes (& point base fixé) s’enroulant
uniquement autour de la méme pointe. On note C ’ensemble des classes de conjugaison
du 7y (M) privé des classes de conjugaison des G;.

FIGURE 1.5 — Une surface a trois pointes. En rouge : une géodésique s’enroulant autour de la
partie torale. En bleu : une courbe fermée autour d’une pointe ne peut pas étre une géodésique
fermée.

On définit alors le spectre marqué des longueurs de (M, g) comme au paragraphe
§1.4.2. Il est vraisemblable que la conjecture de Burns-Katok [BKS85] soit encore va-
lide dans le cas des variétés a pointes sur lesquelles le flot géodésique est Anosov. La
non-compacité de la variété pose de nombreux problemes analytiques. Avec Yannick
Bonthonneau, nous avons établi le
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Théoreme VII (Bonthonneau-L. '18). Soit (M,g) une variété sans bord a pointes
hyperboliques et courbure strictement négative. On fixe une constante N € N suffisam-
ment grande. Il existe € > 0 et Nigo, une sous-variété de 'espace des classes d’isométries
de codimension 1, tels que pour toute autre métrique ¢ € Nis, de méme spectre marqué
des longueurs que g et telle que |[yN (g — ¢')levan < €, il existe un difféomorphisme
¢: M — M tel que ¢*g' = g.

Il est tres vraisemblable que I'’hypothese de codimension soit un artefact de la preuve
que nous ne savons pour le moment pas traiter. L’énoncé du théoreme est détaillé au
Chapitre 6. On obtient également un théoreme de stabilité duquel découle le précé-
dent résultat. Tout comme dans le cas compact, 1'idée de la preuve repose sur I'étude
d’un opérateur pseudodifférentiel d’ordre —1, noté Il par la suite, qui généralise en
un certain sens l'opérateur I5 de transformée en rayons X. Comme évoqué dans le cas
compact, cet opérateur est elliptique et inversible sur les tenseurs solénoidaux : c¢’est
essentiellement cet argument qui permet d’obtenir des estimées de stabilité satisfai-
santes dans le cas fermé, le lien entre II, et I étant ensuite obtenu via un théoreme
de Livsic positif ou approché (voir Théoremes 2.1.2 et 2.1.3). Dans le cas non compact,
ces arguments demandent a étre raffinés car 'analyse elliptique devient beaucoup plus
difficile, essentiellement parce que le théoréme d’injection compacte H® < H*® (pour
s > §') de Kato-Rellich n’est plus valide. Les méthodes adéquates relevent de la théorie
du b-calcul telle qu'elle a été formulée par Melrose (voir [Mel93]). L’idée est de com-
prendre précisément la raison de la non-compacité dans les espaces fonctionnels (en
I'occurrence, dans les pointes hyperboliques, la non-compacité provient des modes nuls
en 0, c’est-a-dire des sections qui sont indépendantes de la variable #), et d’inverser
exactement I'opérateur elliptique en question sur des espaces a poids. Pour calculer les
poids qui vont fonctionner, il faut étudier I'opérateur sur le modéle a l’infini, ¢’est-a-dire
sur le cusp entier, sans tenir compte de la variété compacte.
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Chapitre 2

Classical and microlocal analysis of
the X-ray transform on Anosov
manifolds

« J'ai tort, ou j’ai raison. »

Alceste, Le Misanthrope, Moliere

This chapter reviews some ideas developed by Faure-Sjostrand [F'S11] and Guillar-
mou [Guil7a] and contains the article Classical and microlocal analysis of the X-ray

transform on Anosov manifolds, written in collaboration with Sébastien Gouézel and
published in Analysis & PDE.
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CHAPITRE 2. CLASSICAL AND MICROLOCAL ANALYSIS OF THE X-RAY
TRANSFORM ON ANOSOV MANIFOLDS

We review the construction of the operators II,, — the generalized X-ray trans-
forms or normal operators — on smooth Anosov manifolds as they were introduced
by Guillarmou [Guil7a] and study their microlocal properties. Using variations of the
Livsic Theorem, namely an approximate and a positive Livsic Theorem, and the ope-
rators II,,, we prove stability estimates for the classical X-ray transform.

2.1 Introduction

Let M be a smooth closed (n+ 1)-dimensional manifold endowed with a vector field
X generating a complete flow (¢;)icr. We assume that there exists a smooth invariant
(by the flow) probability measure du and that the flow (¢;);er is Anosov in the sense
that there exists a continuous flow-invariant splitting

T,(M) =RX(z) ® E,(z) ® Ey(z), (2.1.1)

where E(z) (resp. E,(z)) is the stable (resp. unstable) vector space at x € M, and a
smooth Riemannian metric g such that

|d90t(x) ’ U|<,Dt(x) < Oe—ut|le7 Vit > O,U € Es(x)

|d90t(l’) . U|¢t(a;) < Ce_l/|t\|v|$7 Vt < 0,v € Eu(l‘), (212)

for some uniform constants C, v > 0. The norm, here, is | - |, := g, (-, -). The dimension
of E (resp. E,) is denoted by ng (resp. n,). As a consequence, n + 1 = 1+ ny + ng
(where the 1 stands for the neutral direction, that is the direction of the flow). The
case we will have in mind will be that of a geodesic flow on the unit tangent bundle
SM =: M of a smooth Riemannian manifold (M, g) with negative sectional curvatures,
where the probability measure is the normalized Liouville measure.

2.1.1 A spectral description of X

Let us first consider the case of an

Anosov geodesic flow. The dynamical S,

properties of such a flow are now well shectral bap
understood : in particular, it is ergodic, . -~

mixing and even exponentially mixing,

following the work of Liverani [Liv04]. ¢

But the spectral properties are less ob- ° ' R(z)
vious. Actually, the infinitesimal gene- *— . 1 *

rator P := —iX is selfadjoint on its
domain in L?(M) but its L*-spectrum
is equal to R : it consists of the isola-
ted eigenvalue 0 of multiplicity 1 asso-
ciated to R - 1 (the constant functions)
and of absolutely continuous spectrum.
This spectral description is not satisfac-
tory but the main difficulty comes from
the fact that P, seen as a differential
operator of order 1, is not elliptic : its principal symbol is given by

op(x,€) = lim he™ 5@/ pelSWI - (¢ X (),
h=0 :h*ldS(X)eiS(“)/h

FIGURE 2.1 — A spectral gap implies the expo-
nential decay of correlations. The black dots are
the Pollicott-Ruelle resonances.
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where £ = dS(x) # 0, and it is immediate that this operator has a non-trivial charac-
teristic set X = {(£, X) = 0}.

But it is still possible to prove that the resolvent of this operator can be meromor-
phically extended through the real axis. This is done by making P act on anisotropic
Sobolev spaces H?, which are adapted to the dynamics. The poles of the resolvent are
intrinsic (i.e. they do not depend on the choices made in the construction of the spaces
‘H*) and are called the Pollicott-Ruelle resonances. Actually, most of the arguments
are valid in the general context of an Anosov flow (not necessarily geodesic) on a clo-
sed manifold and we will state them with this degree of generality, unless explicitly
mentioned.

The description of the Pollicott-Ruelle spectrum for the generator X has various
interests. For instance, for fi, fo € C*°(M), we define the correlation function t —

Cy(f1, f2) of f1 and fa by

Clfi. fo) = /fmpt>ﬁ du(e /“ﬁ Va@)dp(x)  (213)

By definition, the flow is mixing if and only if Cy(fi, fa) =100 0. We will say that
the flow is exponentially mixzing if C; converges exponentially fast to 0. Note that
there are Anosov flows which are not mixing, but it is conjectured that, generically, an
Anosov flow that is mixing is actually exponentially mixing. The asymptotic properties
of the correlation function C; are governed by the Pollicott-Ruelle resonances of X. For
instance, if there exists a spectral gap (see Figure 2.1), then it is a well-known fact that
the flow is exponentially mixing.

2.1.2 X-ray transform on M

In this paragraph, we only assume that the flow is transitive and make no assump-
tions as to the existence of an invariant measure. We denote by G the set of closed
orbits of the flow and for f € C°(M), its X-ray transform I f is defined by :

G5 If(7) = (8, f) = / f(eu)d

where x € v, {(7) is the length of ~.

The Livsic Theorem characterizes the kernel of the X-ray transform for a hyperbolic
flow : if If = 0 then f is a coboundary that is f = Xwu, where v is a function
defined on M whose regularity is prescribed by that of f. In the following result,
H(M) e {H(M),C*(M),C®(M) | s> (n+1)/2,a € (0,1)}.

Theorem 2.1.1 ([Liv72, dILMMS6, Guil7a)). Let f € H(M) such that I f = 0. Then,
there exists w € H(M), differentiable in the flow direction, such that f = Xu.

For the sake of completeness, we will give the proof of this result : it was ini-
tially obtained by Livsic [Liv72] in Holder regularity. The version of the Livsic theorem
in smooth regularity is due to De la Llave-Marco-Moriyon [dILMNMS86]. Much more re-
cently, Guillarmou [Guil7a, Corollary 2.8] proved it in Sobolev regularity which implies
the theorem of [dILMNMS86]. We will call these results (independently of the regularity
considered) an exact Livsic theorem.

It is also rather natural to expect other versions of the Livsic theorem to hold. For
instance, if we modify the condition /f = 0 by I f > 0, is it true that f > Xwu, for some
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well-chosen function u (positive Livsic theorem)? And if |1 f||s~ = sup, g [If(7)] <€,
can one write f = Xwu + h, where some norm of h is controlled by a power of ¢
(approzimate Livsic theorem)? Eventually, what can be said if I f(y) = 0 for all closed
orbits v of length < L (finite Livsic theorem) ?

The positive Livsic theorem for Anosov flows was proved by Lopes-Thieullen [LT05]
with an explicit control of a Hélder norm of the coboundary Xwu in terms of a norm of

f.

Theorem 2.1.2 (Lopes-Thieullen). Let 0 < o < 1. There exist 0 < f < a, C > 0
such that : for all functions f € C*(M), there exist u € CP(M), differentiable in the
flow-direction with Xu € CP(M) and h € CP(M), such that f = Xu+h+m(f), with
h >0 and m(f) = inf,eg I (7). Moreover, || Xullcs < C||f|lce-

In this chapter, we will also prove a finite approximate version of the Livsic theorem.
It was combined with other results in the paper [GL19a].

Theorem 2.1.3. Let0 < a < 1. There exist 0 < § < a and 7,C > 0 with the following
property. Let € > 0. Consider a function f € C*(M) with | fllcemy < 1 such that
[Tf(y)| < e for all v with (y) < e7Y/2. Then there exist u € C?(M) differentiable
in the flow-direction with Xu € C?(M) and h € CP(M), such that f = Xu + h.
Moreover, ||u|lcs < C and ||h||cs < CeT.

We note that a rather similar result had already been obtained by S. Katok [I[{at90]
in the particular case of a contact Anosov flow on a 3-manifold.

The assumptions of Theorem 2.1.3 hold in particular if ||1f||ee = sup, g [1f(7)] <
e. Under the assumptions of the theorem (only mentioning the closed orbits of length
at most £71/2), the decomposition f = Xu + h also gives a global control on ||1f]|s,
of the form

11f]je < C=T. (2.1.4)

Indeed, if one integrates f = Xu + h along a closed orbit of any length, the contri-
bution of Xu vanishes and one is left with a bound |[|A||,0 < Ce”. The bound (2.1.4)
holds in particular if 1f(y) = 0 for all v with £(y) < e/, This statement illustrates
quantitatively the fact that the quantities If(y) for different v are far from being
independent.

Remark 2.1.1. In Theorem 2.1.3, the constants 3, C, T depend on the Anosov flow
under consideration, but in a locally uniform way : given an Anosov flow, one can find
such parameters that work for any flow in a neighborhood of the initial flow. The local
uniformity can be checked either directly from the proof, or using a (H6lder-continuous)
orbit-conjugacy between the initial flow and the perturbed one.

Remark 2.1.2. It could be interesting to extend the positive and the finite approximate
Livsic theorems to other regularities like H* spaces for s > "TH but we were unable to
do so.

2.1.3 X-ray transform for the geodesic flow

If (M,g) is a smooth closed Riemannian manifold, we set M = SM, the unit
tangent bundle, and denote by X the geodesic vector field on SM. We will always
assume that the geodesic flow is Anosov on SM and we say that (M, g) is an Anosov
Riemannian manifold. 1t is a well-known fact that a negatively-curved manifold has
Anosov geodesic flow. We will denote by C the set of free homotopy classes on M : they
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are in one-to-one correspondence with the set of conjugacy classes of m(M). If (M, g)
is Anosov, we know by [Kli74] that given a free homotopy class ¢ € C, there exists a
unique closed geodesic v € G belonging to the free homotopy class c¢. In other words, G
and C are in one-to-one correspondence. As a consequence, we will rather see the X-ray
transform as a map I9 : C°(SM) — £>(C) and we will drop the index g if the context
is clear.

If feC®M,IT*M) is a symmetric tensor, then by Appendix B, we can see f
as a function 7%, f € C*°(SM), where 7}, f(z,v) = fu(v,...,v). The X-ray transform I,
of f is simply defined by I,,f .= I o f. In other words, it consists in integrating the
tensor f along closed geodesics by plugging m-times the speed vector in f. This map I,
may appear in different contexts. In particular, I5 is well-known to be the differential
of the marked length spectrum and it was studied in [GL19d] to prove its rigidity, thus
partially answering the conjecture of Burns-Katok [BK85]. This will be studied in the
next chapter.

The natural operator of derivation of symmetric tensors is D := ¢ o V, where V
is the Levi-Civita connection and o is the operator of symmetrization of tensors (see
Appendix B). Any smooth tensor f € C°(M,®%TT*M) can be uniquely decomposed
as f = Dp+h, where p € C®(M, % T*M) and h € C®(M,®%T*M) is a solenoidal
tensor i.e., a tensor such that D*h = 0, where D* is the formal adjoint of D. We say
that Dp is the potential part of the tensor f and we have I,,(Dp) = 0. In other words,
the potential tensors are always in the kernel of the X-ray transform. We will say that
I,,, is solenoidal injective or in short s-injective if injective when restricted to

(M, QET* M) = C®(M,FT*M) Nker(D")
Note that we will often add an index sol to a functional space on tensors to denote the
fact that we are considering the intersection with ker D*.

It is conjectured that I, is s-injective for all Anosov Riemannian manifolds, in any
dimension and without any assumption on the curvature. This is only known to hold
when

1. m=0orm=1, see [DS03, Theorem 1.1 and 1.3],
2. m € N and dim(M) = 2, see [Guil7a, Theorem 1.4],
3. m € N and gy has non-positive curvature, see [C598, Theorem 1.3].

The case (2) with m = 2 was first proved in [PSUI4a, Theorem 1.1]. The s-injectivity
of I,, for m > 2 is an open question in dimension > 3 without any assumption on
the curvature. However, it is already known that CSS(M, @TT*M) Nker(I,,) is finite-
dimensional (see also Proposition 2.5.1 for a proof). We refer to Appendix B for further
details.

We will prove the following stability estimate on I,,,.

Theorem 2.1.4. Assume I, is s-injective. Then for all 0 < [ < a < 1, there exists
0, = 0(c,B) > 0 and C = C(a,B) > 0 such that : if [ € CE(M,QFT*M) is a
solenoidal symmetric m-tensor such that || f||ce < 1, then || f|lcs < C||Inf||%.

Actually, if I,,, is not known to be injective, one still has the previous estimate by
taking f solenoidal and orthogonal to the kernel of I,,,. Combining this estimate with
Theorem 2.1.3 (and more specifically (2.1.4)), we immediately obtain the following

Theorem 2.1.5. Assume I, is s-injective. Then for all 0 < f < a < 1, there exists
Oy = 0(cv,5) > 0 and C = C(«, ) > 0 such that for any L > 0 large enough : if
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f e C (M, ¢T*M) is a solenoidal symmetric m-tensor such that ||fllce < 1, and
Lnf(y) =0 for all closed geodesics v € C such that £(v) < L, then || f|lcs < CL™%.

Even in the case where f € C*(M) is a function on M, this result seemed to be
previously unknown.

2.2 Properties of Anosov flows

We refer to the exhaustive [KH95] and the forthcoming book [HE] for an introduc-
tion to hyperbolic dynamics.

2.2.1 Classical properties

Stable and unstable manifolds. The global stable and unstable manifolds W*(x), W*(z)
are defined by :

We(z) = {2’ € M, d(¢i(x), pe(2')) =400 0}
W) = o’ € Mod(u(x), o1(2)) —sne 0}

For € > 0 small enough, we define the local stable and unstable manifolds W?(x) C
We(z), W(x) C W*(x) by :

Wi(z) = {z" € W(x),Vt =2 0, d(pi(x), g1 (2')) < €}
Wi(zx) = {2 € W"(2),¥t > 0,d(p_t(z), p_4(2")) < ¢

IA
——

For all € > 0 small enough, there exists ¢ > 0 such that :
Vo € MVt > to, (W2 () C WEpu(x)), pe(Wi () € Wi (p(x))  (2.2.1)

And :
LW (@) = By(2), T.W*) = Ey(2)

Specification lemma. The main tool we will use to construct suitable periodic orbits
is the following classical shadowing property of Anosov flows. Part of the proof can
be found in [KH95, Corollary 18.1.8] and [HEF, Theorem 5.3.2]. The last bound is a
consequence of hyperbolicity and can be found in [HF, Proposition 6.2.4]. For the sake
of simplicity, we will write 7 = [xy] if v is an orbit segment with endpoints = and y.

Theorem 2.2.1. There exist g > 0, 8 > 0 and C' > 0 with the following property.
Consider e < €9, and a finite or infinite sequence of orbit segments v; = [x;y;] of length
T; greater than 1 such that for any n, d(y,,T,+1) < €. Then there ezists a genuine
orbit v and times T; such that v restricted to [r;, 7, + T;] shadows ~; up to Ce. More
precisely, for all t € [0,T;], one has

d(y(7; + 1), 7(t)) < Cee”?mmETim0, (2.2.2)

Moreover, |1;41—(1:+T;)| < Ce. Finally, if the sequence of orbit segments ~; is periodic,
then the orbit v is periodic.
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Remark 2.2.1. In this theorem, we could also allow the first orbit segment 7; to be
infinite on the left, and the last orbit segment v; to be infinite on the right. In this
case, (2.2.2) should be replaced by its obvious reformulation : assuming that ~; is
defined on (—o0, 0] and 7; on [0, +00), we would get for some 7,;; within Ce of 7,44,
and all t >0

d(y(Figr — 1), vi(—1)) < Cee™ (2.2.3)

and
d(y(1j +1),7;(t)) < Cee .

In particular, if vy is an orbit segment [zy] with d(y,z) < &g, then applying the
above theorem to v; = 7 for all i € Z, one gets a periodic orbit that shadows g : this
is the Anosov closing lemma. We will also use thoroughly the version with two orbit
segments that are repeated to get a periodic orbit.

Cover by parallelepipeds. We will now fix £y small enough so that the previous
propositions are guaranteed. For & < £y, we define the set W.(z) = U, cpu(,) We(2).
We can cover the manifold M by a finite union of flowboxes U; = Uye(—s6)0:(2:),
where ¥; := W, (z;) and z; € M.

We denote by m; : U; — X; the projection by the flow on the transverse section and
we define t; : U; — R such that m;(x) = ¢y, (2) for © € U;. We will need the following
lemma :

Lemma 2.2.1. 7, t; are Hélder-continuous.

Proof. This is actually a general fact related to the Holder regularity of the foliation
and the smoothness of the flow.

For the sake of simplicity, we drop the index ¢ in this proof. Let us first prove the
Holder continuity for = close to ¥ and 2’ close to . We fix p € ¥ and choose smooth
local coordinates v : B(p,n) — R"™ = R x R" x R™ around p (and centered at
0) so that di,(X) = 0,,. This choice guarantees that in a neighborhood of 0, the
flow is transverse to the hyperplane {0} x R™ "™ We still denote by ¥, its image
¥(%,) € R™"! which is a submanifold of Holder regularity (the index 7 indicates that
we consider the same objects intersected with the ball B(xz,n)). Moreover, there exists a
Hélder-continuous homeomorphism @ : S — ¥, where S C {0} x R"*" (since ¥, is a
submanifold of M with Hélder regularity). We consider ¢ : (=6,9) X .S = ¢(_545(S5) =:
V' D X, defined by ¢(t, 2) = ¢.(0, 2), which is a smooth diffeomorphism. Remark that
t satisfies for (0,2) € S, (t(2),2) = ¢71(®(z)). So it is Holder-continuous on S. Then
z = 7(0, 2) = @y (0, z) is Hélder-continuous on S too.

We denote by mg : V' — S the projection and by tg : V' — S the time such that
75(x) = Qi4(2) (7). These two maps are smooth by the implicit function theorem since
the flow is transverse to S. Moreover, we have : m(z) = 7|s (7s(z)) so 7 is Holder-
continuous. And t(x) = tg(x) + t{s(ms(x)) so t is Holder-continuous too. Note that
by compactness of X, this procedure can be done with only a finite number of charts,
thus ensuring the uniformity of the constants. Thus, 7;, t; are Hélder-continuous in a
neighborhood of . Now, in order to obtain the continuity on the whole cube U/, one
can repeat the same argument i.e., write the projection as the composition of a first
projection on a smooth small section S defined in a neighborhood of ¥ with the actual

projection on Y. This provides the sought result.
O
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2.2.2 Proof of the usual Livsic theorem in Ho6lder regularity

This is a classical theorem in hyperbolic dynamics, but we provide the proof for
the reader’s convenience. We also refer to the proof of Guillemin-Kazhdan [GK80a,
Appendix] and to [[KH95, Theorem 19.2.4]. The idea is to define u as the integral of f
over a dense orbit in the manifold and then to compute the Holder regularity.

Proof of Theorem 2.1.1. We consider a point xy whose orbit O(xg) is dense in M and
we define u(pzg) = fo (pszo)ds (remark that Xu = f on O(zy) by construction).
Let us prove that u is C* on (9(:60) We pick z,y € O(z) such that d(z,y) < o (in
particular, the Anosov closing lemma is satisfied at this scale). We write x = ¢yx0,y =
wiirxg and we assume that 7' > 1 which is always possible since the orbit is dense.
Let p be the periodic point of period T'+ 7 (with |7| < Cd(z,y)) closing the segment
of orbit [zy]. We have :

/ flosz dS—/ flps sosp)der/TM f(sosp)ds—/T+T flpsp)ds

T
.

- () — (1)
And :

T T
D] < / 1 fllcad(psz, psp)*ds < C||f||cad(:v,y)“/ emefmin(sT=9) gs < d(z, y)*
0 0

By hypothesis, we know that (II) = 0. And |(III)| < ||flleo|7| < d(z,y). As a conse-
quence, u is C* on O(zp) (and its C* norm is controlled by that of f). Since O(zy) is
dense in M, u admits a unique C*-extension to M and it satisfies Xu = f. O

2.3 Proof of the approximate Livsic Theorem

The following proof of Theorem 2.1.5 was communicated to us by Sébastien Gouézel.

2.3.1 A key lemma.

The following lemma states that we can find a sufficiently dense and yet separated
orbit in the manifold M. The separation can only hold transversally to the flow direc-
tion, and is defined as follows. Recall that We(z) = U, cyyru(,) W2 (2). Then we say that

a set S is e-transversally separated if, for any x € S, we have S N W (x) = {x}.

Lemma 2.3.1. Consider a transitive Anosov flow on a compact manifold. There exist
Bs, Ba > 0 such that the following holds. Let € > 0 be small enough. There exists a per-
iodic orbit O(zg) = (ps0)o<i<r with T < 7Y% such that this orbit is e -transversally
separated and (pixo)o<t<r—1 1S eba_dense. If k > 0 is some fived constant, then one can
also require that there exists a piece of O(xo) of length < C(k) which is k-dense in the
manifold.

Proof. Let us fix two periodic points p; and p, with different orbits O(p;) and O(ps) of
respective lengths ¢; and /5. By the shadowing theorem and transitivity, there exists an
orbit _ which is asymptotic to O(p;) in negative time and to O(ps) in positive time.
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FIGURE 2.2 — 74" joins p1 to pa, 7/, joins p2 to p; and ~, has size 6C1|loge| + O(1).

Also, there exists an orbit v, which is asymptotic to O(py) in negative time and to
O(py) in positive time. On ~_, fix a point zy, and py > 0 small enough so that y_ U~
meets W3, (2) only at zp, and O(p;) and O(ps) are at distance > 3pg of z. Denote by
Cp the constant C' in the Shadowing Theorem 2.2.1. Reducing p, if necessary, we can
assume py < €9 where gq is given by Theorem 2.2.1. Let us also fix a large constant (',
on which our construction will depend.

We truncate v_ in positive time, stopping it at a fixed time where it is within dis-
tance po/(2Cy) of pa, to get an orbit 4’ . Let t_ be the largest time in (—oo, —2C|log ¢|]
where «/ (t) is within distance € of p;. As the orbit 4/ converges exponentially qui-
ckly in negative time to O(p;) by hyperbolicity, one has d(+' (t),O(p1)) < ¢ for
t < —2Ci|logel, if C} is large enough. Hence, one needs to wait at most ¢; before
being e-close to p;. This shows that the time ¢_ satisfies t_ = —2C}|loge| + O(1).

In the same way, we truncate v, in negative time at a fixed time for which it is
within distance po/(2Cy) of p,, obtaining an orbit 4/,. We denote by ¢, the smallest
time in [2C|loge|, +00) with d(/.(t),p1) < €. It satisfies ¢, = 2C4|loge| + O(1).

As the flow is transitive, it has a dense orbit. Therefore, for any x, y, there exists an
orbit v, starting from a point within distance po/(2Cy) of x, ending at a point within
distance po/(2C)) of y, and with length € [1,T,] where Tj is fixed and independent of
x and y.

To any z, we associate an orbit as follows. Start with 4", then follow 7, ., Oy loge|®
then follow the orbit of 2 between times —C' |log e| and C1[log e[, then follow Yo, 1z o
then follow +/,. In this sequence, the distance between an endpoint of a piece and the
starting point of the next one is always less than py/Cy. Hence, Theorem 2.2.1 applies
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and yields an infinite orbit 7/, that follows the above pieces of orbits up to po. If C}
is large enough, (2.2.2) implies that x is within distance at most € of +.. The inequa-
lity (2.2.3) shows that +’ (¢_) and the corresponding point z_ on ., are within distance
e - If C} is large enough, this is bounded by € since t_ = —2C|loge| + O(1). The-
refore, d(z_,p;) < 2e. In the same way, the point x; on v} matching +/, (t;) is within
distance € of 7/, (¢;), and therefore within distance 2¢ of p;. Let us truncate ~,, between
z_ and x, to get an orbit segment 7, of length 6C |[loge| 4+ O(1), starting and ending
within 2¢ of p;, and passing within ¢ of z.

Let B4 = 1/(3dim(M)). We define a sequence of points of M as follows. Let
x1 be an arbitrary point for which the C(k)-beginning of its orbit is x/2-dense, to
guarantee in the end that the last condition of the lemma is satisfied. If ~,, is not
Pt /2-dense, we choose another point x5 which is not in the £°¢/2-neighborhood of 7, .
Then 7., U,, contain both x; and x5 in their e-neighborhood, and therefore in their
gPa [2-neighborhood. If 7, U 7,, is still not £%¢/2-dense, then we add a third piece of
orbit 7,,, and so on. By compactness, this process stops after finitely many steps, giving
a finite sequence x1,...,2y.

As all v,, start and end with p; up to 2¢, we can glue the sequence

"77IN77(L’17/7$27"‘77501\]775017"'

thanks to Theorem 2.2.1. We get a periodic orbit v which shadows them up to 2Cye.
We claim this orbit satisfies the requirements of the lemma. We should check its length,
its density, and its separation.

Let us start with the length. The points z; are separated by at least £°¢/3. The
balls of radius % /6 are disjoint, and each has a volume > cef+dmM) — c1/3 We get
that the number N of points z; is bounded by Ce~'/3. As each piece 7,, has length at
most C|loge|, it follows that the total length of y is bounded by C|loge|e™!/3 < e71/2,

Let us check the density. By construction, the union of the ~,, is €% /2-dense. As
v approximates each 7,, within 2Cge, it follows that 7 is 2Cpe + €°/2 dense, and
therefore e%-dense. In the statement of the lemma, we require the slightly stronger
statement that if one removes a length 1 piece at the end of the orbit it remains e”-
dense. Such a length 1 piece in ,, consists of points that are within 2 of O(p;). They
are approximated within €% by the start and end of all the other ~,,.

Finally, let us check the more delicate separation, which has motivated the finer
details of the construction as we will see now. Let 5 be suitably large. We want to
show that any two points x,y of v within distance % are on the same local flow
line. Since the expansion of the flow is at most exponential, for any ¢t < 20C|loge|,
we have d(¢ix, piy) < € if f, is large enough. In the piece of 7 of length 10C]|log ¢|
starting at x, there is an interval [t1, t5] of length 4C|loge| 4+ O(1) during which .z
is within distance at most py/2 of O(p;), corresponding to the junction between the
orbits ., and 7,,,, where i is such that x belongs to the shadow of ,, ,. Fort € [t, 5],
one also has d(py, O(p1)) < po as the orbits follow each other up to . Note that in
each 7; the consecutive time spent close to O(p;) is bounded by 2C|loge| as we have
forced a passage close to py (and therefore far away from O(py))) after this time in
the construction. It follows that also for y the time interval [¢,¢5] has to correspond
to a junction between two orbits 7, and ~,,,,. Consider the smallest times ¢ and ¢’
after the junctions for which ¢ (z) and @y (y) are 2pg-close to zg. Since the orbit ~"
meets Wi, (29) at the single point zp, these times have to correspond to each other,
i.e., the orbits are synchronized up to an error O(e). To conclude, it remains to show
that ¢ = j. Suppose by contradiction ¢ < j for instance. The orbit of x follows ,, up
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to 2Coe, the orbit of y follows ., up to 2Cye, and the orbits of x and y are within ¢ of
each other. We deduce that 7,, and ., follow each other up to (4Cy + 1)e. Since z; is
within € of ,,, it follows that z; is at within (4Cy + 2)e of ~,,. This is a contradiction
with the construction, as we could have added the point x; only if it was not in the
ePineighborhood of v,,, and €%t > (4Cy + 2)e if € is small enough. O

2.3.2 Construction of the approximate coboundary.

Let us now prove the approximate Livsic Theorem that is Theorem 2.1.3. The result
is obvious if € is bounded away from 0, by taking v = 0 and A = f. Hence, we can
assume that ¢ is small enough to apply Lemma 2. 3 1, with kK = 50 On the orbit O(z)
given by this lemma, we define a function u by u(p;xq) fo (pszo)ds. Note that it
may not be continuous at xy. As a consequence, we will rather denote by O(zg) the set
(prxo)o<t<r—1 (Which satisfies the required properties of density and transversality) in
order to avoid problems of discontinuity.

Lemma 2.3.2. There exist 3;,C > 0 independent of € such that ||i]|cs (o)) < C-

Proof. We first study the Holder regularity of @, namely we want to control |a(z)—a(y)|
by Cd(z,y)? for some well-chosen exponent 3, when d(x,y) < &q (where g is the scale
under which the Shadowing Theorem 2.2.1 holds). If x and y are on the same local flow
line, then the result is obvious since f is bounded by 1, so we are left to prove that u is
transversally C?. Consider z = ¢;,x0 € O(xg) and y = ¢4y € W, (). By transversal
separation of O(x), these points satisfy d(z,y) > . We can close the segment [x]
i.e., we can find a periodic point p such that d(p, z) < Cd(x,y) with period t, =t + 7,
where |7| < Cd(x,y) which shadows the segment. Then :
tp
/ flpsp)ds
0
()

/ fpsx)ds _/pf<90sp)ds +
=(I)

The first term (I) is bounded by Cd(z, )% for some 3; > 0 depending on the dynamics,
whereas the second term (II) is bounded — by assumption — by et,. But et, < et <
eT < eY/? < d(x,y)/?*%. We thus obtain the sought result with 8, := min(3;,1/28,).

We now prove that @ is bounded for the C%-norm. We know that there exists a
segment of the orbit O(zg) — call it S — of length < C which is gp-dense in M. In
particular, for any x € O(zg), there exists xg € S with d(z,xs) < €y, and therefore
li(z) — a(zg)| < Cd(z,x5)? < Cel' thanks to the Holder control of the previous
paragraph. Using the same argument with zo, we get as @(zg) =0

a(y) —u(z)| <

a(x)] = la(z) —a(zo)| < |a(z) — a(zs)| + |u(zs) — al(zo)s)| + |uzo) — al(z0)s)|

The first and last term are bounded by Cagl, and the middle one is bounded by C' as
S has a bounded length and || f||co < 1. O

For each i, we extend the function @ (defined on O(zy)) to a Holder function u; on
¥, by the formula w;(x) = supa(y) — ||| s, (O(xo))d(x,y)ﬁl, where the supremum is
taken over all y € O(xg). With this formula, it is classical that the extension is Holder
continuous, with [|u;l|lcs, 5,y < [[@lles1 (0(y))- We then push the function u; by the ﬂow

in order to define it on U; by setting for z € X, oux € U; = ui(ppx) = wi(x +f0
Note that by Lemma 2.2.1, the extension is still Holder with the same regularlty We
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now set v =) u0; and h = f — Xu = — >, 4; X0;. The functions X6, are uniformly
bounded in C*°, independently of € so the functions u;X6; are in C?' with a Holder
norm independent of ¢ > 0 and thus [|A||qs < C.

Lemma 2.3.3. ||h|ge, /2 < %72

Proof. We claim that h vanishes on O(z) : indeed, on U; N O(zp) one has u; = u
and thus h = —a ), X0; = —aX >, 6; = —uX1 = 0. Since O(xg) is £”*-dense and
|hllcs < C, we get that [|h]|co < CePrPe = CePs where B3 = (184 By interpolation,
we eventually obtain that ||h|qs, 2 < /2. O

Proof of Theorem 2.1.3. The previous lemma provides the sought estimate on the re-
mainder h. This completes the proof of Theorem 2.1.3. O]

2.4 Resolvent of the flow at 0

From now on, we will rather use the dual decomposition of the cotangent space
T"M = E; ® E: ® E¥, where Ej(E, ® E;) =0, E¥(Es @ RX) =0, EX(E, ®RX) = 0.
If A~T denotes the inverse transpose of a linear operator A, then the dual estimates to
(2.1.2) are :

|deoy T () - Elpuay < CeME]e, VE>0,€ € EX(x)
‘dgpt(l’) ’ f’@t(w) < Ce_k‘ﬂ’ﬂx’ vVt <0,§ € EZ('T)’ ’

where | - |, is now ¢!, the dual metric to g (which makes the musical isomorphism
b: TM — T*M an isometry).

(2.4.1)

2.4.1 Meromorphic extension of the resolvent

Consider any smooth measure p on M. The
unbounded operator X : C*°(M) — C®(M) C E*
L*(M,du) =: L*(M) is a differential operator of <
order 1 and thus admits a unique closed extension
on L*(M) (see [FS11, Lemma 29] for instance) with
domain Dp2(X) = {ue€ L*(M),Xue L*(M)}.
When the flow is not selfadjoint, the semigroup
e LA (M) — L*M) is continuous but not
unitary. As a consequence, there exist constants ’
Co,w > 0 such that [|e"||z2,2) < Coe?'. If X E* A E;
preserves the smooth measure p, —i X is selfadjoint
on Dp2(X). The following theorem gives a satisfac- FIGURE 2.3 — The projective flow on
tory spectral description of the operator X. the unit cosphere 5* M.

Theorem 2.4.1 (Faure-Sjostrand). There exists a constant ¢ > 0 such that for any
s > 0, there exists a Hilbert space H5., such that on the half-space {(\) > —cs},
X+ X Dy (X) = HL(M) is an analytic family of unbounded operators with domain
Dy: (X) = {u € HL (M), Xu € H (M)} which are Fredholm of index 0'. Moreover,
X + X is wnvertible for R(\) > 0 large enough. As a consequence, the operator has
discrete discrete spectrum in the half-space {R(\) > w — cs}.

1. Dy (X) equipped with the norm [lul|p,, = [lullas + [[Xul[#y is a Hilbert space and X + A
+
becomes bounded when the vector spaces are equipped with this norm, so it makes sense to talk about
a Fredholm operator.
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We recall that the principal symbol of P = —iX is op : (2,£) — (£, X(x)). We
denote by X the Hamiltonian vector field on the symplectic manifold 7% M induced by
the Hamiltonian op and by (®;);cg the symplectic flow generated. A quick computation
shows that ®, = (¢, dp; ). Note that since (®;);cr is 1-homogeneous in the £ variable,
it induces a flow (@El))teR on the unit sphere S*M. If k : T"M — S*M denotes
the canonical projection, then x(EY) is a hyperbolic repeller/source and x(EY) is a

hyperbolic attractor/sink for the dynamics of (@gl))t@g (see Figure 2.3) in the sense
of Definition A.4.1. The following lemma asserts the existence of an escape function
which will be the crucial tool in the proof of the meromorphic extension of the resolvent
(X +2)1

Lemma 2.4.1 (Faure-Sjostrand). There exists a 0-homogenous order function m &€
C®(T*M\ {0}, [—1,1]) such that X -m < 0, m =1 in a conic neighborhood of E
m = —1 in a conic neighborhood of E and there exists an escape function G, €

Sp1_(T*M), for all p < 1, constructed from m, such that :

e There exist constants Cy, R > 0 such that on |{] > R intersected with a conic
neighborhood of ¥ := Ef ® E?, one has X - G, < —Cy < 0.

u’

e Forl|¢| > R, X G, < Cy for some constant Cy > 0.

An important remark is that G,, € SO 1, and e Gm ¢ Sy, for any p < 1 (these
are the anisotropic classes introduced in Appendlx A) and we Wlll sometimes write this
as S™*. In other words, G,, narrowly misses the usual class S?,. This will not be a
problem when working in Sobolev regularity (that is when working with spaces from
from L?) but may (and actually will) induce complications when using other spaces like
Holder-Zygmund spaces. More precisely, e“™ satisfies the following symbolic estimates
in coordinates :

V(z,&) € T"M,  |080)e“ (2,€)| < Cap(log(€))l*H1Pl(g)m=lel
where «, 3 € N*HL,

Proof of Theorem 2./.1. The computation rules of symbols in anisotropic classes enjoy
the same properties (composition rules, ellipticity, etc.) as symbols in the usual classes
(see [FRS08]); we leave it as an exercise to the reader to check that all the symbols
and pseudodifferential operators are in the right anisotropic classes.

We consider a cutoff function y € C2°([0, +00)) such that x = 1 on [0,1/2] and
X = 0 outside [0, 1]. We then define for 7" > 0 the function xr(t) := x(¢/T). We have :

+00 +0oo
(X + ) / xr(t)e VAt = 1 + / Xop(t)e XNt
0 0

Note that the integral on the right-hand side is actually performed for ¢ € [0, 7], that
is on a finite time interval, as will be all the integrals in the following. Let P := Op(p),
where p € SY(T*M) and p = 1 in a conic neighborhood of 3 := Ef & Ef and p = 0
outside this conic neighborhood. We define A, := Op(e*“™) € U™+ (M), where s > 0
is some fixed number. Up to a lower order modification, we can assume that A is
invertible. We introduce H + X := A (X + X\)A,~". Then :

+oo +00
(H + ) A, / (e VA e = 1+ A, / (e NAAT (2.42)
0 0

::25(/\) ::}r()‘)
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Note that ||R(A)||zr2,02) = O(R(A))™>) for R(A) > 0. In particular, for R(\) > 0,
1+ R()) is invertible on L.
Then, we write :

+o0o +00
\) = A, / () e TEFNAtP A, 4 A, / Xp(t)e XAt (1 — P)A, ! (2.4.3)
0 0
By elementary wavefront set arguments (see Example A.3.1) we have that

+oo
/ xop(H)e X FNAE (1 — P) € T
0
As a consequence
+oo
C3 A= A, / X () e tXHNAL (1 — PYA, L e U
0

is a holomorphic family of compact operators on L2 Then, we deal with the first term

n (2.4.3). First, notice that by Egorov’s Theorem (see [Zwo12, Theorem 11.1])
etXAseftX — etX Op(esGm)eftX — Op(esGmo'I’t) + Kta

where e*Cmo®t ¢ §sme®it and thus

Op(esGmocbt) c \Ilsmofbt+7 Kt c \Ijsmocbt—l—l-

Thus :
+o00 +o00
AS/ Xp(t)e "N ArPAT = / Xp(t)e P Ae X PA dt
0 0
+oo
:/ Xr(t)e e X etX Ae T PA dE
0
+o0
:/ X/T(t)eftk —tX (Op( 5(Gmodi— )+ K/PA —1) dt
0

But on the support of p, we have X - m < 0, so

Gmo®+—Gm Smoq)t m C SO

€ pl—p pl—p’

for all p < 1. Thus Op(e*(©@m°®=mlp) € W9, (M) for all p < 1 and this is bounded on
L2. Moreover, K/PA,~* € U=+ (M) and is thus compact on L?. Since e~*X is bounded
on L?, we deduce that

+oo
/ Y (e e X KIPA L
0

is compact on L?. We now need to study the norm of the operator in \Ilg _, Let
g € C®°(T*M) be a smooth cutoff function such that ¢(x,&) = 0 for || < R and
q(z,&) =1 for |£] > R+ 1. We write

Op(es(GmothGm ) Op( $(Gmo®i— ) + Op( 5(Gmo®t—Gm) (1 _ q))

The last operator is in ¥~°° and is thus compact on L?. We are left with the operator
Op(e*(@me®i=CGm)pg). Note that es(GmoPi=CGmlpg < e=C15T/2 gince X - G, < —C; < 0
on the support of pg. By the Calderon-Vaillancourt Theorem (see [Shu(1l, Theorem
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6.4] for instance), for t € [0, 7], we can write Op(e3(@m°®=CGmlpg) = A, + L, where
A e W0, L€ U and ||A|| 2,02 < e”“*/2. Since the operator Ly contributes
to a compact operator in (2.4.2), we can forget it.

In (2.4.2), we thus obtain that

1+ R\ =1+ B(\)+ K(N),

with & (A) holomorphic (on C) family of compact operators on L? and using |le™*|| z(z2,12) <
Coe*t -

T
1B 2222y = |l / Xr(t)e™ e Ayt g2 r2)
0

T
S CO/ |X/T(t)|e—t§R(>\)e—Clst/26wtdt (2‘4.4)
0
- T 0 - T(C’ls/Q + R(\) —w)

This can be made smaller than 1 for some well-chosen constants. Indeed, choose T' > 0
large enough so that Co||x'||=/T < Cys/8. Then, for R(\) > w — C1s/4, one obtains :

X || £ X || £
1/2
T(Crs/2 + RO) —w) ~TCrsja =Y

Therefore, by (2.4.4), ||[B(A)| zz2,.2) < 1. In fine, we obtain that 1 + B(\) is in-
vertible by Neumann series and thus in (2.4.2), we obtain that 1 + B(\) + K () is a
holomorphic family of Fredholm operators on R(\) > w — ¢s (where ¢ := C/4) with
index 0. We then conclude by the analytic Fredholm Theorem. The sought space is
HE (M) 1= AL (LA(M)

[

The poles of the meromorphic extension of (X + \)~' : H% (M) — HE (M) to the
half-space {R(\) > —cs} are called the Pollicott-Ruelle resonances. They are intrinsic
to the operator X, namely they do not depend on the choice of the spaces H5 (M) as
they can be seen as the poles of the meromorphic extension of (X + \)~!: C*°(M) —
C~>*(M) to the whole complex plane. Here C~*°(M) := Uger H*(M). One geometric
way of seeing this independence of the resonances with respect to the spaces is to relate
them to the dynamical determinant. Indeed, one can prove (see [DZ16] for instance)

that
z)\nﬁ('y)
Go(A) = exp ZZn|det 1-P)| )’

veG n>1

where P, is the Poincaré return map for closed orbits v € G, G being the set of primitive
closed orbits, admits a holomorphic extension to the whole complex plane and that
the zeros of this function on {R(A\) > —cs} are exactly the poles of the meromorphic
extension (X 4+ A)7' : H5 (M) — H5(M). Obviously, since ¢; does not depend on
7 (M), this shows that the resonances are intrinsic.

Note that the positive resolvent R (\) is bounded as an operator Ry (\) : L*(M) —
L*(M) for R()\) > w and its expression is given by

+o0o
Re(\) = (X 40! = / e tX gt (2.4.5)
0
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where e X f(2) = f(p_4(2)) for f € C®°(M),z € M. In particular, it has no poles
in the region {R(A) > w}. When the vector field preserve the measure p, w = 0 and
we will study its poles on 7R in the next paragraph. In the same fashion, the negative
resolvent R_(\) : L?(M) — L*(M) is bounded for R(\) > w, given by

RMN=X-)N"1=- /0 eMe X dt, (2.4.6)

—00

it can be meromorphically extended to (A) > —cs when acting on adapted spaces
HE — He.

If Ao is a pole of say R_, then R_(\) has a Laurent expansion in a neighborhood
of A\, namely

J(Xo) i1
R-(3) = R0 = 3 (X (_AA—O)AO)J'HAO

where RM™()\) : H* (M) — H* (M) is bounded, II,, : H* (M) — H* (M) is the
commuting projection onto ker((X — Xg)’)). We call generalized eigenstates the ele-
ments of ker((X — \g)”®)). A priori, there may be Jordan blocks and these may not be
real eigenvectors. Note that the generalized eigenstates are themselves intrinsic insofar

ker((X — o)) = I, (H5L.(M)) = 11, (C>(M)), by density of C*°(M) in H5(M).

2.4.2 Elements of spectral theory

We now assume that X preserves a smooth measure. As mentioned in §2.1.1, we
prove that the L2%-spectrum of —iX is R.

Lemma 2.4.2. ¢(—iX) =R
The proof we give is that of Guillemin [Gui77, Lemma 3|, following Helton.

Proof. We argue by contradiction. Assume o(—iX) # R, then since o(—iX) is closed,
there exists an interval I of R such that I No(—iX) = 0. Let f € C*(I), f # 0. Then
f(—iX) = 0 and this operator is given by *

+oo
f(=iX) = f(t)e' ™ dt

Given a € C*°(M), f(—iX)a is continuous. Moreover, it is given at o € M by :

+oo

~

f(=iX)a(xo) = f(t)a(ppro)di

We now consider g, a smooth function on R with compact support and a constant
A > 0. If xy € M is not periodic, then we can construct a € C*°(M), h € C*(R) such
that a(pizo) = g(t) +h(t) for all t € R, where ||h||ls < ||g]|oo and supp(h)N[—A, A] =0

2. Formally, this follows from the following computation, where dP(\) is the spectral measure of
—1X :

+oo “+oo +oo R +oo
f(—iX):/_ f()\)dP(A):/_ /_ e“tf(t)dP(A)dt:/_ ft)etXdt

The justification of the permutation is not difficult since f has compact support.
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(define a by a(pxg) on a sufficiently large segment of the orbit of 2y and then extend to
a sufficiently small tubular neighborhood in order to obtain a smooth function). Then :

FiX)atm) =0= [ fwgwdr [ fonar

As A — 400, the second integral converges to 0 since f is Schwartz. We thus obtain
that fj;o f(t)g(t)dt = 0 for any smooth function g with compact support, thus f =0
and f =0. O

We assume from now on that the flow is mixing.

Lemma 2.4.3. The resolvents Ry have a unique pole on iR : it is the point 0, with
rank 1 residue given by £1 ® 1, the projection on the constants.

Proof. We will argue on R, since all the arguments are similar for R_. First, remark
that if 1A is a pole on iR, then it is of order 1 since by the spectral theorem, for

fi o € C®(M), A >0, [(Re(ido + A f1, f2)| < A7 full el f2] 2

We fix ¢ > 0. Since the flow is mixing, there exists a time 7. such that for all
T > T.,|Ci(fi1, f2)| <e. Moreover, for ®(A) >0 :

T: 400
)\<R+<>\)flaf2> = /0 /,/\/l )\e_M<f1 ngtaf2>L2(M)+/ )‘e_At<fl71><f271>dt

J/

~~ -~

<= AT frll 2l f2ll 2 =e A= (f1,1)(f2,1)

+00
+ / /\6_’\t0t(f17 f2)dt

- s
g

SEC—ATE

As A — 0, we obtain that
)\li}I(Iﬁ )‘<R+(/\)f17 f2> = <f1’ 1><f27 1> + 0(5)

and since £ > 0 was chosen arbitrarily small, we obtain that 0 is a pole of order 1 with
residue 1 ® 1, the projection on the constants. The same arguments also immediately
show that for Ay € iR\ {0},

lim ()\ - )\0)<R+(A)f1, f2> =0

A=Ad
As to R_, the same arguments apply and the residue at 0 is —1 ® 1. O

We recall that o(—iX) denotes the L?-spectrum of the operator, o,.(—iX) its ab-
solutely continuous spectrum.

Lemma 2.4.4. 0,.(—1X) =R and 0(—iX) = 04.(—iX)U{0}, 0 is a discrete embedded
eigenvalue, associated to the 1-dimensional subspace R - 1, the constant functions.

Proof. We first show that A\ € o,(—iX) (the point spectrum) if and only if Ay is a pole
of the resolvent. By contradiction, if Ay is not a pole of the resolvent, Stone’s formula
gives that for 6 > 0 :

1 1 Ao+9d
L i snwss) + Lou sers) — lim —— / Ry(e —i)) — R_( + iA)dA
A

2 e—0t 27T -5
e (2.4.7)
S Ry (—i)) — R_(i\)d),
27T Ao—6
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where the convergence is in the weak sense’, that is by applying the expression to
fi € C®°(M) and testing against fo € C°(M) — the permutation of the limit and
the integral being guaranteed by the holomorphy of the integrand. Taking the limit
d — 0in (2.4.7), the left-hand side converges (in the weak sense) to II,,, the spectral
projection on ker(—iX — \g), whereas the right-hand side converges to 0. This is a
contradiction so A\g is not in the point spectrum. Conversely, 0 is the only pole of the
resolvent and it is clear that 0 is a discrete eigenvalue with kery2(—iX) = R-1 (by
ergodicity of the geodesic flow). So the pure point spectrum is reduced to {0}.
Formula (2.4.7) also allows to show that there is no singular continuous spectrum,
the spectral measure being dP(\) = 5=(Ry(—iX) — R_(i\))dA. Since o(—iX) = R
and the only discrete eigenvalue is 0 and the absolutely continuous spectrum is closed,
Oac(—iX) =R.
O

Remark 2.4.1. Actually the flow is mixing if and only if 0 is the only pole of the
resolvent. The converse is obtained from the fact that the spectrum on (R - 1)% is
absolutely continuous (by the previous proof) and this implies that the flow is mixing
(see [RS80, Theorem VIL.15]). Indeed, for fi, fo € C°°(M), orthogonal to the constants,
one has :

+oo

(X fi fa) = / ¢NAP(N) fr. fo)

L [T (R (—in) = R0 1, fo)dA

e % N
1 ~
where T'(\) := ((Ry(—i\) — R_(i)\)) f1, f2). By the spectral theorem, T' € L'(R) (and
JURL(=iX) — R_(i\)) f1, f2)dX = (f1, f2)) so by the Riemann-Lebesgue theorem, one
has

1 ~
lim ("X f1, fo) = lim —T(—t) =0,

t—+o0o t——+o00 27

that is the flow is mixing.

2.4.3 The operator II

In a neighborhood of 0, we can thus write the Laurent expansions

RN =B+ 250 00), RN =By — oL o), (2.4.8)
where Ry : HS — HS, Ry : H® — H° are bounded. Since H® C H5 C H™*, we
obtain that Ry : H® — H~* are bounded and thus (R{)* : H* — H~° is bounded
too. Moreover, it is easy to check that formally (RJ)* = —R, (i.e. the operators
coincide on C'*°(M)), in the sense that for all fi, fo € C®(M), (Ry f1, f2)r2(m) =
(fi, —R{ f2)r2(my- This follows from the fact that we formally have Ry (\)* = —R_()\)
for R(A) > 0. Since C°(M) is dense in H*(M), we obtain that (Rj)* = —R, on
H#(M), in the sense that for all fi, fo € H*(M), (R f1, f2) 12my = (1, —Rg f2) 12(m)-

3. The limit in Stone’s formula is in the strong sense but we here want to inverse limit and inte-
gration.
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Also remark that, as operators C*°(M) — C~*°(M), one has :
XRi=R{X=1-101,XR; =R, X=1-1®1 (2.4.9)

For the sake of simplicity, we will write Ry := R¢. We are now interested in studying
the wavefront set of the Schwartz kernel of Ry. The following result can be found in
[DZ16].

Proposition 2.4.1 (Dyatlov-Zworski).
WEF'(Ro) = [A(T" M\ A{0}) x Q. x (£ x E7)]\ {0}

with Q= {(®y(x,£), z,€) | (€ X(x)) =0, #0,t > 0}.

In other words, singularities are propagated forward. Note that by Lemma A.2.6,
Ry f makes sense for any distribution f € C~>°(SM) as long as WF(f) N EX = () and
Ry f may have wavefront set in E} even if f € C*°(M). So Ry creates singularities from
scratch (the set WF(Kg,); in Lemma A.2.6 is not trivial). We also obtain

WE/(Ry) = [AT" M\ {0}) x © x (B x E3)]\ {0}

with Q_ = {(®(z, &), 2,€) | (€ X(x)) = 0,6 # 0, < 0}.

We will admit this proposition which is not an easy result, although it may appear
rather natural. One of the main difficulty is that there is no characterization lemma
for the wavefront set of the Schwartz kernel of an operator in microlocal analysis*. So
one has to resort to semiclassical analysis — where such a lemma is available — but we
do not want to introduce semiclassical notations in order not to flood the discussion.
In particular, the proof in [DZ16] of this proposition relies on the radial source/sink
estimates (see Theorems A.4.2 and A.4.3) in their semiclassical versions (which are
more accurate).

We now assume that the flow is exponentially mixing (polynomially mixing is ac-
tually sufficient). We introduce the operator

the sum of the two holomorphic parts of the resolvent. An easy computation, using
(2.4.8), proves that [I(1) = 0 and the image [I(C*°(M)) is orthogonal to the constants.
There exists two other characterizations of the operator II that are more tractable and
which we detail in the next proposition. We set Iy := 1(_ x(—iX).

Proposition 2.4.2. For fi, fo € C*°(M) such that [, fidp=0 :
1. (ILf1, fo) = 2m0x|a=0{II f1, fa),
2. (ILfy, fo) = J22(fr 0 pr, fo)dt.

4. Actually, this is a drawback that is intrinsic to microlocal analysis. Given a linear operator A, in
order to characterize WF’(A), one would like to consider f with wavefront set at (y,n) and study the
microlocalization of the wavefront set of Af. But Af does not always make sense by Lemma A.2.6 so
we would need to know a priori the set WF(K4)1 = {(x,€) | Jy € M, (x,£,y,0) € K4} ... but this is
precisely what we are looking for! The semiclassical notion of the wavefront set allows to bypass this
problem.
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Proof. (1) For fi, fo € C*°(M) such that fM fidp = 0, we have like in (2.4.7), for
0>0:

(xssf1, fo) — (IMa=sf1, f2) = (Lp—sasa) f1, f2)

Ao
_ % ) (Ry(—iA) — R_(i\) f1, fo2)dA

Dividing by 26 and passing to the limit § — 0%, we obtain dx[x=o(Ilx f1, f2) = 5= (R —

Ra)f17f2> = %<Hflaf2>'
(2) Thanks to the exponential decay of correlations (see [Liv04]), one can apply
Lebesgue’s dominated convergence theorem in the limit A — 0% in the following ex-

pression
(Hf17f2 = hm / )‘lt‘ f10§0 ts f2>

and the result is then immediate. O

The quantity (I1f, f) is sometimes referred to in the literature as the variance of the
flow. We refer to the paragraph §3.3.2 for a more exhaustive discussion. In particular,
it enjoys the following positivity property :

Lemma 2.4.5. The operator 11 : H¥(M) — H*(M) is positive in the sense of qua-
dratic forms, namely (ILf, f)r2 >0 for all f € H*(M).

There are different ways of proving this lemma, related to the different characteri-
zations of the operator II. We only detail one of them and provide some hints for the
other proofs :

e Since I1(1) = 0, we can always assume that fM fdu = 0. Then, by using the fact
that the flow is exponentially mixing, one can prove that :

2 (/f ogpt~fdt)2du= (IS f) + O(1/T),

which provides the sought result.

e A more immediate way of obtaining the positivity, is to use the characterization
of IT as the derivative of the spectral measure. If [, fdu =0, that is f € (R-1)*,
then A = (1(_ex(—iX)f, f) is non-decreasing. Thus its derivative is nonnega-
tive.

We provide a more dynamical proof of this result.

Proof. By density, it is sufficient to prove the lemma for f € C*°(M). We will actually
show that for R(\) > 0

(R =220 sy = s - 2 ([ san) o0

The same arguments being valid for R_(\), we will deduce the result by taking the
limit A — 07. By Parry’ formula [Par88, Paragraph 3], we know that :

1

= lim —— ewauL . z z
(Re (N, f) = ;WN(T)%;T e / RN (o) f(z)dt,  (24.11)
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where z € v and N(T') = > . <r e 7" is a normalizing coefficient, and J* is the
unstable Jacobian (or the geometric potential) associated to the measure p. Let us fix
a closed orbit v and a base point z € 7. We set f(t) := f(¢;2) which we see as a smooth
function, ¢-periodic on R (with ¢ := £(7y)). Since R, (\) commutes with X, R, ()\) acts
as a Fourier multiplier on functions defined on 7. As a consequence, if we decompose
()= X, cpcne®™/t, we have :

Ry (V) = / e F(t 4 5)ds
_ ch 2z7rnt/€/ 6—(>\—2i7rn/€)sds

ne”

— Z Cn<)\ + 227‘-”/6) 62i7rnt/€
= 2 A/

Then :

- I lcn]? )\—|—227m/€ lcn]?
A = N f t)dt =
<R+( )f, f>L2 7 /0 R+( Z 2 + 47r2n2/€2 Z A2 + A2 n2/€27

by oddness of the imaginary part of the sum. In particular :

%/OZR+()\)f(t)f(t)dt2|CO|2 ( /f dt) (2.4.12)

Inserting (2.4.12) into (2.4.11), then applying Jensen’s convexity inequality :

1 w1 o ?
(Re(Nf. f) = A~ jlgnN— Z 5 (m/() f(sotZ)dt>

2
£(v)

Z ” 1 2
=2 Tlggo ’Y flenz)dt A (/SM fdu)

0

]

Theorem 2.4.2. [Guil7a, Theorem 1.1] The operator 11 : HS(M) — H5(M) is
bounded, for any s > 0, selfadjoint and satisfies :

1. ¥f € H* (M), XILf =0,

2. Vf e H*(M) such that X f € H(M), IIX f = 0.
If f € H¥ (M) with (f,1);2 = 0, then f € ker I1 if and only if there exists a solution

u € H*(M) to the cohomological equation Xu = f, and u is unique modulo constants.

Remark 2.4.2. Actually, by slightly changing the previous constructions (the definition
of m), we could have obtained that Il : H*(M) — H"(M) is bounded for any s, >
0. It is possible to choose the escape function with a lot of freedom. For instance,
concerning Ry (A), we could have taken an espace function m, like the one designed
on Figure 2.4. In particular, such a choice guarantees that for f € H*(M), Ryf is
microlocally H?® everywhere, except in conic neighborhood of E.
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E*

s

m i‘
E* Eq

FIGURE 2.4 — Another choice for the escape function m.

Proof. The fact that I : H*(M) — H*(M) is bounded and selfadjoint is immediate
thanks to the previous constructions and the two identities follow from (2.4.9). This
also proves one implication in the last sentence.

Assume f € H*(M) and f = Xu for some function u € H*(M). The fact that
u is unique modulo constants follows from the ergodicity of the flow. Indeed, assume
v € H*(M) is such that f = Xu' = Xu, then X (v —u) =0 so v — u is constant.

Now, assume f € H*(M), (f,1);2 = 0 and IIf = 0 = Ryf + R;f. We set uy =
Rof,u- = —R§f € H*(M) (so that formally, Xu, = Xu_ = f) and uy = u_. By
Remark 2.4.2, u, = Ry f is microlocally H* everywhere, except in conic neighborhood of
V. CT*M of EY (where it is, at worst, H~*). The same occurs for u_, but reversing the

time : u_ = —R}f = R, f is microlocally H® everywhere except in a conic neighborhood
Vi, C T*M of E*. Since uy = u_ and we can always choose V,, V; so that V, NV, = 0,
we obtain that u := uy € H*(M). Then, Xu = XRyf = f, since (f,1) = 0. O

As a corollary, we obtain the proof of Guillarmou [Guil7a] of the Livsic theorem in
Sobolev regularity (see Theorem 2.1.1) :

Proof. We fix s > 2% and assume f € H*(M) satisfies I f = 0. Then f € C* for some
a > 0 so by the classical Livsic theorem in Holder regularity, f = Xwu for some u € C°.
In particular, f € H*? 4 € H*? and IIf = IXu = 0 i.e. kerII = 0 (and (f,1) = 0
since I f = 0). By Theorem 2.4.2, u is actually in H*(M). O

2.5 The normal operator

We will apply the results of the previous sections to the case where M := SM, the
unit tangent bundle of a Riemannian manifold (M, g), whose geodesic flow is assumed
to be Anosov. In particular, a geodesic flow is a contact flow (the contact form is the
Liouville 1-form «) and is thus exponentially mixing by the result of Liverani [Liv04].
Most of the results of this section can be found in [Guil7a, GL19d, GL19a].

Recall from Appendix B that

T(SM)=R-X ot Ha'V,

where V = kerdmg, my : SM — M the projection and dmy : RX @+ H — TM is an
isometry. Here, the metric on SM is the Sasaki metric induced by the metric g on M. We
define the dual spaces V*, H* by V*(V) = 0, H*(RX & H) = 0. Note that dry : T*M —
V* is an isometry. By [Pat99, Theorem 2.50], RX @ E, &V =T(SM)=RX G E,®V

60



CHAPITRE 2. CLASSICAL AND MICROLOCAL ANALYSIS OF THE X-RAY
TRANSFORM ON ANOSOV MANIFOLDS

and thus V* @ Ef = V* @ Ef = T*(SM). Recall that (M, g) has no conjugate points
if for all ¢ # 0, dp(V) NV = {0}. By [KIi74], an Anosov Riemannian manifold has no
conjugate points and on the cotangent bundle, this implies that dp, (V*)NV*NY = {0}
for all ¢ # 0, where ¥ = E} @ E? is the characteristic set.

2.5.1 Definition and first properties
We introduce the normal operator
I, =7, (I1+1 @ 1)), (2.5.1)

Recall from §B.1.3 that given (z,£) € T*M, the space @¥TM decomposes as the
direct sum

RETrM = ran <0D(:c, £)|®?_1T;M> & ker (op+(,8)|emrenm)
= ran <0j5|®g””*1T;M> @ ker (i5|®ng;M)

The projection on the right space parallel to the left space is denoted by e ;. and
Op(Terig) = Mker D+ + O(¥~1) by Lemma B.1.6. The following theorem will be crucial
in the sequel. We recall that M is (n + 1)-dimensional.

Theorem 2.5.1. I1,, is a pseudodifferential operator of order —1 with principal symbol

2

Cn,m

O 1= 01+ (2,6) 1 €] Mg o T Theric

with Crm = [ sin" 2" (@)dp.
We have the following

Lemma 2.5.1. One has :

WF'(7,) € ¢ | ((z,0), (@7\0/))7 (@,8) | | (2,§) € T"M \ {0}

cV* cH*
In particular, if u € C~>°(M,®¢T*M) then, WF(m},u) C V*.

Proof. The case m = 0 is rather immediate and follows from Lemma A.2.5, since
dmy(V) = 0. We have for z = (z,v) € SM :

WEF(mu) C {(2,dmo(2)"n), (mo(2),n) € WF(u)} C V*

As to the case m > 1, it actually boils down to the case m = 0. Indeed, consider

a point xop € M and a local smooth orthonormal basis (e1(x), ..., en(m)(z)) of @FT*M

in a neighborhood V,, of z(, where N(m) = nm denotes the rank of @¢T*M.
m

Consider a smooth cutoff function x such that x = 1 in a neighborhood W,, C V,,, of

zo and supp(x) C Vi,. Any smooth section ¢ of @TT*M can be decomposed in V,,

as :
N(m)

Vi)=Y (), e5(2))ge;(2)

J=1
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Thus :
N(m) N(m)
mn () = Y o (@), xe(@))g) mhes = Y m (Aj) mhes,
j=1 j=1

where the A; : C*°(M,@¢T*M) — C*>°(M,R) are pseudodifferential operators of order
0 with support in supp(x). This expression still holds for a distribution w. Note that
m)€; is a smooth function on SM, thus the wavefront is given by the 7§ (A;1) and by
our previous remark for m =0 :

WEF(m,(xu)) C V*
O

In other words, 7, localizes the wavefront set in V*. Moreover, since m,,, consists
in integrating in the fibers S, M, one has by Lemma A.2.3

WEF () C < (2,6) | v e SmM,((x,v),@,\O/) c WE(f) 3, (2.5.2)

ev+ EH"

SO T, only selects the wavefront set in V* and kills the wavefront set in the other
directions.

For € > 0, we consider a smooth cutoff function y such that x = 1 on [0, ¢], and
X = 0 on [2¢,4+00). For (A) > 0, we write

2e +oo
Ry (N = / x(t)e Me X dt + / (1 —x(t))e Me ¥at
0 €

2¢e T
= /0 x(t)e Me X dt + / (1—x(t))eMe ™™dt + e e TXRL(N),

where T > 2e. Note that this expression can be meromorphically extended to the
whole complex plane since R, (\) can by Theorem 2.4.1. Taking the finite part at 0,
we obtain :

2¢e T
Ry = / x(t)e " dt +/ (1—x(t)e™™dt+e ™ Ry —Tx1®1
0 €

Note that the last operator is obviously smoothing. We will write
Ar(M x M) = {(z,2") € M x M,d(x,2") =T}.

By the previous computation, we obtain :

2e T
o Ro, = . / (e Xdtrt +m, / (1= v(#)edtr"
0 €

+ Wm*e’TXROW:n + smoothing

Lemma 2.5.2. suppsing (T.e” 7~ Ry}, ) , suppsing <7Tm* fET(l — X(t))f“dtw%) C Ar
Proof. By Lemma A.2.7,
WE (e Ry) € {(B1(2,6), (2,6)) | (2,€) € T(SM)}

-0
U{(®(2,8),(2,€)) | t 2T, (§, X(2)) =0y U E} x E7
AN ,

=Cs :CS
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Since V* N EX,V* N EY = {0}, using (2.5.2) together with Lemma 2.5.1, and ap-
plying Lemma A.2.7, we see that C3 does not contribute to the wavefront set of
Tmse TX Rom* . Since there are no conjugate points (i.e. dp, (V*) N'V* = {0} for all
t # 0), Cy does not contribute neither. Only C) contributes to the wavefront set
and the sought result follows. We leave it as an exercise for the reader to prove that

suppsing <7rm* fsT(l - X(t))e*txdmjo C Ar. O

Here is what we have proved : if we go back to the decomposition

2e 400
R (\) = / x(t)e Me X at +/ (1 — x(t))e Me ™ ¥dt,
0 €

take the finite part at 0 and pre/post-compose with 7, /7%, we obtain that

2e
= Tms / x(t)e Xdtnr, + Ry,
0

where suppsing(Kg,) C Ap(M x M). Since T' > 2¢ was chosen arbitrary, if we go back
to the operator I1,,, then we obtain that for any ¢ > 0 :

+e
I1,, = Wm*/ x(t)e " dtr* 4 smoothing,

—&

where x is a cutoff function chosen to be equal to 1 at 0 and 0 outside (—¢, ¢).

We can now prove Theorem 2.5.1. We will only deal with the case of 1l since it
is rather similar for higher order tensors but complications arise due to the fact that
the rank of ®JT*M — M is strictly bigger than 1. However, the computation for the
principal symbol will be carried out in full generality.

Proof. By the previous discussion, we have to prove that g, ffe e!Xdtry is a pseudo-
differential operator of order 0, where we can choose € > 0 small enough, less than
the injectivity radius of (M, g). Note that 7, is simply the integration in the fibers
S M. We fix a local chart (U, ) and compute everything in this chart. If y is a cutoff
function with support in ¢(U) such that e'* (supp(x)) C ¢(U) for all t € (—¢,¢), then
for f € C(e(U)) :

(xm | etht?TSX) fla)= [ R | ms et oatae

—E& —E&

2 f R | mixstete. i

For fixed z, since ¢ > 0 is smaller than the injectivity radius of (M, g), the map
(t,v) — mo(pi(z,v)) = exp,(tv) is a diffeomorphism from [0,e) x S, M onto B(z,¢).
By making a change of variable in the previous integral, we obtain

o, / X dtmn f () = / L K@i

—€

with K (z,y) = 2x(x)x(y)| det d(exp,'),|v/det g(y)/d"(x,y). We compute the left sym-
bol

pog) = [ K - i
Rn+1
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and we want to prove that p € S™HRIF! x RPH). We write F(x, 2) = K(x,z — z). By
[Tay11b, Proposition 2.7], this amounts to proving that F' € 5 (R”“ X R (see
Appendix A), i.e

Va, B, 3Cas > 0,Yx € o(U),Vz # 0, 10202 F (1, 2)| < Coplz| 1o (2.5.3)

The singularity of F'is induced by (z, z) — d™"(z,z — 2z) (remark that F(z, z) ~./-0

)2y/det g(z)|z]™™) so this boils down to proving (2.5.3) for this function. But by
the usual argument relymg on Leibniz formula for the derivative of a product, this
amounts to proving

Vo, 8, 3Cap > 0,V € p(U),Vz #0,  [9502d"(w, 2)| < Caplz[" 1.

But this is a rather immediate consequence of the fact that in local coordinates, there
exist smooth functions (GY);<; j<,+1 defined in the patch p(U) such that d*(z,z—z) =
>i; GY(x,x — 2)z;z;. Combining everything, we obtain that p € S™HR}*! x R?H) SO
[Ty is a pseudodifferential operator of order —1. The same arguments allow to show
that II,, is also a WDO of order —1 for any m > 0.

We now compute the principal symbol of II,,. Let us consider a smooth section
fi € C®°(M,®@%T*M) defined in a neighborhood of z € M and f, € QET M, then :

(om(20,§) f1, fa)ao = }111{)% hte @/ (TT, (5@ 1) fo) g
— lim hflefiS(:J:o)/h<1—Iﬂ_;«fn(eiS(ﬂﬁ)/hfl)7 W:»Lf2>L2(SIOM)7

h—0
where £ = dS(x) # 0. Here, it is assumed that Hess,S is non-degenerate. According
to the previous paragraph, we can only consider the integral in time between (—¢,¢),
where € > 0 is chosen small enough (less than the injectivity radius at the point x),
namely :

<‘7m($ 5 f17f2 zo
~tmt [ / GMSOOI=SE e £ (), 465, foliwo, v) X (£) b

h—0

= Jim ™ /(/ / s IO ())W;fz(fﬂow)Sin"_l(so)x(t)dtdsa) du

where y is a cutoff function with support in (—¢, ), v is the geodesic such that v(0) =
2,4(0) = v and we have decomposed v = cos(¢)w + sin(¢)u with w = &/|¢] =
dS(z)*/|dS(x)|, u € S*~t. We apply the stationnary phase lemma [Zwo12, Theorem
3.13] uniformly in the u € S*~! variable. For fixed u, the phase is @ : (¢, p) — S(y(t)) —
S(z) so 9,®(t, o) = dS(%(t)). More generally if  : (t,v) — S(y(t)) — S(z), then

0, ®(t,v) -V = dr(de(z,v) - V), VYV eV.
Since (M, g) has no conjugate points, dr(dy(z,v)) -V # 0 as long as t # 0 and
V e V\ {0}. And dS(§(0)) = dS(cos(¢p)w + sin(¢)u) = cos(p)|dS(z)| = 0 if and only
if o = /2. So the only critical point of ® is (t = 0, = 7/2). Let us also remark that

~ (Hess,S(u,u) —|dS(z)|
HeSS(o,Tr/2)‘I)—( —|dS(z)| 0
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is non-degenerate with determinant —|¢|?, so the stationnary phase lemma can be
applied and we get :

s +e
| emsoorston (0, 4(0)m faan, o) s e
0 —e
~no 2Th|E| T, fi (o, w) T, fo (2o, w).
Eventually, we obtain :

21

<O'm<x7€)f17 f2>x0 = T
1€l Jien=0p

Mo J1(0) 75, f2(0)dSe (v),

where dS; is the canonical measure induced on the n — 1-dimensional sphere S, M N
{(&,v) = 0}. The sought result then follows from Lemma B.1.1. O

2.5.2 Properties of the normal operator on solenoidal tensors

Ellipticity. The crucial property of the normal operator II,, is that it is elliptic on
solenoidal tensors. This was the reason for Guillarmou to introduce it in [Guil7a].

Lemma 2.5.3. The operator 11,, is elliptic on solenoidal tensors, that is there exists
pseudodifferential operators Q) and R of respective order 1 and —oo such that :

QHm = Tker D* R
Proof. We define

on ran(ojg)

07
§(x, &) = { Crm

o |§|(7Tkeri§7Tm*7TL7Tkeri§)’1, on ker(ig)

and q(x, &) = (1—x(x,&))q(z, £) for some cutoff function y € C°(T*M) around the zero
section. By construction, Op(q)I1,, = e p — R with R’ € U~!. Let ' = op and define
a~ > 2. Then Op(a) is a microlocal inverse for 1— R’ that is Op(a)(1—R') € .
Since R'D = 0, we obtain that R = R'mye p- and thus

Op(a) Op(q> Hm - Op(a/>(]l - R/)TrkerD* = Tker D* T+ R7
=Q

where R is a smoothing operator. O]

Injectivity. The next lemma shows that the s-injectivity of the X-ray transform is
equivalent to that of the normal operator II,, :

Lemma 2.5.4. [, is solenoidal injective if and only if 11, is injective on the space
H: (M, @FT*M), for all s € R.

sol

Proof. There is a trivial implication : s-injectivity of II,, implies that of I,,. Indeed,
assume f € C(M,®¢T*M) is such that I, f = 0, then 7}, f = Xu for some u €
C*>°(SM) by the smooth Livsic theorem. But then I, f = m,, 7% f = 71, [1Xu =0
by Theorem 2.4.2. Thus f = 0.
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Let us now prove the converse. We fix s € R. We assume that II,, f = 0 for some f €
H: (M, S™(T*M)). By ellipticity of the operator, we get that f € C(M,S™(T*M)).
And :

(ot £ = Wi fmif)e 4 ([ s

M

2
=<<—A+1>-8Hw;f,w;f>m+( /S w:;fdu) 0.

M
By Lemma 2.4.5, since (Ilx}, f, @ f) > 0, we obtain that [g, m fdu = 0. Moreover,
(—A+1)*II is bounded and positive on H*® so there exists a square root R : H®> — H”,
that is a bounded positive operator satisfying (—A + 1)7°II = R*R, where R* is the
adjoint on H®. Then :

(=A+ 1) Mn,, f, 70 f)ae = 0 = || R, f]

2
Hs

This yields (—=A 4+ 1)~*Ilx, f = 0 so IIx}, f = 0. By Theorem 2.4.2, there exists u €
C*>°(SM) such that 7 f = Xu so f € ker I, N ker D*. By s-injectivity of the X-ray
transform, we get f = 0. [

In particular, the previous lemma directly implies the following

Proposition 2.5.1. Let (M, g) be a smooth Anosov Riemannian manifold. Then, the
kernel of I, on CX(M,QTT*M) is finite dimensional.

sol

Proof. By Lemma 2.5.4, s-injectivity of I,,, is equivalent to that of I1,,, which is elliptic
on solenoidal tensors. O

Another direct consequence of Lemma 2.5.4 and Theorem 2.5.3 is the

Theorem 2.5.2. If I,, is solenoidal injective, then there exists a pseudodifferential
operator Q' of order 1 such that : Q'Il,, = Ter p+-

Proof. The operator I1,, is elliptic of order —1 on ker D*, thus Fredholm as an operator
He (M, @2T*M) — HEN(M,@%T*M) for all s € R. It is selfadjoint on the space

sol sol

H] / *(M,®%T*M), thus Fredholm of index 0 (the index being independent of the
Sobolev space considered, see [Shu0l, Theorem 8.1]), and injective, thus invertible
on H: (M, &%T*M). We multiply the equality QII,, = 7y p+ + R on the right by

sol 1
/. - .
Q = Tker D*Hm Tker D* -

QHmQ/ = Q Hmﬂ-ker D* Hy_nlﬂ-kerD* - Qﬂ-kerD* - Q, + RQI

=I1,,

As a consequence, ) = Qmyer p+ + smoothing so it is a pseudodifferential operator of
order 1. And Q'Il,, = Tker D+ O

This yields the following stability estimate :

Lemma 2.5.5. If I,,, is solenoidal injective, then for all s € R, there exists a constant
C = C(s) > 0 such that :

Vfe Hy(M,@gT" M), ||f]

Hs+1

We also obtain a coercivity lemma on the operator I1,,.
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Lemma 2.5.6. If I, is solenoidal injective, then there exists a constant C' > 0 such
that :
Vfe HVA(M,@T* M), (ILuf, f) > Climer p+ fIl3-1/2-

Proof. The operator 7,7, : QET*M — QFT*M is positive definite and thus admits
a square root S(z) : @ETIM — QFTrM, self-adjoint and such that S™(z) = w7,
We introduce the symbol b € C®(T*M) of order —1/2 defined by b : (z,§) —
x(z, &)|€]71/25(x), where x € C°°(T*M) vanishes near the 0 section in 7% M and equal
to 1 for |¢] > 1 and define B := Op(b) € U~Y2(M,R%FT*M), where Op is a quanti-
zation on M. Using that the principal symbol of 7 p« is g, the inner product with
¢, we observe that Il,, = Ty p- B* Bjer p- + R, where R € U~2(M, @%T*M). Thus,
given f € H™Y2(M, @%T*M) :

<Hmf7 f>L2 = HBﬂ-kerD*f |%2 + <Rf7 f>L2 (254)

By ellipticity of B, there exists a pseudodifferential operator @) of order 1/2 such
that QBTyer p+ = Txer p+ + R/, where R € W=°°(M, @& T* M) is smoothing. Thus there
is C' > 0 such that for each f € C>(M,TT*M)

17ker D+ 172 S NQBer Do f 172 + IR Fllzp-1/2 < CllBAer o Il + IR FllF-1/2-

Since Lemma 2.5.6 is trivial on potential tensors, we can already assume that f is
solenoidal, that is me p+ f = f. Reporting in (2.5.4), we obtain that

1A F1r2 < Ot flre = C{RS, flrz + 1R fII5-12
< C{nf, flrz + ClIRF Ll fll -1/ + 1B fll7-se-

Now, assume by contradiction that the statement in Lemma 2.5.6 does not hold, that
is we can find a sequence of tensors f, € C°(M,QFT*M) such that ||f,|g-12 =1
with D*f,, = 0 and

IV fullze = M fas fadez < | fallfyi2/n = 1/n = 0.

Up to extraction, and since R is of order —2, we can assume that Rf, — v; in H'/?
for some v;, and R'f,, — vy in H~'/2. Then, using (2.5.5), we obtain that (f,)nen
is a Cauchy sequence in H~%? which thus converges to an element vy € H~? such
that ||vs||g-12 = 1 and D*vs = 0. By continuity, II,,f, — Iyvs in H'? and thus
(Ilyvs, v3) = 0. Since vs is solenoidal, we get /I, v3 = 0, thus Il,vs = 0. Note that
1,,, is s-injective by assumption, thus I, is also injective by Lemma 2.5.4. This implies
that v3 = 0, thus contradicting ||vs|| g-1/2 = 1. O

(2.5.5)

Now, assume that the operator I, = IIZ is a continuous family as a map between

Fréchet spaces
g €U, — 119, € V1M, QET*M)

where Uy, C C®°(M,®§T*M) is a neighborhood of gy, a fixed Anosov metric, and
the topology on the Fréchet space WM, @%T*M) is that detailed in (A.1.5) (the
topology on WM, ®@%ZT*M) is given by the semi-norms of the symbols, as usual).
This will be proved in Section §2.6 (see Theorem 2.6.1). As a consequence, we obtain
the

Lemma 2.5.7. Let (M, go) be a smooth compact Anosov Riemannian manifold with
nonpositive curvature. There exists a C* neighborhood Uy, of go and a constant C' > 0
such that for all g € Uy, and all tensors f € H-Y2(M, ®%T*M),

(5.1, flrz = Cllmer ps f

|2
H-1/2(M)"
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Proof. Let go be fixed Anosov metric with non-positive curvature and let ¢ € M be a
smooth metric in a C'*°-neighborhood Uy, of go. We choose U,, small enough so that
g is Anosov. Let f € ker D] be a solenoidal (with respect to ¢g) symmetric m-tensor,
then f = Myer D; f- Let Cy, > 0 be the constant provided by Lemma 2.5.6 applied to the
metric go. We choose Uy, small enough so that ||H9 — 19| f-1/2 12 < Cy, /3 (this is
made possible by the continuity of g — I1¢, € ¥~1). Then :

<H§nf, f> = <(H$n - H%)f? f> + <H$7[1)f7 f) 2 ngHﬂ—kerD;OfH?{—l/Q - Cgo/3||f‘|?{—1/2

But the map Uy, > g — Tier Dy = 1 —DgAng; € Y is continuous, where Ay = D; D,
is the Laplacian on (m — 1)-tensors, and this implies that for g in a possibly smaller
neighborhood U, of go, using f = mer p: f

(5. f, f) > Ogo||7rkerD;f||12ﬁrl/2 —2/3 % Cgo”f”irl/? = Cgo/?’Hﬂ—kerD;f |§{*1/2

m
Of course, more generally, the previous lemma is valid
as long as gp is Anosov and % is known to be injective. ES
As mentioned earlier, an immediate consequence of the <>

previous lemma is the following

Proposition 2.5.2. Let (M, gg) be a smooth Rieman-
nian (n+ 1)-dimensional Anosov manifold which is non-
positively curved. Then, there ezists a C'*°-neighborhood
Uy, of go in M such that for any g € Uy,, for anym € N, p- E3

19, 1s s-injective.
FIGURE 2.5 — The order func-

Of course, the result is only interesting when n+1 > tion on S*M.
3,m > 2, the other cases being covered in full generality by the literature.

Proof. By Lemma 2.5.4, the s-injectivity of 19, is equivalent to that of Il and the
previous Lemma allows to conclude. O

Surjectivity. The normal operator 11, is formally self-adjoint, elliptic on solenoidal
tensors and is thus Fredholm of index 0. As a consequence, 11, is injective on solenoidal
tensors if and only if it is surjective. We can even be more precise on this statement :

Lemma 2.5.8. [, is solenoidal injective if and only if

e : O (SM) — C%(M, @ M)

mv
1S surjective.

Here, C,.3°(SM) = Us<o, Hipu(SM) denotes the distributions which are invariant
by the geodesic flow. We note that this lemma was first stated in the literature in the

case of simple manifolds [PZ16].

Proof. Assume that 7, : C°(SM) — CS5(M,®@¢T*M) is surjective. Let f €
C(M,®%¥T*M) be such that I,,f = 0. Then 7}, f = Xu for some u € C*(SM)
by the smooth Livsic theorem and f = m,,,h for some h € C, 3°(SM) by assumption.

Then :

mv

0= (Xh,u) = —(h, Xu) = —(h, 7% ) = —(mmih, f) = — || f|I2
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Thus f = 0.

We now prove the converse. If I, is s-injective, then II,, is s-injective and thus
surjective on solenoidal tensors. Thus, given f € CX(M,®TT*M), there exists u €
CX(M, @TT*M) such that f = Il,,u = m,,Iln}u, that is f = 7,k for h =1 u €

sol

m5>0H78(SM). D

The surjectivity of m,,, is described with more details in Appendix B. In particular,
in the case of Anosov Riemannian manifolds with nonpositive curvature, it is known
to be surjective by some construction known as the Beurling transform. It is still an
open question in full generality without any assumption on the curvature, just like is
the s-injectivity of I,,.

Boundedness. Eventually, we will need this last lemma :

Lemma 2.5.9. Ix}, : H*(M,%T*M) — H™*(SM) is bounded, for any s > 0. By
duality, 7,11 : H(SM) — H*(M,Q%T*M) is bounded too, for any s > 0.

Idea of proof. We only prove the first part of the statement since the other follows by
duality and we actually restrict ourselves to proving that Ror), : H (M, %T*M) —
H=*(SM) is bounded. The proof can be done directly by constructing a relevant escape
function.

Indeed, the order function m introduced in Lemma 2.4.1 can always be changed
so that m = —1 on a slightly larger domain, namely on a domain encapsulating
k(V*) U k(E?) (see Figure 2.5), where v : T*(SM) — S*(SM) is the projection.
If fe H*(M,FT*M), then by Lemma 2.5.1, WF (7%, f) € V* and thus 7, f is
microlocally H=* at V* and smooth outside V*. So 7 f € H7, where the anisotro-
pic space space is built by using the order function m described in Figure 2.5. Since
Ry : HS, — H5 C H*(SM) is bounded, we obtain the sought result.

Another way of proving this lemma is to use the radial source estimate (see Theorem
A.4.2). We will rather prove that m,,, Ry : H*(SM) — H*(M,®%T*M) is bounded,
only using the fact that Ry : H*(SM) — H~*(SM) is bounded — which follows from
Theorem 2.4.1. Since 7,,, is smoothing outside V*, it is sufficient to prove that given
f € H*(SM), Ryf is microlocally H® in a neighborhood of V*. In other words, if
A € UO(SM) is microlocally supported near V*, it is sufficient to prove that 7,,, ARy :
H*(SM) — H*(SM) is bounded because

ﬂm*RO = ﬂm*ARO + Wm*(:ﬂ_ - A)RO

and the last term is immediately smoothing.

Let f € H?(SM), we set u := Ryf and thus Xu = f. Note that ||ulg-s < || f|lu-
and we already know — by construction of the anisotropic Sobolev spaces — that u
is microlocally H® in a neighborhood of E?. We first apply the source estimate : let
By € UY(SM) be elliptic near E*. Then, there exists A; € WO(SM), elliptic near E*
such that :

[Avullgs S NIBufllas + lulla— S 1) as (2.5.6)
Consider A, € WO(SM), elliptic near V* N'Y, By elliptic in a conic neighborhood of
¥ such that WF(Ay) C ell(By). This choice can be done so that for any (x,§) €

ell(Az), there exits a time 7" > 0 such that ®_r(z,€) € ell(Ay). Applying the classical
propagation estimate (see Theorem A.4.1), we obtain :

[ Az

ne S [[Aru]

is + || Baf]

ms + Julla—s S fllas
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by inserting (2.5.6) in the last inequality. Consider Az, Bz € W(SM) elliptic everyw-
here outside a neighborhood of o = {({, X(z)) = 0} such that WF(A3) C ell(B;). By
ellipticity of the operator X outside X, one has :

[Asullps < | Bsfllms—r + [Jullg—+ <
If we define A := Ay + Az, the previous construction can always be done so that A
is elliptic in a neighborhood of V*. Thus ||[ARof||ms < ||f]|zs and this concludes the

proof.
O

2.5.3 Stability estimates for the X-ray transform

Before going on with the proof of Theorem 2.1.4, let us recall the definition Holder-
Zygmund spaces. Let ¢ € C°(R) be a smooth cutoff function with support in [—2, 2]
and such that ¥y =1 on [—1,1]. For j € N, we introduce the functions ¢; € C2°(T*M)
defined by ¢o(x, €) = (€]}, @5 (x, €) = H(27[€]) — h(21]¢]), for j > 1 with (,€) €
T*M, | -| being the norm induced by g on the cotangent bundle. Since ¢, is a symbol
in S7°°, one observes that the operators Op(yp;) are smoothing.

For s € R, we define C? (M), the Hélder-Zygmund space of order s as the completion
of C*(M) with respect to the norm

Julle: = sup 2| Op(i;)ulle,
jeN

and we recall (see [Tay91, Appendix A, A.1.8] for instance) that a pseudodifferential
operator P € W™ (M) of order m € R is bounded as an operator C:t™ (M) — C2(M),
for all s € R. Note that the previous definition of Holder-Zygmund spaces can be easily
generalized to sections of a vector bundle. When s € (0, 1), it is a well-known fact that
the space C¥(M) coincide with C*(M), the space of Holder-continuous functions, with
equivalent norms ||u| cs. The Holder-Zygmund spaces correspond to the Besov
spaces B; (M) with ¢ = r = +oo while the Sobolev spaces H*(M) correspond to the
choice ¢ = r = 2. Here :

cs =< [|ul

+00 1/r
[ulls;, = 12°7 Op(p;)ul|za
a

§=0
In particular, Lemma 2.5.5 can be upgraded to :

Lemma 2.5.10. For all s € R, there ezists a constant C == C(s) > 0 such that :

\V/f G sol(M7 ®TSnT*M)7

¢ < O fll gz
Eventually, we will need this last result :

Lemma 2.5.11. For all s > 0, the operator I : C3(SM) — C.* "2 (50 s
bounded.

Proof. Fix € > 0 small enough. Then :
Cs Hs ¢ _> H 5T < C —(n+1)/2+4¢ SN C —(n+1)/2 ’

by Sobolev embeddings. O]
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We can now deduce from the previous work the stability estimate of Theorem 2.1.4.

Proof of Theorem 2.1.J. We assume that f € C (M, @%T*M) is such that || f|lce < 1.
By Theorem 2.1.3, we can write 7, f = Xu-+h, with u, Xu, h € C where 0 < o/ < av.
We have :

W llgreor-enre S MMl oo by Lemma 2.5.10
S ||H7T;knf||0;a’f<n+1>/2
o |1 (& TR R—
[
S Rl e by Lemma 2.5.11
S M 7 by Theorem 2.1.3

Using || f|lce < 1 and interpolating C? between C~1=*'~("*1)/2 and C*, one obtains
the sought result.
[

2.6 Continuity of the normal operator with respect
to the metric

In this section, we prove that the normal operator II;(g) € ¥~! depends conti-
nuously on the metric g as an operator in W1,

Theorem 2.6.1. The map An > g — Ily(g) € ™! is continuous as a map between
Fréchet spaces.

Here An C Met = C(M,®%_T*M) is the open subset of Anosov metrics in the
cone of metrics (which is an open set of the Fréchet space C°(M,®%T*M) endowed
with the usual semi-norms in coordinates). The space ¥~ is endowed with the topology
of a Fréchet space, the semi-norms being defined by (A.1.5).

We fix an Anosov metric gy and we work in a neighborhood Uy, of gy in the C*°
topology. In particular, we will always assume that this neighborhood U, is small
enough so that any g € U,, has an Anosov geodesic flow that is orbit-conjugated to
that of go. We will also see the geodesic flows (¢f);er as acting on the unit bundle
M = SMy, for go by using the natural identification SM, — SM,, obtained by
scaling in the fibers. The operator 7} associated to g becomes for (z,v) € SMy,

m3h(x,v) = ha(v,v)[v],”,

if h € C°(M,®%T*M). It is just a scaling times the 73 associated to go. For the sake
of simplicity, we will write 73 and 7y, without insisting on the dependence on g.
The operator I15(g) can be decomposed as

la(g) = 72, [ (e Ve

00
0

+oo
— m3, R (9) / X (e X Wdtms; — 3. Ry (g) / ¥ (e X Wt
0

+ (1_ / +Oox(t)dt) Tau(g) (s 18} 75, h

o

(2.6.1)
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where x € C®(R) is a smooth cutoff function such that y = 1 around 0 and there
exists 7" > 0 such that x is supported in [-7T — 1,7 + 1] and X’ is supported in
[T —1,-T] U[T,T + 1]. We will choose T large enough in the end. Note that we
now see the operator w3 as a map C®(M,%T*M) — C*(M). The first term on
the right-hand side of the equality (2.6.1) carries all the microlocal properties of the
operator Il5(g), the three other terms on the remaining lines are all smoothing (see
[Guil7a, GL19a]). We will actually prove the following propositions which, in turn,
imply Theorem 2.6.1.

Proposition 2.6.1. The map

“+oo
Met 3 g — Wg*/ x(t)e ¥ atns € v

1S continuous.

For the sake of simplicity, we will only deal with the case of the operator Il acting
on functions. The arguments are similar for tensors of higher order but more tedious
to write.

Proposition 2.6.2. For N € N\ {0} large enough, the map
+oo
An>s g WQ*RUi(g)/ X (e ¥ Wadtry € L(HN, HY)
0
18 continuous. In particular, this implies that
+o0
An 3 g m,RE(9) / X (e ¥ Wdtns € C°(M x M, @%T*M @ (R4T*M)')
0
15 continuous if we identity the operator and its Schwartz kernel.

2.6.1 Continuity of the microlocal part

In this paragraph, we prove Proposition 2.6.1. As mentioned previously, for the sake
of simplicity, we will only deal with the operator II,. We thus have to prove that the

map
—+00

Met 3 g — 7T0*/ x(t)e ¥ Wdtrt = T(g) € U1

—00

1S continuous.

Proof of Proposition 2.6.1. Given f € C*°(M), the map T'(g) can be written as :

T()f(x) = 2 / } / F(exp (F0)x(£)dtdS, (v)

We introduce a partition of unity Zfil U, =1 of M = SM,, and a partition of unity
S ;= x(t) on [0,T + 1] such that for all i € {1,..., K} ,j € {1, ..., L}, the map

supp(W;) x supp(®;) 3 (L, (x,v)) = expi(tv)

is a local diffeomorphism (which is possible since the metrics do not have conjugate
points). Since this is a C'-open condition in the metric g, this can be done uniformly
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for ¢ € U in a C'-neighborhood of gy. The function ®; is chosen to have support in
[0,¢€) where € > 0 is less than a third of the injectivity radius of go. Thus :

T =23 [ [ et w0 (s, )
= Q/ZM /OE f(expZ(tv))®,(t)dtdS,(v)
+2) / . /0 f(exp? (tv)) ¥, (x, v)®; (t)dtdS, (v)

i1
= / Ky, y)f (y)d volyy () + / K5 (2,9 f (y)d volyy (1),
M M
where the kernel K (x,y) € C*(M x M\ A) (A being the diagonal in M x M) writes

in coordinates
2x1(z,y)

Jg(% y)dg_l(% y) 7
where Jy(x,y) := | det(d,(expd )i )| with y = exp,(tv) is the determinant of the map

Ky(z,y) = (2.6.2)

dv(expgg)tv : (T(z,v)SacMa gcan) — (Texpg(m),go),

(the differential is only taken with respect to the v variable) and x; € C*°(M x M) is
a smooth cutoff function localized near A. The kernels K;’j have a similar expression
to (2.6.2) with a cutoff function that is not localized near A.

In particular, it is straightforward that the maps

Met 3 g — K7 € C™(M x M)
are continuous. Moreover, the map
Met 5> g K, € U1,

is continuous because the local full symbols are Fourier transforms of the integral kernel
K, in polar coordinates around the diagonal. Note that in this proof, it was crucial
that the metrics do not have conjugate points in order to perform a change of variable
(one could also have lifted the kernels to the universal cover, avoiding the partitions of
unity) O

2.6.2 Continuity of the smooth part

Preliminary lemmas. In this paragraph, we prove a version of Egorov’s Theorem (for
the operator e'*) with parameter X € C*(M,TM)). Let Op be a fixed quantization
on the manifold. We recall that ¥ (M) is the class of operators of the form A =
Op(a) + R, where a € S™(T*M) is a symbol of order m in the usual Kohn-Nirenberg
class, R € U=>°(M) is a smoothing operator (it has smooth kernel Kp € C*°(M xM)),
the topology of this space being described in (A.1.5).

Proposition 2.6.3. Let A € V(M) be a pseudodifferential operator of order m € R.
Then,
R x C®(M, TM) > (t,X) = X Ae™™* = A(t, X) € U™(M)

is continuous as a map between Fréchet vector spaces. Moreover, WF(A(t, X)) =
DX (WF(A)) and o(A(t, X)) = o(A) o ;.
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Observe, that in our particular case, given f € C*°(M), one has the exact formula
eXf = f(oi(+)) = i f and thus the previous theorem boils down to statement that
pseudodifferential operators are invariant under the action of the group of diffeomor-
phisms on M. More precisely, the previous proposition is implied by the

Proposition 2.6.4. Let E be a Fréchet vector space and E > X — Fx € Diff(M) be
a continuous map (between Fréchet manifolds). Then,

E> X FR AR = A(X) € U™(M)

is continuous. Moreover, WF(A(X)) = Fx(WF(A)) and 0(A(X)) = o(A) o Fx, where
Fx is the symplectic lift on T*M of the diffeomorphism Fx.

Proof. Without the X-dependence, this is a standard result of microlocal analysis (see
[Mel03, Proposition 2.11] for instance). One simply has to follow the classical proof and
check that the X-dependence is continuous. O

We denote by Diff the group of smooth diffeomorphisms on the manifold (this is a
Fréchet Lie group). We also have the following lemma of continuity

Lemma 2.6.1. For all N € Z, the map
Diff 3 ¢~ * € L(HY, HN )
18 continuous as a map from a Fréchet manifold to a Banach space.

It is actually continuous as a map from L(H*®, H") for all s > r but we will not need
this fact.

Proof. Of course, by the group property, this boils down to proving the lemma at the
identity 1 € Diff. By duality, it is also sufficient to prove the statement for N > 0 and
we stick to the case N = 1, the general case being handled in a similar fashion. We
consider ¢ € Diff such that ||¢) — 1||co < inj(M), the injectivity radius of M = SM,,
seen as a Riemannian manifold endowed with the Sasaki metric. Observe that for
f € C>®(M), one has, writing v(z,t) := exp,(texp; * (¢(2))) :

I6°f = fls = | 1F0(2) = 1) Paute)

</,

<lo=1lt [ [ s )P

2

/0 (V1 (12, 0)), 4z )| du(z)

1
<||v — 1||% \Y% 2G(t,w,)d d
<lo=1lz [ [ 195G vt
S 16 = 12l f 2,

where G(t,w,v) = |detd,y(z,t)|"*,w = v(2,t) and G is uniformly bounded in L*
for t € [0,1],2z € M and v in a neighbourhood of the identity in C'*°. This concludes
the proof. O
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Continuity argument. In this paragraph, we prove Proposition 2.6.2.

Proof of Proposition 2.6.2. We deal with the operator
+0o0
An>gw— 7T2*R3_(g)/ X' (e XDty € L(HN, HY),
0

the other being similar. We are going to use the perturbative arguments developed in
[Guel8, DGRS18]. Let M := SMy, and S*M := T*M/ ~ be the sphere bundle (where
(2,€) ~ (2/,&) if and only if z = 2’ and there exists A > 0 such that £ = \¢'). We
denote by x : T*M — S*M the canonical projection.

EZ(g0)

FIGURE 2.6 — A representation of S* M

For Uy, a small C**-neighborhood of gy, we can thus introduce {x(Ej,,(9)) | g € Uy, }
which contain (and are close to) x(E, ,(g0)). We choose :

e V, C V, are relatively compact neighborhoods of x(E:(ge)) containing the set
{r(E2(9) | 9 € Uy},

e V, C V, are relatively compact neighborhoods of k(E*(go)) containing the set

{r(E(9) | 9 € Uy},
e V, contains V* N Ugey, Ei(9) © E}(9),
e and W is a relatively compact neighborhood of Uyey, k(E;(g) © E%(g)) N V.

»S,U

We refer to Figure 2.6 for a picture of these different sets. By abuse of notations, we
will sometimes confuse a set in S*M with its conic lift to T*M. It T' > 0 is chosen
large enough, one can ensure that uniformly in g € Uy, , one has

+o0 -
WF < / X (t)e ¥ dtn; f) c V,,
0

where f € C™°(M,®4T*M) = UgerH*(M,®%T*M). This will be made more pre-
cise in a few lines, although not exactly stated this way (we will take advantage of
propagation in the other direction). The key fact is the following

Lemma 2.6.2. For all metrics g in a C*° neighborhood Uy, of go, for all conic open
set W such that W N Uyey, (E5(9) @ E;(g)) = {0}, there exists a time T' > 0 such that
4, (W) CV, forallt>T.
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Proof. This is a rather standard lemma in hyperbolic dynamics and we refer to [DGRS18,
Section 3.1] for elements of proof. O

From the construction techniques of escape function in [Guel8, DGRS18], one can
show that there exists a uniform escape function m € C*°(S* M) such that m =1 on
Vs, m = —1 on V,, and X(g) - m < 0 for all g in a C*°-neighborhood of gy, and a
function G,,, € S),_,(T* M) (for all p < 1), constructed from m, such that there exist
constants C7, R > 0 (independent of g) such that on |{] > R intersected with a conic
neighborhood of ¥ := Uy, E5(g9) ® E;(g), one has X(g) - Gy, < —Cy < 0 (where X(g)
is the symplectic lift to T*M of X(g)) and for || > R, X(g) - G,, < 0. For N > 0,
we introduce Ay := Op(eN¥). Up to a lower order modification, we can assume that
Ay is invertible. We then define the following scale of anisotropic Sobolev spaces for
N>N'>0:

WYV = At (HY (M)
As it was proved in [FS11, DZ16], the spectrum of X (g) is discrete on H™M'

Lemma 2.6.3. The map
+o0
An>gw— / X' (e X Watrs € L(H N, 1N
0

s continuous for N € N large enough.

Proof. The proof mainly relies on a version of Egorov Theorem with parameter (see
§2.6.2). Let a € C°(T*M) by a symbol of order 0 that is 0-homogeneous for || > 1
and such that :

e a=1onr'(V,)n{l > 1},
e and a =0 on (T*M\ k1 (Vo)) Nn{[¢] > 1}.
We define A := Op(a). The lemma boils down to proving that the maps

+oo
Met 3 g — (1 — A)/ X' (t)e ¥ Wdtns € L(HN, HNY)
0

and

+oo
Met 5 g — A/ X (e XDty € L(HN, HNT)
0

are continuous. The second one is rather obvious using Lemma 2.6.1, that is the conti-
nuity of Met x R 3 (g,t) + e 7X@ € L(HN, H-N~1). We deal with the first one. We
write 1 — A= (1 —-A)B+ (1 - A)(1 — B) = Cy + Cy, where ell(B) C WF(B) C W
(see Figure 2.6). We have that WF(C}) is localized near W, WF(Cy) is localized near
the complementary S*M \ (W U V,,).

The operators X (g) are all uniformly elliptic on WF(Cy) and thus X(g)*V are
all uniformly elliptic too. As a consequence, we can find a microlocal parametrix
Q(g) € V=2V (M) such that Q(g)X(9)*N = Cy + R(g) where R(g) € ¥~>°(M). The

construction of the parametrix is continuous that is
Met > g — (Q(g), R(g)) € ¥7*¥ (M) x ¥™*(M)
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is continuous. Then
Foo +o0
Cy / X (e 9dtm; = (Q(9)X (9)* — R(g)) / X (t)e XD dtm;
' +oo " 400
= Q(Q)/O XV () e X9 dtry — R(g)/o X () e X9 ders

Now, [["xCN+D(1)e X Watny € L(HN, H-N=1) and Q(g) € L(H V=", HV') and
both operators depend continuously on g € Met by the previous arguments. Thus

+oo
Met 3 g — Q(g)/ XV (e X @Adtry € L(HN, HN )
0

is continuous. The second integral with R(g) is dealt in the same fashion.
We now need to deal with the part containing C. Using the continuous version of
Egorov’s Theorem (see §2.6.2) :

+00 +oo
/ X (t)Cre X9 dtr; :/ X (t)e X @t X9 0 et X @) dgrs
0 0

“+o0o
_ / V(e O (1, g)dtms
0

The principal symbol of Ci(t,g) = Op(ci(t,g)) is o(C1) o ;. What is more is that
the wavefront set satisfies WF(C4(t, g)) € ®Y,(WF(C1)), so that roughly speaking, it
is “moved” towards E?(g). In particular, by Lemma 2.6.2, there exists 7' > 0 large
enough so that uniformly in g in a C* neighborhood of gy, for all t > T,

WEF(Ci(t,g)) C ®%,(WF(Cy)) C ®%,(W) C V,

and thus WF(C (¢, g))NV* = {0}. Since WF (75 f) C V*, this implies that C (¢, g)75 f €
C*°(M) for all t > T and more precisely,

Met > g = C1(t, g)m3 € U~°(M,QT*M, M)
is continuous. From now on 7" > 0 is chosen large enough so that Lemma 2.6.2 is
satisfied. In other words,

+oo
Met 3 g — / X' ()Cre X Wdtrs € L(HN, HN )
0

is continuous. [

Lemma 2.6.4. The map
An > g~ Rf(g9) € L(HN 1 HY2)
s continuous for N € N large enough.

Proof. First, there exists a uniform r > 0 such that for all g € U,,, (X (g) —\)~* has no
pole in D(0,7) C C except at 0. Indeed, by [F'T'13], for X, there exists a spectral gap
of size at least —(n+1)v(go)/2, where v(go) is the expansion rate in (2.1.2). For g in a
C?-neighborhood of g, this expansion rate is uniform in g. In other words, for ¢ close
enough to gy in the C*-topology, X (g) has a finite number of resonances in the strip
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{=(n+ 1r(go)/10 < R(z) < 0}. By [Guelg], these resonances depend continuously on
g€ C®(M,®%, T*M).

Let T' be the circle of radius r/2. Since Ry (g) = [o(X(g) —A)7'A7'dA, in order to
prove the continuity of g — Rj (g), it is thus sufficient to prove that the map

Met x Q3 (g,\) — (X(9) =Nt e LHNL, HY2)

is continuous, where Q := D(0,7)\ D(0,r/4). But this follows directly from [DGRSIS,

Proposition 6.1] .
[

The combination of the previous Lemmas 2.6.3 and 2.6.4 imply Proposition 2.6.2.
Indeed,

+o00o
Ty R{(9) / X (e X Wadtry € L(HN, HN?)
N~~~ 0

N——
Gﬁ('HN,f{HNfQ) GE(HN,717HN,—2)

€L(H-N HN,~1)

with continuous dependance on g € An. The fact that m, € L(HN 2, HY?) is due to
the careful choice of the escape function m.

[]

78



Chapitre 3

The marked length spectrum of
Anosov manifolds

« Le clair de lune a travers les

hautes branches,
Tous les poetes disent, sans

exception, qu’il est beaucoup plus
Que le clair de lune a travers les

hautes branches. »

Le Gardeur de troupeautr,
Fernando Pessoa (Alberto
Caeiro)

This chapter is a compilation of the two articles :

e The marked length spectrum of Anosov manifolds, written in collaboration with

Colin Guillarmou and published in Annals of Mathematics,

e Geodesic stretch and marked length spectrum rigidity, written in collaboration

with Colin Guillarmou and Gerhard Knieper.
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In this chapter, we prove that the marked length spectrum of a Riemannian manifold
(M, go) with Anosov geodesic flow and non-positive curvature locally determines the
metric in the sense that two close enough metrics with the same marked length spectrum
are isometric. This result is valid in any dimensions. In addition, we provide a new
stability estimate quantifying how the marked length spectrum controls the distance
between the isometry classes of metrics. In dimension two, we obtain similar results for
general metrics with Anosov geodesic flows. We also locally solve a rigidity conjecture
of Croke [Cro04] relating volume and marked length spectrum for the same category of
metrics. By a compactness argument, we show that the set of negatively curved metrics
(up to isometry) with the same marked length spectrum, the same volume and with
curvature in a bounded set of C'* is finite.

In a second part, we investigate the link between the geodesic stretch introduced
by Knieper [Kni95], the generalized X-ray transforms of Guillarmou [Guil7a] and the
marked length spectrum of Anosov Riemannian manifolds. In particular, we prove that
in a neighborhood of a fixed metric gg, the marked length spectrum of a metric g
“at infinity” (more precisely, the ratio of the two marked length spectra of g and g as
lengths tend to +00) is sufficient to determine the metric which weakens the conjecture
of Burns-Katok [BK85]. Moreover, we prove that the geodesic stretch with respect to
the Liouville measure and a certain thermodynamic pressure quantify the distance
between the isometry classes of g and gy. We also introduce a natural semidefinite
metric G on the space of smooth metrics on the manifold M which is defined as the
Hessian of the geodesic stretch of infinitesimal variations. We prove that this metric
is continuous and provide a locally uniform lower bound Gy(u,u) > C|lul|?, where
u is a symmetric solenoidal 2-tensor. When M = S is a surface, we show that this
metric induces a canonical metric on the Teichmiiller space 7(S) which is called the
pressure metric and is a multiple of the Weil-Petersson metric. Eventually, as another
consequence of the continuity of the metric G on Met, we prove a uniform version of
the local rigidity of the marked length spectrum.

3.1 The Burns-Katok conjecture

Let (M, go) be a smooth closed Riemannian manifold. As mentioned in the previous
chapter, if the metric go admits an Anosov geodesic flow in the sense of (2.1.1), the set
of lengths of closed geodesics is discrete and is called the length spectrum of go. The
closed geodesics are parametrized by the set C of free-homotopy classes, or equivalently
the set of conjugacy classes of the fundamental group (M) (see [K1i74]). It is an old
problem in Riemannian geometry to understand if the length spectrum determines the
metric gy up to isometry. In 1980, Vigneras [Vig80] found counterexamples in constant
negative curvature. The first examples of manifolds with Anosov geodesic flow are the
negatively curved closed manifolds. We can thus define a map, called the marked length
spectrum, by

Ly :C—=RY, Ly (c) =Ly (v(c)) (3.1.1)

where, if v is a C'-curve, £y, (7) denotes its length with respect to go. We recall the follo-
wing long-standing conjecture stated in Burns-Katok [BK85] (and probably considered
even before) :

Conjecture 3.1.1. [BK85, Problem 3.1] If g and gy are two negatively curved metrics
on a closed manifold M, and if they have same marked length spectrum, i.e Ly = Ly,
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then they are isometric, i.e. there exists a smooth diffeomorphism ¢ : M — M such
that ¢*g = go.

Note that if ¢ : M — M is a diffeomorphism isotopic to the identity, then Lgg, =
Lg,. The analysis of the linearised operator at a given metric gy is now well-understood,
starting from the pionnering work of Guillemin-Kazhdan [GIK80a], and pursued by the
works of Croke-Sharafutdinov [CS98], Dairbekov-Sharafutdinov [DS03] and more re-
cently by Paternain-Salo-Uhlmann [PSUl4a, PSUL5] and Guillarmou [Guil7al. It is
known that the linearized operator, the so-called X-ray transform (see Lemma 3.2.1),
is injective for non-positively curved manifolds with Anosov geodesic flows in all di-
mensions, and for all Anosov geodesic flows in dimension 2. These works imply the
deformation rigidity result : there is no 1-parameter family of such metrics (more pre-
cisely, of isometry classes) with the same marked length spectrum.

Concerning the non-linear problem (Conjecture 3.1.1), there are only very few re-
sults : in dimension 2 and non-positive curvature, a breakthrough was done by Otal
[Ota90] and Croke [Cro90] who solved that problem '. It was extended by Croke-Fathi-
Feldman [CFF92] to surfaces when one of the metrics has non positive curvature and
the other has no conjugate points. Katok [Kat88] previously had a short proof for me-
trics in a fixed conformal class, in dimension 2, and his proof can be easily extended
to higher dimensions. Beside the conformal case, for higher dimension the only known
rigidity result is due to Hamenstadt [Ham99], based on the celebrated entropy rigidity
work of Besson-Courtois-Gallot [BCG95] : she showed that if two negatively curved
metrics g and gy on M have the same marked length spectrum and if the Anosov folia-
tion of go is C'', then vol(g) = vol(go), thus, as L, determines the topological entropy,
the results of [BCG95] imply Conjecture 3.1.1 when g is a locally symmetric space.
For general metrics the problem is largely open. We refer to the surveys/lectures of
Croke and Wilkinson [Cro90, Will4] for an overview of the subject. The main diffi-
culty to obtain a local rigidity result is that the linearised operator takes values on
functions on a discrete set and is not a tractable operator to obtain non-linear results.
The Conjecture 3.1.1 actually also makes sense for Anosov geodesic flows without the
negative curvature assumption.

3.2 Local rigidity of Anosov manifolds

From now on, we denote by Met the Fréchet manifold consisting of smooth metrics
on M. We denote by Met"® the set of metrics with regularity C*, k € N, o € (0, 1).

3.2.1 Statement of the results

Our first result is a local rigidity statement asserting that the marked length spec-
trum parametrizes locally the isometry classes of metrics. As far as we know, this is the
first (non-linear) progress towards Conjecture 3.1.1 in dimension n 4+ 1 > 3 for general
metrics.

Theorem 3.2.1. Let (M, go) be :
e cither a closed smooth Riemannian surface with Anosov geodesic flow,

e or a closed smooth Riemannian manifold of dimension n + 1 > 3 with Anosov
geodesic flow and non-positive sectional curvature,

1. Otal’s work was in negative curvature and Croke’s paper in non-positive curvature.
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and let N > 3(n + 1)/2 + 8. There exists € > 0 such that for any smooth metric
g € Met™ with same marked length spectrum as go and such that ||g — go||cv < €, there
exists a diffeomorphism ¢ : M — M such that ¢*g = go.

We actually prove a slightly stronger result in the sense that g can be chosen to be
in the Holder space CN* with (N, a) € Nx (0, 1) satisfying N+a > 3(n+1)/2+8. Note
also that € > 0 is chosen small enough so that the metrics g have Anosov geodesic flow
too. This result is new even if dim(M) = 2, as we make no assumption on the curvature.
If dim(M) > 2 and ¢ is Anosov, the same result holds outside a finite dimensional
manifold of metrics. This implies the following result supporting Conjecture 3.1.1 :

Corollary 3.2.1. Let (M, go) be an (n+1)-dimensional compact Riemannian manifold
with negative curvature and let N > 3(n +1)/2+ 8. Then there exists € > 0 such that
for any smooth metric g € Met"™ with same marked length spectrum as gy and such
that ||g — gollev oy < €, there exists a diffeomorphism ¢ : M — M such that ¢*g = go.

Since two C-conjugate Anosov geodesic flows that are close enough have the same
marked length spectrum, we also deduce that for gy fixed as above, each metric g which
is close enough to go and has geodesic flow conjugate to that of gq is isometric to g. This
also leads us to ask the natural question : for gy a fixed negatively curved metric, is
there a neighborhood of gy such that each metric in this neighbourhood with the same
length spectrum as gq is isometric to go 7 This question is closely related to the question
of finiteness of isospectral metrics asked by Sarnak in [Sar90], and at the moment we
are unable to answer it.

To prove these results, a natural strategy would be to apply an implicit function
theorem. The linearized operator is I, the X-ray transform on symmetric 2-tensors
studied in the previous chapter : it consists in integrating symmetric 2-tensors along
closed geodesics of the metric gy (see Lemma 3.2.1). It is known to be injective under
the assumptions of Theorem 3.2.1 by [GK80a, CS98, PSUl4a, PSUL5, Guil7al, but as
mentioned before, the main difficulty to apply this to the non-linear problem is that Iy
maps to functions on the discrete set C and it seems unlikely that its range is closed.
To circumvent this problem, we use some completely new approach from [Guil7a] that
replaces the operator I by the operator I, introduced in the previous chapter. This
new operator plays the same role as the normal operator 15/, that is strongly used in
the context of manifolds with boundary. On the other hand, I, is not constructed from
I, and the additional crucial ingredient that allows us to relate the operators I and
I1, is the positive Livsic theorem due to Lopes-Thieullen [L'T05] (see Theorem 2.1.2).

Combining these methods with some ideas developed by [CDS00, Lefl8b] in the
case with boundary, we are able to prove a new rigidity result which has similarities
with the minimal filling volume problem appearing for manifolds with boundary and
is a problem asked by Croke in [Cro04, Question 6.8].

Theorem 3.2.2. Let (M, go) be as in Theorem 5.2.1 and let N > " 42, There exists
e > 0 such that for any smooth metric g satisfying ||g — gol|cn < €, the following holds
true : if Ly(c) > Ly, (c) for all conjugacy class ¢ € C of m (M), then vol(g) > vol(go).
If in addition vol(g) = vol(go), then there exists a diffeomorphism ¢ : M — M such

that ¢*g = qo.

Again, in the proof, we actually just need g € CV* with (N, ) € Nx (0, 1) satisfying
N +a > (n+1)/2+ 2. This result (but without the assumption that g is close to go)
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was proved by Croke-Dairbekov [CD04] for negatively curved surfaces and for metrics
in a conformal class in higher dimension (by applying the method of [[Kat88]). Theorem
3.2.2 is the first general result in dimension n > 2 and is new even when n = 2 as we
do not assume negative curvature.

Next, we get Holder stability estimates quantifying how close are metrics with close
marked length spectrum. In that aim we fix a metric go with Anosov geodesic flow and
define for g close to g in some C¥ norm, the quantity £(g) := L,/L,, € (>°(C). We
are able to show the

Theorem 3.2.3. Let (M, go) satisfy the assumptions of Theorem 3.2.1 and let N >
3(n+1)/2+ 8. For all s > 0 small there is a positive v = O(s) and a constant C' > 0
such that the following holds : there exists € > 0 small such that for any CN metric g
satisfying ||g — gol|on < €, there is a diffeomorphism ¢ close to the identity such that

1+v)/2 1—v)/2
os < Cllg — gol| 521 £(g) — 1))

1¢"9 — gol
where 1(c) :=1 for each c € C.

We note that this Holder stability estimate is the first quantitative estimate on the
marked length rigidity problem. It is even new for negatively curved surfaces where the
injectivity of g — L, (modulo isometry) is known by [Cro90, Ota90].

We conclude by some finiteness results. On a closed manifold M, we consider for
vy > 19> 0,60y >0and Cy > 0 the set of smooth metrics g with Anosov geodesic flow
satisfying the estimates (2.1.1) where the constants C,v verify C' < Cy, v € [v, 1]
and dg(Fs, E,) > 0y if dg denotes the distance in the Grassmanian of the unit tangent
bundle SM induced by the Sasaki metric. We write An(vy, vy, Cy,0y) for the set of
such metrics. This is a closed set that consists of uniform Anosov geodesic flows. For
example, metrics with curvatures contained in [—a?, —b%] with a > b > 0 satisfy such
property [K1i95, Theorem 3.2.17]. In what follows, we denote by R, the curvature
tensor of g.

Theorem 3.2.4. Let M be a smooth closed manifold and let vy > vy > 0, Cy > 0 and
0y > 0. If dim M = 2, for each sequence of positive numbers B := (By)ren, there is at
most finitely many isometry classes of metrics g in An(vy, v1, Co, 0y) satisfying the cur-
vature bounds ]V’;Rg]g < By and with the same marked length spectrum. If dim M > 2
the same holds true if in addition g have non-positive curvature and uniformly bounded
volume.

Restricting to negatively curved metrics we get the finiteness results which is new
if dmM > 2 :

Corollary 3.2.2. Let M be a compact manifold. Then, for each a,b > 0 and each
sequence B = (By)ren of positive numbers, there is at most finitely many smooth iso-
metry classes of metrics with sectional curvature bounded above by —a? < 0, curvature
tensor bounded by B (in the sense of Theorem 5.2./), volume bounded above by b and
same marked length spectrum.

We remark that the C'*° assumptions on the background metric gy in all our results
and the boundedness assumptions on the C'*° norms of the curvatures in Theorem 3.2.4
can be relaxed to C* for some fixed k depending on the dimension.

2. The smoothness assumptions come from the fact we are using certain results based on microlocal
analysis; it is a standard fact that only finitely many derivatives are sufficient for microlocal methods.
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3.2.2 The marked length spectrum and its linearisation

We consider a smooth manifold M equipped with a smooth Riemannian metric g.
We assume that the geodesic flow ¢, of g on the unit tangent bundle SM is Anosov.
We will call Anosov manifolds such Riemannian manifolds and let

An :={g € C™(M, ®§7+T*M) | g has Anosov geodesic flow}.

Here, ¢; with generating vector field X is called Anosov in the sense of (2.1.1), where
the norm is given in terms of the Sasaki metric of g. By Anosov structural stability
[Ano67, dILMMS6], An is an open set. In particular, a metric ¢ € An has no conjugate
points (see [K1i74]) and there is a unique geodesic y(c) in each free-homotopy class
¢ € C. We can thus define the marked length spectrum of g by (3.1.1).

It will also be important for us to consider the mapping g — L, from the space of
metrics to the set of sequences. In order to be in a good functional setting and since
we shall work locally, we fix a smooth metric gy € An and consider the metrics ¢ in
a neighborhood U, of go in CNV(M, ®%7 LT M) for some N large enough which will be
chosen later. We can consider the map

LUy = £7(C), L(g)(c) := Ly(c)/Lgy(c)- (3.2.1)

which we call the go-normalized marked length spectrum. We notice from the definition
of the length that L(g) € [0,2] if g < 2gy, justifying that £ maps to (>(C).

Proposition 3.2.1. The functional (3.2.1) is C* near go if we choose the topology
C3(M, ®% ,T*M). In particular, there is a neighborhood Uy, C C*(M,®%  T*M) of go
and C' = C(go) > 0 such that for all g € Uy,

1£(g) = 1 = dLyy (9 — go)lle=e < Cllg — golles- (3.2.2)

Proof. Let M := SM,, be the unit tangent bundle for g, and X, the geodesic vector
field. We use the stability result in the work of De la Llave-Marco-Moryion [dILMMS6,
Appendix A] which says that there is a neighborhood Vy, in C*(M,TM) of X; and a
C? map X € Vy, — 0x € CY(M) such that for each X € Vx, and each fixed periodic
orbit vy, of Xy, there is a closed orbit vx freely-homotopic to vx, and the period ¢(vx)
is C? as amap X € Vx, — {(yx) € R given by

lvx) = /WX Ox.

0

In particular, we see that X € Vx, — €(vx)/l(7x,) is C* and its derivatives of order
7 =1,2 are bounded :

[ (yx) /U (xo)llezm < sup [|#0x [z o0 < C
XeVx,
for some C' depending on Vx, but uniform in vy,. Now we fix ¢ € C and choose
the geodesic 7y, (c) for gy as being the element 7y, above, and we take U, a small
neighborhood of go in the C® topology. The map X : g € Uy, — X, € C*(M,TM)
is defined so that X, is the geodesic vector field of g, where we used the natural
diffeomorphism between M = SM, and SM, := {(z,v) € TM, g,(v,v) = 1} obtained
by scaling the fibers to pull-back the field on M. It is a C*° map between the Banach
space C*(M,®% ,T*M) and C*(M,TM). Thus the composition g — £(vx,), which is
simply the map g — L,(c), is C? on U,, and the second derivative is uniformly bounded
in Uy, . The inequality (3.2.2) follows directly. O
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The central object on which stands our proof is the X-ray transform over symmetric
2-tensors studied in the previous chapter. It is nothing more than the linearization d.£
that appeared in Proposition 3.2.1. It is a direct computation, which appeared already
in [GK80a] that

Lemma 3.2.1. For h € C3(M,®%T*M),

1
2L, (c)

Lgo (c)
ALy h(c) = / Bt Gie(t), 3e(8))dt = 1/2 x IPh(c),
0

where t — 7.(t) is the arc-length parametrization of the go-geodesic homotopic to ¢ and
Ye(t) its time derivative.

Proof. The proof is immediate, using the fact that the go-geodesic v,,(c) is a critical
point of the length functional. O

When the background metric is fixed, we will remove the gy index and just write
I, I instead of I§°, 19. When (M, go) is Anosov, we recall that I, is solenoidal injective
that is injective on C*° (M, @ZT*M)Nker D* when gy has non-positive curvature [CS98,
Theorem 1.3] (see also Appendix B) or dim(M) = 2 [PSUl4a, Guil7a]. We notice that
similar results have also been obtained in the case of domains with strictly convex
boundary in R" in relation with spectral rigidity : for example, De Simoi-Kaloshin-Wei
[ASK'W17, Theorem 4.9] prove a similar injectivity result for domains with Z? symmetry
close to the circle; the billiard dynamic is of course very different from our case. More
generally, me refer to the books of Petkov-Stoyanov [PS92, PS17] where a variety of
topics relating the length spectrum and the Laplace spectrum of a billiard problem in
a domain of Euclidean space is discussed.

3.2.3 Preliminary results

As before, we fix a smooth Riemannian manifold (M, gy) with Anosov flow and we
shall consider metrics ¢ with regularity C™* for some N > 3, > 0 to be determined
later and such that ||g — go|lcve < €, for some € > 0 small enough so that g also has
Anosov flow.

Reduction of the problem. The metric gy is divergence-free with respect to itself :
D*gy = —Tr(Vgo) = 0, where the Levi-Civita connection V and trace Tr are defined
with respect to go. By a standard argument developed in Lemma B.1.7, there is a slice
consisting of solenoidal tensors transverse to the diffeomorphism action (¢, g) — ¢*g at
the metric go; here ¢ varies in the group of CV*h-diffeomorphisms on M homotopic
to the identity. We shall write Diffy"* (M) for the group of CN(M) diffeomorphisms
homotopic to the identity, with N > 2,a € (0,1). Since L(¢*gy) = L(go) = 1 for
all ¢ € Diffév LM, it suffices to work on that transverse slice to study the marked
length spectrum. This fact is classical and probably goes back to [Ebi68] but we still
provide a proof for the sake of completeness (see Lemma B.1.7). We introduce f :=
¢*g — go € ON(M,®@%T*M), which is, by construction, divergence-free and satisfies
I flleve < lg — golleve < e. Our goal will be to prove that f = 0, if € is chosen small
enough and L, = L.
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Geometric estimates. We let g be in a neighborhood of gg.
Lemma 3.2.2. Assume that Ly(c) > L, (c) for each c € C. If vy, (c) denotes the unique
geodesic freely homotopic to c for go, then
i) = [ mfzo
Y90 (c)
Proof. We denote by ~,(c) the g-geodesic in the free-homotopy class c. One has :

/ wf= [ wg- / 7300 = By (1 (€)) — Lo (),
Ya0 (c) Yao (c) Y0 (c)

where E,(7,,(c)) = foe 90 (190 () Grao (1) (g0 (€) (1), Ygo () (2))dt is the energy functional for
g. By using Cauchy-Schwartz,

Eqg(Ya0(€)) 2 Lg(790(€))* /g0 (00 (€))

and since 7y, (c) is freely-homotopic to ¢, we get £4(7y,(¢)) > €4(74(c)). Since £,(74(c)) =
Ly(c) > Lg,(c) = Ly, (4, (c)) by assumption, we obtain the desired inequality. O

Next, we can use the following result :

Lemma 3.2.3. There exists ¢ > 0 small enough, C' > 0, such that if ||g — gol|co < €
and vol(g) < vol(go), then with f := g — go, one has

| mrau<cin.
SM

Here p is the Liouville measure of the metric gq.

Proof. Let g, := go + 7f with f € C3(M,®%T*M). A direct computation gives that
Jos Trgo(f)dvoly, = [o,, 75 f dp. Then the argument of [CDS00, Proposition 4.1] by
Taylor expanding vol(g,) in 7 directly provides the result. O

Finally, we conclude this section with the following :

Lemma 3.2.4. Assume that I3° f(¢) > 0 for all ¢ € C. Then, there exists a constant
C = C(go0) >0, such that :

0< [ mdu<C(I2() = U + o) (323
SM

Proof. For the Anosov geodesic flow of gy, the Liouville measure is the unique equi-
librium state associated to the potential given by J*(z) := —0, (det dgpt(z)|Eu(z)) lt=0
(the unstable Jacobian). By Parry’s formula (see [Par88, Paragraph 3]), we have :

1 ehe 7" 1
VF e C'(SM), lim —— / F——/ Fdu, (3.2.4
M) fm gy 2 L@ LT el Ja, T G20

c€C,Lgy (c)<T

where, as before, y(c) is the go-geodesic in ¢ and N(T') is the constant of normalisation
corresponding to the sum when F' = 1. The first inequality in (3.2.3) then follows from
that formula and the assumption I§°f > 0. For the second inequality in (3.2.3) we
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use Proposition 3.2.1 with the fact that dC, f = %1290 f to deduce that there exists
C(go) > 0 such that

15° flle=ey < 201£(9) = Lle(e) + Clgo) | flls- (3.2.5)

Thus, we get for any 7' > 0

1 u
NI 2. OB S I e < 2L£(9) = Ulemie) + Clao) I
c€C,Lgy(c)<T
(3.2.6)
and the left-hand side converges to W Jas T.f dp by Parry’s formula (3.2.4), which
is the sought result by letting 7" — oc. O]

We note that in the previous proof, the approximation of [, 73 f by I5° f(c) could
also be done using the Birkhoff ergodic theorem and the Anosov closing lemma to
approximate [, 73 f by some I§° f(c) for some ¢ € C so that Lg,(c) is large.

3.2.4 Proofs of the main results

Proof of Theorem 3.2.1 and Theorem 3.2.2. We fix gy with Anosov geodesic flow
on M and assume that either M is a surface or that gy has non-positive curvature in
order to have that I3° is solenoidal injective. Fix N > 3 to be chosen later and a@ > 0
small. As explained in Lemma B.1.7, if ||g—go||cx.e < €, then there is ¢ € Diffy 4 (M)
with [|¢*g — gollenve S e and D*(¢*g — go) = 0.

We write f = ¢*g — go and assume that L, > L, : this implies L4+, > Ly, thus
I’ f(c) > 0 for all ¢ € C by Lemma 3.2.2. By Theorem 2.1.2, we know that there exists
h € CP(SM) and F € CP(SM) for some 0 < 3 < a (depending on go and linearly on
«) such that 75 f + Xh = F > 0, with

Im3f + Xhllos < Cllmyfllee < Clfllce (3.2.7)

where C' = C(gp). Take 0 < s < [ very small (it will be fixed later) and let 5" < 8 be
very close to 5. Thus we obtain

e S T2

s, by Lemma 2.5.5

S ||mo (73 f 4+ Xh)|| s by Theorem 2.4.2
Simsf + XA g, by Lemma 2.5.9
Slmsf + Xh||1L§V||7T§f + Xh”VHﬁ” by interpolation with v = %
(3.2.8)
Note that by (7.5.3) we have a control :
175.f + Xhll o S 73 f + Xhllos S Clfllee (3.2.9)

And we can once more interpolate between Lebesgue spaces so that :
. « 1/2) « 1/2 . 1/2 £111/2
I f + Xhllze < maf + Xh| Y2 msf + XAIY2 < |lwsf + XA 1142, (3.2.10)

Next, using that 73 f + Xh > 0, we have

Imss + Xl = |

(m3f + Xh)du = / 7o f dp. (3.2.11)
SM

SM
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We will now consider two cases : in case (1) we assume that L, = L, while in case (2)
we assume that vol(g) < vol(go) (recall we have also assumed L, > L, ). Combining
Lemma 3.2.2 and Lemma 3.2.4, we deduce that in case (1),

175 f + Xhll S (1F1Es,

while in case (2), we get by Lemma 3.2.3 that if ¢ > 0 is small enough,
w5 f + Xhll < 117

These facts combined with (3.2.10) yield

2
s f + XAl < ”ﬂbﬂﬁ@%,cweﬂ)
Sl 1l case (2)

Thus we have shown

Ul {!Uﬂ%inMm, case (1) (32.12)
£ Il s case (2)

We choose a very small and 0 < s < f < «, j € {a,3} and Ny > n/2+ j+ s : by
interpolation and Sobolev embedding we have
0;
Tl (3.2.13)

1-6;
[flles S WFlgnreeses S NN g=tes
Wlthﬁz%lf]\f>gn+8 we see that v == (1 — 6,)(1 +v) + (1 —

05)(1 —v) > 1if s > 0 and « are chosen small enough, thus in case (1) we get with
v = (14v)0,/2+ (1 —v)bs

1 erree S L2

Thus if f # 0 we obtain, if ||f|| gz~ <€

LS I3l e S I S &7

Since y—144" > 0, we see that by taking e > 0 small enough we obtain a contradiction,
thus f = 0. This proves Theorem 3.2.1 by choosing N > Nj. In case (2) (corresponding
to Theorem 3.2.2), this is the same argument except that we get a slightly better result
due to the L? norm in (3.2.12) : Ny can be chosen to be any number Ny > n/2 + 2. To
conclude, we have shown that if ||g — gol|cnve < € for N € N with N +a > n/2 + 2,
then L, > L, implies that either vol(g) < vol(go) and ¢*g = go for some CNFT1
diffeomorphism (thus actually vol(g) = vol(gp)), or vol(g) > vol(go). Note that in both
cases, if ¢ is smooth then ¢ is smooth.

f”HNo

Stability estimates for the marked length spectrum. Proof of Theorem 3.2.3.
We will apply the same reasoning as before to get a stability estimate for the non-linear
problem (the marked length spectrum). We proceed as before and reduce to considering
f = ¢*g — go where ¢ € Diff)™*(M) and ||f|lcve < & with € = [|g — gol|cve.
By Theorem 2.1.4, and using (3.2.5) we have for some fixed exponents a > 0 small,
0 < s < a and v (in particular v, o, s can be made arbitrarily small) :

o S I Al
v 1l/
< (1£(g) = le + [1F12) 2 FUET
(1-v)/2 14+v)/2 v (1+v)/2
S (1) = LI 2UANEE H UFIE I FIEE)
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Since 1 — v + (14 v/2) > 1, we can interpolate like in the previous proofs and obtain
for Ny > 0 large enough :

£ lles S NLGg) — LIS NAIST 2 4 1 Flles 1L 1 oo (3.2.14)

for some v > 0. Taking € > 0 small enough and || f||on < €, we can swallow the second
term on the right-hand side in the left hand side. This provides the sought inequality.

Compactness theorems and proof of Theorem 3.2.4. We let M be a closed
smooth manifold equipped with an Anosov geodesic flow. By the proof of [Knil2,
Theorem 4.8], the universal cover M and the fundamental group my(M) = 1 (M, )
(for some arbitrary xp € M) are hyperbolic in the sense of Gromov [Gro87]. We shall
denote by R, the curvature tensor associated to the metric g and by inj(g) the injec-
tivity radius of g. We proceed by contradiction : let (g,),>0 be a sequence of smooth
metrics on M in the class An(vy, 14, Cy, p) such that L,, = Ly, and such that for each
k € N there is By > 0 such that [V} R, |, < By for all n, and we assume that for
each n # n’, g, is not isometric to g,. Since the metrics have Anosov flow, they have
no conjugate points and thus

inj(gn) = 3 min Ly, (¢) = 3 min Ly, (c).

By Hamilton’s compactness result [Ham95, Theorem 2.3], if vol(g,) is uniformly boun-
ded, there is a family of smooth diffeomorphisms ¢, on M such that ¢/, = ¢’g,
converges to g € An(vy, vy, Cy,0p) in the C™ topology (note that An(vg, vy, Cy, b)) is
invariant by pull-back through smooth diffeomorphisms). Denote by ¢,,, € Out(m;(M))
the action of ¢, on the set of conjugacy classes C. The universal cover M of M is a
ball since M has no conjugate points, and 71 (M) is a hyperbolic group thus we can ap-
ply the result of Gromov [Gro87, Theorem 5.4.1] saying that the outer automorphism
group Out(m(M)) is finite if dim M > 3. This implies in particular that there is a
subsequence (¢, )jen such that ¢, (¢) = ¢n,,(c) for all ¢ € C and all j € N where as
before C is the set of conjugacy classes of m1(M). But ¢} _gn, have the same marked
length spectrum as ¢;, go for all j, thus Lg&j = L¢2090 for all j. Since g;Lj — g in C*,
we have L, = Ly for all j and by Theorem 3.2.1, we deduce that there is j, such that

for all j > jo, gn 1s isometric to g. This gives a contradiction.

Now, if dim M = 2, Out(m;(M)) is a discrete infinite group. We first show that for
each ¢ € C, the set of classes (¢,1).(c) € C is finite as n ranges over N. Assume the
contrary, then consider v, the geodesic for g, in the class ¢, one has Ly, (c) = £y, (7,) =
4 (70), by assumption. Now ¢, !(7,) is a g/, geodesic in the class (¢, ').(c) with length
Uy (67 (7)) = Ly, () = Lgo(70). We know that there are finitely many g-geodesics
with length less than ¢, (7o), but we also have

Ly((971):(€)) < Lo(d" (1)) < Ly, (0 (7)) (1 + €) < Ly (70) (1 + ),

if |g, — gllcs < e. Thus we obtain a contradiction for n large. The extended mapping
class group® Mod(M) is isomorphic to Out(m;(M)) (see [FM12, Theorem 8.1]). By
[FM12, Proposition 2.8] %, if M has genus at least 3, there is a finite set Cy C C such
that if ¢, € Mod(M) is the identity on Cy then ¢ is homotopic to the identity, while if

3. Extended in the sense that it includes orientation reversing elements.
4. See also the proof of Theorem 3.10 in [FM12].
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M has genus 2, the same condition implies that ¢ is either homotopic to the identity
or to an hyperelliptic involution A. In both cases, we can extract a subsquence ¢,; such
that ¢, = ¢n,, for all j > 0 and we conclude like in the higher dimensional case. By
[CK94, FO8T7], L, determines vol(g) if dim(M) = 2, thus the volume bound is satisfied.

3.3 Asymptotic behavior of the marked length spec-
trum

One of the aims of this section is to further investigate the previous local rigidity
result from different perspectives : new stability estimates and a refined characterization
of the condition under which the isometry may hold. More precisely, our first result is
that we can locally relax the assumption that the two marked length spectra of g and
go exactly coincide to the weaker assumption that they "coincide at infinity” (in some
sense that is made precise below) and still obtain the isometry. From now on, it will
be important to distinguish between primitive and non primitive closed geodesics. As
a consequence, C now denotes the set of primitive free homotopy classes.

3.3.1 Statement of the results

In the following result, given ¢ € C, we also write Jy,(c) to denote the probability
Dirac measure carried by the unique go-geodesic v,,(c) € c¢. We will say that L,/Lg, — 1

when
lim M =1,
Joeo Lgo (Cj)
for any sequence (¢;);en of primitive free homotopy classes such that Lg,(¢;) —joo
+00, or equivalently lim;_,o, L,(c;)/Lgy,(c;) = 1, if C = (¢;)jen is ordered by the increa-
sing lengths L, (¢;). We notice that it is important to consider only the set of primitive
closed geodesics for lim;_, o Ly(c;)/Lg,(c;) = 1 to be (a priori) not equivalent to
L, = Lg,. Indeed, assuming that lim;_,o L,(c;j)/Lg,(c;) = 1 for every free homotopy
classes such that Ly (¢;) —jo100 +00 would immediately imply that L, = L, by
simply considering iterates of a given free homotopy class cg.

Theorem 3.3.1. Let (M, go) be a smooth Anosov Riemannian (n + 1)-dimensional
manifold and further assume that its curvature is nonpositive if n+1 > 3. There exists
k € N depending only on n, € > 0 depending on gy such that for each o € (0,1) the
following holds : let g € Met®™® such that ||g— go||cr.o < € and assume that Ly/Ly, — 1.
Then g is isometric to gg.

We develop a new strategy of proof, different from the previous section, which
relies on the introduction of the geodesic stretch between two metrics. This quantity
was introduced by Croke-Fathi [CF90] and was further studied by Knieper [Kni95].
If g is close enough to gg, then by Anosov structural stability, the geodesic flows 9%
and @Y are orbit conjugate via a homeomorphism ¢, i.e. they are conjugate up to a
time reparametrization. The infinitesimal stretch is the infinitesimal function of time
reparametrization a, and satisfies dipy(2) X, (2) = a4(2) X4(14(2)) where z € SM,, and
Xy, (resp. X,) denotes the geodesic vector field of gy (resp. g). The geodesic stretch
between g and gy with respect to the Liouville measure ,ulg“o of go is then defined by

Ly lan0) = [ aydi,
SMy,
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It turns out to be equal to

. Ly(ey)
I = lim 2%
09 = I T, @)

Y

if (¢j)jen C C is a sequence so that the uniform probability measures (dy,(c;));en
supported on the closed geodesics of gy in the class ¢; converge to ,u;jo in the weak sense
of measures. While it has an interest on its own, it also turns out that this method
involving the geodesic stretch provides a new estimate which quantifies locally the
distance between isometry classes in terms of this geodesic stretch functional

Theorem 3.3.2. Let (M, go) be a smooth Riemannian (n + 1)-dimensional manifold
with Anosov geodesic flow and further assume that its curvature is nonpositive if n+1 >
3. There exist k € N large enough depending only on n, some constants C,C', e > 0
depending on gy such that for all o € (0,1), the following holds : for each g € Met®®
with ||g — gollorery < €, there exists a C*H-diffeomorphism ¢ : M — M such that

* 1 ” 1
169 = 9ol -3, <C (11 = Ly, (90, 9)|% + [P(=J3, +a, — DI

<C' (1£+(9)1F + 1£-(9)]?)

where J is the unstable Jacobian of %, P denotes the topological pressure for the %
flow, a4 is the reparameterization coefficient relating ¢ and @9 defined above, and

L (g) = limsup Ly(c;j)/Lgy(c;) =1, L_(g) :=liminf Ly(c;)/Lg,(c;) — 1.

We remark that P(—J} +a,—1) = 0if L,/Lg, — 1. This result is an improvement
of the Holder stability result (see Theorem 3.2.3) as it only involves the asymptotic
behaviour of L,/L,,. We will show that the combination of the Hessians of the geodesic
stretch at gg and of the pressure functional can be expressed in terms of 115, interpre-
ted as a variance operator, which enjoys uniform lower bounds at least once we have
factored out the gauge (the diffecomorphism action by pull-back on metrics).

Using the continuity of the normal operator g + 115 € U~! (see Theorem 2.6.1),
we will prove the

Theorem 3.3.3. Let (M, go) be a smooth Riemannian (n + 1)-dimensional manifold
with Anosov geodesic flow and further assume that its curvature s nonpositive if n+1 >
3. Then there exists k € N, ¢ > 0 and Cy, > 0 depending on gy such that for all

g1, 92 € Met such that ||g1 — gollcx < €, |92 — gollcx < €, there is a C*- diffeomorphism
¢: M — M such that

16792 = g1ll ;-3 < Conl1£4(91,92) 2 + £ (91, 9)?)
with

L. (g1,92) = limsup LQQ(Cj)/Lgl(Cj> -1, L_(91,0) = hjlgglf ng(CJ‘)/Lgl (Cj) -1

Jj—o0
In particular if Ly, = Lg,, then go is isometric to g;.
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The coercive estimate of Lemma 2.5.6 allows also to define a pressure metric on
the open set consisting of isometry classes of Anosov non-positively curved metric
(contained in Met/Diff if Diffy is the group of smooth diffeomorphisms isotopic to the
identity) by setting for hy, hy € T,,(Met/Diffy) C C(M, @%T*M)

GQO (hl? h2) = <Hgoh17 h2>L2(M,dvolg0)-

We show in Section 3.3.4 that this metric is well-defined and restricts to (a multiple
of) the Weil-Petersson metric on Teichmiiller space if dimM = 2 : it is related to
the construction of Bridgeman-Canary-Labourie-Sambarino [BCLS15, BCS18] and Mc
Mullen [MMO8], but with the difference that we work here in the setting of variable
negative curvature and the space of metrics considered here is infinite dimensional.

We conclude by the following remark : the results above suggest that [£, (g1, g2)|*/?+
|£_(g1,92)|"/? is a kind of distance between the isometry classes of g; and g, which is
related to the Riemannian pressure metric G. It would be interesting the understand
this link further.

3.3.2 Definition of the geodesic stretch

The space of Riemannian metrics. The group Diffy(M) of smooth diffeomor-
phisms on M that are isotopic to the identity is a Fréchet Lie group in the sense of
[Hamg82, Section 4.6]. The right action

Met x Diffy — Met, (g, ) — ¢*g

is smooth and proper [Ebi68, Ebi70]. Moreover, if g is a metric with Anosov geodesic
flow, it is direct to see from ergodicity that there are no Killing vector fields thus
the isotropy subgroup {¢ € Diffy | ¢*g = g} of ¢ is finite. For negatively curved
metrics it is shown in [Fra66] that the action is free, i.e. the isotropy group is trivial.
One cannot apply the usual quotient theorem [Tro92, p.20] in the setting of Banach
or Hilbert manifolds but rather smooth Fréchet manifolds instead (using Nash-Moser
theorem). Thus, in the setting of the space Met™ of negatively curved smooth metrics,
which is a Frechet manifold, the slice theorem says that there is a neighborhood U of
a fixed Anosov metric gg, a neighborhood V of Id in Diffy and a Frechet submanifold
S containing gy so that

SxV—=U, (9,0)— ¢g (3.3.1)

is a diffeomorphism of Frechet manifolds, and T,,S = {h € Ty Met | D; h = 0}.
Moreover S parametrizes the set of orbits g-Diff, for g near gy and 7,SNT'(g-Diff,) = 0.

On the other hand, if one considers Met™?, the space of metrics with C** regularity
and Difff ™" = Diff;*"* (M), the group of diffeomorphisms with C*+1¢ regularity,
then both spaces are smooth Banach manifolds. However, the action of Difff™" on
Met* is no longer smooth but only topological which also prevents us from applying
the quotient theorem.

Nevertheless, recalling gy is smooth, if we consider O%%(gy) = go - Diﬂ“g“’a C
Met®?, then this is a smooth submanifold of Met®® and

T,0%(go) = {Dyp | p € C**(M,T*M)} .

Notice that the decomposition of tensors in potential/solenoidal parts (see Theorem
B.1.1) in C** regularity exactly says that given g € O%(go), one has the decomposi-
tion :

T,Met = T,0"(go) ® ker D}|cra(ar,52701)- (3.3.2)
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Thus, an infinitesimal perturbation of a metric ¢ € O%(gy) by a symmetric 2-tensor
that is solenoidal with respect to g is actually an infinitesimal displacement transversally
to the orbit O (go).

Thermodynamic formalism. Let f be a Holder-continuous function on SM,,. We
recall that its pressure [Wal82, Theorem 9.10] is defined by :

P(f)i= sup (hm% + [

f du) , (3.3.3)
HEMiny SMyg,

where 9,y denotes the set of invariant (by the flow %) Borel probability measures
and h,(¢{°) is the metric entropy of the flow ¢{° at time 1. It is actually sufficient to
restrict the sup to ergodic measures Miyy erg [Wal82, Corollary 9.10.1]. Since the flow
is Anosov, the supremum is always achieved for a unique invariant ergodic measure p¢
[HE', Theorem 9.3.4] called the equilibrium state of f. The measure us is also mixing
and positive on open sets which rule out the possibility of a finite combination of Dirac
measures supported on a finite number of closed orbits. Moreover iy can be written as
an infinite weighted sum of Dirac masses d4,(c;) supported over the geodesics v,,(c;),
where ¢; € C are the primitive classes (see [Par88] for the case P(f) > 0 or [PPS15,
Theorem 9.17] for the general case). For example when P(f) > 0,

. 1 J f
wdpy = lim ———— e’ 90(e5) / u, (3.3.4)
/ ! T=ro0 N(T’ f) Z Yoo (c5)

{dlLgg(ep)elrT+11}

where N(T, f) := Zj’Lgo(cj)E[T?TH} Lgo(cj)efvfm‘cﬂ" 7 When f =0, this is the measure of
maximal entropy, also called the Bowen-Margulis measure pg'. In that case P(0) =
hiop(¢7°) is the topological entropy of the flow. When f = —J&  where J3! @ x
9| det dpf ()|, (z)|e=0 is the geometric potential, one obtains the Liouville measure p;
induced by the metric go. In that case, P(—J ) = 0. If we fix an exponent of Hélder
regularity v > 0, then the map C¥(SMy,) > f — P(f) is real analytic [Rue04, Corollary

7.10].

Geodesic stretch. We fix a smooth metric gy € Met with Anosov geodesic flow and
we view the geodesic flow and vector fields of any metric g close to ¢ as living on the
unit tangent bundle SMy, for gy by simply pulling them back by the diffeomorphism

(z,v) € SMy, — (z,v/|v|,) € SM,.

We denote by 2v the exponent of Holder regularity of the stable/unstable bundles of
go- We fix some constant & > 2 and o € (0, 1). There exists a neighborhood ¢ C Met*
of go such that, by the structural stability theorem [dILMNMS6], for any g € U, there
exists a Holder homeomorphism v, : SMy, — SM,,, differentiable in the flow direction,
which is an orbit conjugacy i.e. such that

dipg(2) X gy (2) = ag(2) Xg(1hg(2)), Vz € SMy,, (3.3.5)
where a4 is a Hélder-continuous function on SM,,. Moreover, the map
g = (ag,¥g) € C(SMy,) x C¥(SMy,, SMy,)
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is C*=2 [Con92, Proposition 1.1] and 1, is homotopic to Id. Note that neither a, nor
14 are unique but a, is unique up to a coboundary and in all the following paragraphs,
adding a coboundary to a, will not affect the results. The structural stability theorem
can be proved via a local inverse theorem (see [dILMMS6] for instance) and in order
to do so, one has to choose a hyperplane distribution that is transverse to the flow. A
canonical choice here is E(go) @ Fy(go) = ker a since we have a (contact) geodesic flow
and that this distribution is smooth. Once this distribution is chosen, the local inverse
theorem provides a canonical function a,.

From (3.3.5), we obtain that for ¢ € R, z € SM,,, goiag(z’t)(wg(z)) = 1hy(02(2))
with :

Fay (2, 1) = /O ag(¢l*(2)) ds, (3.3.6)

If ¢ € C be a free homotopy class, then one has :

Lgo(c)
Ly(c) = / 0y (6%0(2)) ds, (3.3.7)

for any z € 74, (c), the unique go-closed geodesic in c.

Boundary at infinity. We denote by M the universal cover of M. Given a metric
g € Met on M, we denote by g its lift to the universal cover. Given two metrics g; and
g2 on M, there exists a constant ¢ > 0 such that ¢ *g; < g < cg;. This implies that any
g1-geodesic is a quasi-geodesic for gs. In particular, this implies that the ideal (or visual)
boundary &,OM is independent of the choice of ¢ and is naturally endowed with the
structure of topological manifold. Note that when restricting to metrics with pinched
sectional curvatures —a? < k < —b%, the regularity of the ideal boundary becomes
Holder (the Holder regularity depending on a and b). We refer to [BH99, Chapter H.3]
for further details. We denote by G, := SgM / ~ (where z ~ 2" if and only if there
exists a time ¢t € R such that ¢;(z) = 2’) the set of g-geodesics on M - this is smooth
2n-dimensional manifold. Moreover, there exists a Holder continuous homeomorphism
D, : Gy — 0scM X 0 M \ A, where A is the diagonal in 0 M x 0o M.

We now consider a fixed metric gy on M and a metric g in a neighborhood of go.
If ¢, denotes an orbit-conjugacy between the two geodesic flows, then 1, induces a
homeomorphism V¥, : G — G,. The map

B0V, 0d L 9 M X M\ A — dM x 9. M \ A

is nothing but the identity.

Given z = (z,v) € SM,,, we denote by cy(2) : t = ¢y (2,t) € M the unique
geodesic” such that ¢, (z,0) = x,¢4,(2,0) = v. We consider ¢y,(2), a lift of ¢, (z) to
the universal cover M and introduce the function

b: SMy, xR —R, b(z,t) = dj(cy,(2,0),¢4(2,1)),

which computes the g-distance between the endpoints of the go-geodesic joing ¢y, (z, 0)
to ¢y (2,t). It is an immediate consequence of the triangular inequality that (z,t) —
b(z,t) is a subadditive cocycle for the geodesic flow ¢%, that is :

b(z,t+5) < b(z,t) +b(e},(2),s), VzeSMy,tseR

5. For the sake of simplicity, we identify the geodesic and its arc-length parametrization.
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As a consequence, by the subadditive ergodic theorem (see [Wal82, Theorem 10.1] for
instance), we obtain the following

Lemma 3.3.1. Let p be an invariant probability measure for the flow ©°. Then, the
quantity
Iu(90.9,2) := lim bz, 1)/t

exists for p-almost every z € SMy,, 1,(go,9,") € L*(SMy,,du) and this function is
invariant by the flow pi°.

We define the geodesic stretch of the metric g, relative to the metric go, with respect
to the measure p by :

]M(govg) = / IH(g()aga Z) dlu(z)
SMyg,

When the measure p in the previous definition is ergodic, the function 1,(go, g, -)
is thus (p-almost everywhere) equal to the constant I,(go, g). We denote by dy,(c) the
normalized measure supported on 7, (c), that is :

Lgo (©)
'JUA F(e(2)) dt.

Lg,(c

Ogo(€) : f 1=

Since the geodesic flow ¢ on SM,, satisfies the closing lemma property, by [CS10,
Lemma 2.2], we know that the set {d,4,(c) | c € C} is dense in the set of all ergodic
invariant Borel probability measures. Given p € Miny org, We can thus find a sequence
(790 (¢5))j>0 of closed go-geodesics such that lim; ,o, 64 (c;) = p in the weak-sense.
Moreover, if i is chosen to be an equilibrium state, then it is positive on any open sets
and this implies that d,,(c;) =400 p for a sequence (74, (c¢;j)) >0 such that Ly (c;) —
+00.
We can actually describe the stretch using the time reparametrization a,.

Lemma 3.3.2. Let pu be an invariant ergodic Borel probability measure for the flow

o, Then :
L .
IM(g())g) Z/ agdp = lim Q(CJ)
SMy,

USSES Lgo (Cj) ’

where (cj)j>0 € CN is such that 4(c;) —jto0 H-
Proof. We first prove the left equality. Let z € SM,, and ¢,,(2) be a lift of ¢, (2) to the

universal cover. Let ¢,(1,4(2)) be the unique lift of ¢,(1,(2)) with the same endpoints
on the ideal boundary as ¢y, (z). Then, there exists a constant C' > 0 such that :

g (a0 (2, 0), C (2, 1)) — dg (€5(109(2),0), (g (2), i, (. 2))) | < C.

~~
=Kag (t,Z)

This implies, using (3.3.6) that :

1 t
lim b(z,t)/t = lim ke (2,t)/t = lim —/ ag(gogo(z))dSZ/ ady,
t Jo S My,

t——+00 t——+00 t——+00

for p-almost every z € SMy,, by the Birkhoff ergodic Theorem [Wal82, Theorem 1.14].
By (3.3.7) we also have

L .
| g = i G les).a0) = fim 722
SMyg, J—e0

J—reo Lgo (Cj)

thus the proof is complete. O
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As a consequence, we immediately obtain the

Corollary 3.3.1. Let g € U, a fized neighborhood of gy in Met®® | and assume that for
any sequence of primitive free homotopy classes (¢;) ;>0 € CN such that Ly, (c;) — oo, the
ratio Ly(cj)/Lgy(¢j) —j—+00 1. Then, for any ergodic probability measure p with respect
to @9 that is an equilibrium state for some Hélder potential, we have I,(go,g) = 1.

Combining with Theorem 3.2.1, we also easily obtain :

Theorem 3.3.4. Let (M, go) be a smooth Riemannian (n + 1)-dimensional manifold
with Anosov geodesic flow, topological entropy hy,(go) =1 and assume that its curva-
ture is nonpositive if n + 1 > 3. Then there exists k € N large enough depending only
onn, € >0 small enough such that the following holds : there is C' > 0 depending on
go so that for each g € C*(M,@%T*M) with ||g — gollcx < €, if

Ly(c;)

hioy(g) = 1, li —1,
RN oy

for some sequence (c;);en of primitive free homotopy classes such that §g,(¢;) =400

,ugf)M, then g 1s isometric to go.

Proof. Given a metric g, one has by [Kni95, Theorem 1.2] that

htop(.gO)
> 0.
hyop(9) > T (90,9 (3.3.8)
with equality if and only if ¢4, and ¢, are, up to a scaling, time-preserving conju-
gate, that is there exists homeomorphism ¢ such that ¢ o ¢ = ¢ o ¢ with ¢ :=
hiop(9)/hiop(go). In particular, restricting to mtrics with entropy 1 one obtains that
1 e (go,9) > 1 with equality if and only if the geodesic flows are conjugate, that
is if and only if L, = Ly. As a consequence, given gy, g with entropy 1 such that
Ly(¢j)/Lgy(¢j) —joise 1 for some sequence dg,(c;) —joioo iy, We obtain that
]ugBOM(QOag) = 1, hence L, = Ly. If & € N was chosen large enough at the begin-
ning, we can then conclude by the local rigidity of the marked length spectrum (see
Theorem 3.2.1). O

It is of no harm to assume that gy has entropy 1 : indeed, considering Agy for some
constant A > 0, the entropy scales as hyop(Ag) = hiep(g)/VA [Pat99, Lemma 3.23]. In
particular, this also implies the local rigidity of the marked length spectrum because
the topological entropy is determined by the marked length spectrum since s = hy,,(g)
is the first pole of the Ruelle zeta function

Go(s) = [[(1 =),
ceC
We will provide a more direct alternate proof of this fact in a next paragraph using the

convexity of the geodesic stretch.

Variance of Anosov flows. As already mentioned in the previous chapter, we can
make a link between the operator II and the variance in the central limit theorem
for Anosov geodesic flows. This link will be crucial in the following paragraphs. The
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variance of ¢; with respect to the Liouville measure p* is defined for u € C¥(SM),v €
(0,1) real-valued by :

Var,(u) = lim = /5 ) ( /0 Tu(apt(z))dt)Qd,uL(z), (3.3.9)

T—oo 1’

under the condition that |, M udp® = 0. We observe, using the fact that ¢, preserves
L
(-, that

Var,.(u _Th—{lgof/SM / / u(pi—s(2))u(z) dtdsdp™(z)

= lim / /1[(t_1)T,tT](r)<uo O, u) 2 drdt.
R

T—o0 0

where the L? pairing is with respect to u. By exponential decay of correlations [Liv04],
we have for |r| large

[(wo pru) 2| < Cem M ul2
for some v > 0, C' > 0 independent of u. Thus by Lebesgue theorem, we obtain the :
Lemma 3.3.3. Let u € C*(SM),v € (0,1). Then :

Var,.(u) = (Tlu, u) 2

3.3.3 A functional on the space of metrics

A submanifold of the space of metrics. Recall that 2v is the exponent of Hélder
continuity of the stable/unstable vector bundles for the fixed metric go. Given a metric
g in a C*-neighborhood of gy, we define the potential

Vo= J% 4+ ay— 1€ C*(SM,,). (3.3.10)

Remark that g — V, € C*(SM,,) is C*~% and for g = go, V,, = Jg - We introduce the
spaces
NEe = {g € Met™ | P(=V,) =0}, (3.3.11)

and Sol = N®2 N ker D;O. In particular, gy € /\/SO1 . Given g € N, we denote by
my the unique equilibrium state for the potential V,. We will also denote N for the
case where k = oo

Lemma 3.3.4. There exists a neighborhood Uy, C Met®® of go such that N NUy, s
a codimension one C*2-submanifold of U,, and /\/;If)la NUy, is a C*2-submanifold of

U,,. Similarly, there is Uy, C Met an open neighborhood so that N NU,, is a Frechet
submanifold of Met.

Proof. To prove this lemma, we will use the notion of differential calculus on Banach
manifolds as it is stated in [Zei88, Chapter 73]. Note that Met"™® is a smooth Banach
manifold and N** C Met®* is defined by the implicit equation F(g) = 0 for

F:g—P(-V,) eR (3.3.12)

The map F being C*2 (see §3.3.2, the pressure is real analytic so F' inherits the
regularity of g — a,), we only need to prove that dF,, does not vanish by [Zei88,
Theorem 73.C]. This will immediately give that T, N*® = ker dF,,.

We first need a deformation lemma. For the sake of simplicity, we write the objects
-\ instead of -4, .
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Lemma 3.3.5. Consider a smooth deformation (gx)xe(-1,1) of go inside Met®®. Then,
there exists a Hélder-continuous function f: SMy, — R such that

75 (Oagalr=0) — 20xax|r=0 = X, f.

Proof. Let ¢ be a fixed free homotopy class, vy € ¢ be the unique closed gp-geodesic in
the class ¢, which we parametrize by unit-speed zy : [0, 4y, (70)] — SM,,. We define
2x(8) = ¥a(20(8)) = (ax(s),ax(s)) (the dot is the derivative with respect to s) where
¥y is the conjugation between g, and g : this gives a non-unit-speed parametrization
of vy, the unique closed g)-geodesic in c¢. We recall that = : T'M — M is the projection.
We obtain using (3.3.5)

£g0(0) £g0(70)
/0 gr(an(s), an(s))ds :/0 9r (0s(m 0 2x(5)), Os( 0 2x(5))) ds

Z90('70)
_ / 92 (9u( 0 1 © 20(5)), By 0 1y © 20(s))) s

& J/

£g0(70) )
= / ay(zo(s))ds.
0

=1
Since s +— ag(s) is a unit-speed geodesic for g, it is a critical point of the energy
functional (with respect to gg). Thus, by differentiating the previous identity with
respect to A and evaluating at A = 0, one obtains :

590(70)
_ / 02 (20(3)) ga (A7(Xgy (22(5))), dr(Xy, (22(5))) ds

Lgq (70) Lgq (v0)
/ Orgalolciols), co(s))ds = 2 / Orax|olz0(s))ds.
0 0

As a consequence, 7 (Oxga|r=0) — 20xax|r=0 is a Holder-continuous function in the
kernel of the X-ray transform : by the usual Livsic theorem, there exists a function
f (with the same Hoélder regularity), differentiable in the flow direction, such that

75 (Oxgr|a=0) — 20xax|r=0 = X, f- O

We can now complete the proof of Lemma 3.3.4. We first prove the first part concer-
ning N, By [PP90, Proposition 4.10], we have :

dFyu = —/ dag.udmy
SMy,

where m, is the equilibrium measure of V. In particular, observe that for g = go, one
has :

dFy,.u = —/ dag,.u dng“O,
SMy,

. o L . = .
since mgy, = p . Then, using Lemma 3.3.5, one obtains

1
dFy,.u = —/ dag,w dpig, = ) / myudpy = —ca(u, go) 12, (3.3.13)
SMy, SMy,

for some constant ¢y > 0. This is obviously surjective and we also obtain :

Ty N** = ker dFy, = {u € C"*(M,@%5T*M) | (u, go) = 0} = (Rgo)™,
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where the orthogonal is understood with respect to the L?-scalar product.

We now deal with /\/S’f)’la. First observe that ker D7 is a closed linear subspace of

Met®® and thus a smooth submanifold of Met®®. By [Z¢188, Corollary 73.50], it is
sufficient to prove that ker D}~ and NFe are transverse at go. But observe that gy €
ker Dy~ Ty, ker Dy and thus

Ty, ker DY+ Ty N = T, Met™®

showing transversality.

The case of N> follows directly from Nash-Moser theorem since F' is a smooth
tame map from a Frechet space to R, with a right inverse H, for dF} that is continuous
in g : just take Hyl := g. O

We next show that metrics with the same marked length spectrum at infinity belong

to Nk,

Lemma 3.3.6. Let g € U. If for any sequence of primitive free homotopy classes
(¢j)j=0 € CN such that L,y (c;) — oo, the ratio Ly(c;)/ Ly (¢j) —jstoo 1, then g € NF,

Proof. By §3.3.2, one has :
P(-V,) = sup (h”(wgo) — / (Jg +ag—1) du) :
Meminv,erg SMQ()

Note that by Corollary 3.3.1, for the equilibrium state m, of —V;, one has | s (ag —
90
1)dmy = 1,(g0,9) —1=0. Thus :

P(=Vy) =P(=Jg) =P(=Vy) =0
proving the claim. [

By Lemma 3.3.2, we know that

Ly (90,9) = / ag dyig,.
SMg,

We introduce the functional

d:NP SR, B(g) = L (g, 9) (3.3.14)

sol Hgo

Note that ® is C*2, its regularity being limited by that of N7*. Given h € T, N,
we thus obtain

d®,,.h = / dag,-h dpg, =0,
SMyg,
that is, gy is a critical point of the functional ® on /\/’S’Z’f‘. We can extend ¢ to

®: Meth® 5 R, ®(g) = L (g0, 9),

Mgo

and we note that

AP, .h = / dagy.hdpl = —dFy.h = —C(h, go) (3.3.15)
SMg,

for some constant C,, > 0 depending only on n+1 = dim(M) and (h, go) = [,, Trg,(h)d volg,.
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Lemma 3.3.7. The map P : ./\/'S]Z’lo‘ — R s strictly convexr at gy and there is C' > 0
such that

1
d2¢90(h7 h) = Z<Hgoh> h> Z C”h”Z_%(M)
for all h € TN,

Proof. Since gy is a critical point of ®, we have d*®,,(h, h) = 5P (gx)|r=0 where gy :=
go+Ah+O()\?) is a smooth curve of metrics in N5 and we write ay := ag,, Vx :i= Vg,
and denote by & and # the derivatives with respect to A\. By Lemma 3.3.2, we have

03P (g\) [amo = / dio dputy - (3.3.16)

SMy,
But we also know that P(—V)) = 0, thus if we differentiate twice, we obtain
d*P_y,(Vi, Vo) — dP_y, (Vi) = 0. (3.3.17)

By (3.3.13), we have

/ Vo dply = / ao dpty = —dFy,.h =0,
SMy, S

90

thus we obtain by [PP90, Proposition 4.11] that
d*P_y, (Vo, Vo) = Var,y (Vo) = (114, Vp),

dP_y, (Vo) = / Vo(2) du
SMy,

(3.3.18)

where Varurgo(h) is the variance defined in (3.3.9), equal to (I1%h, h) by (3.3.3). Also
note that Vy = ag = g0 + Xy f for some f € C*(SM,,), v > 0, by Lemma 3.3.5.
We also have Vj = dg. As a consequence, we get from (3.3.16), (3.3.17) and (3.3.18)

d*®y(h, h) = / dio dpiy,
SMy,
= (11 Vj, Vo)
1 v . . .. 1 .
= Z<H907T290;7T290> = — ((I1% g0, go) — (m3G0, 1)) = 1<H§°go,go>7

=] =

where we used in the third identity that 119X, f = 0 = X, 11 f if both f and X f
are in C”(SM,,) for some v > 0. In the last equality, (73go, 1)* = c2(go, go) = 0, since
T, N* = (Rgo)t. Since h € T, N, h is divergence-free with respect to go. The
result then follows from Lemma 2.5.6. ]

Isometry classes and geodesic stretch. We now prove Theorems 3.3.1 and 3.3.2.
Of course, the first one being implied by the second one, we focus on the latter.

Proof of Theorem 3.5.2. From now, Cy,, C; will denote positive constants depending

only on gy, and whose value may change from line to line. Let us pick ¢ € Met®® with

k> 5,a € (0,1) as before. We denote by ¢g' = ¢*g € ker D;, , with ¢ € Diffi™  the
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go-solenoidal metric obtained by applying Lemma B.1.7. We write the Taylor expansion
of both F(g) = P(-V,) and ®(g) = Ly (g0, 9) at go using (3.3.15)

~ ~ 1 .~
D(g') =14 dPg (9" — g90) + §d2‘1>go(g’ — 0.9 — 90) + O(lg — gollEs.0)

~ 1
F(g') = =d®y,(g' = go) + 54" Foo (9" = 90,9 = 90) + O(llg" = 9o e5.e)-
As in (3.3.17) and using (3.3.18), we have for h € C**(M, @%T* M)

d*F,, (h, h) =d*P_y, (dag,h, dag,h) — dP_y,.d*az, (h, h)
—d?P_y, (dag,h, dag,h) — d*®,, (h, h)

thus we get

- 1
®(g) =1+ F(9) = 5P v, (dag (g’ = go), dag, (¢ = 90)) + O(llg = gollés.)- (3:3.19)
Using [PP90, Proposition 4.11], we get for each u € C¥(SMy,)
d2P*V0 (ua ’LL) = <Hgo (u o <u7 1))7 (u B <u7 1>)> = <Hgou’ u>7

because 1191 = 0 and where (u,1) = fSMgo udpy, . By Lemma 3.3.5, dag, (g — go) =
2m5(9' — go) + Xy f for some f € C”(SMy,), which then yields for h := ¢’ — go

1 ~
d2P—Vo(da90h7 da90h> - Z ((Hgoh7 h> - <h,go>2) - d2¢)90(h7 h)?

where by our normalization convention (go, go) = 1. Combining with (3.3.19), we obtain

[©(g') = 1+ |F(¢)] = 5 (Hh,h) = (B, g0)*) = Co R[5

ool

By Lemma 2.5.6 and the fact that D} h = 0, we deduce that

ey, / 1 /
[2(q") — 1| + [F(g)] = CgolthiI_%(M - g(h,go>2 — Coo l[h][Es.a-

)

But since by (3.3.15), there is C,, > 0 depending only on n so that for ||g — gol|cs.a
small enough

(. go) * = C%d®gh|* < 2C;2(8(g) = 1 + Ci 11| 5.
we conclude that
[@(9) = 1+ F(9)] = C IR,y ) = Canllllsa
Using Sobolev embedding and interpolation estimates, we get

lg" — go||?é5,a < Cy, lg — 90||2n;1+5+a/ < 0;0”9, - 90H12H—1/2||9/ — golla»,

with & > 2(n + 1) + 16 + 3« and o > «. Thus assuming that |lg — go[|cr.e is small
enough depending on Cy,, we obtain

o' = golld 112 < Co (18(9) = 11+ [F(9)]) (3.3.20)
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We also recall that

1 - 1 - u
P(-V,) = lm —log Y e lwo" = lim —log Y e me oeln ki),

c€C,Lgy (c)<T c€C,Lgy ()T

Thus, if we order C = (c¢;) ey by the lengths (i.e. Ly, (cj) > Ly, (cj-1)), and we define

_ L,(c)) e Lyley)
L,(g) :=limsup —2% —1, L_(g):=liminf —2722 —1
A R T ) O ey

Y

we see that for all § > 0 small, there is 7j > 0 large so that for all j with 7" > L, (¢;) >
To
ein(T(=L1(9)=0).To(=L+(9)=9)) < glon(€)=Lg(c) < gmax(T(=L-(9)+6),To(~L-(9)+0))

thus we deduce that, using P(—V,) = 0,
L)~ 6 SP(~V,) £ —L_(g) + 0

Since § > 0 is arbitrarily small, we obtain |P(=V})| < max(|Li(g)],|£-(g)|) and
combining with (3.3.20) and Lemma 3.3.2, we get the announced result. O

We remark that the proof above (using (3.3.19)) also shows that if we work on the
slice of metrics

{g € Met" | D} g= 0,/ Try, (h) dvoly,, = 0}
M
then there is Cy, > 0,¢ > 0 such that if ||g — go||cr.« < & with € small enough

_ Ly(c;) .. ., Lg(cy)
a2 . <C (1 —Z9\%) f—“"]).
l9 = 90l-3 3y < Con\Hmsup 7 "2 5 = limint - =05

We also prove Theorem 3.3.3.

Proof of Theorem 3.3.3. Let go € M be Anosov and assume gy has non-positive curva-
ture if n+1 > 3. Using Lemma B.1.7, for g1, go € Met close enough to g in C** norm,
we can find ¢ € Difff ™ (with & > 5 to be chosen later) such that Dy (¢*g2) = 0.
Moreover gy, = ¢*go satisfies

gz — g1llere < C(llg1 — gollcre + [lg2 — gollcra)

for some C' depending only on gy. We can then rewrite the proof of Theorem 3.3.2 but
by replacing go by g1. This gives that for g1, g» close enough to gy in Met®®

|y, (92) — 1]+ |Fyy (92)] > Co)TIE (g5 — 61) (gh — 91)) — €5 Nl go — g1 |20

where C), depends only on n+1 = dim(M) and C,, depends on ||g1]|¢s., and Fy, (g2) =
P(—J; — ag, 4, + 1) while Cfgl (g2) = Ly (g1, g2), where ag, 4, is the time reparamete-
rization coefficient in the conjugation between the flows 9 and 9 and the pressure
and the stretch are taken with respect to the flow ¢9'. Combining Theorem 2.6.1 and
Lemma 2.5.7, we deduce that there is Cy,, C7 > 0 depending only on gy so that for
g1, g2 € Met in a small enough neighborhood of gy in the C'*° topology,

By (92) = 1+ 1Py (9] > Conllgh = 1,3 — Collgr = 1l

This means that there is ¢ > 0 depending on gy and k large enough so that for all
g1, g2 € Met smooth satisfying ||g; — go||cr.e(ar) < € the estimate above hold. Reasoning
like in the proof of Theorem 3.3.2, we obtain the result. O
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3.3.4 The pressure metric on the space of negatively curved
metrics

Definition of the pressure metric using the variance. On Met™, the cone of
smooth negatively-curved metrics, we introduce the non-negative symmetric bilinear
form

Gg(hl,hg) = <th17h2>L2(M,dvolg)7 (3321)

defined for g € Met, h; € T,Met ~ C>(M,®%T*M). It is nondegenerate on T,Met N
ker D}, namely Ggy(h,h) > Cy||hl[3,_,,» by Lemma 2.5.6. To get a uniform bound on
the coercivity of IT§ for g near a given metric gg, we need to apply Lemma 2.5.7 and
the continuity of g + 11§ € U~ (M) proved in Theorem 2.6.1. Combining these facts,

we obtain

Proposition 3.3.1. Let gy € Met™, then the bilinear form G defined in (3.3.21) pro-
duces a Riemannian metric on the quotient space Met™ /Diffy near the class [go], where
Met™ /Diffy is identified with the slice S passing through go as in (3.3.1).

Proof. It suffices to show that G is non-degenerate on T'S. Let h € T,S and assume
that Gy(h,h) = 0. We can write h = Lyg + h' where D;h' = 0 and V' is a smooth
vector field. By Lemma 2.5.6 we obtain 0 = G,(h, h) > C||V||z-1/2. Thus h = Ly g, but
we also know that T,SN{Lyg | V € C®(M,T*M)} = {0} since S is a slice. Therefore
h = 0. [

Definition using the intersection number. Let us assume that g is in a fixed
C?-neighborhood of gy. Since Jg > 0, we obtain that V, = J +a, —1 > 0if g is
close enough to go. By [Saml14, Lemma 2.4], there exists a unique constant hy, € R

such that P(—hy,V;) = 0. In particular, A/ coincides in a neighborhood of g, with

the set {g € Met | hy, = 1}. One can express the constant hy, as hy, = htop(gpfo’vf?),

where gpfO’VQ is a time-reparametrization of the geodesic flow of go (see [BCLS15, Section

3.1.1]). More precisely, given f € C*(SM,,) a Holder-continuous positive function on
SM,,, we introduce hy to be the unique real number such that P(—h;f) = 0 and we
set :

SMy xR > (z,t) = kg(z,t) = /0 f(p2(2)) ds.

For a fixed z € SM,,, this is a homeomorphism on R and thus allows to define :

@f;j;(fz »(2) =@l (2). (3.3.22)

We now follow the approach of [BCLS15, Section 3.4.1]. Given two Hoélder-continous
functions f, f' € CY(SMy,) such that f > 0, one can define an intersection number
[BCLS15, Eq. (13)]

B f5M90 frdpn, g
fSMgo fd,U/—hff ’

Igo(f, f/) :

where dy_y,y is the equilibrium measure for the potential —h;f. We have the follo-
wing result, which follows from [BCLS15, Proposition 3.8] stated for Anosov flows on
compact metric spaces :

103



CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS

Proposition 3.3.2 (Bridgeman-Canary-Labourie-Sambarino [BCLS15]). Let f, f :
SMy, — Ry be two Hélder-continuous positive functions. Then :

I (1.1 = e

with equality if and only if he f and he ' are cohomologous for the geodesic flow ¢ of
go- The quantity J,(f, f') is called the renormalized intersection number.

We apply the previous proposition with f := Ji (then h Ju = = 1) and f' := V.
Without assuming that g € A (that is we do not necessarlly assume that hy, =1), w
have

u L

fSMgO (Jgo +ag—1) dyig,
fSMgo oo i,
hy(g0) + Lz (90,9) — 1 .
g hL(go) B
where hy(go) is the entropy of Liouville measure for go. In the specific case where
g € N, hy, =1 and we find that I, (go,g) > 1 with equality if and only if a4 is
cohomologous to 1, that is if and only 1f Ly, = L,, or alternatively if and only if ¢ and
90 are time-preserving conjugate. This computation holds as long as J; +a;, —1>0
(which is true in a C?-neighborhood of go).
In particular, on A/, we have the linear relation

Joo (J2, V) =y, L (J

g0’ 907

V,) = hy,

L (90.9) — 1
hy.(go0)

In the notations of [BCLS15, Proposition 3.11], the second derivative computed for the
family (gx)ae(-1,1) € N is

I (JE V) =1+

g0?

1 <H5090790>
(9/\ a0 (S 907 Vo) r=o = ma,\fug (90 97)r=0 = m (3.3.23)

and is called the pressure form. When considering a slice transverse to the Diff, action
on N, it induces a metric called the pressure metric by Lemma 2.5.6. To summarize :

Lemma 3.3.8. Given a smooth metric go, the metric Gy, restricted to N can be 0b-
tained from the renormalized intersection number by

Glgo (h, h) = b (90) 03T 4o (g Vi) |a=o

where (gx)re(—1,1) s any family of metrics such that gx € N and go = h € Ty N

Link with the Weil-Petersson metric. We now assume that M = S is an orien-
table surface of genus > 2 and let 7(S) be the Teichmiiller space of S. We fix a
hyperbolic metric go. Given 1, p € T(S), the intersection number is defined as

J SMy, Y90 Aty

I(T] p) IQO(agn7agp) f a d,u
SMyg, 9n yi
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where [g,] = n,[g,] = p and p,, is the equilibrium state of —h,, a,,. Note that h,, =

hyop(07”"") = 1 since 9% is conjugate to the geodesic flow of g,, which in turn has

constant curvature and that [Sam14, Lemma 2.4], ag, dpi,/ [, ag,djiy is the measure
90

of maximal entropy of the flow ¢/**, thus also the normalized Liouville measure of g,
(viewed on S My, ). This number I(n, p) is in fact independent of gy as it can alternatively

be written
>

¢€C,Lg, (c)<T Ly, (c)

where Ny = fi{c € C | Ly, (c) < T} (see [BCSIS8, Proof of Th. 4.3]). In particular, taking
go = gy, one has

1(777 P) = ]“Iin (gna gp)'

As explained in [BCS18, Theorem 4.3|, up to a normalization constant ¢y depending
on the genus only, the Weil-Petersson metric on 7(S) is equal to

lullive = 003 T(n, ) |a=0 = cod3 Tt (9, nn)Ia=o, (3.3.24)

where 79 = u and (gy, )rxe(—1,1) is a family of hyperbolic metrics such that [g,,] = 7,
n = no = [go]. This fact follows from combined works of Thurston, Wolpert [Wol86] and
Mec Mullen [MMOS] : the length of a random geodesic v on (S, go) with respect to g,
has a local minimum at A = 0 and the Hessian is positive definite (Thurston), equals
to the Weil-Petersson norm squared of ¢ (Wolpert [Wol86]) and given by a variance
(Mc Mullen [MMO8]). Here random means equidistributed with respect to the Liouville
measure of gg. We can check that the metric G' also corresponds to this metric

Proposition 3.3.3. The metric G on T (S) is a multiple of the Weil-Petersson metric.

Proof. This follows directly from (3.3.23), (3.3.24) and the fact that h.(g,) = 1 if g,
has curvature —1. ]

Remark 3.3.1. We notice that the positivity of the metric in the case of Teichmiiller
space follows only from some convexity argument in finite dimension. In the case of
general metrics with negative curvature, the coercive estimate of Lemma 2.5.6 on the
variance is much less obvious due to the infinite dimensionality of the space. As it turns
out, this is the key for the local rigidity in Theorem 3.3.1.

3.3.5 Distances from the marked length spectrum

In this paragraph, we discuss different notions of distances involving the marked
length spectrum on the space of isometry classes of negatively-curved metrics.

Length distance. We define the following map :

Definition 3.3.1. Let k& be as in Theorem 3.3.3. We define the marked length distance
map d;, : Met®® x Met"® — R* by

L )13 L )13
91<C]) 2 —f—limsup)log gz(cj) 2

Jj—ro0 Lgl (Cj)

dr (91, g2) ;= limsup | log
wonge) =Pl )

We get as a Corollary of Theorem 3.3.3 :
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Corollary 3.3.2. The map d; descends to the set of isometry classes near go and
defines a distance in a small C**-neighborhood of the isometry class of go.

Proof. Tt is clear that dj, is invariant by action of diffeomorphisms homotopic to the

identity since L, = Ly, for such diffeomorphisms 1. Now let g1, g2, g3 three metrics.
We have

L, (ci)|z L (c) L. ()%
lim sup | log a(c) |2 :hmsup‘log 01(¢j) Lgy(¢) |2
Jj—00 Ly, (c;) j—r00 Lgy(cj) Ly, (c5)
. L, (c;)z . Ly, (c;)|3
<limsup | log =2=2%1" + limsup | log =2~
j—o0 Ly, (c;) j—o0 Lg,(c;)

thus dy, satisfies the triangular inequality. Finally, By Theorem 3.3.3, if dy(g1,¢92) = 0
with g1, g2 in the C* neighborhood U,, of Theorem 3.3.3, we have g; isometric to gs,
showing that d;, produces a distance on the quotient of U, by diffeomorphisms. O

We also note that Theorem 3.3.3 states that there is Cy, > 0 such that for each
g1, g2 € CP(M; S*T*M) close to gy there is a diffeomorphism such that

dr(g1,92) = Cgllv* g1 — gl gr-1/2

showing that the pressure norm is controlled by the d; distance.

Thurston distance. We also introduce the Thurston distance on metrics with to-
pological entropy 1, generalizing the distance introduced by Thurston in [Thu98] for
surfaces on Teichmiiller space (all hyperbolic metrics on surface have topological en-
tropy equal to 1). We denote by & (resp. £8%) the space of metrics in Met (resp. in
Met"®) with topological entropy hi,, = 1. With the same arguments than in Lemma
3.3.4, this is a codimension 1 submanifold of Met and if gy € £¥%, one has :

Ty &8 = {h € CF*(M; S*T*M) | moh dpgt = 0} (3.3.25)

0
Sgo M

Definition 3.3.2. We define the Thurston non-symmetric distance map dp : ¥ x
Eka 5 Rt by

. L,,(c;)
dr(g1,g2) := limsup log 222,
o192 =P ()

We will prove the

Proposition 3.3.4. The map dr descends to the set of isometry classes of metrics in
ERe (for k € N large enough, o € (0, 1)) with topological entropy equal to 1 and defines
a non-symmetric distance in a small C**-neighborhood of the diagonal.

Moreover, this distance is non-symmetric in the pair (g1, ¢2) which is also the case
of the original distance introduced by Thurston [Thu98] but this is just an artificial
limitation © : “It would be easy to replace L™ by its symmetrization 1/2(L(g, h)+L(h, g)),
but it seems that, because of its direct geometric interpretations, L is more useful just
as it is.” In order to justify that this is a distance, we start with the

6. Thurston, [Thu98].
7. In the notations of Thurston, L(g, k) = limsup,_, ., log i;’g:g
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Lemma 3.3.9. Let g1, 9, € Met. Then :

ng(cj)
7 . — Sup Im(gl>g2)
Lgl( )

meminv,erg

lim sup

j—o00
Here m is seen as an invariant ergodic measure for the flow ¢f' living on Sy, M.
However, writing M = I'\M with I' = m (M, o) for zo € M, it can also be identified
with a geodesic current on Ou M X8 .M \ A, that is a I'-invariant Borel measure, also

invariant by the flip (§,7) — (7,€) on oM X Oy M \ A. This point of view has the
advantage of being independent of g; (see [ST18]).

Proof. First of all, we claim that

sup  In(91,92) = sup In(g1,92).

meminv,erg meminv

Of course, it is clear that sup,,con,, .., Im (91,92) < supeo... Im(91, g2) and thus we
are left to prove the reverse inequality. By compactness, we can consider a measure
mo € My, realizing sup,,con.  Im(g1,92). By Choquet representation Theorem (see
[Wal82, pp. 153]), there exists a (unique) probability measure 7 on M,y erg sSuch that
mg admits the ergodic decomposition my = fm m dr(m). Thus :

inv,erg

Imo (917 92) / Qg1,92 dmO

/ / g9, dm dT(m)
Miny erg S M

< sup / g, go dm/ = sup  In(g1,92),
Sy M

mEDﬁinv,erg MNMinv Lerg meminv,erg

which eventually proves the claim.

Let (¢j)jen be a subsequence such that lim;_, . Ly, (¢;j)/ Ly, (¢;) realizes the lim sup.
Then, by compactness, we can extract a subsequence such that g, (c;) = m € M.
Thus :

L92(0j>/L91 (Cj) = <591 (Cj)’ ag1792> 7 j—o0 <mv agl,g2> = [m(glaQQ)a

which proves, using our preliminary remark, that

limsup Ly, (¢;)/Lg, (¢;) < sup  In(g1,92).

Jj—4oo MEMiny,erg

To prove the reverse inequality, we consider a measure mg € Mipny,erg Such that I,,,, (g1, g2) =
SUP,,,con. I,,(g1, g2) (which is always possible by compactness). Since mq is inva-

inv,erg

riant and ergodic, there exists a sequence of free homotopy classes (c¢;);en such that
dg,(¢j) = mg. Then, like previously, one has

L (91, 92) = hrf Ly, (C]>/L91(C]> < limsup Ly, (CJ)/L91(CJ)

j—+oo
which provides the reverse inequality. O

We can now prove Proposition 3.3.4.
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Proof of Proposition 3.5./. By (3.3.8), for g1, go € £, we have that [MI;IM (91,92) > 1
and thus by Lemma 3.3.9, we obtain that dr (g1, g2) > 0 (note that g; and g do not need
to be close for this property to hold). Moreover, triangular inequality is immediate for
this distance. Eventually, if dr(g1,¢92) = 0, then 0 < log Ien (91,92) < dr(g1,92) = 0,
that is J, e (g91,92) = 1 and by Theorem 3.3.4, it implies that ¢; is isometric to gy if
go is close enough to g; in the C*“-topology (note that this neighborhood depends on

91)- O

We now investigate with more details the structure of the distance dr. A conse-
quence of Lemma 3.3.9 is the following expression of the Thurston Finsler norm :

Lemma 3.3.10. Let gy € E** and (g1)iepe) be a smooth family of metrics and let
f = 0gt|i=0. Then :

d
[fllr == —dr(g0.9:)] = sup / w5 f dm (3.3.26)
dt .y

t=0 meminv,erg
The norm || - ||z is a Finsler norm on Ty, EM* Nker D}

Proof. We introduce u(t) := 7909 and write a; := a,, 4, for the time reparametriza-
tion (as in (3.3.5)). Then :

d

W(0) = Sdrlgo. 90

. ay — 1
=lim sup / dm
t=0 t—=0 meminv,erg Sgo M t

= sup / ag dm = sup / o f dm,
meminv,erg SQOM meminv,erg SQOM

since ag = dyay|i—o and 75 f are cohomologous by Lemma 3.3.5.

We now prove that this is a Finsler norm in a neighborhood of the diagonal. We fix
go € £, By Lemma B.1.7, isometry classes near gy can be represented by solenoidal
tensors, namely there exists a C*“-neighborhood U of gy such that for any ¢ € U,
there exists a (unique) ¢ € Difflgﬂ’a such that Dy ¢*g = 0. Moreover, if g € gk,
then ¢*g € 8. As a consequence, using (3.3.25), the statement now boils down to
proving that (3.3.26) is a norm for solenoidal tensors f € C**(M;S*T*M) such that
/. Suo u TS du];’OM = 0. Since triangular inequality, R, -scaling and non-negativity are
immediate, we simply need to show that ||f||r = 0 implies f = 0. Now, for such a
tensor f, we have

P(rf) = sup  ho(e?)+ / =3 fdm
SgOM

meminv,erg

< sup h,(¢")+ sup /S Mﬂ;fdm:htop(gpﬁ]o)—i—()
90 v

meminv,erg meminv,erg
=1

and this supremum is achieved for m = pp™ and P(75f) = 1. As a consequence, the
equilibrium state associated to the potential 73 f is the Bowen-Margulis measure NE’OM
(the equilibrium state associated to the potential 0) and thus 75 f is cohomologous to
a constant ¢ € R (see [HF, Theorem 9.3.16]) which has to be ¢ = 0 since the average
of 5 f with respect to Bowen-Margulis is equal to 0, that is there exists a Holder-
continuous function u such that 73 f = Xu. Since f € ker D}, the s-injectivity of the
X-ray transform 73° implies that f = 0. O
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The asymmetric Finsler norm || - ||z induces a distance dr between isometry classes
namely

1
d ,go) = inf / () || dt
r(91,92) 012 (D =g2 J; 5@l

It is easy to prove that dr (g1, g2) < dr(g1, g2). Indeed, consider a C'-path v : [0,1] — &
such that v(0) = ¢1,7(1) = g2. Then, considering N € N,¢; := i/N, we have by
triangular inequality

N-1

dr(g1,92) < Y dr(y(t:), 7 (ti1) Z 19tz (tisa — t:) + O(tis — tl*)

1=0

oo / ()l dt,

which proves the claim. In [Thu98], Thurston proves that, in restriction to Teichmiiller
space, the asymmetric Finsler norm induces the distance dr, that is dr = dr. We make
the following conjecture, which would imply the marked length spectrum rigidity :

Conjecture 3.3.1. The distance dr coincide with dr for isometry classes of negatively
curved metrics with topological entropy equal to 1.
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Chapitre 4

Building parametrices on manifolds
with cusps

« Il est bon qu’il y ait des
hérétiques. »

L’FEtrange défaite, Marc Bloch.

This chapter contains most of the article Local rigidity of manifolds with hyperbolic
cusps 1. Linear theory and pseudodifferential calculus, written in collaboration with
Yannick Guedes Bonthonneau.
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In this chapter, we construct a microlocal framework of inversion of elliptic pseudo-
differential operators on manifolds with hyperbolic cusps. This is inspired by Melrose’s
b-calculus [Mel93] and the cusp calculus developed by Mazzeo-Melrose [MM98]. Howe-
ver, the calculus is somehow different and based on [Bon16, GW17]. This will allow us
to treat in further chapters all the operators appearing in the proof of the local rigidity
of the marked length spectrum as developed in the previous part in the compact case.

4.1 Introduction

We consider a non-compact smooth manifold N of dimension d + 1! with a finite
number of ends N,, which take the form

Z&a X Fy. (411)
Here, Zy, ={z € Z; | y(2) > a}, and
Zy =0, +oo[,x (RY/A,), .

In all generality, A, C O(d) x R? is a crystalographic group. However, according to
Bieberbach’s Theorem, up to taking a finite cover, we can assume that A C R? is a
lattice of translations. We will work with that case, and check that the results are stable
by taking quotients under free actions of finite groups of isometries.

The slice (Fy,gr,) is a compact Riemannian manifold. We will use the variables
z=(2,0) € Zy x Fy and z = (y,0) € [a, +00) x RY/A,. We assume that N is endowed
with a metric g, equal over the cusps to

dy* + do?
———— 1t 9r.

We will also have a vector bundle L — N, and will assume that for each ¢, there is
a vector bundle L, — F}, so that

L\Ne ~ Zg X Lg.

Whenever L is a hermitian vector bundle with metric g7, a compatible connection V¥
is one that satisfies

Xgr(Y, Z) = gL(VXY, Z) + g1(Y, V5 Z).
Taking advantage of the product structure, we impose that when X is tangent to 7,
VLY (2,0) = .Y (X) + A,(X) -V, (412)

where the connection form A,(X) is an anti-symmetric endomorphism depending li-
nearly on X, and A(y0d,), A(y0ds) do not depend on y, 8. In particular, we get that the
curvature of V¥ is bounded, as are all its derivatives.

Definition 4.1.1. Such data (L — N, g, g1, VL) will be called an admissible bundle.

1. The letter n was tired ; we had to resort to its cousin d.
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Given a cusp manifold (M, g), namely a manifold whose ends are real hyperbolic
cusps, the bundle of differential forms over M is an admissible bundle. Since the tangent
bundle of a cusp is trivial, any linearly constructed bundle over M is admissible. For
example, the bundle of forms over the Grassmann bundle of M, or over the unit cosphere
bundle S*M. Throughout, the chapter, we will mainly be using Sobolev spaces or
Holder-Zygmund spaces. As usual, when dealing with non-compact manifolds, weighted
spaces will play an important role. The Sobolev spaces H**°*+ (L) defined for s, pg, p, €
R are H*-based Sobolev spaces (see §4.2.1 for the definition of Sobolev norms) with
weight y”° on the zero Fourier mode (in the # variable) and y?+ for the non-zero Fourier
modes. We refer to Definition 4.3.1 for an exact definition.

We are going to prove the following result :

Theorem 4.1.1. Let L be an admissible bundle in the sense of Definition 4.1.1.
Assume that L is endowed with a pseudo-differential operator P. Assume that it is
(p—,ps) — L* (resp. —L™ )-admissible in the sense of Definitions /.3.2 (resp. Defini-
tion 4.4.3). Also assume that it is uniformly elliptic in the sense of Definition J.2.2.
Then there is a discrete set S C (p—,py) such that for each connected component
I:=(p", pfr) C (p_,ps)\ S, there is an operator Q; that is I-admissible, such that

PQ]—]l andQ;P—IL
are bounded as operators
H—N,pﬂr—e—d/ZM(L) - HN"’I—*E_d/Q’pL(L),

(resp. y”i*GC’;N — yp£+€C>£V) for all N > 0 and € > 0 small enough. In particular, P
is Fredholm with same index on each space H*P~42PL (resp. yC?2) for s € R, py €
I,p, €R.

There is no particular reason for an elliptic pseudo-differential operator to be Fred-
holm on a non-compact manifolds, even if the ellipticity is uniform at infinity. One has
to introduce some kind of ellipticity or boundary condition at infinity, which depends
on the geometry. However here, the lack of compactness is in some sense only one
dimensional, so that many problems can be solved with a one dimensional scattering
approach. An important remark is that we will rely on constructions from [GW17],
itself based on [Bonl6]. In the former paper, the techniques from Melrose [Mel93] had
to be adapted to deal with operators that are not elliptic. In Section §4.2.4, we will
compare our setup to that of Mazzeo and Melrose’s fibred cusp calculus. In our case,
we will require that our operators commute with the generators of local isometries of
the cusp, that is dy and y0, on f-independent functions. We will be able to allow this
to hold modulo compact operators.

Under this assumption, the general strategy goes as follows : first, one inverts P
modulo a smoothing remainder that is not compact ; by compact injection of H® — H*
for s > s on the orthogonal of the #-zeroth Fourier mode (see Lemma 4.3.1), it is
sufficient to explicitly invert the operator acting on sections not depending on . As in
b-calculus, this is done by introducing an indicial operator Iz(P) (see §4.3.3) which is
a convolution operator in the r = logy variable, defined on “the model at infinity” and
acting on sections that are independent of #. The set S can be computed by hand, as
will be explained in Corollary 4.3.1 : it consists of the real parts of the indicial roots of
the indicial family I(P, ).
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4.2 Pseudo-differential operators

Before we can start the proof of the Theorem, we have to introduce some spaces and
some algebras of operators. We want to consider the action of operators on sections of
L — N or more generally from sections of L; — N to sections of Ly — N where L o
are admissible bundles. In the paper [GW17], an algebra of semi-classical operators was
described using results from [Bon16]; it consisted of families of operators depending on
a small parameter h > 0. In this chapter, we will be using classical operators, which is
equivalent to fixing the value of h to 1.

4.2.1 Functional spaces
Let f be a function on N. We define for an integer k£ > 0 :

I£llex(2) = sup [[V7f(2)]],
0<j<k

and C*(N) is the space of functions such that this is uniformly bounded in z € N. We

write f € C*°(N) if all the derivatives of f are bounded. If f is infinitely many times

differentiable, but its derivatives are not bounded, we simply say that f is smooth.
The Christoffel coefficients of the metric in the cusp in the frame

Xy :=y0,, Xg:=1ydy, X¢: =0

are independent of (y,6). As a consequence, in the cusp, there are uniform constants
such that

[/l (2) = sup [ Xa f(2)]; (4.2.1)

|al

(here, v is a multiindex valued in {y,0,(}.) Let 0 < a < 1. We will write f € C%(N)

if :
[fllow = Slel}\)[ |f(2)]+ sup M

reNa£y  d(z,2')% = [|flloc + I flla < o0
Z,2 \ZFEZ >

In particular, a function f may be a-Hé6lder continuous, with a uniform Hélder constant
of continuity (i.e. || f|la < 00), but may not be in C*(N) if || f||oc = oo for instance. It
also makes sense to define C* for o € R, \ N by asking that f € C®(N) and that the
[a]-th derivatives of f are ov — [a] Holder-continuous.

The Lebesgue spaces LP(N), for p > 1, are the usual spaces defined with respect to
the measure du = y~? *dydfdvol(¢) induced by the metric. For s € R, we define (via
the spectral theorem) :

1.f1

and H*(N) is the completion of C*(N) with respect to this norm. We will abuse
notations, and denote by y also a smooth extension to N of the coordinates defined in
the cusps ; we will assume this extension is positive. For the reader to get familiar with
these spaces, let us mention the following embedding lemmas.

oy = ||(=A+ 1) fll L2 vy,

Lemma 4.2.1. Let 0 < s < s <1 and p—d/2 < p/. Then y*C*(N) — y* H*(N) is
a continuous embedding.

Lemma 4.2.2. Let k € N, s > 41 + k. Then y=Y?H*(N) — C*(N) is a continuous
embedding.
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The shift by y%? will often appear throughout the chapter and is due to the fact
that Sobolev spaces are built from the L? space induced by the hyperbolic measure
dydfd~vol(¢)/y¢t. We will prove (and even refine) these embedding lemmas in Section
§4.4.3.

4.2.2 Pseudo-differential operators on cusps

To describe the class we will be using, it will suffice to say which types of smoothing
remainders we will allow, and which quantization we will manipulate. Our class of
smoothing operators will be the class W% (L1, Ly)(= ¥ %" 2(Ll, L)) of operators R
that are bounded as

R:y"H YN(N,L)) — y"H"(N, L),

for any p € R, N > 0. These are called L?-small smoothing operators.
In the compact part, we will use usual pseudo-differential operators with symbols
o in the Kohn-Nirenberg class, satisfying usual estimates of the form

0200 0| < Cogle)m 1.

It suffices now to explain what we will be calling a pseudo-differential operator in the
ends. For this, we consider one end, and we drop the ¢’s. Instead of quantizing Z,, we
work with the full cusp Z.

Let us denote by Op™ the usual Weyl quantization on R4 x R*. Given y € C>®
equal to 1 around 0, and a € §'(R**2*2) we denote by Op“(a), the operator whose

kernel is
/

K(pboaio/ 0,2) =x | L~ 1| Kol b/, 000) (422)
Y
Next, we can associate a € C°(T*(Z x R¥), L(R™,R"2)) with its periodic lift

a € C™(T*(R, x Rf x Rf), L(R™,R™)).

(supported for y > 0). Linear changes of variable have an explicit action on the Weyl
quantization on R4 1+% We deduce that if f € C*°(Z x R¥ R™), denoting by f the
periodic lift to R¥! x R*¥ Op®(a), f is again periodic. In particular, Op“(a)y defines an
operator from compactly supported smooth sections of R™ — Z x R* to distributional
sections of R™ — Z x R*.

As a consequence, it makes sense to set

Oka (a)f _ y(d+1)/2 Opw(a)x[y_(d+1)/2f].

Using a partition of unity on Fy, we can globalize this to a Weyl quantization Opy, 1, 1.,
and then on the whole manifold Oply ; ,;, — the arguments in [Zwo12, Section 14.2.3]
apply. We will write Op this Weyl quantization on the whole manifold. Since F' is com-
pact, one check that the resulting operators are uniformly properly supported above
each cusp.

Now, we need to say more about the symbol estimates that we will require. By (§),
we refer to the Japanese bracket of & with respect to the natural metric g* on T*N,
which is equivalent to g7, + gF,. We denote by Y, J,n the dual variables to y, 0, (. In

the case Fy is a point, (§) = /1 + y2|£|2.
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Definition 4.2.1. A symbol of order m is a smooth section a of L£(L1, Ls) — T*N,
that satisfies the usual estimates over Ny, and above each N,, and in local charts in F},
for each «, 8,~,a’, 3,7, there is a constant C' > 0 :

/

(¥0,)*(y0)°(9c)" (y~'0y) (y~0,)" (9,)"a < O(g)m 18111,

L(L1,L2)

This does not actually depend on the order in which the derivatives were taken. We
write a € S™(T*N, L(Ly, Ls)).

We denote by U7 (N, Ly — Lo)(= \I/:rlr’lslgl(]\f, L1 — L)) the class of operators of
the form

Op(a) + R,
with Re W_>) and a € S™.

smal

4.2.3 Microlocal calculus

The following basic results hold

Proposition 4.2.1. Consider a € S™(T*N, L(Ly, Ly)), and b € S™ (T*N, L(La, L3)).
Then

1. Op(a) is continuous from y?H*(N, Ly) to y?H*~™(N, Lg) for all s,p € R.
2. Op(a) Op(b) € ™™ and

small 7

Op(a) Op(b) = Op(abd) + (’)\P:,;;Wul(l).
Proof. So far, we can only do the proof of (1) in the case that s, m are integers because
we do not know the nature of the operator (—A + 1)°. Using classical results in the
compact part, we can restrict our attention to the cusps, and further to the case of
Opgr. The case when k£ = 0 was dealt with in [Bon16]. As was explained in Appendix
A of [GW17], the proofs therein adapt readily to the case k > 1. We will come back to
the case that s,m ¢ Z at the end of this subsection. ]

Definition 4.2.2. Let a € S™(T*N, L(L1, Ls)). We will say that a is uniformly elliptic
in there is a constant ¢ > 0 such that for every (z,§) € T*N with [[£]| > 1/c¢ and
u € Ly,

la(z, E)ullL,,. = (€ ullLy,.-

Proposition 4.2.2. Let a € S™(T*N, L(L1, Ls)) be uniformly elliptic. Then we can
find Q € V""™(N, L(Ls, L)) such that

QOp(a) =1+ R,
with R € \I/;nizll(N,,C(Ll, L1>)

Before going on with the proof, observe that the remainder here is not a compact
operator, contrary to the case of a compact manifold.

Proof. Here, we can apply the usual parametrix construction. First one can choose a
go € ST™(T*N, L(La, Ly)) such that for [|£]| > 2/c,

qoa = 1,
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Then
Op(qo) Op(a) =1 + Op(ry) + R;.

Here, ry € S™Y(T*N, L(L;)), and Ry is small smoothing. Then
Op((1 = 71)q0) Op(a) = 1 + Op(rz) + Ry,

where ro € S72(T*N, L(L1)) and Ry is again small smoothing. Now, we can iterate this
construction, and find a formal solution Op(q) with

q4d=qo— Z'f’z’%-
i>0

(the sum is formal, it does not converge). Then, by means of a Borel summation, one
can find an actual symbol ¢ € S~ (T*N, L(Ly, L,)) such that as |{| — oo, uniformly

in x,
q~ qo— E Tiqo-
i>0

As a consequence one gets
Op(q) Op(a) =1 + R,

with R small smoothing. O]

We can now prove Proposition 4.2.1.

Proof of Proposition /.2.1. The Laplacian defined by the Friedrichs extension of the
quadratic form

/ " (— AL, fldvol, = / IV 7P
N N

is uniformly elliptic. Given N > 0, by adding a large constant hy?, we can obtain a
symbol o such that

Op(o)(—=A"Y + h?) = hilL + Oy~ (1).

small

Following arguments as in the proof of [Zwo12, Theorem 14.8, p.358], one deduces that
for each s € R, there is a uniformly elliptic symbol o, of order s such that

HS(Nv L) = Op(O'S)L2(N, L),

with equivalent norms. Together with the product stability of pseudo-differential ope-
rators, this finishes the proof of Proposition 4.2.1. O

In the following, we will write A_g = Op(os).

4.2.4 Fibred cusp calculus

To study Fredholm properties of differential operators on ends of the type (4.1.1),
the so-called fibered-cusp calculus was introduced by Mazzeo and Melrose in [MMO98].
We will explain here why it does not suit our needs entirely, reason for developping
our arguments from scratch. The algebra of pseudo-differential operators we have just
introduced is an extension of an algebra of differential operators. The latter is itself
the algebra generated by V), the Lie algebra of vector fields of the form

ay0y + bydy + X (0),
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where the coefficients a, b, X are C*°-bounded on Z x F. A crucial observation is that
the Laplacian associated to the metric of Z x F'is in this algebra.

Let us recall on the other hand the setup of the Fibred-Cusp Calculus developped by
Mazzeo-Melrose [MM98]. We have a manifold N’ whose boundary has a finite number
of components. Those have a neighbourhood of the form

[0, €[y x X,

with a bundle map p : X — F. The generic coordinate in p~*(¢) is denoted 6. The
fibred cusp algebra \I/;lfcf T is the algebra of differential operators generated by the algebra
V¢ of vector fields of the form

au®d, + bud; + cOy,

where a, b, ¢ are C* functions of u, (, 0 (including at u = 0). In our case, with u = 1/y,
we can see that if V' € V,, uV € Vy.. However, if V € Vi, (1/u)V is not necessarily in
Vo. The purpose of [MM98] was to analyze whether operators in ‘I/(jfcf ! have parametrices
modulo compact remainders when acting on L?*(N’). This involves the inversion of an
indicial operator, which is a family of operators f’(C ,m), parametrized by (¢,n) € T*F,
acting on the fiber p~1(¢) (here R?/A). If P is a differential operator of order m in our
class, uP € \I;;lfcf f , so one could apply the results in [MM98]. However, here follows
two reasons why this is not satisfying for our purposes.

e In the case that P is not differential, but pseudo-differential of varying order, it
is not quite obvious what would replace the correspondence P +— ™ P. This is
crucial when dealing with anisotropic spaces as in [GW17]. This will intervene
when dealing with the non-linear theory of the marked length spectrum.

e We are able to deal with Holder-Zygmund spaces (instead of L?(N’)). As far as
we know, this has not been done before with fibred-cusp calculus.

Since we are dealing with a much smaller class than the whole fibred cusp calculus, the
criterion for being Fredholm is also simpler. Indeed, we only need to invert a family of
operators I (P, \), with A € iR, each such operator acting on F' (the base instead of the
fiber).

In the general case of the fibred cusp calculus, one does not require that the fibers
p~1(¢) are flat manifolds. Let us explain why this is crucial in our case. The central
point is to have a space of vector fields that is stable under Lie brackets (a Lie algebra).
If y X7 and y X5 are two vector fields tangent to the fibers, so that X; and X5 a smooth
up to the boundary, we compute

[?JbeXz] = yQ[XlaXQ]-

In particular, we can only allow vector fields X 5 such that their Lie bracket are O(1/y)
as y — +oo. If we also require that they do not all vanish themselves as y — +oo, this
is a very strong condition on the fibers. It probably implies that the curvature of the
fibers goes to 0 as y — +o00.

This was the reason for Mazzeo and Melrose to study the algebra Vy.. It also suggests
that our techniques could be extended to the fibred cusp case, with the assumption that
there are family of vector fields in the fibers p~*(¢) which are asymptotically parallel.
This would be verified if these fibers are almost flat manifolds. For example the case of
complex-hyperbolic cusps. We leave this to future investigations, and refer to [Gro7§]
and [BBC12].
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To close this section, let us explain why it should not be surprising that the fibred
cusp calculus does not behave very well with propagators. Indeed, consider some pro-
pagator eF. In its microlocal properties, the Hamiltonian flow of the principal symbol
of P will appear. It is then important that the class of symbols considered is stable
under the action of this flow. In the compact case, to prove such a statement, one relies
on the usual statement that if ¢ is a smooth flow, there is some A > 0 such that for
teR.

If opillen < Cae| fllcn.

However, the proof of this statement on a manifold uses crucially the fact that the me-
tric has bounded curvature, and bounded covariant derivatives of its curvature tensor.
The crux of the problem is then that the curvature of a metric in the form

dy2 + gy797<(d9)
Y2
does not even have bounded curvature in general. In particular, there is no reason that
propagators of general fibered-cusp operator propagate singularities in a nice fashion at
infinity. The examples built in [DPPS15] show even that in the case that the curvature,
or its derivatives, are not bounded, new dynamical phenomena appear.

+ Gy (dC)

4.3 Parametrices modulo compact operators on weigh-
ted Sobolev spaces.

4.3.1 Black-box formalism

Here again, we follow arguments exposed in [GW17]. Associated to each cusp Z, we
have extension and restriction operators defined in the following way. Start by letting

Hzf = /f|zd9-

Given f € D'(Ja,+o0[xFz, Lyz), we obtain an extended distribution to the manifold
Ezf € D'(N, L) by setting
E2f(¢) = f(llz9).

Conversely, given f € D'(N, L), we obtain a restricted distribution to the zero Fourier
mode Pz f € D'(Ja,+o00[xFz, Lz) by setting

Pzf(¢) = f(E29).

Given y € C*°([a, +oo]) which is locally constant around a, we define

200 = S x(@)(L — E:P2)f + Es(XP2f).

The operators £z, Pz and Z(x) together form a black-box formalism, as it was
introduced by Sjostrand and Zworski in [SZ91].

Definition 4.3.1. We pick a function § € C*°([a, +0o0[) such that g(y) = y for y > 3a,
and 7(y < 2a) = 1. Then we define for s, py, p1 € R,

H $:PosPL (N, L) — Z(gPO*PL) (pr_HS) .

These are weighted Sobolev spaces, with weight y”° on the zero Fourier mode and
weight ¢+ on the non-zero Fourier modes.
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Note that we take the same weight on each cusps, this will suffice for our pur-
poses. To obtain compact remainders in parametrices, the following observation going
back to [LP76] is essential : for any p; € R,s > ¢, the restriction of the injection
yPL H5(N, L) < yP~ H¥ (N, L) to non-constant Fourier modes is compact.

Lemma 4.3.1. If x € C*®([a,+0o0[) is a smooth cutoff function such that x =1 for
y > 2a and vanishing around y = a, then for all s > §' :

1—EyxPy : H¥P*L(N, L) — H* ~#+(N, L)
18 compact.

By this, we mean that for any N > 0, the operator
1 — E4xPy : HPP+(N,L) — H*"N,+(N, L)
is compact.

Proof. The value of py is inessential here, so we take py = p; = p. Since [1 —
EzXPz,y’] = 0 sufficiently high in the cusp, the lemma boils down to the case p = 0.
For the sake of simplicity, we assume that there is a single cusp and that L — N is
the trivial bundle N x R — N, the general case is handled in a similar fashion. Let
Y, € C°(N) be a smooth cutoff function such that ¢, =1 on y < n and ¥, = 0 on
y > 2n. The operators of injection

T, = (1 — E4xPz) € LIHY(N), H¥ (N))
are compact, so it is sufficient to prove that the injection
T:=1—EzxPy € L(H*(N), H'(N))

is the norm-limit of the operators T,,. In other words, if we can prove that for all n € N,
there exits a constant C,, > 0 such that : for all f € H*(N) such that xPzf =0 (we
denote by H§(N) the space of such functions endowed with the norm || - ||z+), we have

11— ¢n) f]

and that C,, —, 1 0, then we are done. Using Wirtinger’s inequality, one can obtain
like in [GW17, Lemma 4.9] that

e < Gl fllae,

11 = Ynlloemp ) < C/n,

for some uniform constant C' > 0 (depending on the lattice A). Since we trivially have
1T —%n | 2z, 2y < 1, we obtain by interpolation that ||1 —n ||z, mz) < (C/n)'~* for
all s € [0,1]. Since |1 — ¢yl zgp gry < 1 for all k € Z, we can interpolate once again
to conclude. O]

Lemma 4.3.2. Consider p, € R, py < pp, and s > s'. Then H¥POPL(N, L) —
H*"*orL(N, L) is a compact injection.

Proof. One can write f = (1 —EzxPz)f +EzxPzf. The first term is dealt by applying
the previous lemma. As to E7xPzf, this is a classical lemma on R. m

Eventually, we will need this last lemma :
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Lemma 4.3.3. Consider py,p| € R py € R,s,s" € R such that s > s',p, > p',. Then
HeporL s [0l s o continuous embedding.

Proof. Once again, decomposing in zero and non-zero Fourier modes and using inter-
polation estimates, it is sufficient to prove that yH' < L? is a continuous embedding
on functions with zero Fourier mode. But :

1 e = My~ £l
=y~ Uz + 1wy (y = HILe + ey FIIZ2 + 110y~ HIZ2

Using Wirtinger’s inequality for functions with zero integral, we can control the term
ly9e(y= ' N)II72 = 10af 172 > || fl|72 and this provides the sought estimate. O

It will be more convenient for zeroth Fourier modes to use the variable r = logy.
The following lemma is crucial :

Lemma 4.3.4. Consider x € C*([a,+00|), constant for y > 2a, and vanishing around
y = a. Then the following maps are bounded

H**PL(N L) > f +— XPzf € e(/’o-i-d/?)THs(R x Fy, Ly):;

e H* (R x Fy,Ly) 3 f Ex(xf) € H"Y>~(N, L),

where r = logy, and H*(R x Fz, L) is the usual Sobolev space, built from the L* space
induced by the measure drdvolg,(C).

We insist on the fact that there is a shift of —d/2 due to the fact that we are
considering the usual euclidean measure when working in the r-variable. We will prove
this below after Proposition 4.3.1.

4.3.2 Admissible operators
We can now introduce the class of admissible operators.

Definition 4.3.2. Consider A € U (N, L(Ly, Ly)) and Iz(A) € Y™ (R, X Fz,Lz) a
convolution operator in the r-variable. We will say that A is a R-L2-admissible operator
with indicial operator Iz(A) if the following holds. There exists a cutoff function y €
C*([a, +o0[) (depending on A), such that x is supported for y > 2a, equal to 1 for

y > C' for some C' > 2a,
X[A, 89])( and 52)( [PzA(gZ - [Z(A>] sz, (431)

are operators bounded from y™ H=" to y=VH", for all N € N. The operator I5(A) is
independent of y.

When p > o/, the unique convolution operator that is bounded from e?" L?(dr)
to e#"L?(dr) is the null operator. It follows that the indicial operator associated to
a L? admissible operator is necessarily unigue. Modulo compact remainders, the first
condition in (4.3.1) mean that the operator A preserves the f-Fourier modes ; the second
condition implies that sufficiently high in the cusp, A is a convolution operator in the
r = logy variable when acting on the zeroth Fourier mode. In particular, if B is a
compactly supported pseudodifferential operator, B is admissible, and Iz(B) = 0.

Observe that in general, if P € W™ then in the cusp, x[P,dg|x is in y~ U™,
Indeed, its symbol can be expressed with derivatives of the symbol of P, that include
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at least one derivative 0y. However, if 0 € S™, 0po € y~>°S™. What we gain with our
assumption is that the order becomes —oo.
An important consequence of the definition is that if A is admissible, then

X,PzA[]l — glepz}, and X[IL — gzpz]Apzx (432)

both are continuous from y~ H=" to y=~ H¥. For the first one, let K be the inverse of
dp in {f € L*(R?/A), [ f = 0}. Abusing notation a little, we consider its action on the
cusps ; it is then bounded on every H*' L _for all s, p, p. € R. Then

0= ngpZA[]l — gzP]XK
= XPzA[L — E;Pz]x + xPz[0s, Al[l — E2Pzx K,

which proves the first assertion in (4.3.2) by using the assumption (4.3.1) on [0y, A].
However the conditions in (4.3.2) are not necessarily stable under products, nor under
taking parametrices.

Proposition 4.3.1. Consider A = Op(o). Then the first operator in equation (4.3.1)
satisfies the required conditions if Opo = 0. Additionally, the second one also does in
each cusp if,

5 (nmhg) o / 012(¢",0.C;e A T = 0,)db,

does not depend on r. In that case, the operator 17(A) is pseudo-differential, properly
supported, and its principal symbol is o. Both these conditions are satisfied when o is
mvariant by local isometries of the cusp.

Finally, an operator A is L* admissible if and only if it is of the form Op(o) +
B + R, where o satisfies the conditions above, R is L? admissible smoothing, and B
is a compactly supported pseudo-differential operator. We deduce that the set of L?
admissible operators is stable by composition.

From the decomposition (4.1.2), we deduce that V¥ is a geometric operator. More
generally, all the differential operators that can be defined completely locally using
only the metric structure are bound to be properly supported geometric operators. For
example, the Laplacian or the Levi-Civita connection. In the following, the operators
D and D*D will be local differential operators, so they will be properly supported
geometric operators in the sense of the previous definition.

Proof of Proposition /.5.1. Again, it suffices to work directly with Op;; on Z x U. First,
we observe that when dp0 = 0, Opy (o) commutes with 9. Reciprocally, if [0y, Op(o)]
is bounded from y¥H N to y~VH", it implies that dyo € y~>°S~>°. In particular,
we can replace o by [odf, and this only adds a negligible correction. For the second
condition, one has to do a change of variables. For details, we refer to [GW17, Section
4.1]. 0

Now, we can prove Lemma 4.3.4.

Proof of Lemma /.5.4. Recall that H* = A_,L? with A, = Op(o,). Actually, since the
operators Op(+) are uniformly properly supported, we can absorb the exponentials y”,
in the sense that when o € S™, y? Op(o)y * = Op(c) + Oym-1(1). Additionally, the
symbol o, is built with the metric, so it is invariant under loc?lalilsometries, and thus it
preserves the zeroth Fourier mode. In particular, it suffices to consider the spaces y” H®
instead of H*ro-rL,
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In particular, it suffices to consider the case p = 0. We observe that o, satisfies the
assumptions of Proposition 4.3.1 (because it was built with the symbol of AL which has
to commute with the local isometries). The symbol of I7(Op(oy)) is uniformly elliptic
in the usual sense on T*(R x Y'). From this we deduce that it suffices to consider the
case s = 0.

Now, it boils down to the observation that the volume measure on the cusp is
y~ 4 tdOdy = e "dfdr with r = logy. O

Lemma 4.3.5. Let P be an admissible pseudodifferential operator. Then P is bounded
as an operator between H5T™POPL qnd HSPOPL

Proof. We decompose the operator in four terms :

P = (]l — 52X732)P(]l — gzxpz)f
+ gzxpzp(ﬂ — szpz)f -+ (]1 — gzxpz)szxpzf -+ gzxpngzxpzf

The first term is bounded as a map

H5+m7P07PL 1 _gii(,PZ HS“Fm,*OO,pJ_

N prHs—l—m i yles 1_%7)2 HS5™%0PL Hsvp()vpl’

where we have used the boundedness of P obtained in Proposition 4.2.1. By (4.3.2),
the second and third terms are immediately bounded. As to the last term, it is dealt
exactly like the first term. O

4.3.3 Indicial resolvent

Let us consider a R-L? admissible operator A of order m, and introduce

IHANF() = eV I2(A) [ F(C)]

Since A is small, this defines a holomorphic family of operators on F ; it is called the
Indicial family associated to A.

Lemma 4.3.6. The Indicial family is a homomorphism in the sense that for all R-L?
admissible operators P and @), and for all \ € C,

I;(PQ,\) = I7(P,\)I1z(Q,\) I7(P+Q,\) =17(P,A) + 12(Q, \)

Proof. The only non-trivial part of this statement is that if P, () are admissible, I(PQ) =
I7(P)Iz(Q). To this end, we write (abusing notations for an instant)

PyPQE; =PzP(EsPz+ 1 —E,P2)QE7
= PyzPE;P;QE7 + compact
= I7(P)Iz(Q) + compact.

]

Lemma 4.3.7. Assume A is an elliptic R-L? admissible operator of order m. Then
for each X € C, Iz(A,\) is an elliptic pseudo-differential operator of order m, and
I7(A,\)7 is a meromorphic family of pseudo-differential operators of order —m. Its
poles are called indicial roots of A (at Z). The set

{Rs | s is an indicial root}

1s discrete in R.
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Proof. The fact that Iz(A, \) is a pseudo-differential operator follows from a direct
computation. One can actually compute the principal symbol of I7(A, A). It does not
depend on A :

z,n—o(A)(e,6,(,0,0,n).

In particular, if A was elliptic, so is I7(A, \). However, we will need some uniformity
in the ellipticity. We can assume that A decomposes as Op(o) + R (the compactly
supported pseudo-differential operator does not contribute to the indicial family). Let
us deal with both parts separately. Let us write

Iz(R)[f(r,¢) = K(r =o', ¢.¢)f(r',¢)dr'd,

RXFZ

so that the kernel of Iz(R, \) is
K(=iX ¢.¢),
the Fourier transform being taken in the first variable. Since R is smoothing and R-L?
admissible, for any N,k > 0, p € R and T > 0, we let u(r,{) = e PT(=1)*5(r —
T)56® (¢, ¢"). Then,
e”"PyREzu = e’ I7(R)u + Opn-n(1)

The left hand side is valued in all HY:=%2 N > 0, with bounds uniform in ¢”’. According
to Lemma 4.4.8, it is thus contained in C*, k > 0. However, the first term in the RHS
is ep(’"*T)ﬁé“,,K(T —T,(,¢"). With r =ro+ T, 1y fixed, and T'— 400, we deduce that
for all p € R " K (r,(, (') is C* (in the Banach sense).

Estimating thus the Fourier transform, we deduce that (R, \) is a O((1+|SA|)~>)
Sobolev-smoothing operator on Ly — F, locally uniformly in R\, in the sense that
for all N € N, for all s,s" € R, for all a < b there exists a constant C s ¢ 44 > 0 such

that [[Lz(R, )| ggre gy < gt for all a < RA < b.

We now consider a general L? admissible operator A, like in Proposition 4.3.1. Let
@ be a parametrix for A i.e. such that QA = 1 + R, where R is a small smoothing
operator. We can always choose ) so that it is L?-admissible. Then, by Lemma 4.3.6,
I7(AN)1Z2(Q,\) = 1+ 1z(R, \). From the discussion before, 1+ Iz(R, ) is an analytic
Fredholm family, which is eventually invertible when |3\| becomes large. It satisfies
the assumptions of the Fredholm Analytic theorem. As a consequence, I(Q, \)(1 +
Iz(R,)\))™! is a meromorphic family of bounded operators, and where it is bounded,
it is equal to Iz(A,\)~% O

Now, we want to invert I7(A) from the knowledge of Iz(A,\)~!. Pick a p € R such
that Iz(A, A\)~! has no pole on {R\ = p}, and consider the operator S, whose kernel is

/ AL (A, N) .
R \=p

Then one finds that S, is bounded from e’ H*(R x Fy) to e’ H**"(R x F), and
I;(A)S, = 1.

Since I7(A, A\)~* is holomorphic, one also get by contour deformation that S, does not
change when p varies continuously without crossing the real part of an indicial root, so
that given a connected component I of R\ {RA | Iz(A, A) is not invertible}, we denote
St the inverse.
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4.3.4 General Sobolev admissible operators

When dealing with differential operators, whose kernel is supported exactly on the
diagonal, the assumption that one can work with spaces H*®*0*L for any pgy, p, € R is
not very important. However, we will be dealing with pseudo-differential operators that
are not properly supported. We will also be dealing with parametrices, which cannot
be R-admissible since some poles appear.

Definition 4.3.3. Let p, > p_. We say that an operator A is (p_, p, ) — L*-admissible
of order m if it can be decomposed as A = Acomp+ Acusp+ R, where A, is a compactly
supported pseudo-differential operator of order m, A.,s, = Op(o) with o satistying the
conditions of Proposition 4.3.1. Finally, R is (p_, py) — L*-smoothing admissible :

1. For all py €]p_,ps], p. € R and N > 0, R is bounded from H—N-ro—d/2r1 tq
HN,po—d/Qam,

2. For all p; € Rand N,e > 0, [0y, R] is bounded as a map

—N,py—d/2—e,p | N,p——d/2+e€,p |
HNp+—d/2=ep1 _y [N.p-—d/ L

3. There is a convolution operator Iz(R) and C' > a such that
xXcPzRxc€z — xelz(R)xc
is an operator bounded from
P H N (R x Fy) — e T HY(R x Fy),
for all N,e > 0.

The difference between being R-admissible and (p_, p)-admissible lies only in the
behaviour on the zeroth Fourier mode in the cusps, where certain asympototic be-
haviour is allowed. In the other Fourier modes in 6, all exponential behaviours are
allowed.

Each (p_, py) — L? admissible operator A is associated with a convolution operator
I7(A) in each cusp. We can also define the indicial family 77 (A, A), which is holomorphic
in the strip

Cpp, ={r€C, RA€ (p_,p4)}

Proposition 4.3.2. The set of (p_, py)-L* admissible operators is an algebra of ope-
rators, and the indicial family is also an algebra homomorphism.

The proof is the same as that of Proposition 4.3.1 and Lemma 4.3.6. The proof of
Lemma 4.3.7 still applies, albeit in C,_ ,, instead of C, so we can still define the set of
indicial roots, and the indicial inverses S;.

4.3.5 Improving Sobolev parametrices

In this section, we will prove Theorem 4.1.1 in the case that the operator is (p_, p)-
L2-admissible (except the part about the Fredholm index that we will deal with in
the next section). Recall that in Proposition 4.2.2, we built a symbol ¢ such that
AOp(¢q) — 1 and Op(q)A — 1 are smoothing operators. From Lemma 4.3.2, we deduce
that it would suffice to improve Op(gq) only with respect to the action on the zeroth
Fourier coefficient in the cusps. Since the symbol ¢ was built using symbolic calculus,
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we deduce directly that Op(q) is R-L?-admissible. Consider an open interval I which
is a connected component of

R\ {RA | A is an indicial root},
and the corresponding inverse Sy of I(A). Then set

Qr=0p(q) + > _ Ezxc [Sr — 12(0p(q))] xc Pz,

which is now a I — L?-admissible pseudodifferential operator (indeed, we have corrected
the indicial part of Op(q), by an I-L? admissible smoothing operator). We now write
QrA = 1+ R’ and we aim to prove that R} is compact on H*”~%/2¢1 for all s € R, py €
I, p; € R. By stability by composition of admissible pseudodifferential operators (see
Proposition 4.3.2), we know that R is a smoothing admissible operators. Moreover, the
operator )r was chosen so that Iz(R}) = 0 (this can be checked using the calculation
rules of Lemma 4.3.6). As a consequence, thanks to Lemma 4.3.2, the proof of Theorem
4.1.1 (except the Fredholm properties) now boils down to the following Lemma :

Lemma 4.3.8. Let A € W"™(N,L(L)) be a (p_, py)-L? admissible pseudodifferential
operator such that 1;(A) = 0. Then A is bounded from H*Po~#/2rs o [[s+mrh=d/2pL
for po, py € (p—, p+), p1 €R.
Proof. Let x be a smooth cutoff function in the cusp. Then :
Af = (]l - ngPz)A(ﬂ - gzxpz)f
+ E2XP7zA(L — ExxPz) [ + (1 — E2xPz)AEzx Pz f + E2xP7AEZX P2 f

By definition of being admissible, the first three terms directly satisfy the announced
bounds. The last one also does since we have assumed that I7(A) = 0. ]

Corollary 4.3.1. The set of py € (p—, p+) for which one cannot build such a parametriz
18 given by the real part of the set

{N] RN € (p—, p1), 12(A,N) is not invertible} .

4.3.6 Fredholm index of operators

We start with the following

Lemma 4.3.9. For all s,py,pL € R, one can identify via the L? scalar product the
spaces (H*PoPL) ~ [ =57P0=PL,

Proof. We have to prove that the bilinear map

CX(N,L) x C*(N,L) > (u,v) — (u,v) :/ g% (u,v)dvoly(z) (4.3.3)
N

extends boundedly as a map H*frL x H=*7P=PL — (C. Up to a smoothing order
modification of Ay which we denote by A, we can assume that A_ A’ = 1. Then, for
u,v € C°(N, L), one has (u,v) = (A_sAu,v) = (Asu, A ,v). By Lemma 4.3.5, since
AL, is admissible, Ay, : HESPorr — [OrorL is hounded. The boundedness of (4.3.3)
on H%PorL x FO%=Po:=PL — C is immediate (these are L? spaces with weight 4 on the
zeroth Fourier mode and y”+ on the non-zero modes) and thus :

[(Asu, A o) S IAull oo [AZ 0l o.r0-0. S lul

~Y

We then conclude by density of C2°(N, L). O

HS:POPL ||U||H75,7p0,7pL .

128



CHAPITRE 4. BUILDING PARAMETRICES ON MANIFOLDS WITH CUSPS

In the following, we will denote by P* the formal adjoint of a pseudodifferential
operator P. An immediate computation shows that

I7(P*,)\) = Iz(P,d — \)*. (4.3.4)

As a consequence, X is an indicial root of P if and only if d — X is an indicial root of
P*.

Proposition 4.3.3. Let P be a (p_, py )-L* admissible elliptic pseudodifferential opera-
tor of order m € R. Let I be a connected component in (p_, py) not containing the real
part of any indicial root. Then P is Fredholm as a bounded operator H®Tmro=d/2p1 _y
H&Po= /201 yith s € R, pg € I, py. € R. The index does not depend on s, py, p. in that
range.

Proof. We write I = (p!, pi) First, from the parametrix construction, and the com-
pactness of the relevant spaces, we deduce that the kernel of P is finite dimensional on
each of those spaces (and is actually always the same). Indeed, we have

QP =1+K,

with K mapping HNpl—e=d/2p1 o fNplte=d/2pL for any N > 0, any € > 0 small
enough and any p; € R. In particular, by the compact embeddings of Lemma 4.3.2
we know that K is compact on H*P~%/2%rL for any s € R, py € I, p, € R. We deduce
that the kernel of 1 + K is finite dimensional. Moreover, by Lemma 4.3.3 given N > 0
and p; € R, we have for N’ > N large enough p', > p, large enough that

HNpo=d/2p1 g fN:po—d/2.0

and this implies that the kernel of P is contained in the intersection of all the spaces
Hero=4/2p1 s € R py € I,p, € R. In particular, the kernel of P, which is contained
in the kernel of 1 + K satisfies the same result, and its dimension does not depend on
the space. Eventually, using Lemma 4.3.9, we can consider the same argument for the
adjoint P* (to obtain the codimension of the image of P), and this closes the proof. [

4.3.7 Crossing indicial roots

Let A be an elliptic R-admissible (both on L? and L>) pseudodifferential operator
of order m > 0. We want to investigate what happens when one crosses an indicial
root : the operator may fail to be injective and/or surjective. For the sake of simplicity,
we assume that the operator A has no indicial root on $(\) = d/2 and that it is
an isomorphism as a map H®PP+ — H*"™PPL for all s € R)p; € R and p in a
neighbourhood of 0. Let us investigate its kernel : we consider u € H%?0*+ such that
Au = 0, where py > 0 and we assume that py+d/2 is not an indicial root. By ellipticity,
it implies in particular that u € HT°P0L and we recall that this notation means that
u € HNrorL for all N € N. Moreover, we have

Au=0=(1—-EzxPzx)A(1 — EzxPzx)u
+ E2XPzX AL — E7xPrx)u+ (L — E7xPzx)AEzxPzxu + EzxPzxAEzxPzxu

Since A is R-admissible, the first three terms are respectively in

H+OO,_OO:PL H+OO7_OO7_OO H+OO,—OO,—OO
Y Y *
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In particular, this implies that
XPzAEzXPzxu = Iz(A)Pzxu + Oy (1) = Oy g (1),

that is I7(A)Pzxu = Oy-speo(1). Since py+d/2 was assumed not to be an indicial root,
I7(A) is invertible on e td/2Hstm — erotd/2 s for all s € R with inverse S, 1q/2(A)
and the Schwartz kernel of this inverse does not depend on a small perturbation on py.
By Lemma 4.3.4, we have f := Pyyu € eP0+4/2" 1> and thus Spords2(A)I7(A)f = f.
On the other hand, we know by a classical contour integration argument (note that
we have to consider m > 0 in order to perform this argument, that is we have to use

112(A, M)ll2— 2 = O((R(A)™™))) that

Spo+d/2(A) = Sap2(A) + > I,

A indicial root of A
RA€ld/2,p0]

This implies, using the boundedness properties of S;/5 that

f=Sapp(A)Iz(A)f + > Iz (A)f

A indicial root of A
RAE]d/2,p0]

= O /oo (1) + > I (A)f.
A indicial root of A
RA€]d/2,p0]
Going back to u and writing u = (1 — xEzPzx)u + xEzf, we eventually obtain that
u = uy + uy, where ug € HT% 1 and

up = x&z Z 517 (A)Pzxu,
A indicial root of A
RAE]d/2,00]
which lives in a finite-dimensional space. Also observe by the same contour integral
argument that I7(A)II, = 0 on all the space ¢"””H® for p < R(A),s € R, where A is
an indicial root such that R(\) €]d/2, po[. This implies by a rather straightforward
computation that :

Au=0= Aug + Auy
—

:OH+00,—00,—00(1)
By invertibility of A for functions in H*%’+ s € R,p, € R, we obtain that uy =
— A7 (Auy). To sum up the discussion, we have proved the

Lemma 4.3.10. Assume that Au = 0,u € H®rL with p; € R and po+d/2 not being
the real part of an indicial root. Then u = ug + uy with

Uy = ng Z kaz(A),Pqu

A indicial root of A

RA€ld/2,p0]
€ D indicial root of AH+OO’§R()\)_d/27_Oou
RAEd/2,po]
and Auy € HT°7°=® and ug = —A 1 (Auy) € HTYPL . [In particular, u lives in a

finite-dimensional space contained in the range of an explicit finite-rank operator.

We also have a similar statement for the resolution of equation Au = v on smaller
spaces than H*% ~.
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Lemma 4.3.11. Let py < 0 and assume that po+d/2 is not the real part of an indicial
root (in particular, there is no indicial root on (py — €, po + €) for some ¢ > 0). Then,
there exists S € W™™, an (py — €, po + €)-admissible operator both on L? and L>, a
linear mapping G : H5PoP+ — eP"HT>  bounded on these spaces for all s,p,p, € R,
such that for all v € H*PPL s € R, p;, € R, one has :

A= Sv+xEy Z I\(Pzx + G)v.
A indicial root of A
RAE]po,d/2]
Moreover, one has AxEzILy : e H® — HT7°07= for all p < R(N).

Proof. Since A is assumed to be invertible on the spaces H*%?+ s € R,p, € R, given
v € H*PoPL for py < 0, the equation Au = v admits a solution v € H**"™%*L and one
needs to prove that u is actually more decreasing than this. The proof follows the same
arguments as the ones given in the proof of Lemma 4.3.10, namely one has to solve
in the full cusp the equation I(A)u = f, where f € e"Potd/2 [ and @ is a priori in
6Td/2H8+m. N

Finally, putting together Lemmas 4.3.10 and 4.3.11, we deduce that the Fredholm
index of A acting on H*P "+ is given by the

Lemma 4.3.12. When p > 0 is not the real part of an indicial root, s,p, € R, one
has :
ind(A|gsrrL) = Z rank(II,).
RAE]d/2,d/2+p]

If p < 0, this is minus the sum for R\ €|d/2 + p,d/2].

4.4 Pseudo-differential operators on cusps for Hélder-
Zygmund spaces

In this section, we are going to prove that the class of pseudodifferential opera-
tors defined in the previous section is bounded on the Holder-Zygmund spaces C?¥ (see
below for a definition). On a compact manifold, this is a well-known fact and we re-
fer to the arguments before [Tay97, Equation (8.22)] for more details. In our case,
there are subtleties coming from the non-compactness of the manifold. First, just as
for the scale of Sobolev spaces H* (built from the Laplacian induced by the metric),
we need to correctly define the Holder-Zygmund spaces so that they take into account
the geometry at infinity of the manifold, namely the hyperbolic cusps. This is done
via a Littlewood-Paley decomposition that encapsulates the hyperbolic behaviour. At
this stage, we insist on the fact that the euclidean Littlewood-Paley decomposition is
rather remarkable insofar as it only involves Fourier multipliers (and not “real” pseudo-
differential operators), which truly simplify all the computations. This is not the case
in the hyperbolic world and some rather tedious integrals have to be estimated.

Then, we will be able to prove that the previously defined pseudodifferential ope-
rators of order m € R map continuously C**™ to C%, just as in the compact setting.
Since we can always split the operator in different parts that are properly supported in
cusps or in a fixed compact subset of the manifold (modulo a smoothing operator), we
can directly restrict ourselves to operators supported in a cusp as long as we know that
smoothing operators enjoy the boundedness property. Finally, we will prove Theorem
4.1.1 in the L* case.
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4.4.1 Definitions and properties

In the paper [Bon16], only Sobolev spaces were considered. So we will have to prove
several basic results of boundedness of the calculus, acting now on Holder-Zygmund
spaces. We will give the proofs in the case of cusps, and leave the details of extending
to products of cusps with compact manifolds to the reader.

We consider a smooth cutoff function ¢ € C5°(R) such that ¢(s) =1 for |s] < 1
and ¢ (s) = 0 for |s| > 2. We define for j € N*,

pi(z,€) = ¥(277(8)) — ¥(277HE)), (4.4.1)

where (£) := /1 + y2|¢|2 and here [¢] is the euclidean norm of the vector £ € R+,
Observe that

supp p; C {(:E,f) € HH! x R | 2071 < (¢) < 2j+1}.
Then, with ¢o = ¥ ((£)), Z;;Og @;(z,€) = 1. We introduce the
Definition 4.4.1. We define the Holder-Zygmund space of order s > 0 as :

Ci(2) ={ueL>=(2) | u|

C£<OO},

where :

Jullcs == sup 27°|| Op(p;)ul| L (2)-
jeN
For s <0, we define

C:(Z) = {u e ANL¥(Z) + L>(Z) | ||u|

cs <00, N> (|s|+d+1)/2}.

The distinction between s < 0 and s > 0 is due to the fact that we need to assume
a priori that u is a distribution in some rough functional space. This will appear in the
computations. One can check that the definition of these spaces do not depend on the
choice of the initial function ¢ (as long as it satisfies the aforementioned properties).
This mainly follows from Lemma 4.4.3. Note that, although a cutoff function x around
the “diagonal” y = ¢’ has been introduced in (4.2.2) in the quantization Op, we still
have 1 = 3",y Op(yp;). Thus, given u € Cf with s > 0, one has u = 3, Op(y;)u,
with normal convergence in L* and

lullz= < Y 11Op(wy)ullze < Y277 2] Op(p))ull= < |lul

jEN jEN

c:

~
<liezll

It can be checked that this definition locally coincides with the usual definition
of Holder-Zygmund spaces on a compact manifold, that is for? s ¢ N, C* contains
the functions that have [s] derivatives which are locally L> and such that the [s]-
th derivatives are s — [s] Holder continuous. Indeed, if we choose a function f that
is localized in a strip y € [a,b], then the size of the annulus in the Paley-Littlewood
decomposition is uniform in y and can be estimated in terms of a and b, so the definition
of the Holder-Zygmund spaces boils down to that of R!. This will be made precise
in Proposition 4.4.2.

2. For s € N, this does not exactly coincide with the set of functions that have exactly [s] derivatives
in L™>.
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Definition 4.4.2. We will say that an operator R is small Zygmund-smoothing, and
write R € W_3'7 (N, L) if

small
R:y’C3(N, L) — y*C¥ (N, L)

is bounded for any p € R, s, s’ € R. We will denote by \I/mmfl” (N, L) the operators that

decompose as Op(c) + R, with 0 € S™ and R € N wior (N, L).

small

We have the equivalent of Proposition 4.2.1 :

Proposition 4.4.1. Let P = Op(o) be a pseudodifferential operator in the class
\I;m(N’ L1 — LQ) Then :

P :y?C™(N, Ly) — y*C%(N, L),
is bounded for s € R. If o' € S™ is another symbol,
Op(c) Op(o”) = Op(00”) + O ymim -1 (1).

small

As usual, since we added a cutoff function on the kernel of the operator around the
diagonal y = ¢/, the statement boils down to p = 0, which we are going to prove in the
next paragraph.

4.4.2 Basic boundedness

The first step here is to derive a bound on L> spaces. We follow the notations in
[Bon16],” denoting the lifting of functions on Z to periodic functions in He. If f is a
function on the full cusp Z, then for P = Op(o), one has :

a1
v\ ow 7
Pf(r) = / X' /y—1) (—,> K3 (y,0,9,0)f(y,0")dy'de,
Hd+1 Y
where the kernel K can be written :

/
j{;ﬂ(m7 I,) _ /Rd+1 6i<m_m/’£>0' <l' ‘; X 7{_) df
If P:L>®(Z)— L*°(Z) is bounded, then :

d+1

¥\ 2 w
IPlaa~imy < sw [ /=0 (%) 7 1826 0 ar a0
H

(y,0)eHd+!

S s / / K2 (5.0, ', 8)|dy'do.
(y,0)eHItL Jy'=y/C J O €Re

Thus, we will look for bounds on |K¥(y,0,y’,6)|. A rather immediate computation
shows that :

(4.4.2)

T — T}

ZM o - KXl’O" (4.43)

2
where = = (g, %1, ...,74) = (y,0) and Xy = y 10y, X; = y 19, fori = 1,...,d and we
will iterate many times this equality, denoting X = X7 ... XJ* for each multiindices
a. Since

K" (4,0.4,0)] < / o (& + 2')/2, )|,

Rad+1
/ | Xo|dE.
Rd+1

we also get

x—a

y+y

KX (y,0,y',0")| <
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Lemma 4.4.1. Let 0 € S™™ with m > d + 1. Then Op(o) is bounded on L.

Proof. Under the assumptions, o is integrable in &, and so are its derivatives. In par-
ticular, we get for all multiindices «,

C y+y' "
K%(y,0.y.0)| < =
| O’(y7 7y7 )|N<y+y/)d+1 I_.T,
From this we deduce
1 1
Kw 707 ,7 0/ S
| O'(y Yy >| (y+y/)d+1 1 L o—p’ d+1
y+y’
and
| 0p(o)]| "y : 1
Op(0)|| L= ngsup/ dy/dﬁ
- v e ) e

yC 1
< sup/ dy’ - < 00.
y Jy/C y+y

]

We now use the previous dyadic partition of unity. Given a symbol o € S™, we
define 0; := op; € S7°°. Observe that

+oo +0o0
P =0p(o) = > Op(op;) =Y P,
= T =0

where P; := Op(c;). We will need the following refined version of the previous lemma :
Lemma 4.4.2. Assume that o € S™. Then, || Pj| zp o) S 27™
In particular, if u € L>, we find that u € C? (but the converse is not true!).

Proof. The proof is similar to the proof of Lemma 4.4.1, but we have to be ca-
reful to obtain the right bound in terms of power of 2/. Since ¢; has support in
{2771 < (€) < 27*1}, the kernel K of P; satisfies

9J(m+d+1)
KReal s [ S (1.4.9)
Differentiating in &, we get for all multiindices «,
@ 9j(m—|al+d+1)
PR

Combining with (4.4.3) (we iterate the equality &’ times in y and k times in 6 that is
in each 6; coordinate), we obtain :
k>

y+y

Ky | <
r—ux

gjl r~

(4.4.5)

2j(m+d+1)

|K01f; (xJ Jf/>| 5 k! 9 . 6/ (446)

y+y

y—vy
y+y

27k

(y +y)*+! (1 + 20

134



CHAPITRE 4. BUILDING PARAMETRICES ON MANIFOLDS WITH CUSPS

Then, integrating in (4.4.2), we obtain :

1Pl czos,)
N A T
(y,0)eHdtL Jy'=y/C J O cRe
=C
< gilmtdtl) gy / e / dy'do’
~ k
(v,0) cHd+1 y'=y/C gleRd Nt o k' . 9_9/
'=C
< 9i(mtd+1) Sup 9—jd /y Y dy’ "
~ N 1—
(y,0)eH ! y'=y/C o ly=y |
(y+9) (1+23 v
m+n) [© 1
ot
S /10 a1 [¥ 1*d/kdu’
/ (1+u) <1+2jk wrl )
where we have done the change of variable u = y'/y. We let v = 27 } —., so that
=(1-270)/(1+27v),
—j 217

and we get the bound

utl

< g /21(01)/(C+1) 1 dv
~ —2i(C—1)/(C+1) (1+ |’U‘k/>1_d/k1+2_j1}.

¢ 1
T
VC (1 + ) <1+2Jk’ u-l )

Let now k =d+ 1 and ¥’ = d + 2. We can bound the term 1/(1 + 277v) by (C' +1)/2,

and we get

dv

1P|z, oy S 27 / (1 + [v]d+2)1/@+D) e

Here, it was crucial that the kernel is uniformly properly supported. O

Lemma 4.4.3. Let 0 € S™. For all N € N, there exists a constant C > 0 such that
for all integers j, k € N such that |j — k| > 3,

1P; Op( i)l ez =), | OP(0r) Pyl c(roe ey < Coy27 VoG8,
where P; = Op(oy;).

Proof. This is a rather tedious computation and we only give the key ingredients. It is
actually harmless to assume that ¢ = 1, which we will assume to hold for the sake of
simplicity. We use [Bon16, Proposition 1.19]. We know that

d+1

(2) ’ K v (x,2") f(2")da'

On(e)) Op(e)fa) = [ (¥

2/ cHd+1
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where, by definition,

w i(z—a’ z +a'
K2 (o) = [ ey (55 ) de (447

and

piflpr(z, &) = 272472 / (21— (o—1 E—€1)H(z—22,6—£2))

Pj (9527 51)9%(%7 52)X(ya Y1, y2)dx1dx2d§1d£2,

(4.4.8)

where, for fixed y, x(y,-,) is supported in the rectangle {y/C < y; 5 <yC} (C not
depending on y). To prove the claimed boundedness estimate, it is thus sufficient to
prove that

d+1

2 |
= / (g) |[K§ s (2, 2) |da' S Oy N mextb),
x/ €Hd+1

/
reHd+1 Yy

and we certainly need bounds on the kernel K fp”j 4oy, - First observe that it is supported
d+

in some region {y/C’ <y’ < yC'} so, as before, the term (y/y)* is harmless in the
integral. Then, we follow the same strategy as in the proof of Lemma 4.4.2. We deduce
that it suffices to obtain bounds of the form
y y 9—N max(j,k)
Ko osnon b Kool S O

for |a| < d+2.

For the sake of simplicity, we only deal with the bound on |K ontion |, the others being
similar. To obtain a bound on this kernel, it is sufficient to prove that |¢;fpk(z,§)| S
C 2~ NVmax(k) (€)=N (where N has to be chosen large enough). Indeed, one then obtains :

dé‘ 9—-N max(j,k)

K8 0] § Oz Vo) [ o Emen
~ 5 /2~ T )t
RA+1 (1 i (y;y ) |€|2> (y y)

We denote by y1D,, , := %8

2., the operator of derivation and we use in (4.4.8) the

identity
(14 216 — ) V(1 4 2 D2 )N (et _ itemn (4.49)
where D2 = %, D2 . In terms of Japanese bracket, this can be rewritten shortly
(€ — £)72N(D,, )N (e2r=m1.6-8)) = e2ile—21.8=G)  We thus obtain
pitor(,§) :22d2/62i(<le,ggl>+<zx2,552>)<€ — &)V - &)™

<D:c1>2N<Da:2>2N (%‘ (352, 51)9014(9517 52)X(y7 Y1, Y2)) dridzody dés,

We also need to use this trick in the z variable (more precisely on the 6 variable) to
ensure absolute convergence of this integral. This yields the formula :

pifon(r, &) = 2_2d_2/€2i(<x—x1v€—£1>+<x—x2,5—52>)
(0 — 0:1) 72V — 0,) M (D 1) M (D )M

[<§ - §1>_2N<§ - §2>_2N<Dx1>2N<D$2>2N(§Dj<m2a gl)ﬁpk(fﬁh 52)X(y7 Y1, y2>)}
d1dz2d8;ds,
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where M is chosen large enough. We here need to clarify a few things. First of all, the
notation is a bit hazardous insofar as (§ — 0;)? := 1 + =6, " 91‘ this time. This comes
from the fact that the natural operation of differentiation (whlch preserves the symbol
class) is (D)% =14+ 3% (y7'0 71.:)% If ones formally develops the previous formula,
one obtains a large number of terms involving derivatives — coming from the brackets

<DJ1>2M<DJ2>2M<DSL‘1>2N<Dx2>2N

— of ¢; and ¢,. These derivatives obviously do not change the supports of these
functions and can only better the estimate (there is a 277 that pops up out of the
formula each time one differentiates, stemming from the very definition of ¢;). As a
consequence, it is actually sufficient to bound the integral if one forget about these
brackets of differentiation. We are thus left to bound

/€2i(<x—x17f—fl>+(w_m7£_£2>)<9 — 91>_2M<9 — 92>_2M

(€= &)V = &) N o2, &) orl(ar, &)X (Y, Y1, y2)da dmadE dEs.

We can now assume without loss of generality that & > j + 3. Then, ¢; and ¢}, are
supported in two distinct annulus whose interdistance is bounded below by 2¢—1—27+1 >
2F=2 Using this fact, one can bound the integrand by

(€ — &) 72(E = &) 720 — 01) 720 — 02) M x(y, yl y2)
< On27MH(E) THO — 01) 720 — 02) M X (y. w1, ),

where the last bracket is () := /1 + y?|¢|2. (The estimates actually come out with a
Japanese bracket in terms of y; o but these are uniformly comparable to the Japanese
bracket in terms of y because x is supported in the region {y/C <y;2 <yC}.) We
thus obtain :

/e%((z_xl7§_§1)+(x—a:2,£—§2))<9 _ 91>—2M<9 o 92>—2M

(€ — &) 7N — &) N2, &)@, &)X (Y, Y1, y2) ) dw daodEy dEs

S ONQ_Nk<§>_4N/ merin (0 —00) 70— 02) M x(y, v1, yo) dEr dEadardirs

zgeRd+1
27 1<(g) <!
2P <(gg) <2k
We simply use a volume bound of the annulus (the ball in which it is contained actually)
for the &1, & integrals which provides :

2-l<(g) <ol

As a consequence, the bound in the previous integral becomes :

2" Nk/ i XY, y1, y2)dErdSady dy
T +
(©W ) mSian (0 —01)2M (0 — 0)2M
2071 <6 )<
2k71§<£2>§2k+1

Cn

9—Nk+(j+k)(d+1) Yy dzdxsy
<Cyn e Aleﬂad“(g 01) "M (0 — 6,)° (y,yl,QQ)W
IQGRd+1
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Now, the last integral can be bounded by

/ / / / (0 — 0,)7 (9 — g,) M 22 oy
y1=y/C JO1€R? Jyo,=y/C JO:€R? deng ~

where M is large enough, which eventually yields the estimate
|pjtipr(z, &) S Cn2 VhUHRED () 4N

Since N was chosen arbitrary, we can always take it large enough so that it swallows
the term 20+8(@+1) In the end, concluding by symmetry of j and k, we obtain the
sought estimate

|oiftor(z, &) S Cn2 V@R () =N, (4.4.10)
This implies the estimate on the kernel K ortion and concludes the proof. O]

Remark 4.4.1. Following the same scheme of proof, one can also obtain the indepen-
dence of the definition of the Hélder-Zygmund spaces with respect to the cutoff function
Y chosen at the beginning. If ¢ € C§°(R) is another cutoff function such that ¢ = 1
on [—a,al and ¥ = 0 on R\ [~b,b] (and 0 < a < b), we denote by Op(p;) the
operators built from 1; like in (4.4.1). Then, in order to show the equivalence of the
C?- and CS -norms respectively built from ) or ¢, one has to compute quantities like
| Op(w;) Op(r)|| £(Loe,1oy- If k € N is fixed, then the terms Op(p;) Op(¢y) ‘interact”

(in the sense that one Wlll not be able to obtain a fast decay estimate like (4.4.10))
for j € [k — 1+ [logy(a) ],k + 1+ [logy(b)]]. We can improperly call these terms “dia-
gonal terms”. Note that the number of such terms is independent of both 7 and k.
The content of Lemma 4.4.3 can be interpreted by saying that when taking the same
cutoff function (that is ¢ = 1), the diagonal terms are {j,k € N | |j — k| < 2}. In the
following, we will use the definition of Holder-Zygmund spaces with the rescaled cutoff
functions vy, := 1(h-). The diagonal terms are then shifted by log,(h™1).

A consequence of the previous Lemma is the following estimate. Note that it is not
needed for the proof of Proposition 4.4.1 but will appear shortly after when comparing
the Holder-Zygmund spaces C} with the usual spaces C*.

Lemma 4.4.4. Let P = Op(o) for some o € S™ m € R and let 0 < s < m. Then,
there exists a constant C' > 0 such that for all j € N :

12 Op ()l cics,p) < ¢ —i(s—m)

Proof. This is a rather straightforward computation, using Lemma 4.4.3 :

1P Op(@;) flle= S Y 1Pk Op() f =

keN
S D 1POp(e) flle + Y 1P Op()) flle
|[k—j|>3 |k—j|<2
S S On2 IO £ e + 277 Op (i) fl 1
k>3
S fllzee +2777™ 27 Op()) f | 1=
SIflles
<2767 £l s,
where N > 1 is arbitrary. O]
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We can now start the proof of Proposition 4.4.1.

Proof of Proposition 4.4.1, case s +m >0, s > 0. We look at :

10p(@j)Pullr S Y 10p(es) Prullr + | Op(g;) Y Prullp

lj—k|=3 lj—k|<2

The first term can be bounded using Lemma 4.4.3 and for N > [s] + 1 :

sup2’® Y " [|Op(i;) Pyt pe < sup2°Cy Y - 27 N0y o
TEN ks jen k|23

S llullze S flul

cstm

Concerning the second term, we use the same trick, writing u := Op(px)u.

10p(2;) Y Peullre S D Poulflr

lj—k|<2 li—k|<2
S D0 D Pl + >0 D> Pl
i—kl<2 |i—1|>5 li—kl<2 |j—1|<4

The first term can be bounded just like before, using Lemma 4.4.3. As to the second
term, we use Lemma 4.4.2, which gives that

sup2® Y Y I\Pkwllmﬁsug?”?jm > I0op(pullze < Jlul
Jj€

JEN k<2 i-il<a |4

cstm

Combining the previous inequalities, we obtain the desired result. Observe that the
proof above also gives that for P € U™ m € R,

[Pullgm S Nlullze-
O

Next, we want to deal with the case of negative s. To this end, we need to have some
rough spaces on which our operators are bounded. Consider the space of distributions
(for some constant h > 0 small enough).

C™ = (—=h*A +1)"L*.
equipped with the norm
||| := inf{||lv||z~ | (=R*A + 1)"v = u}.

Lemma 4.4.5. For n > 1 and h small enough, s > 0, and o € S72"1=5 Op(0) is
bounded on C~2". Also, forn >n', C~2" c C~2",

Proof. First of all, we prove that L> C C'~2". To this effect, we consider parametrices
(—=h*A+1)" Op(gn) = 1+ 1™ Op'(ry),

with ¢, of order —2n, and r, of order —N. Taking N larger than d + 1, by Lemma
4.4.1, Op(r,) is bounded on L* and Op(q,) is bounded from L* to C?" C L* by the
previous Lemma. We get that for v € L,

(—h*A +1)"0p(g,) (1 + 1" Op(r,)) v =,

=P,
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the inverse being defined by Neumann series for h small enough and P, is of order —2n
so P,v € C?" € L*™®. The inclusion C~2" ¢ C~?" follows decomposing (—h2A +1)" =
(=h*A + 1) (=h2A 4+ 1)

For f = (—h2A + 1)"f € C~2" (with f € L*), observe that

Op(0)f = Op(o)(—=h*A +1)"f = Op (o) f + (—h*A +1)" Op(0) f,

with 0 € S72"1=5 — here Op’ is a quantization with cutoffs around the diagonal with
a larger support and oj € S7°. By the last remark in the proof of the previous lemma,
this is in Cf + (—h2A + 1)"C?"~1 C L™ + (=h?A + 1)"L> C C72",

O

Proof of Proposition 4.4.1, general case. Given p € S™ and n, we can build parame-
trices

(—=h*A + 1)* Op(gx) Op(p) = Op(p) + Op(r4),
with g, € S72%, r,, € S72=4"1 With k > n+ (m+d+1)/2, we get that for u € C~2",

Op(p)u = (—h*A + ]l)/lC Op(gx) Op(p)u — Op(ry)u € C2ntk) L o2 — 2tk

In particular, Op(p) is continuous from C~2" to C—**~2[(m=d=1)/2] Next, inspecting the
proof of Lemma 4.4.3, we find that it also applies to the spaces C~2". In particular, we
obtain that for all n > 0, and every s € R,

| Op(p)ul

cs < Cluf

Ci+7n ‘I— CHUHC*QR (4411)
So far, we have proved that for n > 0, s € R, m € R, Op(p) is continuous as a map

{uecC| ||UHCf+m < oo} —={ue C—4n—2l(m=d—1)/2] | ||ul

Cs < OO}

We would like to replace —4n — 2[(m — d — 1)/2] by a number that only depends on
s. To this end, we pick u € C~4n=2[(m=d=1/2 guch that |ju|cs < co. First off, if s > 0,
then u € L™. So we assume that s < 0. Then for all € > 0, using the estimate (4.4.11),

[1Op((&)°)ul

Using parametrices again, we can find ry € 7€ and ¢ € S* so that

C§<OO.

u = Op(gs+c) Op((§) ™" )u + Op(rn)u.
Since Op(ry)u, Op({€) *~¢)u € L™, we can apply the first part of the proof and obtain
= 072[(S+6+d+1)/2“’ 0

4.4.3 Correspondance between Hoélder-Zygmund spaces and
usual Holder spaces

We prove that the Holder-Zygmund spaces C?(Z) coincide with the usual spaces
C*(Z) when s € R, \ N.

Proposition 4.4.2. For all s € R, \ N, C:(Z) = C*(Z) and more precisely

/]

csz) = [ fllesz)-
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For the sake of simplicity, we prove the previous proposition in the case s € (0, 1),
the general case being handled in a similar fashion. This will require a preliminary

Lemma 4.4.6. There exists a constant C' > 0 such that for all j € N :

1Op()) 1|z < C277.

Proof. Let us start by giving an explicit expression :

/ NAEL e o! + ! 3t
Obei= [ [ =Dl e, (—y y,s) dedy' s
Hd+1 Rd+1 2

Since there is no dependence in #, we can remove 6 and J and get

/ / XW Jy = Dy /y)F v Vg, (y;y Y, J = o)deg/
y'= =—00

That is,

/;OO /+OO Yy — D) (y/y) T elv'Y)

'=0 JY=—00
‘ y+y.\ ~ vty
P 277 1+< 5 Y) —qp [ 2771 1+( 5 Y) dYdy

Making the change of variables u = y;y we get the following expression :

d+1

2
o [ sy ()T e
u=y/2 v-y (4.4.12)

{w (2‘3' 1+ (uY)“‘) — 1 <2—f+1 1+ (uY)2)] dY du.

It is sufficient to prove that each term in this difference is bounded by C277. Let us
deal with the first one for instance. For the sake of simplicity, we also forget about the
factors

xeufy-2) (5. y)

since, in the end, this will amount to integrating in the 3y’ variable for ¢ € [y/C", yC"],
for some uniform constant C’ > 0. Using the identity

(Z@y) ( 2 (y— uy)) _ 2ily—uY)
2u ’
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we can thus estimate the first term in (4.4.12)

/ / (y— uY (2—j 1+ (uY)Q) dY du
u=y/C" JY=
yC'’
/ / <Z3y> 627j<y7u,Y>) ¥ (2j 1+ (UY)Q) dY du
u=y/C’

/yc'/Cl/ Q2ity—u.Y) (%)2 [¢ (2_j 1+(uY)2)} IVdu
/yC’ / i(y—u,Y /) (Za_Y>2 [w (2—jm>} dY du/u

y/C/ 2

/ / ily—wY /u)
u=y/C"’ =—00

2~ Jm) 497 " (21‘\/@)} dY duju

Y
V1+Y?
Once again, we only estimate the first term in the previous sum, the second one being
handled in the same fashion. By definition, ¢ is supported in the ball of radius 2, thus :

{Ww (

1 )
ily—uw,Y/u)y = ot (9= 3
/u y/C’/ (1+ y2)3/2¢ (2 \/W) dYdu/u

—Jy/ 2
/J y/cf/ +Y2 Trvee? (2 LY )deu/u

el dY ' yC' '
/ du/u§2_]/ du/u <277

y/C" J|Y|<2-27 1 + Y2)3/2 =y/C’
This concludes the proof of the Lemma. O

We can now prove Proposition 4.4.2 :

Proof. We first prove that there exists C' > 0 such that for all functions f € C7,
| flles < C||flles. For x,2" € Z such that d(x,2") < 1, we write :

|f(x) = f(a")] = Z (Op(y)f) () = (Op(p;) f) (2')
<) 1(Op(g))f) () = (Op() f) (a)]

jEN

Let N € N\ {0} be the unique integer such that 27 < d(z,2") < 27V*!. We split the
previous sum between 57 > N and j < N. First :

> 10p(@) ) (@) = (Op(9)f) (@) S D 110p(9) f 12

i>N jEN
—jS
$D2
J>N

< 27N /]

c: S I fllezd(z, o)’
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Now, using Lemma 4.4.4 with P =V (note that 0 < s < m = 1), one has :

> 1(0p(@)) ) (@) = (Op(w)f) (@) S D IV Op(p)) fllz=d(a, ')

j<N j<N
S 276V fllesd(z,2') S | f losd(a, 2')°

Eventually, using the obvious estimate || f| = < || f|lc:, one obtains || f||cs S || f]
Let us now prove the other estimate. We start with :

Cs-

Op(p;)f(z) = / A [y — /e £ K2 (2,2 (') do!

= /HM X Jy = V(y/y)F K2 (,2')(f(2) — f(a))da’
+ f(x) Op(p;)1

According to Lemma 4.4.6, the last term is bounded by < [|f|l1=277 < ||f]lcs277. As
to the first term, using the Holder property of f :

L X0 = D) K o) ) = e

S /Hd+1 X Jy = D(y/y) T ’Kf;’j (z,2)

d(z,z')*dx’|| f|

Cs

Now, following the exact same arguments as the ones developed in Lemma 4.4.2 and
using the crucial fact that on the support of the kernel of the pseudodifferential operator
(namely for y' € [y/C,yC]) one can bound the distance d(z,z") < |log(y/y')| + @,
one can prove the estimate

w / S / —7Js
K (z,2)| d(z,2)°dz" < 277

sup /Hd+1 X fy = D(y/y) =

rcHd+1

The sought estimate || f|

c: S| flles then follows immediately.

4.4.4 Embedding estimates

Using the Paley-Littlewood decompositions in the cusps, we are going to prove the
embedding estimates. We can actually strengthen them to the following two Lemmas :

Lemma 4.4.7. For all s,s" € R such that s’ > s, p,p’ € R such that p' > p —d/2,
y’C¢ (N, L) < y” H*(N, L)
18 a continuous embedding.
In our notations, y* H® = H*""* .
Lemma 4.4.8. For all s,p € R,
YPH(N, L) < y+ 208~ @02, )

15 a continuous embeddings.
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Observe that the two lemmas are locally true so that it it is sufficient to prove them
when the function is supported on a single fibered cusp. The key lemma here is the
following

Lemma 4.4.9. For all s € R,

%{S(N) = Z | Op(%’)“”%%sz

jeN

|

Proof. The proof is done using semiclassical estimates and then concluding by equiva-
lence of norms when h is bounded away from 0. For h > 0, we start from

luallZs vy = 11 Opy (€ >S)UI|2Lz

— Z Op;, ((€) ¢;j)u, Op, ((€) i) u)

= Z (Op, ((€)°¢;)u, Op,((€ Y+ Y (0P, ((€) er) O, ((€) ) )u, u).

li—kl<2 li—k|=3

The first term is obviously bounded by < >, | Oph(<§>5gpj)u||%2(z). To bound the last
term we can first use the estimate (4.4.10) in the proof of Lemma 4.4.3 which yields

(0P, ((6)"0x) OPA((€)*s)u, u) < On2~ NGB a7y,

where IV > |s| is taken arbitrary large and thus 2 ; 1~ 3(Op,, ({€)*¢r) Op,((€) ) u, u) <

||u||§{}:N(Z). Now, we also have that

[l = 11 OPA((€)~VullZ:
= || ZOP}L ‘PJ Jull72

S ZQ*JHOph 21(€) V7€) g )ullze
j
S ZTJ'(H Op;,({€)"ps)ullze + hllully v )

S Z 10p, ((€) @s)ullz2 + Allully ),

where the peniultimate inequality follows from Gérding’s inequality [GW17, Lemma
A.15] for symbols of order —(2N — 1) since 27(¢)"V=5(¢)*p; € SN~ is controlled

by < (€)%¢p;. For h small enough, we can swallow the term hjul|? HN(2) in the left-hand
h

%ﬁ S 22, 10, ((€)°@s)ull7», where the constant

hidden in the < notation is independent of h. Actually, since (€)*p; < 27%p;, the same
arguments involving Garding’s inequality also yield

e S ST1127 Opy(y)ul 2o

J

side and we eventually obtain that ||u

]

On the other hand,

ZIIOph(< "o ulliziz) = ZOph )
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Using expansions for products, we find that this is < (Op,((£)* > gpjz)u, u). This itself
is controlled by the Hj norm. Eventually, we conclude by equivalence of norms when
h is bounded away from 0 (see Remark 4.4.1). O

We will also need the following observation : Op(p;)(y*u) = y” Op’(¢;)(u) for some
other quantization Op’ (the cutoff function x(y'/y—1) in the quantization Op is changed
to (v'/y)’x(y//y — 1)). In the following proof, we will denote by Op’ and Op” other
quantizations than Op which are produced by multiplying the cutoff function y by some
power of ¢ /y. Eventually, one last remark is that Proposition 4.4.2 imply in particular
that the spaces CZ(N) defined for s € Ry \ N do not depend on the choice of the cutoff
function x in the quantization (insofar as they can be identified to the usual Holder
spaces C*(N)).

Proof of Lemma /.J.7. We fix p < p' + d/2 and € > 0 small enough so that p <
p'+d/2 —¢e. Then :

ll2y e = D 11 OP(o))(y ™7 ) [7:47°

jEN

<Dy Op' (@)l 4
jeN

SO ly Y Op ()l F 4
jeN

<Y 10D () (57~ u) 2047
jeN

S VD op" (o) (Y UL S Ml raeeo S MUl
jeN v
/ S

since s < §'. n

Proof of Lemma /./.8. Let us sketch the proof for the embedding y~%2H(@+1+)/2
CY, the general case being handled in the same fashion with a little bit more work. We
start by computing a L' — L* norm for Op(c) when o € S™(@*1+9_ We find

d+1, 12p
Yy .

> K¥(xy 0 +7)

| OB()]2011 1 < DY
T, ~eA

Going through the arguments of proof for equation (4.4.6), we deduce that

)

/

14 o
K2 (8] < ; \9 0

y+y

y—y
+ Nd+1 1+
(y+9) Iy

As a consequence, we have to estimate :

§ AL / k -
E - 0—10
yEA vEA Y+ Y4y
-1
. -1 0—6"+ k
_ s
< |+ <1+’y v )] > e
vty R
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Since y + ¢ > a the function in the sum has bounded variation, so we can apply a
series-integral comparison, and replace it by the integral.

6—6'
Cly+y) / L + |
/ k'l / kl
— cRd y—y
@+MW“<L+B+; ) ' 1+h@'

1 _ /
< 1+y Y
y+y y+y

k‘/> —1+d/k

y—y
Jlyp Ll =L = / / /
1Op(e)ll; <supy™ Y (y+y) (14|

We deduce that

-1
!

This is bounded for p = —d. We conclude that Op(o) is bounded from y~9L! to L*°.
Now, we recall that for A > 0 small enough, (—A + h=2)~@*+149/2 = Op(ag4, 1) + R,
with R smoothing, and 04,1, € S 17¢ For f € y~¢Wdtl+el writing

f — (—A + h—Q)—(d+1+e)/2 (—A + h_2)+(d+1+6)/2f,

~
eydel

we deduce that y~dWdtitel s OO for ¢ > 0. By interpolation, we then deduce that
yfd/2W(d+1+E)/2,2 _ yfd/2H(d+1+s)/2 < (OO, N

4.4.5 Improving parametrices 11

In this section, we will explain how one can prove Theorem 4.1.1 in the case of
operators acting on Holder-Zygmund spaces on cusps. Let us gather the conditions for
an operator to be R-L*-admissible.

Definition 4.4.3. Let A € U"=% (N, L), and for each cusp Z, [;(A) € U™ (Rx Fy, L)
a pseudo-differential convolution operator. We will say that A is R-L*°-admissible with
indicial operator Iz(A) if the following holds. There exist some cutoff function y €

C*°([a,4+0o0[), such that xy =1 on y > C' for some C' > 2a,
X[09, Alx and Ezx [PzAE7z — 17(A)] X Pz, (4.4.13)

are operators bounded from yNC; N to y= VO, for all N € N. The operator I7(A) is
independent of y.

In the proof of Theorem 4.1.1 in the case of L?-admissible operators, the main in-
gredients were the existence of the inverse of the indicial operator and the compactness
of some injections. Translating the proof to the case of Holder-Zygmund spaces, the
compactness of the corresponding injections is still assured.

Lemma 4.4.10. For any p € R, s > &', the restriction of the injection y*C*(N, L) —
y"CSI(N, L) to non-constant Fourier modes is compact. In other words, if x is a smooth
cutoff function such that x =1 for y > 2a and vanishing around y = a, then

1 —E,xPy:y’C*(N,L) — y*C* (N, L)

1S compact.
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Proof. We follow the proof of Lemma 4.3.1. Like in that proof, it is sufficient to prove
that [[(1 — ¥n)fllco < C/n| f|lgso for some so > 0,C > 0 and then to conclude by
interpolation. Since L>® < C? and C¢ < C! (for any € > 0), it is therefore sufficient
to prove that ||(1 — ¢,)f|lL= < C/nl|f|c1. By Poincaré-Wirtinger’s inequality, there
exists a constant C' > 0 (only depending on the lattice A) such that for any f such that

J £d0 =0, || f ()]l (rey < Clof (Y)]l oo (ray, for all y > a. Thus, [[(1=1n) f(y) | oo (7ay <
C /||y f (y)|| Lo (1) and passing to the supremum in y, we obtain the sought result. [

The fact that the indicial operator has a bounded inverse is however a bit more
subtle. For simplicity, assume there are no indicial roots in {RA € I} D iR, and
consider the action of

Sp = / AT(I4(A, X)L, (4.4.14)
iR

on C¢(Rx Fyz). While the action of convolution operators on L? spaces is very convenient
to analyze, it is not so easy for Holder-Zygmund spaces. First, from the computations
in the proof of Lemma 4.3.4, we deduce that the C? spaces of L — N, correspond with
the usual C} spaces of Ly — R x F.

Next, we prove the following lemma

Lemma 4.4.11. Assume that Op(o) is admissible. Then Iz(Op(o), A) is (SA)~ 1—sem2—
classically elliptic, i.e it can be written as Opy(Gy) + O(h™), where h = (I\)71, the
remainder is a smoothing operator, and both Gy and 1/Gy are symbols.

Proof. Let us express the kernel of I7(Op(c)) (in local charts in Fy) as

) / (r+r")/2 dnd)\
i®(r,r’ \\,z,m) = Z—F—Z A 2e n
/6 x(r 7“)0( > M) e @

with
b= (z—-2"n 2\ tanh "

As a consequence, I7(Op(o), A) = Op(o,) with

i 6—Au+2iu tanh 3 X(U)

0 dudys.
or cosh%a(z’u’n) uap

o)\ =

This integral is stationary at g = 1S\, u = 0, with compact support in u, and symbolic
estimates in p. So we get o) € S™, with the refined estimates

000005 < Cap(14|SA]” + |nf?) 1072, (4.4.15)

with constants C, g locally uniform in RA. We deduce from this that I;(Op(c),\)
is semi-classical with parameter h = (SA)~1. Since o was elliptic, we also get for
AP+ n> > 1/

or=ate ) (140 ()

As a consequence, I7(Op(o), ) is elliptic for all A, and is semi-classical elliptic as
h — 0, so it is invertible for A small enough. O]
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From this, we deduce that I7(A, X\)™! is also pseudo-differential, and (I\)~!-semi-
classically elliptic and that Sy is pseudo-differential. More precisely, we recall from the
proof of Lemma 4.3.7 that if QA = 1+ R is a first parametrix for A, then we can write
for |SA| > 0 large enough

I7(A N =I1Q, (1 + Iz(R,\) ™
= 1(Q,\) + I(Q, NIz (RN (1 + Iz(R, )™
= Op(O')\) + R)\,

where o, € S~ satisfies the symbolic estimates (4.4.15) with m replaced by —m
and Ry is a O((SA)~>°) smoothing operator. Note that, in (4.4.15), o, also satisfies the
symbolic estimate when differentiating with respect to A\. Writing (A, z,7) := ox(z,n),
we have that ¢ € S™"(R x Fz) (and is independent of 7).

We write Sy = S}l) —|—S§2), the operators respectively obtained from the contributions
of Op(cy) and R, in the formula (4.4.14). Choosing local patches in Fy, we can write

5§”fTT,C)==D/A AT CEME(N 2,€) (1, ¢ )dr'dC dAd,

RxR"™

and this is a classical pseudodifferential operator of order —m on R x F; which is
bounded as a map C#(R x Fz) — C:T™(R x Fy).

It remains to study S§2). For the sake of simplicity, we will confuse in our notations
the operator and its kernel. We pick z, 2’ € F; and r > 1. When |p| < ¢,

S}Q)(r, z,2') = /

Rz, )t = [ Rz,
R

R
where Ry, is O((t)™%) in C™(Fy x Fy), for |p| < e. We deduce that S}z)(r,z,z’) is
O(e~y in C*°(Rx Fz x Fy). In particular, S}Q) acts boundedly as a map C2(Rx Fz) —
Cst™(R x Fz). Now that we have checked that S; is bounded on the appropriate spaces,
the proof of Section §4.3.5 applies. This finishes the proof of Theorem 4.1.1.

4.4.6 Fredholm index of elliptic operators II

We now state a result concerning the Fredholm index of elliptic operators acting on
Holder-Zygmund spaces. It is similar to Proposition 4.3.3.

Proposition 4.4.3. Let P be a (p_,p.)-L>® and —L* admissible elliptic pseudo-
differential operator of order m € R. Let I be a connected component in (p_, py)
not containing any indicial root. Then, the Fredholm index of the bounded operator
P . yPCst™ — yPC? is independent of s € R,p € I. Moreover, the Fredholm in-
dex coincides with that of Proposition /.3.3, that is of P acting on Sobolev spaces
Hestmp=d/2p1 _y [Tsp=d/201  for s p, € R.

Proof. This is a rather straightforward consequence of Proposition 4.3.3 combined with
the embedding estimates of Lemma 4.4.7 and Lemma 4.4.8. O]

This concludes the proof of Theorem 4.1.1.
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Chapitre 5

Linear perturbation theory

« Des ciels gris de cristal. Un
bizarre dessin de ponts (...) »

Les Ponts, Illuminations, Arthur
Rimbaud

This chapter contains the last part of the article Local rigidity of manifolds with hy-
perbolic cusps I. Linear theory and pseudodifferential calculus, written in collaboration
with Yannick Guedes Bonthonneau.
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CHAPITRE 5. LINEAR PERTURBATION THEORY

In this chapter, we use the formalism developed in the previous chapter in order
to study three operators on manifolds with hyperbolic cusps : Vg (the gradient of the
Sasaki metric on the unit tangent bundle SM), D (the operator of differentiation of
symmetric tensors) and D*D (the Laplacian on 1-forms). This will allow us to prove
that such manifolds are spectrally rigid that is rigid for infinitesimal perturbations of
the marked length spectrum. This result will be a first step towards the proof of the
local rigidity in the next chapter.

5.1 Spectral rigidity of cusp manifolds

In this chapter, we are interested in the linear version of the marked length spec-
trum rigidity problem, namely the question of infinitesimal spectral rigidity as it was
originally studied in [GK80a]. We recall that a manifold (M, g) is said to be spectrally
rigid if any smooth isospectral deformation (gx)xe(—1,1) of the metric g is trivial, namely
there exists an isotopy (¢x)ae(—1,1) such that ¢3gx = g. In the case of a closed manifold,
this usually boils down to proving that the X-ray transform I, — that is, the integra-
tion of symmetric 2-tensors along closed geodesics in (M, g) — on symmetric solenoidal
or divergence-free 2-tensors is injective. This will be called solenoidal injectivity in the
rest of the paper.

As mentioned in Chapter 2, the solenoidal injectivity of this operator Iy was first
obtained for negatively-curved closed surfaces by Guillemin-Kazhdan in their celebra-
ted paper [GK80a] and then extended by [CS98, PSUl4a, Guil7al. In this chapter,
we are interested in the solenoidal injectivity of I§ on noncompact complete manifolds
of negative curvature whose ends are real hyperbolic cusps. This does not seem to
have been considered before in the literature and will be a stepping stone in the proof
of the local marked length spectrum rigidity of such manifolds in the next chapter.
More precisely, the case we will consider will be that of a complete negatively-curved
Riemannian manifold (M, g) with a finite numbers of ends of the form

Za,A = [CL, —I—OO[yX (Rd/A)g,

where a > 0, and A is a crystallographic group with covolume 1. On this end, we have
the hyperbolic metric

_dy? 4+ db?

= R
We recall that such a manifold (M, g) is called a cusp manifold. The sectional curvature
of g is constant equal to —1, and the volume of Z, j is finite. All ends with finite volume
and curvature —1 take this form. In dimension two, all cusps are the same (we must
have A = Z). However, in higher dimensions, if A and A’ are not in the same orbit of
SO(d,Z), Z,x and Zy p are never isometric. In the following, we will sometimes call
cusp manifolds such manifolds. Up to taking a finite cover, we can always assume that
each A is a lattice in RZ.

In our case, we denote by C the set of hyperbolic free homotopy classes on M, which
is in one-to-one correspondance with the set of hyperbolic conjugacy classes of m (M, -).
In each such class ¢ € C of C! curves on M, there is a unique 7,(c) which is a geodesic
for g. If h is a symmetric 2-tensor, we define its X-ray transform by

1

#(10(©))
0(7,(c)) /0 hoy (3(t), 3(t))dt,

Fh(e) = (g
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>
>

FIGURE 5.1 — A surface with three cusps.

where v is a parametrization by arc-length. We will prove the

Theorem 5.1.1. Let (M g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. Let —ky < 0 be the mazimum of the sectional curvature.
Then, for all o € (0,1) and B € (0, /ko), the X-ray transform Iy is injective on

y?C*(M, S*T*M) N H' (M, S*T* M) Nker D*

Here, D* denotes the divergence on 2-tensors : as usual, a tensor f is declared to be
solenoidal if and only if D*f = 0. Tt is defined as the formal adjoint (for the L2-scalar
product) of the operator D := ¢ o V acting on 1-forms, where V is the Levi-Civita
connection and o is the operator of symmetrization of 2-tensors. In turn, the previous
Theorem 5.1.1 implies the spectral rigidity for smooth compactly supported isospectral
deformations.

Corollary 5.1.1. Let (M4 g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. Let (gx)xe(-1,1) be a smooth isospectral deformation of g = go
with compact support in M. Then, there exists an isotopy (éx)re(-1,1) such that ¢3gx =

g.

Theorem 5.1.1 is the first step towards proving the local rigidity of the marked
length spectrum on such manifolds, as the X-ray transform on symmetric 2-tensors
turns out to be the differential of the marked length spectrum. This program will be
carried out in the following chapter.

In order to prove Theorem 5.1.1, we will need — together with an approximate
Livsic-type theorem which does not really differ from the compact case — to study
the decomposition of symmetric 2-tensors into a potential part and a solenoidal part.
Namely, we will need to prove that any symmetric 2-tensor f can be written as f = Dp+
h, where p is a 1-form and h is solenoidal. The existence of such a decomposition relies
on the analytic properties of the elliptic differential operator D*D and in particular on
the existence of a parametrix with compact remainder. Since the manifold M is not
compact, this theory is made harder (smoothing operators are no longer compact) and
one has to resort to a careful analysis of the behaviour of the operator on the infinite
ends of the manifold. This will heavily rely on the previous chapter.

5.2 X-ray transform and symmetric tensors

5.2.1 Gradient of the Sasaki metric

A first step towards the Livsic Theorem 5.2.1 is the analytic study of the gradient
Vs induced by the Sasaki metric gg (itself induced by ¢) on the unit tangent bundle
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SM of (M,g). We recall (see Appendix B) that the tangent bundle to SM can be
decomposed according to :

T(SM) =V ot Haot RX,

where H is the horizontal bundle, V is the vertical bundle and SM is endowed with
the Sasaki metric gg. If 7 : TM — M denotes the projection on the base, then dr :
He+RX — TM is an isomorphism, and there also exists an isomorphism K : V. — T M
called the connection map. We denote by Vg the Levi-Civita connection induced by
the Sasaki metric gg on SM. Given u € C*°(SM), one can decompose its gradient
according to :

Vsu = Vu+ V' + Xu- X, (5.2.1)

where V¥" are the respective vertical and horizontal gradients (the orthogonal projec-
tion of the gradient on the vertical and horizontal bundles), i.e. V'u € V, V' € H.

Lemma 5.2.1. The gradient Vg : C*(SM) — C>®(SM,T(SM)) is an elliptic R-
L? and R-L* admissible differential operator of order 1. Its only indicial root is 0.
Moreover, there exists two |0, +oo[-L* and L™ admissible pseudodifferential operators
Q, R of order —1,—o0 such that :

QVs=1+R

with R bounded from H=N»=4/2%r1 to HN-=4/2%6r1 and from y°C® to y°C? for all d/2 >
e>0,NeNp>0p e€R.

Proof. The fact that Vg is an elliptic admissible differential operator of order 1 is
immediate. We compute its indicial operator. Let TZ =~ [a, +00) x T? x R x R? be a
global trivialization of the tangent space to the cusp with coordinates (y, 0, vy, vg). Let
[ € C°(R¥1) be a smooth 0-homogeneous function. Then :

d
Y Vs(fy?) = VO f + Afda ' (yd,) + > _(Rif )dn " (ydy,)

=1

where R; := —vgi&,y +vy81,9i and Vg actually denotes the gradient on the whole tangent
bundle TM. We set I(Q,\)(Z) := A tgs(Z,dm(yd,)). Then :

HQ,NI(Vs, \)f = f

The only indicial root of Vg is thus A = 0. m

5.2.2 Exact Livsic Theorem

We recall that C is the set of hyperbolic free homotopy classes on M and that
for each such class ¢ € C of C' curves on M, there is a unique representant v,(c)
which is a geodesic for g. In this section, we prove an exact Livsic theorem asserting
that a function whose integrals over closed geodesic vanish is a coboundary, namely a
derivative in the flow direction. For f € C°(SM), we can define

1

) (79 @) ‘
110 = / F8). (1)),

for c € C.
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Theorem 5.2.1 (Livsic Theorem). Let (M, g) be a negatively-curved complete ma-
nifold whose ends are real hyperbolic cusps. Denote by —kq the maximum of the sec-
tional curvature. Let 0 < o < 1 and 0 < 8 < \/koa. Let f € y?C*(SM) N H'(SM)
such that I9f = 0. Then there exists u € y?C(SM) N HY(SM) such that f = Xu.
Moreover, V' Xu,VxV'u € L*(SM) and u thus satisfies the Pestov identity (Lemma
5.2.2).

We will denote by N, the subbundle of TM — SM whose fiber at (z,v) € SM
is given by N (z,v) := {v}"*. Using the maps dr and K, the vectors V" u can be
identified with elements of N, i.e. K(Vu),dr(V'u) € N|. For the sake of simplicity,
we will drop the notation of these projection maps in the following and consider V"""
as elements of V| . Before starting with the proof of the Livsic Theorem 5.2.1, we recall
the celebrated Pestov identity :

Lemma 5.2.2 (Pestov identity). Let (Mt g) be a cusp manifold. Let uw € H*(SM).
Then

IV Xul|* = |V VVull? —/ kv, Vu) | Voul*dp(z, v) + d]| Xul|?,
SM

where Kk is the sectional curvature and p is the Liouville measure.

In the compact case, the proof is based on the integration of local commutator for-
mulas and clever integration by parts (see [PSU1L5, Proposition 2.2] or Appendix B).
Since the manifold has finite volume and no boundary, the proof is identical and we
do not reproduce it here. By a density argument and using the fact that the sectio-
nal curvature is pinched negative, assuming only V°Xu € L*(SM), we deduce that
VxVu, V'u € L*(SM) and

IVxVoull, [Voull S [V Xull.

Proof of Theorem 5.2.1. In this proof, we will first build u, and then determine its exact
regularity. For the construction, we follow the usual tactics, but we give the details since
we want to let the Holder constant grow at infinity. For the sake of simplicity, we will
denote by y : M — R, a smooth extension of the height function (initially defined in
the cusps) to the whole unit tangent of the manifold, such that 0 < ¢ < y is uniformly
bounded from below and y < a on M \ UyZ,. The case of uniformly Hoélder functions
was dealt with in [PPS15, Remark 3.1]. Since the flow is transitive, we pick a point
with dense orbit zy, and define

w(r(wo)) = / Fou(0))ds.

Obviously, we have Xu = f, so it remains to prove that it is locally uniformly Hélder to
consider the extension of u to SM. Pick 21 = ¢ (z¢) and x5 = ¢y (20), with ¢’ > t. Pick
e > 0, and assume that d(x1,z3) = €. By the Shadowing Lemma, there is a periodic
point &’ with d(z1, 2") < € and period T' < |t' —t|+C'¢, for some uniform constant C' > 0
depending on the dynamics, which shadows the segment (¢s(o))scft,r). Moreover, there
exists a time 7 < C'e such that we have the following estimate :

d(ps(or(21)), ps(2)) < CeemVEomintelt=tl=s) (5.2.2)

This is a classical bound in hyperbolic dynamics (see [HEF, Proposition 6.2.4] for ins-
tance). The constant /kg follows from the fact the maximum of the curvature is related
to the lowest expansion rate of the flow (see [K1i95, Theorem 3.9.1] for instance).
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Then, using the assumption that fOT fles(x'))ds = 0, we write :

u(z) — () = /  Flpu(n))ds

= /0 o flps(pr(z1))) — f(%ps(fl))ds — /t, f(‘;@s(gj’))ds + /OT flps(z1))ds

—t—7

The last two terms are immediately bounded by < ey(z;)”. As to the first one, it
is controlled by < Ot/_ty(@s(x’))ﬁd(gos(xl),gps(x’))o‘ using the assumption on f. Let
us find an upper bound on y(ps(x’)). Of course, when a segment of the trajectory
(0s(2"))seo,r) is included in a compact part of the manifold (say of height y < a),
y(ps(2”)) is uniformly bounded by a, so the only interesting part is when the trajectory
is contained in the cusps. In time [t' — ¢, the segment (¢s(2'))scp,r) has started and

returned at height y(z1). Thus, it can only go up to a height

y(ps(')) < eIy (), (5.2.3)

Combining (5.2.2) and (5.2.3), this leads to :

t'—t
| ve@) dene). o)
0
t'—t
5/ y(xl)Beﬁmin(sv“l*ﬂ*s)d(ml’xQ)OtefOc nomin(s,(t’—t)fs)ds
0

t'—t
S y(xl)ﬁd(l'l,$2)a/ 6(5—04\/%) min(s7|t’_t‘_s)d8
0

~

As long as /kgae > 3, this is uniformly bounded as [t' —t| — +o00. In particular, we
conclude that u is y?C®, and we can thus extend it to a global y?C® function on SM.

We now have to prove that u € H'(SM) and to this end, we will use a kind of boots-
trap argument. Since f € H'(SM) and f = Xu, we obtain that V*Xu € L?*(SM).
Moreover, as discussed after the Pestov identity, we obtain directly that VxV'u, V'u €

L*(SM).

By using the commutator identity [X, VY] = —V" (see [PSU15, Lemma 2.1]), we
deduce V*u € L?(SM). Thus, Vsu € L% By Lemma 5.2.1, we deduce that u €
HY(SM) O

5.2.3 X-ray transform and symmetric tensors
Like in the compact setting, we introduce the

Definition 5.2.1. The X-ray transform on symmetric m-tensors is defined in the same
way as for C° functions on SM : if h is a symmetric m-tensor,

1

, wey
L) = s / w iy (8),4(8))dt.

where ¢ — 7(t) is a parametrization by arc-length, ¢ € C.

In the following, we will restrict our study to 1- and 2-tensors but it is very likely
that most of the results still hold for tensors of general order m € N. As in the compact
case, we obtain :
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Lemma 5.2.3. The symmetric derivative D is R-L* and R-L*> admissible. Its only
indicial root is —1. Additionally, it is injective on y?H® and y?C? for all p,s € R. In
particular, there is a | —1,+oo[-L? (resp. | — 1, +00[-L>°) admissible pseudo-differential
operators (), R of order —1, —o00 such that

QD =1+R,

with R : H=N»,=4/2=ber _ gN=d2=1=6p1 gnd R yNCN — y=1+CON bounded for all
N eNp>0,p. € R, e>0. In particular, the image of D is closed.

Proof. Since D is a differential operator, it makes no difference to work with Sobolev
or Holder-Zygmund spaces. The first step is to prove that D is uniformly elliptic.
We deal with the general case m > 0. By taking local coordinates around a point
(x,&) € T*M \ {0} for instance, one can compute the principal symbol of the operator
D which is o(D)(x,&) : u— o(§@u), where u € @ET M (see [Sha9d4, Theorem 3.3.2]).
Then, using the fact that the antisymmetric part of £ ® u vanishes in the integral :

oDyl = € [ (€ oPmatwido = CIER [ 6/l oPmt o>,
sd sd
unless u = 0. Since ®§ Ty M is finite dimensional, the map

(w, &/1€]) = o (D), &/1Eull,

defined on the compact set {u € @ET*M, |ul* =1} x S? is bounded and attains its
lower bound C? > 0 (which is independent of z). Thus ||o(z,&)ul] > C|€]||ul|, so the
operator is uniformly elliptic.

Next, let us give a word on the injectivity of D. Consider a 1-form f such that
Df =0, and f is either in some y”H*® or some y”C?. Then f is smooth by the elliptic
regularity Theorem. As a consequence 7} f is a smooth function on SM. Recall that
Xnif = m5Df = 0. Additionally, the geodesic flow admits a dense orbit; we deduce
that 7} f is a constant. However, since f is a 1-form, 7f f(z, —v) = —7] f(x,v) for all
(x,v) € SM, thus f = 0.

Now, we recall the results from Section §4.3. Since D is a differential operator that
is invariant under local isometries, it is a R admissible elliptic operator. In particular, it
suffices to determine whether its associated indicial operator I7(D, A) has a left inverse.
In the present case, since D is an operator on sections of a bundle over M, the indicial
operator is just a matrix. We consider a 1-form « in the cusp in the form

dy do;
A a— + bl—l:|
AN

Then we find that

dy? d6? d6;dy + dydo;
Da=[a (A - 00) + a4 P

The matrix Iz(D, \) is thus the transpose of

A -1 -1 ... =1 0 0 ... 0
0 0 0 0 0 2A+1) 0 ... 0
0 0 0 0 0 0 20\+1) ... 0
0 0 0 0 0 0 0 2\ +1)
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In particular, with

A+t —(A+1)7t 0 0 0
J(\) = 0 0 0 0 (2\+1)t 0
0 00 0 0 ..o@as1)!
we get

JNIZ(D,XN) =1; |7 =O(N") as S\ — +oo.

We deduce that D has —1 for sole indicial root. As a consequence, we can apply
Theorem 4.1.1 :

QD =1+R, (5.2.4)
with R bounded from H—Nrri to HN—d4/271+6r1 and from y*C-N to y?CY, for all
d/2>e>0,N>0,p>—-d/2+1, p, €R. O

5.2.4 Projection on solenoidal tensors

In this section, we will study the symmetric Laplacian on 1-forms, that is the ope-
rator A := D*D acting on sections of T*M — M. This will allow us to define the
projection on symmetric solenoidal tensors. We will denote by >‘§ =d/2+\/d+ d?/4.

Lemma 5.2.4. For all s € R, p €]A\;, A\, pL € R, the operator A is invertible on the
spaces HSP~U2PL (M, T*M) and on y°C*(M,T*M). Its inverse A~ is a pseudodiffe-
rential operator of order —2.

Proof. The operator A = D*D is elliptic since D is elliptic, and it is also invariant
under local isometries, and differential. In particular, it is R-L? and R-L> admissible,
so we can apply Theorem 4.1.1. Let us compute its indicial operator : we find

d d
AN () = (02 = xd— d)a™

Y Y

1
MAA)biy)=§@+4xA—m+1m%E

I(A, ) is a diagonal matrix which is invertible for

A¢{—1,d+1,d/2+\/d+ d2/4

_\E
_’\d

The interval |A;, A [ does not contain other any roots, so we can apply directly Theorem
4.1.1, and get a pseudo-differential operator of order —2, ), bounded on the relevant
Sobolev and Hélder-Zygmund spaces such that

QA =1+K, (5.2.5)

with K bounded from y?H N to y=PHY y?+42C N to y¥2=,CN for all p € [0, A} —
d/2[. We can also do this on the other side :

AQ=1+K (5.2.6)
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K’ satisfying the same bounds. We deduce that A is Fredholm and the index is constant
on the window with weight p €]\], AT[ (see Propositions 4.3.3 and 4.4.3). Additionally,
from the parametrix equation, we find that any element of its kernel (on any Sobolev
or Holder-Zygmund space we are considering) has to lie in L*(SM). However, on L?,
Au = 0 implies Du = 0, and u = 0. Additionally, on L? (which corresponds to the
weight p = d/2), A is self-adjoint so it is invertible and its Fredholm index is 0.

O

As a consequence, we obtain the

Lemma 5.2.5. T p- = 1 — DATID* is the orthogonal projection on solenoidal ten-
sors. It is a ]\, \f[-L* admissible operator operator of order 0.

In other words, this proves that any tensor in the spaces y”C*® (resp. H*#~%%r1) for
s € R,p €]\, \J[, pL € R admits a unique decomposition in solenoidal and potential
tensors f = Dp+h (see Appendix B), just like in the compact setting, with h € ker D*
and p € y?Cs*! (vesp. H*+t1r=4/201) and h € y?C? (resp. HoP~4/201),

5.2.5 Solenoidal injectivity of the X-ray transform

We now prove Theorem 5.1.1. As usual, the proof relies on the Pestov identity
combined with the Livsic theorem. It follows exactly that of [CS98]; nevertheless,
we thought it was wiser to include it insofar as we only work in H' regularity on a
noncompact manifold (where as [CS98] is written in smooth regularity on a compact
manifold).

We recall that there exists a canonical splitting

Tiaw)(TM) =V, ) & Hiz),

where (x,v) € T'M which is orthogonal for the Sasaki metric. We insist on the fact that
we now work on the whole tangent bundle T'M and no longer on the unit tangent bundle
SM. As a consequence, the horizontal space H is the same but the vertical space V
sees its dimension increased by 1. These two spaces are identified to the tangent vector
space T, M via the maps dm and K.

Given u € C%°(TM), we can write Vgu = V'u + V"u, where V'u € V, V' € H.
We denote by div*" the formal adjoints of the operators Vg’h.

Proof. We first start with an elementary inequality. Let u € C*°(SM). We extend u
to TM \ {0} by 1-homogeneity. The local Pestov identity [CS98, Equation (2.14)] at
(x,v) € TM reads :

2V, V' (Xu)) = |V'ul? + div"Y + div® Z — (R(v, V'u)v, VVu)
where
Y = (V'u, Vu)v — (v, V') Vu Z = (v, V"u)V"u

Moreover, (v, Z) = |Xul|*. Integrating over SM and using the Green-Ostrogradskii
formula [Sha94, Theorem 3.6.3] together with the assumption that the curvature is
nonpositive, we obtain :

/ |V u|du < 2/ (Vhu, V¥ (Xu))dp — (3+d)/ (v, Z) dp (5.2.7)
SM SM SM\*B(’-IZ
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Note that by a density argument, the previous formula extends to functions u €
H'(SM) such that VV(Xu) € L*(SM).

We now consider the case where 75 f = Xu with f € H' (and thus u € H' and
V?(Xu) € L? by the arguments given in the proof of Livsic theorem). Following [CS98,
Equation (2.18)], one obtains the following equality almost-everywhere in T'M :

2(VH VU (Xu)) = divi W — 4 x urn’,(D* f),
with W(x,v) = 4u(z,v)(fo(-,v,...,v))* (where § : T*M — TM is the musical isomor-
phism). In (5.2.7), this yields

/ (IV"u]* + (3 4 d)| Xul?) du < —4/ urry, (D* f)dp (5.2.8)
SM SM

We now assume that f is a symmetric 2-tensor in
yPCUM, @TT*M) N H (M, 2T*M),
such that D*f = 0 and Iof = 0. By the Livsic Theorem 5.2.1, there exists u €

yPC(SM)NH'(SM) such that 75 f = Xu. By (5.2.8), we obtain Xu = 0, thus f = 0.
[
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Chapitre 6

The marked length spectrum of
manifolds with hyperbolic cusps

« Le binome de Newton est
aussi beau que la Vénus de Milo.
- Le fait est qu’il y a bien peu de
gens pour s’en aviser. »

Le Gardeur de troupeaur,
Fernando Pessoa

This chapter contains the article Local rigidity of manifolds with hyperbolic cusps
II. Nonlinear theory, written in collaboration with Yannick Guedes Bonthonneau.
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CHAPITRE 6. THE MARKED LENGTH SPECTRUM OF MANIFOLDS WITH
HYPERBOLIC CUSPS

In this chapter, we extend the local rigidity of the marked length spectrum proved
in the compact case in Chapter 3 to the case of manifolds with hyperbolic cusps. We
deal with the nonlinear version of the problem and prove that such manifolds are locally
rigid for nonlinear perturbations of the metric that decrease sufficiently at infinity. Our
proof relies on the linear theory addressed in the previous chapter and on two new in-
gredients : an approximate version of the Livsic Theorem and a careful analytic study
of the operator Ily, the generalized X-ray transform. In particular, we prove that the
latter fits into the microlocal theory introduced in [Bonl16] and developed in [GW17]
and Chapter 4.

6.1 Introduction

We will be interested in the marked length spectrum rigidity question on noncom-
pact manifolds whose ends are real hyperbolic cusps, like the ones introduced in the
previous chapter. Like before, we denote by C the set of hyperbolic free homotopy
classes on M, which is in one-to-one correspondance with the set of hyperbolic conju-
gacy classes of (M, -) and we know that for each such class ¢ € C of C! curves on M,
there is a unique representant v,(c) which is a geodesic for g (see Lemma 6.4.1 for a
more extensive discussion about this). This is still true for small perturbations ¢’ of a
cusp metric of reference g. The marked length spectrum of such a manifold (M, ¢') is
then defined as the map

Ly:C—Ry, Lyg(c) = Ly(vy(c)).

Of course, like in the previous setting, this map is invariant under the action of the
group of diffeomorphisms that are homotopic to the identity, namely if ¢ is a smooth
diffeomorphism on M (satisfying some mild assumptions at infinity), one has Ly, =
Ly. In the case of a smooth compact manifold, given a fixed metric g, the space
of isometry classes of metrics (that is the orbits under the action of the group of
diffeomorphisms homotopic to the identity) in a neighbourhood of g can be easily
described (see Lemma B.1.7 and [[Ebi68] for the historical result) : there exists a small
C*2_neighbourhood U (here k > 2, o € (0, 1)) around g such that for any metric ¢’ € U,
there exists a unique C**h*-diffeomorphism close to the identity in this topology such
that ¢*¢’ — ¢ is solenoidal (with respect to g). For the sake of simplicity, we will
now write C*+® instead of C*® for the regularity spaces. Thus, isometry classes in
a neighbourhood around g are in 1-to-1 correspondance with (small) divergence-free
symmetric 2-tensors. In the case of a cusp manifold, this is no longer the case and we will
prove (see Proposition 6.4.1) that for NV > 1 large enough, isometry classes of metrics
¢’ such that ||g" — g||,~~c~ is small (these are metrics g which differ from g by a fast-
decaying term, y being a height function in the cusp) are in 1-to-1 correspondance with
almost solenoidal (also called almost divergence-free) symmetric 2-tensors in y=¥ C¥,
which are tensors f such that (1 — P)D; f = 0, P being a finite rank operator of rank
1. For the sake of simplicity, given a metric ¢’ close to g, we will denote by [¢'] its
isometry class, identified with its almost solenoidal symmetric 2-tensor given by this
correspondance. We will prove the following local rigidity result.

Theorem 6.1.1. Let (M g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. There exists N > 1 large enough, € > 0 small enough and a
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1-codimensional submanifold N, of the space of isometry classes

{911 lg = gll,-vev <€},

such that the following holds. Let ¢ be a metric such that ||¢' — g||,~von <€, ¢’ € Niso
and assume that the marked length spectrum of g and g' coincide i.e. Ly = Ly. Then ¢’
15 wsometric to g. More precisely, there exists a unique diffeomorphism ¢ close enough
to the identity in the y~NCNT1-topology such that ¢*g' =

Remark 6.1.1. If the Theorem is proved in the case of cusps defined with lattices, it
follows for the general case. Indeed, we can take a finite cover for which the Theorem
applies. Then we observe that the differomorphism ) commutes with the corresponding
group of isometries, so it factors to the quotient.

While we have not tracked down precisely the number N it should be possible
to express it in terms of the Lyapunov exponents of the metric g, so it should be
controlled by uniform bounds on the sectional curvature of g. We strongly believe that
the introduction of the codimension 1 submanifold emerges as an artifact from the
proof (which is of very analytical nature, whereas the problem is essentially geometric)
but we were unable to relax this assumption. For surfaces of finite area, following
the works of [Cro90, Ota90], the conjecture of Burns-Katok was globally addressed by
[Ca095] and our result is not new. However, in dimension > 3, this is the first non-linear
result concerning the conjecture obtained allowing variable curvature on non-compact
manifolds.

Like in Chapter 3, the previous Theorem is actually a corollary of a stronger result
which quantifies the distance between isometry classes in terms of the marked length
spectrum in a neighborhood of a metric of reference g. This statement is new even in
dimension 2.

Theorem 6.1.2. Let (M g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. There exists N > 1 large enough, €,s > 0 small enough,
~v >0 and a 1-codimensional submanifold Nis, of the space of isometry classes

{lg11lg = gll,-vey <€},

such that the following holds. Let g' be a metric such that ||g' — g||,~~con < €,9" € Niso.
Then, there exists a diffeomorphism ¢ : M — M such that :

* 1-
19°9" — gll-1-+ S 1Ly /Lg = Ulpuoie I — 9ll,~X -

The diffeomorphism ¢ is of the form ¢ = ey oT,, where ey (x) := exp,(V(x)), for some
vector field V € y"NCNTY M, TM) and T,(y,0) = (y,0 + xu - 0y), for some u € R%

Of course, assuming that Ly = L,, one recovers the statement of Theorem 6.1.1.
The strategy of the proof is rather similar to that developed in Chapter 3. We prove an
approximate Livsic theorem and introduce the generalized X-ray transform II, which
turns out to fit in the calculus developed in the two previous chapters : the combination
of these two tools and the injectivity of the X-ray transform on solenoidal 2-tensors
proved in Theorem 5.1.1 will allow us to deduce a stability estimate on the X-ray
transform I as in Theorem 2.1.4 (see Theorem 6.3.2). After a first gauge transform
and using the second-order Taylor expansion of the marked length spectrum, we will
obtain a quadratic control of the X-ray transform of the difference of the two metrics
which will allow us to conclude in the end by an interpolation argument.
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6.2 Approximate Livsic Theorem

We prove an approximate version of the Livsic theorem, like Theorem 2.1.3 in the
closed case, which will be crucial in the proof of the main theorem.

Theorem 6.2.1 (Approximate Livsic theorem). There exists so €]0,1[, and v > 0
such that for all § > 0, there exists a constant C > 0 such that : if f € C1(SM), one
can find u,h € H*(SM) so that f = Xu+ h and

15

meo—arzeso < ClLFIIG 119 £l

If we can prove this result with the additional condition that ||I9f|| < ol fllc1,
then the full result is proved, because in the case || I9f | > &ol|f]lc1, taking h = f,
this lemma is a consequence of C' < H*0~4/2+30 From now on, we can and will thus
assume that || f||cr <1, and ||19]|4 is small.

Let us briefly explain the mechanism behind the proof. The idea is to divide the
manifold M := SM into a compact part M. and a non-compact part M \ M. whose
volume is controlled by some power of ¢ > 0. In the compact part, the arguments
roughly follow that given in the proof of Theorem 2.1.3, to prove the approximate Livsic
theorem on a closed manifold. The idea is to construct a coboundary Xu by defining
u (as a primitive of f) on an orbit which is both sufficiently dense and sufficiently
“separated” (see the definition in §6.2.2) so that one can control the Holder norm of the
difference h := f — Xwu. In the non-compact part, however, the control of the H*-norm
of h is obtained thanks to the estimate on the volume of M\ M.. One could be much
more precise on the exponents appearing, however, there does not seem to be anything
to be gained by such precision.

6.2.1 General remarks on cusps

Since we will be considering the geodesic flow on cusp manifolds, it is convenient
to introduce some coordinates on SZ. Given a vector in T'Z,

v = VY0, + Vg - YOy,

one has that |[v|> = v + vj. In particular, we can take spherical (¢,u) coordinates in
SZ. Here, ¢ € [0, 7] and u € S* 1, and (y, 0, ¢, u) denotes the point

cos(¢)y0, + sin(¢p)u - y0y.
The geodesic vector field over Z is then given by
X = cos(¢)y0, + sin(¢)0y + ysin(P)u - Op. (6.2.1)

Observe that u is invariant under the geodesic flow of the cusp.

Hyperbolic dynamics. Since the curvature is globally assumed to be negative, the
geodesic flow ¢, on M := SM is Anosov, in the sense that there exists a continuous
flow-invariant splitting

T. (M) =RX(2)® E,(2) ® E(2), (6.2.2)

162



CHAPITRE 6. THE MARKED LENGTH SPECTRUM OF MANIFOLDS WITH
HYPERBOLIC CUSPS

where Fg(z) (resp. E,(z)) is the stable (resp. unstable) vector space at z € M, such
that

|dipi(2) - Elpuzy < CeMELL, VE>0,€ € Ey(z),

v (6.2.3)
|dpe(2) - Elpu(z) < Ce gL, Vi< 0,0 € Eu(2),

for some uniform constants C; A > 0. The norm, here, is given in terms of the Sasaki
metric on M = SM. Observe that the Sasaki metric is uniformly equivalent on SZ
to the product metric given by SZ ~ Z x S¢. We define the global stable and unstable
manifolds Wy(z), W,(z) by :

Wi(z) = {2 € M, d(pi(2), (%)) =100 0}
Wu(z) = {2 € M,d(p:(2), 9:(2) =140 0}

For € > 0 small enough, we define the local stable and unstable manifolds WE(z) C
Wi(2), W:(z) C W,(x) by :

Wi(z) = {2 € Wi(2),Vt = 0,d(ee(2), pe(2)) < €}

We fix once for all such an ¢y small enough.

Example 6.2.1. In the cusp Z;, in the usual coordinates (y, 8, ¢,u) € [a, +o0) x T? x
S' x S, we consider a point z = (yo, 6y, 0,0). Then, W*(z) = {(y0,6,0,0),60 € T}.

Exit time in the cusp. It is convenient to think of cusps as (non-compact) manifolds
with (geodesically) strictly convex boundary. We will denote by

057 = {(a,0,¢,u),0 € T, ¢ € [0,7/2[,u € S},

the incoming boundary and correspondingly 0, SZ the outgoing boundary. Given z €
SZ, U, (z) < +oo will denote its exit time from the cusp in the future, and —oo < ¢_(2)
its exit time in the past.

From the expression of X in SZ, we see that the angle ¢ evolves according to the
ODE ¢ = sin(¢). Given 2 := (z, ¢, u) € d_SZ, its exit angle satisfies (i, (2)) = 7 — 6.
Thus, a direct integration of the ODE, gives that :

z2€0-5S7Z, l1(z) =—2In|tan(¢/2)| (6.2.4)

6.2.2 Covering a cusp manifold

Transverse sections in the cusps. We now fix n > 0 small enough so that the
closing lemma is satisfied at this scale. For the sake of simplicity, we will write the
proof as if there were a single cusp : this is just a matter of notation and does not
affect the content of the proof. By this means, we hope to simplify the reading.

We consider on the cusp the following transverse sections to the geodesic flow

Yout = {(a,@,gb,u),@ eT ¢e [0,7/4],u € qu},
S = {(a,0,6,0),0 € T%, ¢ € [3r/4, e, u € 81}
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Note that, up to taking a larger ' > a and readjusting the constants, we can always
assume that ¥, ;, have diameter less than 7. We consider the flowboxes

uOut = {QOtZ, PARS Eout7 t Z -, Cb(@tz) S 7T/2 + 77}7
uin — {QOtZ, S Einv t S n, ¢(90t2) Z 7T/2 - T]} :

Their union covers the whole cusp. It will also be convenient to give a name to the
incoming unstable manifold

Dy = {(y,@,ﬁ,u), y>a, 0T ue Sd_l}.
In Uyt (resp. Usp), we denote by 7 the map 7(2) = ¢;_(2)(2) (resp. m(2) = ¢, (2)(2))-

Lemma 6.2.1. There exists a constant C' > 0 such that for any point z € Uy,
IVE_(2)|| < C and ||d.7|| < Celt-C)I,

Proof. Let z € U.. By construction, one has : y(¢,_(.)(2)) = a. Thus, by differentiating
with respect to z, one gets for any Z € T.M :

dy (dzspe_(:)(Z) + (VL_(2) - Z)X (pe_()(2))) = 0

In other words, if we write ¢, (.)(2) = (a,0, ¢,u) and use the expression (6.2.1) :

(VE_(2)- 2)] = | cos(6)] dy—y (deoe(2)

Now, by definition of the section ¥, there exists a uniform lower bound |cos(¢)| >
cos(m/4) = 1/+/2 > 0. Since the equation for y, := y((2)) is

Yy = ycos o,

we deduce that p p 'y
Gy _ dyo | [FOCOSOey 4
ye v Jo O
For ¢y < 7/2 + 1, and in negative time, |0¢,/0dy| < Ce~%, so that (since dy/y is

unitary with respect to the dual metric) we get :
VZ € T.M, |(VI_(2)- Z)| < C|Z]

This provides the sought result.
As to the differential of the projection m, one has to write 7(2) = ¢, (»)(2) and
differentiate with respect to z. The result then follows from the previous arguments. [

Covering the unit tangent bundle. We now choose a finite number of smooth
transverse sections (X;)1<i<y to the flow of diameter less than 7 so that the flowboxes
Upyr U Ui, U, U; form a cover of M, where U; = ¢, (2;). We then fix a partition
of unity 1 = )", 6; associated to this cover. Note that this can be done so that the
function 6,,; is such that X6, is C*°-bounded. Indeed, one first picks a cutoff x,.; on
Sout (equal to 1 in a neighborhood of N := {(a,6,0,u),0 € T, u € S*'}) and then
pushes this function by the flow in order to obtain a function Y, on U,y It remains
to multiply You: by a smooth functions x"9"(y) and x*"9'(¢), equal to 1 respectively

for y > a and ¢ < 7/2. A similar construction is available for U;, and 6,,.
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FIGURE 6.1 — The partition of a cusp.

We set My := SM, and
M. =M\ ({W;o <<l (2), 2 = (0,0, 6, 1) € Sous, & € [o,g"]} U Doo>

where v, > 0 will be chosen small enough at the end. We will pay attention to the fact
that the different constants appearing in the following paragraphs do not depend on v,
unless explicitly stated. Note that by construction, any point in M, will exit the cusp
(either in the future or in the past) by a time which is bounded above by C' + v|loge],
which we state as a

Lemma 6.2.2. There exists a constant C' > 0 such that for all z € M., there exists a
time t such that |t| < C 4+ v|loge| and pz € M.

This is a rather elementary computation following from §6.2.1 which we do not
detail.

A well-designed periodic orbit. As mentioned in the introduction to this section,
the proof heavily relies on the fact that one can find a suitable orbit, which will be
used in order to define an approximate coboundary. In the following, we will denote by
Wo(2) = Uyews ()W (w) for 6 > 0. This is a Holder section which is transverse to the
flow. We will say that a segment of orbit S is 0-transversally separated if for all z € M,
S intersects Wy(z) at most in one point. We also say that a segment of orbit is n > 0

dense in € if its n-neighbourhood contains ).

Lemma 6.2.3. There are constants 5; > 1 > B4 > 0 such that for all £ > 0 small
enough, there exists a periodic point zy with period T < e=Y2, such that in M. its orbit
is e -tranversally separated and (prz0)o<t<r—1 1S ePi_dense. Moreover, there exists a
segment of length < C' which is n-dense in M.
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Proof. The proof is rather identical to that of [GL19a] so we skip it. The main difference
is that, for any z,w € M._, the non-compactness does not allow to find a segment of
orbit 7, , joining a ball of radius p around z to a ball of radius p around w in a time
T(p) which is independent of . However, thanks to Lemma 6.2.2, one can prove that
this time T'(p, €) is bounded by C + v|log €|, which is harmless for the rest of the proof.
We refer to the proof in [GL19a] for further details. O

6.2.3 Proof of the approximate Livsic Theorem

We first construct the coboundary Xwu and then show that it satisfies the required
estimate. Recall that ||f|jcx < 1, and € := |[I9f| 1~ is assumed to be small. It will
only be required to be small enough so that we can apply Lemma 6.2.3, and get a
corresponding good orbit ¢; 2.

Construction of the coboundary On the periodic orbit of 2y, we define the func-
tion @ by u(piz0) fo (psz0)ds. Note that it may not be continuous at zy. To cir-
cumvent this problem, we will rather define @ only on the set O(zg) := (¢ixo)o<t<r-1
(which satisfies the desired properties of density and transversality).

Lemma 6.2.4. For 3 := (23;)™' < 1/2, there exists C > 0, independent of &, such
that ||ul|s < C.

Here || f]|5 := sup, ., w denotes the Hélder part of the C®-norm.

Proof. 1f z, 2" are close enough and on the same piece of local orbit, the result is obvious.
We can thus assume z,2" € O(z) and 2’ € W, (z). Then, by separation of the orbit,
we know that d(z,2’) > . Without loss of generality, we can assume that 2’ = ¢ 2o
and z = ¢;2z9 with ¢ > ¢ and thus

a(z) — () = / Fls)ds

By the Anosov closing lemma, we can close the segment of orbit (ps2’)o<s<s, that is
there exists a periodic point z, such that d(#’, z,) < Cd(z, 2') and of period t, =t + T,
where |7| < Cd(z, 2") which shadows the segment. Then :

/ f( gpszp

/f%os ds—/ f@szp dS
(1)

The first term (I) is bounded by Cd(z, 2')? by hyperbolicity, with C' depending only on
the global hyperbolicity of the flow. The second term (II) is bounded — by assumption
— by et,,. But

a(z") —a(z)| <

et, < 2t < 2T < 262 < 2d(z, )/ %),

This finishes the proof. O

We consider i € {out,in, 1,...,N}. Given z € ¥; N1 O(z), we define @;(z) := u(z).
We have the

Lemma 6.2.5. There exists a constant C' > 0 such that, ||4;]|cs < C.
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Proof. Since all the sections ¥; for i € {out,in,1,..., N} are included in M,, this
amounts to studying the C® norm of @ in M. The S-Holder part of the C-norm
follows from the previous Lemma. All we have to prove is that @ is bounded for the
C%norm in My. But we know that there exists a segment of the orbit O(zy) — call
it S — of length < C which is n-dense in M. Any point z € M, can be joined by a
curve in W, (), a piece of the segment S which we denote by [w;w’] and a curve in
W,(2). Then :

The terms (I) and (III) are controlled by a constant < C', using the Holder regularity
provided by the previous Lemma. The control of the term (II) follows from the fact
that S has length < C and that || f]|co < [|f]|cr < 1. O

For i € {out,in,1,..., N}, we then extend u; to ¥; by the formula
ui(z) == sup{a(y) — lullcpoind(x, y)’ ly € Oz0) N ;).

One finds that ||u;]|cs < C||ti]|cs < C. We then push the function u; by the flow in
order to define it on U; by setting for z € ¥;, ;2 € U; :

ui(QOtZ = uz /fgos

Regularity of the coboundary. By construction, the functions X#6; are uniformly
bounded in C*°, independently of e. Thus, for i € {1,..., N}, the functions u; X6, are
in C” with a Holder norm independent of € > 0. However, this is not the case of the
function wou: X Oout, UinX0in. We have local results. First, let us introduce @ and A the
averages with respect to the # variable in the cusps.

Lemma 6.2.6. We have the following estimates in the cusps :

[u(z)], [h(z)| < Cllfllce + (logy +n)|l fllco
Gy [12) —ul)][h(z) — h()] ,
d(z,z’I))gl d(Z, z ) ’ d(z, Z’)ﬁ < Cy”.
w7 =T [R(2) - A()]
d(z,z’I))§1 d(Z, ) ’ d<Z7Z/)B < C.

Proof. Of course, since 0, o,y do not depend on 0, the estimates on « imply those on h.
It is thus sufficient to control w,,,. We first control the C%-norm. For z € g, t > —n,

P(ps2) < 7+ 1, we have :
t
uout<z) +/ f(QOSZ)dS
0

< CH (1)l fllco-

|Uout (12)] =

< luelslleo +[E[If]lco
———

<C,Lemma 6.2.5
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As to the S-Holder norm, we have for z,z € Uy, (such that d(z,2’) < 1) assuming
without loss of generality that |(_(2)| > [{_(z)] :

|Uout (2) — Uout(2)] < luout(ﬂ'('z)) - uout(ﬂ'('zl))

=(I)
10— (=)l
+/0 | (p-s(2)) = F(o—stt_r—e- () (Dds + 2/ (2) = L ()| fllco

-

4 :=(11)

(6.2.5)

J

::\(’II)

By Lemma 6.2.1, successively, using that [/_(z)| < C + |logy| :

(1) < [[tout| st lem d(m(2), m(2"))? < Cel=ENP2q(z, 2P,
[—(2)]

(D) < / I fllcad(p—s2, O—sre_z1—e_(»7') ds
0

ekmazﬁlg— (Z)Id(z’ Z/)'B,

)\maz

¢ (2)|
< C/ eAmazﬁsd(Zu (pff(z’)—ﬂf(z)zl)ﬁds <
0

and :
(IIT) < Cd(z, 2").

Here, A4, is the maximal Lyapunov exponent of the flow in the cusp, which is just 1.

Let us now deal with @ and h. Then, in (6.2.5), terms (I) and (II) become much
better. Indeed, the estimates are formally the same, except that we have assumed that
0(z) = 6(2'). In that case, we are considering trajectories in an unstable manifold, in
negative time, so

d(m(z),m(2")) < C’efw‘(z)‘d(z, 2,
d(p-s(2), p-s(2')) < Cd(2, 7).
O

Now, we claim that h vanishes on O(z) : indeed, for i € {out,in,1,..., N}, on
U; N O(z) one has u; = @ and thus h = —a ), X0, = —uX >, 0, = —uX1 = 0. Next,
recall that y < Ce™ in M., so that by Lemma 6.2.6, ||h|ym_|lcs < Ce™?”. Combining
this with the fact that O(zp) is €%-dense in M., we deduce :

Lemma 6.2.7. The coboundary satisfies
1Al a fleo < CePPam2).

We can now end the proof of Theorem 6.2.1.

Proof of Theorem 6.2.1. By Lemma 6.2.6, we have that u, h € y?C?(SM) C H*(SM)
for 0 < s < B (since f < 1/2 < d/2). On the other hand, the zeroth Fourier mode
is much better, with C? estimates. Using Lemma 4.4.7, we deduce that u,h, Xu €
H*=/2+00(S M), for any § > 0 small enough, 0 < s < 3. Moreover, we can decompose

1y 22(s500) = / Y hidp+ / y*hdp,
Me M\M.

N s N
Vv ~~

=) =(II)
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where |(I)] < Ce?Pa=v) by Lemma 6.2.7 as long as p < d/2. For |(I)|, using the
logarithmic bound on A given by Lemma 6.2.6, we get

/2 (1+logy)
e [ st oo [ UEo8v)y,
0 (% sin ¢)<e¥,y>a derl 2p

/2 ) .
< C/ sin? ™! pdo (Il¢<5ua2”_d log a + ﬂ¢>ay<asm¢)zp_d log a sin ¢>
0 eV cv

< Oe¥ld=2p),
As a consequence, setting B3 := min(8(8y — v),v(d/2 — p)), we obtain that
”ythL2 < 05537

that is ||hl| go.—e.—r < CeP and thus in particular, ||h]|go-r0 < Ce?. To conclude the
p )
proof, it suffices to interpolate between HO~4/2+00 and Hs—4/2+00, O

6.3 The normal operator

6.3.1 Definition and results

Like in Chapter 2, we introduce the normal operator which will be crucial to our
analysis of the problem. In the article [GW17], a scale of anisotropic Hilbert spaces
H™P(SM) was introduced to analyze the meromorphic continuation of the resolvent
Ri(7) = (X £7)7! of X. This scale took the form

H™P(SM) = Op(e"®) L H"°(SM).

Here, G is a log order symbol of the form G ~ mlog ||, where m is an order 0 symbol.
To obtain the meromorphic continuation of (X — 7)7!, as usual, the criterion is a
sign condition on the subprincipal symbol of X acting on thoses spaces (there was
also a special ingredient relating to inversion of an indicial operator). In particular, the
arguments from [GW17] apply to the spaces H™*+(SM), and we find that (X —7)~!
continues from s > 0 to Rs > —0 as a bounded operator on H™P*L(SM) if Cr >
max(|pl, |pL|) + 9, for some constant C' > 0 depending only on m.
Since one has for some C' > 0,

H*PPH(SM) € HO*™PP+(SM) C H™ PP+ (SM),

we obtain the following :

Lemma 6.3.1. Let (M,g) be a cusp manifold. Given s > 0, p €] —d/2,d/2] and
lpL| < |pl, there is a 6 > 0 such that seen as an operator from H*+ClPberi(SM) to
H=s=Clelrrr(SM), Ri(7) has a meromorphic continuation from {T € C | ®7 > 0} to
{r e C | Rr > —6}.

Since X, seen as a differential operator, is antiself-adjoint on its domain in L?*(SM),
the poles of its resolvent on the imaginary axis iR are of order 1 (see [Guil7a, Lemma
2.4]). Moreover, the geodesic flow of a cusp manifold is mixing (see [Moo87] for constant
curvature manifolds, [DP98] in the general case) and this implies that there is a single
pole at 0 (see [Guil7a, Lemma 2.5]). Actually, 0 is an embedded discrete eigenvalue
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of multiplicity 1 and the absolute spectrum is iR ; there is no singular continuous
spectrum.

The holomorphic part of RL(7) at 7 = 0, denoted by R(f is a well defined operator,
bounded from H*+Cllerr (SN to H=s=Clelrrr(SM) for all s > 0 and p €] —d/2,d/2],
lp1] < |p|. Additionally, whenever Xu € H*+*Cllrrr(SM) and [, udp = 0, p being
the Liouville measure on SM,

REXu = u.

Like in the compact setting, we then define
Il := Ry + R;. (6.3.1)

Given f,g € H(SM), with s > 0, and so that [ f = [ g =0, one can prove that

(ILf,g) = /R (f o or, g)t, (6.3.2)

and that II1 = 0. We have the following

Proposition 6.3.1. There exists a C > 0 such that for any s > 0, p €] —d/2,d/2],
lpL| < |pl, the operator 11 is bounded from H=+ClPlerr(SM) to H=s=Cleberi(SM). It
is symmetric with respect to the L? duality, and

1. Yf € HoPro(SM), XTLf =0,
2. Vf e H¥PPL(SM) such that X f € H>PP-(SM), IIX f = 0.

3. If f € H¥PPL(SM), (f,1)r2 = 0 then : f € kerIl if and only if there exists a
solution u € H*PPL(SM) to the cohomological equation Xu = f, and u is unique
modulo constants.

4. The operator 11 is positive in the sense of quadratic forms, that is for all s > 0,
fe HX(SM), (ILf, f)r2sm) > 0.

The operator 11 will play the role of the so-called normal operator I*I in the case of
X-ray transform on manifolds with boundary. While II is not a very regular operator,
its action on 2-tensors is very convenient for our purposes. We let :

Iy :=m. (I + 1 ® 1)7;. (6.3.3)

A priori, II, is defined as an operator from H*P*+ (M, @%T*M) — H 5L (M, @%T*M),
but we will prove the

Theorem 6.3.1. 11, is a |0,d[-L* admissible pseudodifferential operator of order —1.
It is invertible on solenoidal tensors, in the sense that there exists another ]0,d[-L?-
admissible operator o, of order 1, such that :

Q2H2 = H2Q2 = Tker D*
where Ty p+ 45 the L?-orthogonal projection on the kernel of D*.

The proof of this central theorem will be given in the second half of this section.
We also obtain a stability estimate following the previous theorem.

Theorem 6.3.2. There exist so > 0 such that for all 0 < s < sq, there exist v,C > 0
such that :

Vf € CH M, T M) with D*f =0, ||fllg-s-100 < ClLaf[l7 [l fll 2"
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We can also consider the action of functions instead of 2-tensors :
H() = WO*(H + 1 ® 1)71'3

This is also a pseudo-differential operator of order —1. We will see (in Remark 6.3.1)
that a similar statement as Theorem 6.3.1 holds, and so does a stability estimate for
Holder functions.

Proof. Let f € CY(M,®%T*M) be such that D*f = 0 and ||f||cx < 1. By Theorem
6.2.1, we can write 75 f = Xu + h, with ||h| gso-—aszrs0 S ||[Iaf][72 for some 1 > v/ > 0.
Thus for 0 < s < sy,

1 =100 S e f | r-soo S 7o 1Al g-s00 S [Alleoo S [ 12fII72,

where the first inequality follows from Theorem 6.3.1 and the last one from Theorem
6.2.1. We then set v = /6. m

6.3.2 Inverting the normal operator on tensors

Let us start by some preliminary arguments. Consider f € y~#?***HN_ such that
II,f = D*f = 0. Then, like in Lemma 2.5.4, using the positivity of II, we deduce that
75 f = 0, and thus 75 f = Xu with v € y~¥>**HN. This implies that IJf = 0. If N
is large enough, we get also that f € y°C", and taking e small enough, we can then
apply the s-injectivity of the X-ray transform proved in Theorem 5.1.1, and deduce
that f = 0.

Following this observation, it would be convenient if we could prove that the kernel
of II, can only contain elements of y~#?t*HY. Next, we would also like to deduce
from the injectivity, the fact that Il is invertible ; that is, we want to prove that Il is
Fredholm on some spaces, with index 0. We will show that indeed it is Fredholm with
constant index on a range of spaces, which includes L?. Since Il is L?-symmetric, its
index will have to be 0.

To obtain Theorem 6.3.1, it will thus suffice to build a parametrix with a good
remainder. To this end, we will prove the

Lemma 6.3.2. The normal operator Il is |0, d[-L* admissible of order —1.

This will the most technical part of the proof. Next, according to Lemma 5.2.5,
Tker p+ itself is ]0, d[ admissible on L2. Its principal symbol o (e p+) is a projector. We
will find that the symbol o(Ilz) of II, is elliptic on the range of o (mker p+), in the sense
that we can factorize

qU(HQ) - O_(Wker D*)a

with ¢ a symbol of order 1. For Theorem 5.1.1 to apply, we would need II; to be elliptic
in the usual sense, that is we would need to know that a tensor in the kernel of Il is
actually decreasing fast enough. However, we will check that the ellipticity on the range
of o(Tker p+) is sufficient to obtain the same result. Finally, it will remain to compute
the indicial roots of Ily, and check that there are none in |0, d].
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Local part of the operator. As suggested by (6.3.2), we first pick a cutoff x equal
to 1 in [—to, to], and define

Hmfzmiéﬂﬂhﬁﬁwﬂt

This operator commutes with local isometries in the cusp, and is properly supported.
Additionally, one can check in local coordinates that it is pseudo-differential (it is the
case at the bottom of the cusp, invariance by isometries guarantees that it is still the
case for large y). Given (z,&) € T*M, we can decompose the space of tensor

®%(T; M) = kero(D")(2,€) ® rano(D)(z, §)
= ker ¢ @ ranoje,

where 4, is the contraction by &, oj¢ : u — (£ ®@u). We denote by e i¢ the projection
on the left space, parallel to the right space. Note in particular that o (e p) = Tker e+
Then, since the principal symbol of an operator is obtained by a local computation,
one gets, just like in the compact setting that the principal symbol of Il , is

2m
= 1€l 17Tkeri57T2*7T§7Tkeri5a

By
where By = [ sin"(¢)d¢.
We conclude that Iy, is a L? admissible operator, elliptic on ker i¢. It remains to

study the difference IT, —II5 ,,, and prove that it is a smoothing, L? admissible operator.
Since we can write

HQ_H27X: |:1—/X:|1®1
R

+o0 0
v | [ xR | [ ancsirial =
0

—00

we can concentrate our study on :

+oo
U ::/ X' (t)Toupf R i

to

Regularity properties. We will show in this section that U is a smoothing ]0, d[-L?
admissible operator. Before explaining how one can use the symmetries of the flow to
prove that it is admissible, let us recall why it should be smoothing. This part of the
argument is very similar to the compact case.

The space T'(SM) decomposes as the sum T'(SM) = RX®VEH, where V := ker dr
(m : SM — M being the canonical projection) is the vertical space and H is the
horizontal space. We denote by H*, V* the dual vector bundles such that

V*(V) = 0, " (H & RX) = 0.

As soon as there are no conjugate points, the vertical bundle V is transverse to the
Green bundles, so that we have V* @ Ef = V* @ EX = T(SM) ; for a proof, see [KIi74,
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Proposition 6]. The map dr' : T*M — V* is an isometry and dr : H® RX — TM is
an isometry too. We have :

WF(7T2*f) - {(x7£) | Jv e SEM? ((JI,U),@E,\O{/) < WF(f>}
cve  €H*

WF (3 f) C {((x,v%@j_é\(},) | (2,€) € WE(f)} C V™.

gv+ €l

Since the curvature of the manifold is negatively pinched, there are no conjugate points.
It follows that ¢(V*) N V* N {{¢, X) = 0} = {0} for all ¢ # 0. Recall from [GW17,
Theorem 3] that

WF'(Ry) € AT"SM) U{((2,€), ¢1(2,8)) | £ =0, (§,X) =0} UEL x EL.

Since averaging along the flow is smoothing in that direction, we deduce

WF [ / x'(tm‘Ro} C (=) 0u(z ) | £ > to, (6,X) = 0} UE x .

As a consequence,
WF'(U) = {0}. (6.3.4)

All the arguments that we have exposed, and indeed, [GW 17, Theorem 3], are based on
propagation of singularities. We will have to come back to these more precise estimates
to conclude. For the sake of simplicity, we now write H*? := H®"* for spaces with the
same weight on the zero and non-zero modes. Following Definition 4.3.2; what we need
to prove are the following properties of admissibility :

1. U is bounded from H~N* to HN* for all p €] —d/2,d/2[, N € N.
2. [0y, U] is bounded from H~N4/2=¢ to HN=4/2+< for all e > 0, N € N.

3. There is a smoothing convolution operator Iz(U) such that P,UE, — I4(U) is
bounded from e~ H~N(dr) to e"HN (dr) for all e > 0, N € N.

Before going on with the proof, it is convenient to recall that the scale of spaces
H™P(SM) was built as

H™P(SM) := Op(e™1o8&)) HO» (S M),

where m is an order 0 symbol. It was important to impose its value on £}, and E.

However, in its construction, one can always impose that it is arbitrarily large or small
on V*. In particular for any s € R and € > 0, we can choose m such that

Ty (HSP(M,@%T*M)) C H™P(SM), and 7o, H™*(SM) C H* “°(M,%T*M).

Let us start with property (1). In the compact case, the proof relies on the pro-
pagation of singularities estimates from [DZ16]. In [GW17], it was proved that these
estimates apply almost verbatim in the case of cusp manifolds, if one uses the relevant
pseudo-differential calculus. In particular, the estimates that lead to (6.3.4), which are
a priori local, are actually uniform in over the whole manifold. While we reproduce the
proof below, the reader familiar with [GL19d] will see nothing new.

We work with h-semi-classical quantization. We consider the following microlocal
decomposition :

N
Tos = WQ*Areg + WQ*Aell + WQ*Aprop + OH*NW%HNW(h )7
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with Areg et prop, R-L? admissible operators of order 0, such that A, ey 1s microlocally
supported around the zero section. A.y; is microsupported in the region of ellipticity
of the flow. And finally, A,,,, is microsupported in a small conical neighbourhood of

{(&, X) =0} n{l¢] > 1} NV~

Since
X / Y ()ptdt = / ()t

we can use a parametrix construction to find that
Aeu/X/(t)SO:dt = A /X(NH)SD:CZH‘ Op-noyvo(hY),
with AN of order —N. We deduce that

< Oful .-
HN:»p

o Aot / ¥ (t)g; Ry myudt

(the constant may explode as h — 0). Next, since ¢(WF,(A,.0p)) is eventually in
a neighbourhood of E¥, and since ¢ V* is always transverse with V* uniformly as
t — 400, we deduce from the propagation of singularities [GW17, Propositions A.21,
A.23] that there is C' € U° whose wavefront set does not encounter V*, and such that
for u € H™P(SM), and t > t,

[ Apropr ull rrrme < Col™H|C X ul| grrmo + O™ [ful| gy-.0).
(the constants are locally uniform in t). As a consequence, we get that
172 Apropr By myull v < Coll Ol g + O(RY ull g-0) < O [Jul| r-x.0).

Finally, for fixed h, A, is bounded from H~"* to HY* (with norm ~ h=2"). We
conclude that
[Uullgve < Cllull -0,

by taking h > 0 small enough. In all the arguments above, the only limitation on p is
that we require that R, is bounded on H™* hence the restriction p €] — d/2,d/2].

Let us now turn to the item (2). Consider a cutoff y; supported in the cusp, constant
for large y > 0. Pick u € C°(SM), with [u = 0. Then

[X1(y)0s, Ry Ju = x1(y)99 Ry u — Ry x1(y)Opu,
= RO_ [X7 Xl(y)ae]Rauv
= Ry (ycos px;(y)0s) Ry u
(and the commutator vanishes on constant functions). From there, since 75 commutes

with 0y, and since the flow ¢, commutes with dy for small times, and y’ is compactly
supported, if x; is only supported for y > 0 large enough, we get

+00
()0, U] = / ¥ ()20 Dxa(4)0s B s,

to

+oo
_ / ¥ ()it Ry (y cos oy (y)0s) Ry i

to

The arguments from the point (1) apply, and, using the fact that x) is compactly
supported, we deduce that the commutator is bounded from HN:#/2-¢ to gN.—d4/2+e
for all N,e > 0.
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We now prove the third item (3). Denote by Ry the inverse of I(X), acting on RxS¢,
or equivalently, on functions on the full cusp that do not depend on 6. Its existence
[GW17, Theorem 2, Lemma 5.5] is the foundation of the proof of [GW17, Theorem 3].
It is a convolution operator bounded on the anistropic spaces H™ (R x S¢, e~"drd(),
for p €] —d/2,d/2|. Let us observe that

T4 [PZXCSOIRO_XCgZ — QOfR[ﬂ Ty =
TRy [P2(2;[X, xc]) Ry xc€z + #i (xe)xe — 1] m3.

Then, we observe that
[Pz(0f[X, xc]) Ry xc€z + ¢ (xe)xe — 1] =3

maps e HN(R) to H™~4/2T¢(R x S%, e "drd(¢) for all ¢ > 0, mapping the wa-
vefront set to Uisop:V*. Then, we can apply the arguments from point (1) directly to
R, to conclude. The indicial operator of U is thus found to be

“+o0o
| X iRy

to

This in turn implies that the indicial operator of II, is (as one would hope) the Il
operator associated to the full cusp, restricted to the zeroth Fourier mode in 6, i.e

R

This finishes the proof of Lemma 6.3.2. O]

Parametrix construction for range ellipticity. So far, we have found that II, is

a 0, d[-L? admissible pseudo-differential operator, and that it is elliptic on ker o(D*).

However, we cannot directly apply the arguments of Chapter 4 because ker D* is not

a space of sections of a fixed bundle. We will see that this is not actually a problem.
By definition of range ellipticity, we have a symbol ¢y such that

Op(qo)Ils = Ter p* + O(‘I’fl)-

However, Iy = Ilsmger pr, so the principal symbol of the remainder can be written
70 (Ter p+) + O(S72). Then, we can find ¢; so that ¢0(Ily) = ro(Ter p- ), and improve
the parametrix to O(¥~2). By induction, we obtain a formal solution g ~ qo+q; +. . .,
for which we can build a Borel sum ¢ € S*, and we get

Tker 0 OP(q) Iy = Tyer p+ (1 + R) Tieer D,

where, Op(q) and R are |0, d[-L? admissible, of order 1, —oo respectively. In the next
section, we will prove the

Lemma 6.3.3. The indicial operator of Il does not have indicial roots in |0, d[+iR.

In particular, there is an indicial resolvent S(Ily) = Sy q(Il2) so that S(Ily) is bounded

from el /20 3(R) to e@/2H0)" HS+L(R) for s € R and p €] — d/2,d/2[, and
S(Hg)[(ﬂg) = I(?TkerD*).
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Now, we follow the arguments from Section §4.3.5. We replace e p- Op(q) by

Q = Tker D* Op((]) + Z XEZZ [S(HQ) - [(Wker D* Op(Q))]PZgX ’
L

for some cutoff function x equal to 1 in the cusps. This is an operator such that
QUy = e p+ (1 + R)Ter p+, With R mapping H~N4/27¢ to HN:=4/2%< for all N, e > 0.
According to the discussion at the start of Section §6.3.2; this closes the proof of
Theorem 6.3.1. O

Finding the roots. It remains to prove Lemma 6.3.3. First off, since me, p- = 1 —
DA™D* with A = D*D, we get that

[(ﬂ—kerD*) = Tker I(D*);

this being an orthogonal projection on e’¥2L?(R, dr). In particular, we only need to
invert I(I5) on the kernel of the indicial operator of D*. On the other hand, if we look
for S(Ily) in the form of a Fourier multiplier, we must have

S(IIy, A)I(Ilg, A) = Tker 1(D* 0
Thus, we will need that for R\ €]0, d][, I(Ily, A) (which is now just a matrix) is invertible

on ker I(D*, \). Denoting the inverse S(Il,, \), we will consider S(II,), the convolution
operator on R whose Fourier multiplier is S (TI, ), as in Section §4.3.3. There may
appear to be a small difficulty in the fact that so far, we have only defined S (TTg, \)
on ker I(D*,\); We will complete this by requiring that is just 0 on ker(myer r(p=))-
The operator defined in this way will satisfy suitable bounds because e, p+ is itself
admissible.

After these preliminary discussion, it only remains to compute the indicial family

of I, and prove that it is invertible. Consider a symmetric 2-tensor

f=a—2+Y 2 (——+—— +5 e,
y? Z 2\y y Yy Zj Ty oy
Lyt e = cy?, c being a symmetric matrix. Then :
. dy 1 db;
D' f = (a(A —d) + Ti(c)) — + (A = (d+ 1));@-@

where a = ay?,b; = b

Y

If R(N) €]0,d[, we get that f is a solenoidal tensor if and only if b; = 0 for all i €
{1,...,d} and :
oo (A — d) + Tr(co) = 0. (6.3.6)
From now on, we assume that these conditions hold. We now compute II7J f.
Given 2z = (yo, 0o, o, up) a point in ]0, +00[xTIx]0, 7[x S, we write @;(2) =
(y¢, 04, &1, uy) and we have :
2

Iy f (a%) (Y0, 0o, o, to) = H(asy™ cos® @) (yo, do)

+oo
= Ueo / Y cos? (¢ )dt

o

~ an ( o )A/_ﬁo sin®(¢)(1 — sin2(¢y))dt

o)

e ( Yo )A (H(\) — H(\+2),
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where H()\) := fj;o sin*(¢;)dt. This is independent of ¢y # 0 (7) and one can check
that :

_ T'(A/2)
Thus H\) — H(A+2) = % and we get :
* )\dy2 _ Y * H(A)
Hm (“‘”y ?) B (sin(cb)) A+1 (6:38)

In the same fashion :
. d6;do; y \ HO) — .
I * A i,g [t} — (N DR 3.
fis (;y Coo—y2 > A <sin(¢)) o1 izjcooulu] (6.3.9)

Since 75 and my, are formally adjoint operators on the d-dimensional sphere, it is
sufficient to check that :

(y MIms f,y s f) 2y # 0

Now, this is equal to :
(y My f, y_Aﬂ';f>L2(Sd)

HO o y
— )\LJ /Sd (\aoo|2 cos®(¢) + %: acklupy sin®(¢) + A ;Ecg)uiuj cos”(¢)+

— . d/uLSd
A Y ekl yuugu sin® ,
% 00 00 Ykl (¢)> sin’\(gb)

where dpuse = sin®™(¢)dodpusa—1 (u) is the usual measure on the sphere. After some
(non-trivial) simplifications, and using the fact that a.(A—d)+Tr(cs) = 0, we obtain :

1 — * —A_x
m@ MIns f,y M s f) pagse

~ HWH(d—\) , d— M2 Md— ) JA(d =N
_(A+nm+1—A)h%|(L* i T4 *W_A|ad+m)
DYCESY
+2Tr |coo | m}
A\ L fd— A
_ o (@) (%)
_(A+1mﬂ+L—MF<A;1)F(d+;—A>
, d— A2 Md— ) JA(d =) JA(d =)
3.1

On the strip {0 < R(\) < d}, the cross-ratio of I" functions is holomorphic and does
not vanish (in particular, it is a positive real number on the line A\ = d/2 + iR).
The term between parenthesis can be written in the form A(A) + A(d — A\)B(A) =
—B(M\)A2+XdB(M\)+A()), where A(X), B(A) > 0. The roots of this equation must then
satisfify A = d/2 + \/d?/4 + A()\)/B()) so they are outside the strip {0 < R(\) < d}.
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Remark 6.3.1. It also has an interest on its own to compute the indicial roots of the

operator Il to determine on which spaces it will be invertible. Considering a function

on the whole cusp f = axy* for A € C and carrying the same sort of computations as
before, one finds out that :

r(3)r (s

—A * A —A,_x A 2 2 2
7 (asy™), 7o (Ao = Qoo |7
<y 0( Yy ) Y 0( Yy )>L2(Sd) | | F(%)F(d;—)‘—l—%)

In particular, it has no roots for 0 < R(A) < d, like II,. This may be true for tensors
of higher order m € N but we did not do the general computation.

6.4 Perturbing a cusp metric

6.4.1 Perturbation of the lengths

The following lemma is a Taylor expansion on the lengths :

Lemma 6.4.1. Let (M, g) be a cusp manifold. Then, there exists a unique closed g-
geodesic in eachf ree hyperbolic homotopy class. Moreover, there ezists € :== €(g) > 0
such that if and ||¢" — gllcs < €, ¢’ has Anosov geodesic flow and there is in any free
homotopy class ¢ of a given closed geodesic v, for g, exactly one closed geodesic vy for
g'. We denote the length by L,(c). Additionally, we have

Ly (c)
Ly(c)

where the remainder is uniform in ¢ € C.

—1=H(g —9)+0(lg — glzs),

Proof. We refer to [GL.19¢, Lemma 4.1] for a proof of this result. O

6.4.2 Reduction to solenoidal perturbations

The operator I, has good analytic properties — it is elliptic and invertible — on
solenoidal tensors in the spaces H*#*+ and y»+%2C* for s,p, € R, py €] —d/2,d/2].
As a consequence, for one to take advantage of this, we first need to make a solenoidal
reduction, that is find a first diffeomorphism ¢ such that Dj¢*g" = 0, and then apply
analytic arguments to f := ¢*¢’ — ¢. It turns out that the usual argument of solenoidal
reduction (see Lemma B.1.7) relying on the implicit function theorem involves the
Laplacian A, = D7D, and works when A, is an isomorphism. In our case, following
Lemma 5.2.4, A, is an isomorphism on the spaces H#ro=d/12p1 yroCs for s,p, € R, py €
JA;, Ai [ and it is no longer surjective when py < A;. This is quite a problem as we will
see in few a lines.

We consider for a cutoff function x equal to 1 in the cusps and p < —1,s > 0 large
enough. We introduce the finite-dimensional space

H = Span(xy ™~ db: /y, xy*"dy/y).
Let us start with the following
Lemma 6.4.2. The operator
Ay y*CT o H — y?C Y (M, T*M),

15 an isomorphism for all p < —1,s € R.
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Proof. The proof mainly relies on Lemmas 4.3.11 and 5.2.4 . First of all, it is clear
that y*C:™ @ H C C#* and A, is injective on this space by Lemma 5.2.4. As to the
surjectivity, we know by Lemma 4.3.11, that there exists S € U2 which is (—oo, —1)
admissible on both L? and L*> such that

A_l =5 + ng(H/\; + H_l)(sz + G), (641)

where G maps into e’ H* for all p € R. Here, the matrices HA;,H_l are completely

explicit : they are obtained from the residues at A; and —1 of the matrices I(A, )™}
computed in the proof of Lemma 5.2.4 (they can be obtained by anti-clockwise inte-
gration of (A, \)~! on small circles surrounding the indicial roots). More precisely, in
the orthonormal basis (dy/y, d0;/y), one has

AT 0 0
Resya (I(AN)) = 0 ‘ = (A; = AN dy/y),
0 0

where (-, -) denotes the metric on 1-forms induced by the hyperbolic metric. As a conse-
quence, considering the formal vector bundle £ — R, where E = Span(dy/y, db;/y)
and given a section f € C2°(R, E), one obtains

Ia f = (f, e_AiT/dy/:U)L?(Eﬁ]R,dr)dy/ye)\ir = (/(f(r'),e_Ai’"ldy/y>dr’> N dy y
R
Thus, in the usual coordinates (y, #), one can write

xEzILa f = (f, y_)\i+ddy/y>L2(dyd0/yd+1)Xy)\(idy/y (6.4.2)

In the same fashion, one has

O 0 --- 0
Res,(Ta, = |0 ~24 |
0 94
and
XEZL f = Z(ﬂ Y A0; /y) 12 (ayde ey Xy dO; [y (6.4.3)
This concludes the proof. ]

We now consider a metric ¢’ in a y?C? neighbourhood of our cusp metric g, with
p < —1,s > 2. Using Lemma 6.4.2, we would like to find a diffeomorphism ¢ such that
D;¢*g" = 0. For that, it is very likely that one would have to look for ¢ in the form
¢ =T, o ey o K, where ey (z) := exp,(V(z)) with! V € y?Cs*H (M, TM), T,(y,0) :=
(y,0+xu-0p) with u € R K, is the flow generated by the vector field Xy)‘iﬂay and y is

1. Observe that since manifolds with cusps have pinched negative curvature, their exponential maps
are covering maps. In particular, for any vector field V, it makes sense to set ey (x) = exp, (V(x)). If
s > 0 and V is small enough in the space C3(M,TM), ey is a local diffeomorphism. Additionally, it
is homotopic to the identity and thus has topological degree 1, so it is a diffeomorphism.
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some cutoff function equal to 1 in the cusps and 0 outside. Indeed, in order to apply the
implicit function theorem, one would have to consider (V,u,s,q’) — F(V,u,s,q') =
Dy K ey Ty ¢" and differentiate with respect to the triple (V,u,s), then prove that the
differential is an isomorphism. But in this case, using the musical isomorphism to
identify vector fields and covectors, the differential is precisely

A:yPCit @ H — yPCs!

by Lemma 6.4.2 and this is an isomorphism. However, the subtle problem comes from
the fact that F'(V,u,s,g') ¢ y?C:~'. Indeed, the pullbacks e}, and T preserve this
space, namely if ¢’ = g+ f, f € y?C%, then e;, Ty g’ € y?C; (and DjeyTrg € y?Ci),
mainly because 7} preserves the metric g, but this is no longer the case of K. Indeed,
for such a ¢’ = g+ f, one can prove that K¢ admits a polyhomogeneous development
in terms of powers yk)‘i, k € N and there is no particular reasons for this development
to vanish. Actually, the problem is even more crooked because one can change K, and
consider another 1-parameter family K of diffeomorphisms (not a group this time) such
that %I?Slszo = y’\i“@y and arrange the development of K, so that F(Viu,s,¢') €
y?C*~1 which would now allow to apply the implicit function theorem. However, the
same problem would still show up in the end, that is the new metric ¢” := Klej T\ ¢’
would not be decreasing enough but would only have a polyhomogeneous development
in terms of powers yk’\i, k € N. Since we do not know how to deal with this technical
issue, we have to restrict ourselves to a codimension 1 submanifold of the space of
isometry classes which prevents this polyhomogeneous development to appear.

Proposition 6.4.1. There ezists a rank 1 operator P := A(-)k, where the tensor
ke C(M, T*M) and A is a (—oo, A% )-admissible linear form both on L2 and on
L such that the following holds. For all s > 2,p < —1, there exists a small y°C% -
neighbourhood of g, such that for any metric ¢’ in this neighbourhood, there exists a
(unique) diffeomorphism ¢ := T, o ey, where V € y?CHH (M, TM), u € R? such that

¢*g' — g € y*C; Nker(1 — P)Dj.

We call this gauge the almost solenoidal gauge.

Proof. The operator A, acting on y”'C$(M,T*M) for p' > M., s € R is no longer
injective (but it is still surjective). In particular, using Lemma 4.3.10, for A < p' <
d + 1, the kernel of A, on y?” C¢(M,T*M) is one-dimensional, given by Span(k’) for
some k' € y*C*(M, T*M). Using Lemma 6.4.2, we write for p < —1 :

A(Span(xy™* dy/y)) ® A(Span(xy~'df;/y) @ y?C>Y) = P2

=F

Given f = A, fo+ Aye € y?C:~! with fo = cxy)‘idy/y, ceR,e e FE, one has :

(fi k) e = (Agfo + Age, k)2 = (A fo, k') 12,
since (Aye, k') 2 = (e, Ayk') 2 = 0 by duality. Since &' is non-trivial, (A,-, k") 12 induces
a non-trivial linear form on all the spaces H**~%%r1 s € R,p < —1,p, € R and in

particular, there exists a tensor fy = cxy/\(i dy/y such that (A, fo, k') 2 = 1. We write
k= A, fo € y=>°C> and define P := (K, -) 2k and one has P* = (k,-) 2k’
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It satisfies the relation A;P* = 0 on all the spaces y?C¥(M,T*M) for s € R, p > )\i.
By duality it also satisfies PA, = 0 on the spaces with p < A%, s € R and thus

(I —P)A : y*C @ Span(xy~'doi/y) = Ay(y"C:™ @ Span(xy~'db;/y))  (6.4.4)

is an isomorphism. In the formalism developed in Chapter 4, the operator P € U~ is
a (—o0, A )-admissible operator both in L? and in L> whereas P* € U~ is (A%, 00)-
admissible.

We now consider for p < —1 the map

FyPCoY (M, TM) x R x y?C* (M, @%5T*M) — (1 — P) (y*C: (M, T*M)),

defined by F(V,u,g') := (1 — P)D;(ey,Tyg'), for ¢’ in a neighbourhood of g and V,u
in a neighbourhood of 0. This is a C! map in both variables. Observe that

dvuyT0,0.9)(W,v) = 4, (Wb +) vz-xy‘ldﬁi/y) ,

where b denotes the musical isomorphism, W € y?C*t1(M, TM),v € R? and this is an
isomorphism by Lemma 6.4.2. One then concludes by the implicit function theorem. [

Remark 6.4.1. Observe that since T' is C!, the implicit function theorem also tells us
that the map ¢’ — ey (y) =: ¢(¢') is C* and we thus have an estimate [|¢*¢ — g||yecs <
19" = gllyecs-

As a consequence, another way of formulating the previous lemma is to say that
isometry classes of fast decaying metrics in a neighbourhood of g can be represented by
(are in one-to-one correspondance) with almost solenoidal tensors (with respect to g).
We are now going to restrict to a 1-codimensional submanifold of the space of isometry
classes so that, after almost solenoidal reduction, the new metric one obtains is not
only almost solenoidal but genuinely solenoidal. This is the content of the following

Lemma 6.4.3. There exists a linear form A : y?C:(M,@%T*M) — R, defined for all
p <A, s &R such that

ker(1 — P)D} Nker ANy C{(M,@T* M) = ker D} N y?C3 (M, @5T*M).

Proof. The inclusion from the right to the left being trivial, it remains to prove the other
one. For p < A\, assume f € y?C*(M,@%3T*M) — CO(M,@%T*M) and (1 — P)D*f =
0. Then f = Dgp + h where p € C*H (M, T*M), h € C{(M,®5T*M) and D};h = 0 by
standard solenoidal decomposition. Thus D} f = D; Dyp and by (6.4.1), we get

p=SDif + AD,f)xy dy/y + > By(D; f)xy~"dbi/y,

where the linear forms A, B; are given respectively by (6.4.2) and (6.4.3). We set A :=
ED;. Assuming f € Nker A, one obtains p € y?CST™ (M, T*M) @ Span(xy'db;/y).
But (1 — P)D;f =0 = (1 — P)Agp and using (6.4.4), we get p = 0, that is f = h €
ker Dy. O

As a consequence, the 1-codimensional submanifold of isometry classes on which
we are going to prove the theorem is a neighbourhood of ¢ intersected with

Niso :=ker(1 — P)D; Nker ANy NCN(M,@T*M),
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or, equivalently, Theorem 6.1.2 will hold in a neighbourhood around g on the subma-
nifold

Nuet = {0"f | f € Nisoyd =Tyoev,V ey VO (M, TM),u e R} . (6.4.5)

Eventually, let us observe as a last remark that the normal operator Il is still
injective on the almost solenoidal gauge. Thus, it is very likely that one could carry out
the interpolation argument of the following paragraph in this gauge. However, since P
is only (—o0, A?) admissible and II; is (0, d) admissible (and these two intervals do not
overlap!), one cannot obtain a parametrix such that QI = Ty (1—p)p+ + compact. For
that, we would have to prove that Il, is actually also admissible on a slightly larger
interval.

6.5 Proofs of the main Theorems

Since Theorem 6.1.1 follows directly from Theorem 6.1.2, we focus on the latter.
We are given g a cusp metric, and ¢’ another metric, such that ||g — ¢'[|,-vov < €,
with N € N large enough, and ¢ > 0 small enough (chosen at the end). If we assume
that € is small enough and ¢’ € Ny, we can apply Proposition 6.4.1 and obtain a
diffeomorphism ¢ such that ¢” := ¢*¢’ is almost solenoidal, and ¢ is e-close to the
identity (in the topology given by Proposition 6.4.1). By construction, since ¢’ € Ny,
g" is actually genuinely solenoidal, i.e. D;g” = 0 by Lemma 6.4.3. We now apply a
similar interpolation argument to Chapter 3. For the sake of simplicity, we now denote
by H*®? the Sobolev spaces H*”” meaning that the y-weight in the zero and non-zero
Fourier modes is the same. We first estimate the norm of ¢ — g and for that we can
apply the stability estimate Theorem 6.3.2. We fix s > 0 arbitrarily small, then there

exists v > 0 such that,

19" = glli-1-s0 S 9" = gl 115 (9" = 9) |-
From Lemma 6.4.1, we deduce that
113(9" = )l S Mlg" = glles + 11 Lgr/Lg = 1] e -
In particular, we get
19" = gll-1-s0 S 119" = glles” + 119" = gllen™ 1Lt/ Lg = 13 -
Then, we use the Sobolev embedding Lemma 4.4.8 : for r := (d 4+ 1)/2 + 3 + s,
lg" = glles < 9" = gllgrare.
Next, we see H"~%? as the /(1 + ) complex interpolation of H~1=%0 and HN1—Nz,

so that

1/(1 1
19" = gllear < 9" = all 45209 — gl [,

where
Ny=(1+1/9)B+(d+1)/24+s+1+s)—1—s5,Ny:=(1+1/v)d/2.

We deduce that

lg” = gllz-1-20 S 19" = gllg-1-20llg" = gl Tmeno + 19" = gllga” 1 Lgr/ Ly — 1|3
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and taking ||g" — gllnv . -ny S 119" — 9l ym.—ny, < € small enough (the first inequality
follows from Remark 6.4.1), the first term on the right-hand side can get swallowed in

the left-hand side, which yields :
9" = gll-—1-s0 S 9" = gll” 1Ly / Ly — L[}
Taking N > max(N;, N, — d/2) and using the injection y= VO — C!, we obtain the

sought result.
O
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Boundary rigidity of non simple
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Chapitre 7

X-ray transform on simple
manifolds with topology

« Bt quand je n’aurais pas ce
talent dont votre sourire me
prouve que vous doutez, ne me
resterait-il pas encore ce furieux
amour de l'indépendance, qui
me tiendra toujours lieu de tous
les trésors (...) 7 »

Le comte de Monte-Christo,
Alexandre Dumas

This chapter is a compilation of the two articles :

e Local marked boundary rigidity under hyperbolic trapping assumptions, published
in Journal of Geometric Analysis,

e On the s-injectivity of the X-ray transform for manifolds with hyperbolic trapped
set, published in Nonlinearity.
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Following the work initiated by Guillarmou [Guil7h], the present chapter studies the
X-ray transform on a smooth compact connected Riemannian manifold with strictly
convex boundary, no conjugate points and a non-empty trapped set K which is hy-
perbolic (see §7.2 for a definition), which we call simple manifold with topology. For
smooth compact connected simple manifolds with topology, we prove an equivalence
principle concerning the injectivity of the X-ray transform I,, on symmetric solenoidal
tensors and the surjectivity of a certain operator ,,, on the set of solenoidal tensors.
This allows us to establish the injectivity of the X-ray transform on solenoidal tensors
of any order in the case of a simple surface with topology. Then, under the assumption
that the X-ray transform over symmetric solenoidal 2-tensors is injective, we prove that
simple manifolds with topology are locally marked boundary rigid. As a consequence,
we obtain that simple surfaces with topology are locally marked boundary rigid, thus
retrieving a recent result of Guillarmou-Mazzucchelli [GM18].

7.1 Introduction

7.1.1 Preliminaries

Geometric setting. Let us consider (M, g), a compact connected Riemannian mani-
fold with strictly conve boundary and no conjugate points. Like in the compact setting,
we denote by SM its unit tangent bundle, that is

SM ={(z,v) € TM, |v|, =1},

and by m : SM — M, the canonical projection. The Liouville measure on SM will be
denoted by dp. The incoming (-) and outcoming (+) boundaries of the unit tangent
bundle of M are defined by

0:SM = {(z,v) e TM,z € OM,|v|, = 1,Fg.(v,v) <0},

where v is the outward pointing unit normal vector field to dM. Note in particular
that S(OM) = 0,SM N 0_-SM, which we will denote by 9pSM in the following. If
i:0SM — SM is the embedding of 0SM into SM, we define the measure dy, on the
boundary 9SM by

dp, (z,v) = |g(v,v)i"dp(z,v)| (7.1.1)
¢¢ denotes the (incomplete) geodesic flow on SM and X the vector field induced on
T(SM) by ;. Given each point (x,v) € SM, we define the escape time in positive (+)
and negative (-) times by :

(i (z,v) :=sup{t > 0,pi(z,v) € SM} € [0, +0]

((z,0) == inf {t <0, ¢(z,v) € SM} € [~00,0] (7.1.2)

We say that a point (x,v) is trapped in the future (vesp. in the past) if £, (z,v) = 400
(resp. {_(x,v) = —00). The incoming (-) and outcoming (+) tails in SM are defined
by :

Iy :={(z,v) € SM,ly(z,v) = +oo}
They consist of the sets of points which are respectively trapped in the future or the
past. The trapped set K for the geodesic flow on SM is defined by :

K :=T.NT_ = Nerpi(SM) (7.1.3)
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These sets are closed in SM and invariant by the geodesic flow. A manifold is said to
be non-trapping if K = (). The aim of the present chapter is precisely to study the case
K # (), which we will assume to hold from now on.

It is convenient to embed the manifold M into a strictly larger manifold M., such
that M, satisfies the same properties : it is smooth, has strictly convex boundary and
no conjugate points (see [Guil7b, Section 2.1 and Section 2.3]). This can be done so
that the longest connected geodesic ray in SM, \ SM® has its length bounded by some
constant L < 4o00. Moreover, for some technical reasons which will appear later, the
extended metric is chosen without non-trivial Killing tensor fields (see the following
paragraph for a definition), which is a generic condition (see [PZ16, Proposition 3.2]).
The trapped set of M, is the same as the trapped set of M and the sets ' are naturally
extended to SM.. In the following, for t € R, ¢; will actually denote the extension of
©ilsm to SMe..

94 SM

OM,

FIGURE 7.1 — The manifold M embedded in M,

From now, we assume that the trapped set K of the manifold (M, g) is hyperbolic,
that is there exists some constants C' > 0 and v > 0 such that for all z € K, there is a
continuous flow-invariant splitting

T.(SM)=RX(2)® E.(z) ® Es(z), (7.1.4)
where Eg(z) (resp. E,(z)) is the stable (resp. unstable) vector space in z, which satisfy
(

|dipy(2) '§|<pt(2) < Oeiljtmza Vt >0, € Ey(2)

z
|depy(2) -§|90t(2) < Ce*u\t||§|m V< 0,6 € Ey(2) (7.1.5)

The norm, here, is given in terms of the Sasaki metric. We have the usual definitions
of stable and unstable manifolds.

Definition 7.1.1. For each z € K, we define the global stable and unstable manifolds
Wi(z), Wu(z) by :

Wi(z) = {2" € SMZ, d(y(2), p1(2')) 1100 0}
Wa(z) = {z' € SM, d(pi(2), i(2)) =100 0}
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For € > 0 small enough, we define the local stable and unstable manifolds W¢(z) C
Ws(2), We(z) C Wy(z) by :

Wi(z) = {=" € Wi(2),51 = 0,d(pi(2), ¢1(2)) < e}
Wi(z) = {z' € Wu(2),Vt = 0,d(p4(2), p-1(2)) < e}

Eventually, we define :
WS(K) = UzeKWs(z)a Wu(K) = UzEKWu<Z)

Let us now mention some properties of these sets, and relate them to the tails I'y.
First, we have :
TZW§(Z) = ES<Z)7 TZW5(Z') = Eu(z)

Since the trapped set K is hyperbolic, we also have (see [Guil7h, Lemma 2.2]) the
equalities :
I =W,(K), T',=W,(K)

Given zy € K, the stable (resp. unstable) space of the decomposition (8.2.11) can be
extended to points z € WE(zy) (resp. We(zo)) by E_(z) := T,WE(zo) (resp. E;(z) :=
T.WE(zp)). In particular, note that E_(z) = E(z), F1(z) = E,(2) for z € K. These
subbundles can once again be extended by propagating them by the flow to subbundles
E, C Ty, SM, over I'y. Let T;-SM denote the restriction of the cotangent bundle of
SM to K. The flow-invariant splitting (8.2.11) of the tangent space between stable,
unstable and flow directions admits a dual splitting which is also invariant by the flow
and defined as T (SM) = Ej(z) ® EX(z) ® Ei(z), for z € K, with :

EX(E,®RX)=0, E'E,®RX)=0, E(E,®E,) =0 (7.1.6)

Now, this splitting naturally extends to the tails 'L by defining the flow-invariant
subbundles EY C Ty SM, by :

E:(E: & RX) =0, (7.1.7)

over I'y. In particular, £*(2) = E¥(z), £} (2) = E}(2) for z € K. These sets can be
seen as conormal bundles to I'L. They will be used in order to describe the wavefront
set of the operator II (see §7.2.1).

X-ray transform. We can now define the X-ray transform :

Definition 7.1.2. The X-ray transform is the map I : C*(SM \T'_) — C*(0_SM \
I'_) defined by :

—+00

If(xz,v):= flo(x,v))dt

0

Note that since f has compact support in the open set SM \ I'_, we know that
the exit time of any (x,v) € SM \ I'_ is uniformly bounded, so the integral is actually
computed over a compact set. We introduce the non-escaping mass function :

Definition 7.1.3. Let T, (t) = {z € SM, ps(z) € SM,Vs € [0,t] }. We define the non-
escaping mass function V' by :

vt =0, V()= u(T(t)) (7.1.8)
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We define the escape rate () < 0 which measures the exponential rate of decay of
the non-escaping mass function V :

Q = limsupt ' log V(t) (7.1.9)

t—-+o00

In particular, it is possible to prove that if K is hyperbolic, the following properties
hold (see [Guil7h, Proposition 2.4]) :

Proposition 7.1.1. 1. u(I'_uUl'y) =0,
2. f(TLNOLSM) = 0, where fi is the measure on OSM induced by the Sasaki metric,
3. 0<0

Note that usually, K has Hausdorff dimension dimy(K) € [1,2(n + 1) — 1), where
n+ 1= dim(M). An immediate consequence of the previous Proposition is that there
exists a constant § > 0 such that V(t) = O(e™%). It is interesting to extend the X-ray
transform to larger sets of function like LP(SM) spaces for some p > 1. This will be
done more precisely in §7.2.1 but let us mention, as for the introduction, the

Proposition 7.1.2. 1. If p(K) = 0 (and no other assumptions are made on K ),
then I : LY(SM) — L*(0_SM,du,) is bounded.

2. If there exists a p € (2,+0<], such that
+o0 »
/ 72V (#)dt < oo, (7.1.10)
1

then I : LP(SM) — L*(0_SM, dyu,) is bounded.

Note that both conditions are satisfied if K is hyperbolic (this stems from Proposi-
tion 7.1.1). The proof of the first item is very standard and relies on Santald’s formula
[San52] :

Lemma 7.1.1. If u(K) =0 and f € L*(SM), then :

by (z0)
» fdp = /8_SM /0 [z, v))dtdp, (x,v)

The second item in Proposition 7.1.2 is established in [Guil7h, Lemma 5.1], using
Cavalieri’s principle. From this, we can define a formal adjoint [* : C2°(0_SM°\I'_) —
C>®(SM\T_) to the X-ray transform by the formula

I"u(z,v) = u(@r_ (@ (@, v)), (7.1.11)

for the L? inner scalar products induced by the Liouville measure du on SM and by
the measure dy, on O_(SM), that is (If,u)r20_smau) = (fs 1) r2(smap), for f €
CR(SM\T_),u € C®(0_-SM\T_). By the previous Proposition, it naturally extends
to a bounded operator I* : L*(0_SM,du,) — LY (SM), where p' is the conjugate
exponent to p (it satisfies the equality 1/p+ 1/p' = 1).
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X-ray transform on tensors. Juste like in the closed setting (see Chapter 2), from
this definition of the X-ray transform on functions on SM, we can derive the definition
of the X-ray transform for symmetric m-tensors.

Definition 7.1.4. Let p > 2 and p’ denote its dual exponent such that 1/p+1/p’ = 1.
The X-ray transform for symmetric m-tensors is defined by

Iy :=Tomh : IP(M,@2T*M) — L*(0_SM,du,) (7.1.12)
It is a bounded operator, as well as its adjoint

I =T, o I* : L2(0_SM, dp,) — LP (M, 3T M) (7.1.13)

Here, the LP-space, for p > 1, (resp. Sobolev space for s > 0) of symmetric m-tensors
thus consists of tensors whose coordinate functions are all in LP(M) (resp. H*(M)).
An equivalent way to define H*(M,@%T*M) (which will be used in Section 7.2.2) is
to consider tensors u such that (1 — A)*/2u € L2(M,®@%T*M), where A = D*D is the
Dirichlet Laplacian' on M. Tt is easy to check that 7%, : LP(M,Q%T*M) — LP(SM)
is bounded (resp. 7}, : H*(M,@¥T*M) — H*(SM)).

The derivative D and divergence D* of symmetric tensors are defined like in the
compact setting (see Appendix B). A Killing tensor field v € C® (M, @TT*M) is such
that Dv = 0. The trivial Killing tensor fields are the ones obtained for m even by
c-o(®™?g) for some constant c. Like in the compact setting, if f € H*(M, §T*M)
for some s > 0, there exists a unique decomposition of the tensor f such that

f=f+Dp,  Df°=0, plom =0, (7.1.14)

where f* € H¥(M,%T*M),p € H*"H (M, % 'T*M) (see [Sha94, Theorem 3.3.2] for
a proof of this result). f* is called the solenoidal part of the tensor whereas Dp is called
the potential part. Moreover, this decomposition holds in the smooth class and extends
to any distribution f € H*(M,®%¥T*M), s > 0, as long as it has compact support
within M° (see the arguments given in the proof of Lemma 7.2.3 for instance). We will
say that I, is injective over solenoidal tensors, or in short s-injective, if it is injective
when restricted to
VM, QTT*M) := C*(M,¢T*M) N ker D*

This definition stems from the fact that given p € C>(M,®%'T*M) such that
plosr = 0, one always has I,,(Dp) = 0, using the formula Xn}, = 7}, D. Thus it is
morally impossible to recover the potential part of a tensor f in the kernel of I,,,.

Remark 7.1.1. All these definitions also apply to M., the extension of M. In the follo-
wing, an index e on an application will mean that it is considered on the manifold M..
The lower indices inv, comp, sol attached to a set of functions or distributions will res-
pectively mean that we consider invariant functions (or distributions) with respect to
the geodesic flow, compactly supported functions (or distributions) within a prescribed
open set, solenoidal tensors (or tensorial distributions).

1. This is an elliptic differential operator with zero kernel and cokernel satisfying the Lopatinskii’s
transmission condition (see [Sha94, Theorem 3.3.2]). It can thus be used in order to define the scale
of Sobolev spaces.
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Normal operator. Eventually, we define the normal operator I1,,, := I I,,, = 7, I07,
for m > 0. The following result asserts that I, is a pseudodifferential operator of or-
der —1 (this mainly follows from the absence of conjugate points), which is elliptic on
ker D*. The proof is the same as the one given in Chapter 2. It will be at the core of
our arguments in §7.5.1.

Proposition 7.1.3 ([Guil7b], Proposition 5.9). Under the assumption that (M, g) has
no conjugate points and a hyperbolic trapped set, 11, is a pseudodifferential operator
of order —1 on the bundle ®JT*M° which is elliptic on ker D* in the sense that there
exists pseudodifferential operators @Q,S, R of respective order 1,—2,—co on M° such
that :

Q,, = 1y + DSD* + R

We will sometimes use this Proposition by adding appropriate cutoff functions : it
is actually the way it is stated in [Guil7h].

7.1.2 S-injectivity of the X-ray transform

We now consider simple manifolds with topology. In particular, this means that the
two items of Proposition 7.1.2 are satisfied, and the X-ray transform at least makes
sense as a map I, : LP(M,Q@%T*M) — L*(0_SM,du,), for any p > 2. One of the
main results of this chapter is the s-injectivity of the X-ray transform for symmetric
m-~tensors in dimension 2 :

Theorem 7.1.1. Let (M, g) be a compact connected simple surface with topology. Then
1., is s-injective for any m > 0.

As mentioned previously, this result was proved in any dimension by Guillarmou
[Guil7b] for m = 0,1, and m > 1 under the additional assumption that the sectional
curvatures of the metric are non-positive. We are here able to relax the hypothesis on
the curvature. As stated in the introduction, we also prove an equivalence principle
in the spirit of Paternain-Zhou [PZ16] relating the injectivity of the X-ray transform
on smooth symmetric solenoidal m-tensors and the existence of invariant functions
by the geodesic flow, with prescribed pushforward on the set of solenoidal symmetric
m-tensors. This is the analogue of Lemma 2.5.8 which deals with the closed case.

Theorem 7.1.2. Let (M,g) be a compact connected simple manifold with topology.
Then the three following assertions are equivalent :

1. I, is injective on CSS(M, FT*M),

sol

2. For any f € CS(M,@TT*M), there exists a w € NpcioclP(SM) such that

sol

Xw =0 and mp,w = f,
3. For any u € L2,(M,Q%T*M), there erists w € H '(SM.) such that Xw = 0

sol
and T w = u on M.

In the case of a simple surface with topology, we are able to prove the second item,
which in turn implies Theorem 7.1.1 :

Theorem 7.1.3. Let (M,g) be a simple surface with topology. Then for any f €
XM, @¢T*M), there exists w € NpctoolP(SM) such that Xw =0 and my,,w = f.

sol
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Eventually, a corollary of Theorem 7.1.1 is a deformation rigidity result relative to
the lens data, which completes [Guil7b, Theorem 4]. The lens data with respect to the
metric ¢ is the pair (o4, ¢%)]s_sa, where £ is the exit time function and o, : (z,v) —
Pt (z0) (2, v) is the scattering map. We refer to the introduction of [Guil7b], or the
lecture notes [Pat] for further details.

Corollary 7.1.1. Assume that M is a smooth compact surface with boundary equip-
ped with a smooth 1-parameter family of simple metrics (gs)se(-1,1) Satisfying the as-
sumptions of Theorem 3.2.1 which are lens equivalent (i.e. the lens data agree). Then,
there exists a smooth family of diffeomorphisms (¢s)sc(-1,1) such that ¢%gs = go and
(bslaM = 1.

The proof directly stems from the injectivity of the X-ray transform over solenoidal
2-tensors of Theorem 7.1.1 (see [Guil7h, Section 5.3] for the implication). So far, this
had been an open statement for m > 2 (the two cases m = 0 and m = 1 being adressed
by Guillarmou [Guil7h]). Let us briefly mention that the s-injectivity is known to hold
in the case of an open manifold for

e simple surfaces (thus K = () and m = 0 by Mukhometov [Muk77], m = 1
by Anikonov-Romanov [AR97], any order m € N by Paternain-Salo-Uhlmann
[PSU13],

e simple manifolds with non positive curvature and m € N by Croke-Sharafutdinov
[CS98],

e under a certain foliation assumption on the metric (which can allow conjugate

points but no topology) and m = 0 by Uhlmann-Vasy [UV16], m = 1,2 by
Stefanov-Uhlmann-Vasy [SUV17] and m > 3 by De Hoop-Uhlmann-Zhai [dUZ18],

e simple manifolds with topology and m = 0,1 by Guillarmou [Guil7b] and m > 2
in non-positive curvature by Guillarmou [Guil7h] too.

The interest of the X-ray transform is manifold and this notion has been extensively
studied in the literature, but most of the articles assume a non-trapping condition. In
particular, this operator naturally arises as the differential of the marked boundary
distance function as we will see in this chapter. We refer to the surveys of Paternain-
Salo-Uhlmann [PSU14b] and Ilmavirta-Monard [IM18] for an overview of the subject.

7.1.3 Marked boundary rigidity

The marked boundary distance function is defined as the map
dg : {(z,y,[7]), (z,y) € OM x OM,[7] € Pry} — Ry
which associates to x and y on the boundary and a homotopy class
V] € Py :={[7], is a curve joining = to y},

the distance between x and y computed as the infimum over the piecewise C'-curves
joining x to y in the homotopy class of [y]. This map generalizes the classical notion
of boundary distance to the case of a manifold with topology. It can be seen as an
analogue of the marked length spectrum in the case of a closed Riemannian manifold
(see Chapter 2).

In the case of a manifold with strictly convex boundary and no conjugate points
(and without any assumption on the curvature), there exists a unique geodesic in each
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homotopy class of curves joining = to y which realizes the distance (see [GM18, Lemma
2.2]). As a consequence, given [y] € P,,, dy(x,y,[7]) is nothing but the length of
this unique geodesic in the class [y]. Given ¢’, another metric with strictly convex
boundary and no conjugate points, we will say that their marked boundary distance
agree if d, = dy. Note that one can also lift this distance to the universal cover M of
M. Then, there exists a unique geodesic joining any pair of points on the boundary of
M and the marked boundary distances agree if and only if the two boundary distances
dyz and dy agree.

It is conjectured that under suitable assumptions on the metric, this marked boun-
dary distance determines the metric up to a natural obstruction, in the sense that if
¢’ is another metric with same marked boundary distance function, then there exists a
diffeomorphism ¢ : M — M such that ¢|spy = 1 and ¢*¢’ = g. When this occurs, we
say that (M, g) is marked boundary rigid.

In the case of a stmple manifold, i.e. a manifold with strictly convex boundary and
such that the exponential map is a diffeomorphism at all points (such manifolds are
topological balls without trapping and conjugate points), this conjecture was first stated
by Michel [Mic82] in 1981, and later proved by Pestov-Uhlmann [PU05] in 2002, in the
two-dimensional case. It is still an open question in higher dimensions but Stefanov-
Uhlmann-Vasy [SUV17] proved the rigidity of a wide range of simple (and also non-
simple actually) manifolds satisfying a foliation assumption.

There is actually a long history of results regarding the boundary rigidity question
on simple manifolds. Let us mention the contributions of Gromov [Gro83], for regions
of R™, the original paper of Michel [Mic82] for subdomains of the open hemisphere and
the Besson-Courtois-Gallot theorem [BCG95], which implies the boundary rigidity for
regions of H" (see also the survey of Croke [Cro04]). Still in the simple setting, the
local boundary rigidity was studied by Croke-Dairbekov-Sharafutdinov in [CDS00], by
Stefanov-Uhlmann in [SU0O4] and positive results were obtained. More recently, Burgo-
Ivanov [BI10] proved the local boundary rigidity for metrics close enough to the eucli-
dean metric. But very few papers deal with manifolds with trapping. In that case, the
first general results where obtained by Guillarmou-Mazzucchelli [GM18] for surfaces,
where the local marked boundary rigidity was established under suitable assumptions.
One of the main results of this chapter is the following marked boundary rigidity result
for manifolds of non-positive curvature, which is a local version of Michel’s conjecture.

Theorem 7.1.4. Let (M, g) be a compact connected (n+ 1)-dimensional manifold with
strictly convex boundary and negative curvature. We set N := \_”T*zj + 1. Then (M, g)
18 locally marked boundary rigid in the sense that : for any o > 0 arbitrarily small,
there exists € > 0 such that for any metric g with same marked boundary distance as
g and such that ||g’ — g|lcnve < €, there exists a CNTL-diffeomorphism ¢ : M — M,
such that ¢|lapr = 1 and ¢*g' = g. If ' is smooth, then ¢ is smooth.

We stress that the marked boundary distance is the natural object to consider
insofar as one can construct examples of surfaces satisfying the assumptions of Theorem
7.1.4 with same boundary distance but different marked boundary distances which are
not isometric. Indeed, consider a negatively-curved surface (M, g) whose strictly convex
boundary has a single component. We can always choose such a surface so that the
distance between two points on the boundary is realized by minimizing geodesics which
only visit a neighborhood of this boundary. Thus, any small perturbation of the metric
away from the boundary will still provide the same boundary distance function but the
metrics will no longer be isometric.
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Let us eventually mention that the problem of boundary rigidity is closely related to
the lens rigidity question, that is the reconstruction of the metric g from the knowledge
of the scattering map and the exit time function. This question has been extensively
in the literature. Among other contributions, we mention that of Stefanov-Uhlmann
[SU09], who prove a local lens rigidity result on a non-simple manifold (without the
assumption on convexity and with a possible trapped set), which is somehow in the
spirit of our article.

Our proof can be interpreted as a non-trivial inverse function theorem, like in
[CDS00] or [SU0O4]. Indeed, as mentioned earlier, it can be showed that the lineari-
zed version of the marked boundary distance problem is equivalent to the s-injectivity
of the X-ray transform I,. The problem here is non-linear, but still local, which allows
us to recover some of the features of the linearized problem. The key argument here is a
quadratic control of the X-ray transform of the difference of the two metrics f := ¢ —g¢
(see Lemma 8.3.1) stemming from a Taylor expansion of the marked boundary distance.
We do not choose a normal gauge to make the metrics coincide on the boundary but
rather impose a solenoidal gauge (this is made possible thanks to an essential lemma
in [CDS00]). A finer control on the regularity of the distributions which are at stake in
the last paragraph is also important. This is crucial to apply interpolation estimates
to conclude in the end. The analysis is made possible by technical tools introduced
in both papers of Guillarmou [Guil7a] and [Guil7b], which are based on recent and
powerful analytical techniques developed in the framework of hyperbolic dynamical
systems (and detailed in Chapter 2) and adapted to the open setting.

If ¢ is another metric satisfying ||¢'—g||c2 < €, then (M, ¢') is a simple manifold with
topology too? (see [GM18, Proposition 2.1]). In the following, we will always assume
that ¢’ is close enough to g in the C? topology so that it satisfies these assumptions.
We introduce N = [2£2| +1 > 2.

Theorem 7.1.5. Let (M, g) be a compact connected simple (n+ 1)-dimensional mani-
fold with topology If IS is s-injective on some extension M, of M (as detailed in §7.1.1),
then (M, g) is locally marked boundary rigid in the sense that : for any o > 0 arbitra-
rily small, there exists € > 0 such that for any metric ¢’ with same marked boundary
distance as g and such that ||g' — g|lcve < €, there exists a smooth diffeomorphism
¢ M — M, such that ¢lopr =1 and ¢*¢' = g.

In particular, under the assumption that the curvature of (M, g) is non-positive,
it was proved in [Guil7h] that I, is s-injective for any m > 0, and thus m = 2 in
particular. This yields the following

Corollary 7.1.2. Assume (M, g) satisfies the assumptions of Theorem 7.1.5 and has
non-positive curvature. Then it is locally marked boundary rigid.

As a consequence of Theorems 7.1.1 and 7.1.5, we recover the following result, which
was already proved in [GM18] using a different approach.

Corollary 7.1.3. Assume (M, g) is a simple surface with topology. Then it is locally
marked boundary rigid.

2. Note that the proposition is stated in dimension 2, but the proof is actually independent of the
dimension.
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7.2 The resolvent of the geodesic vector field

Just like in the closed setting developed in the first chapters of this thesis, one of the
main ideas at the root of the recent developments in inverse problems on manifolds with
boundary the past few years has been to link the X-ray transform I to the resolvent
of the operator X (seen as a differential operator), when acting on some anisotropic
Sobolev spaces adapted to the hyperbolic decomposition (see [Guil7bh, Section 4] for
instance). We define for $8(A) > 0 the resolvents

Ri(N\):CE (SM°\Ty) = C™®(SM)

comp

by the formulas :

00 0

RAIE) = [N RM1G) == [ e @2
They satisfy the relations (—X+A)R.(\) f = f. Just like in the closed setting, following
the work of Dyatlov-Guillarmou [DG16], the operators R4 (\) can be meromorphically
extended to the whole complex plane when acting on suitable anisotropic spaces. This
result has to be understood as the transposition of the meromorphic extension results
of Faure-Sjostrand [FS11] and Dyatlov-Zworski [DZ16], initially proved in the closed
setting, to the open setting. Although the results of [DG16] are similar in spirit to those
of [FS11, DZ16], they are more technical, mainly because manifolds with boundary
inevitably bring new complications which do not change the nature of the results but
involve more computations. As a consequence, we will not be as exhaustive as we were

in Chapter 2 and refer the reader to that chapter for results of microlocal nature.
Once again, like in the compact setting, we will be interested in the value at 0 of the
meromorphic extension of R.(\). For f € Cg,,,(SM°\ (I't UT'_)), we define operator

[f = (R, (0) — R_(0))f.

We have the fundamental

Lemma 7.2.1. For f € Cg, (SM°\ (T UTl')),
If=1"If.

The proof is a straightforward computation and left as an exercise to the reader.
The operator II is called the normal operator. Note that there is no pole at 0 in this
case. These operators can also be defined on the manifold M, and we will add an index
e (II¢ for instance) in order not to confuse them.

7.2.1 The operators [,,, I’ and II

Action on LP spaces. The idea is now to extend the operator Il to larger sets of
functions (like L” spaces) and to deduce from this the action of I and I* on these sets.

Proposition 7.2.1. Let 1 < p < 400, then :

I1: LP(SM) — NyepL?(SM),
I LP(SM) — NyepL?(0-SM, dp,),
I*: LP(D_SM, du,) — NyepLi(SM)

are bounded.

197



CHAPITRE 7. X-RAY TRANSFORM ON SIMPLE MANIFOLDS WITH
TOPOLOGY

Proof. If K is hyperbolic, then ¢, € LP(SM), for any p € [1,400). Indeed, one has
p({ly >T}) =V(T) and by Cavalieri’s principle :

+00 too
i = [ 7t =Thae= [ Vo < o
0 0
since V() = O(e™).

For f € O, (SM°\T'_), let us write u(x,v) = R (0)f(z,v) = fOJrOO floe(z,v))dt.
We consider 1 < ¢ < p. We have, using Jensen’s inequality :

ly(2)
lllsny = [ | St

< / e / " Lgu(z) € SM)|f (o)) dtdp(2)

q

dp(z)

- / N eI dut,

where U; = {{,(z) > t}, by applying Fubini in the last equality. For a fixed ¢ > 0, we
make the change of variable in the second integral y = ¢;(z) and since the Liouville
measure is preserved by the geodesic flow, we obtain :

lullusin < [ / e sty
o0
_ /S It / 1y € @ult)) (€ () + 1" dtdp(y)

But y € ¢ (Uy) N SM if and only if ¢ (y) € SM, that is if and only if [¢_(y)| > t. In
other words, ¢,(U;) N SM = {|¢_(y)| > t}. Thus :

|- ()]
lollaisin < [ 1@ [ ) + 0 atduty

<O AFI (e (y) + 1D du(y) < ClLF Lo san)

SM

using Holder in the last inequality, and where C' > 0 is a constant depending on p and
q. We cannot recover the LP-norm of f insofar as the functions ¢, ,¢_ are not L>. By
density of CSo (SM°\T'_) in LP(SM), this proves that

comp
R (0): LP(SM) — Ngep LY(SM)
extends as a bounded operator. The same arguments prove that

R_(0) : LP(SM) — Nyey LA(SM)

extends as a bounded operator and thus II : LP(SM) — Ny, L2(SM) is bounded. Of
course, the same arguments show that I1°: LP(SM.) — N,<, L?(SM.) is bounded. We
extend f by 0 outside SM to obtain a function on SM, (still denoted f). Now, we have
for some € > 0 small enough :

198



CHAPITRE 7. X-RAY TRANSFORM ON SIMPLE MANIFOLDS WITH
TOPOLOGY

A1 srra) = / el oo
- / / P f (1, 0)) [dtdps, (2, 0)
O0_SM JO
- / T F[9 L, (2, 0)da(0) < [T Al o
M

where I*u(py(x,v)) = u(x,v), for (z,v) € I_SM,t € [0,¢], and
A: = {p(z,v) € SM,, (z,v) € 0_SM,0 <t <¢e}

Thus, using the boundedness of II¢ and the fact that f = 0 on M, \ M, we get
that I : LP(SM) — NyepL9(0-SM,dp,) is bounded and by a duality argument
I LP(0_SM,du,) = NgepL?(SM) is bounded too.

O

Action on some Sobolev spaces. Recall that 7y : SM — M denotes the projection
on the manifold. There exists a decomposition of the tangent space to the unit tangent
bundle over M :

T(SM)=HeoV

which is orthogonal for the Sasaki metric (see §7.4.1 for the case of a surface), where V =
ker dmg, H = ker K and K is the connection map, defined such that IC(¢) € T )M is
the only vector such that the local geodesic t — ~(t) € SM starting from (7(¢), K({))
satisfies 7(0) = ¢ (see [Pat99] for a reference). We define the dual spaces H* and V*
such that H*(H) = 0, V*(V) = 0. We recall the that given v € C~*°(M,%T*M), we
have WF (7} u) C V* (see Lemma 2.5.1). We define

H(0_SM, dp,) == {u € H(O_SM,dp,), uloysn = 0}

Its dual for the natural L2-scalar product given by the measure dpu,, is H = 1(0_SM, dpu,,).
Let us recall that given u € C~*(SM), its H*-wavefront set is defined for s € R by :

WF(u) = {(2,£) € T*(SM),3A € ¥° elliptic at (z,£) such that, Au € H _}

Eventually, we will denote by p : (z,£) — (£, X(x)) the principal symbol of %X and by
¥ := p~1({0}) its characteristic set.

Proposition 7.2.2. Let uw € H_. (M° @%T*M°). Then Urfu € H '(SM) and

comp

Lyu € HY(0_SM,du,). The same result holds for M.,.

The proof is based on classical propagation of singularities (for which we refer to
[Ler, Theorem 4.3.1] for instance) and more recent propagation estimates with radial
sources/sinks in open manifolds due to Dyatlov-Guillarmou [DG16, Lemma 3.7].

Proof. Since 11 = R, (0) — R_(0), we will actually prove that both R.(0)r}, satisfy
the proposition. We will only deal with R_(0)x, since the operator R (0)x}, can be
handled in the same fashion. Consider u € Hcomp(M ° RET*M°). We have 7fu €

H oy (SM°) and WF(,u) C V*. The wavefront set of the Schwartz kernel of R_(0)
is described in [DG16] :

WEF/(R_(0)) C N*A(SM° x SM°)UQ, U(E* x E*),
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where

A(SM® x SM®) = {(x,€,2,—€) € T*(SM° x SM°)}

denotes the conormal to the diagonal and
Oy = {(¢u(2), (dpe(2)) 7T (§), 2, =€) € T"(SM° x SM°),t > 0,(2,§) € £},

with dp;(z)~" denoting the inverse transpose. Thus, by the rules of composition for the
wavefront sets (see [H03, Chapter 8] for a reference) and since there are no conjugate
points, R_(0)f is well-defined as a distribution, as long as WF(f) N E* = (). This is
the case for 7 u because over 'y the decomposition T'(SM,) = RX &V @& E. holds
(see [KIi74, Proposition 6]) and thus V* N E% = {0}. Furthermore,

WF(R_(0)m,u) C V'U B, UE7 (7.2.2)
where
By = {(pu(2), (dpi(2)) 71 (€)) € T*(SM®°),t > 0,(2,€) € V' N 2}

is the forward propagation of V* MY by the Hamiltonian flow in the characteristic set.
Note that X R_(0)m},u = —m,u and by ellipticity of X outside the characteristic set 3,
one has WF_;(R_(0)7},u) N X¢ = @, that is R_(0)7},u is microlocally in H~! outside
D3N

Given a point z ¢ I';,, we know that there exists a finite time 7" > 0 such that
o_r(z) € 0_SM. But since u was taken with compact support in M°, we know that
there exists a whole neighborhood of 0_SM where R_(0)7},u vanishes (and thus is H !
locally). By classical propagation of singularity, since X R_(0)7%u = —m*u is H~! on
SM, we deduce that R_(0)7* u is locally H~' at 2.

The points left to study are the z € I' ;.. Let us prove that R_(0)x,u is microlocally
H~' on B,. Given (z,£) € By, there exists by definition a finite time 7" > 0 such that
(o_7(2), (do_7(2))"T(€)) € B_ (where B_ is the backward propagation of V* N'Y by
the Hamiltonian flow, defined analogously as B, but for strictly negative time; the
absence of conjugate points implies that B_ N B, = (°). But by (7.2.2), R_(O)w;u is
microlocally in H~! on B_ (it is smooth actually) and XR_(O)W;ZU = —mfuisin H !
thus it is in particular H~! along the trajectory {(¢_s(2), (de_s(z ))_T(S s €1[0,7]}
so by classical propagation of singularities, R_ (O)ﬂ' u is microlocally H™1 at (z,¢)
(regularity propagates forward and backwards since the principal symbol is real)

As a consequence, WF_;(R_(0)7,u) C E%. To conclude, we will use the result of
propagation of estimates for a radial sink as it is formulated in [DG16, Lemma 3.7]. We
embed the outer manifold M, into N, a smooth closed manifold and extend smoothly
the metric g and the vector field X (see [DG16, Section 2]). We extend R_(0)7},u by
0 outside SM. We consider A, B, B; € °(SN) such that (see Figure 7.2) :

e WEF(A) is contained in a conic neighborhood of E} = E7 |k and A is elliptic on
a (smaller) conic neighborhood of EZ,

e cll(B) contains a whole neighborhood of 7~!(K) (larger than that chosen for A),
except a conic vicinity of £, and WF(B) N E* = (in other words B is elliptic
over a punctured neighborhood in the fibers over K),

e cll(B) is contained in SM° and contains WF(A) and WF(B).
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SM

ell(By) WE(B)
SM +

FIGURE 7.2 — In yellow, light blue, darker blue : (resp.) WF(A), WF(B),ell(By). Left : The
projection of the previous sets on the base SM. Right : Vertical lines represent the dynamics

in the physical space SM, horizontal lines represent the dynamics in the cotangent space
T*(SM).

Moreover, we take these operators so that they do not "see” the exterior manifold
SN, in the sense that their Schwartz kernel is supported in SM° x SM°. Actually,
once one is able to construct three operators satisfying the three previous items, it
is sufficient to truncate their Schwartz kernel so that they satisfy this condition of
support. These operators satisfy [DG16, Lemma 3.7] where L := E? is the sink. Indeed,
if (2,€) € WF(A), then by [DG16, Lemma 2.11] :

e if z ¢ T',, then there exists a finite time 7" > 0 such that ¢_7(2) € ell(B) (in
the past, the point physically escapes from a neighborhood of K and falls in a
region where B is elliptic),

o if2€T,&¢ B, do; ' (€) —4—o0o E* which is contained in ell(B) (in the past,
z goes to K while in phase space, the covector £ goes to £* and falls in a region
of ellipticity of B),

o if 2 € I, & € B, (0u(2),dp; T (§)) —4-0o L = EZ (and these points stay in
ell(By)).

Note that [DG16, Lemma 3.7] is satisfied for any s < 0 (thus in particular for s = —1)
as mentioned in [DG16, Lemma 4.2] because X is formally skew-adjoint. Moreover, by
construction, BR_(0)7},u is H~' because we already know that R_(0)7},u is microlo-
cally H™ away from E% and WF(B) N E% = 0. By [DG16, Lemma 3.7, there exists a
constant C' > 0 (independent of u) and an integer N > 2 such that :

[AR_(0)my,ull -1 sy

= [|[Aw| g1 (sw)

S (IBwllr-ysny + 1BiXwllg-1sn) + l[wllm-~sm )

S (IBR-(0)myullm-1sany + | Bimpull -1sany + 1R (0) 7, wll - (sury)

As a consequence, by the choice of A, R_(0)m},u is microlocally H* on E* in a
neighborhood of K and classical propagation of singularities implies that this holds on
SM. Thus R_(0)m}u e H L.

3. Assume B_ N By # 0. Then, there exists to > 0,t; > 0,(z,£),(y,n) € V* N 3, such that

(0 (2), (dipty (2)) 7T (€)) = (-1, (), (deo—t, (1))~ T (m)), 0 y = @(2) (with t := to + 1 > 0), n =
(dps(2))~T(€), the latter equality being contradicted by the absence of conjugate points.
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To prove the last part of the proposition, it is sufficient to establish that 7} u €
H~'(SM) restricts on the boundary d_SM. The restriction makes sense as long as

WF(IIx!u) N N*(O_SM) = (),

Remark that, since u has compact support in M°, Ry (0)7u = 0 in a vicinity of 0ySM,
so there is no singular support in a vicinity of dySM. Moreover, since XIIr} u = 0, we
know that WF(II7},u) C 3. But if £ € N*(0_SM) is not 0, one has (£, X) # 0 (since
X intersects transversally the boundary away from 0y S M by convexity) and thus £ ¢ ¥
by construction, so & ¢ WF(Ilr},u).

O

Remark 7.2.1. Note that any other regularity H~° for some s > 0 could have been
chosen instead of H~1.

7.2.2 Some lemmas of surjectivity

The two following lemmas are stated by Paternain-Zhou [PZ16, Lemmas 4.2, 4.3].
We detail the proof of the second lemma which morally follows that of Dairbekov-
Uhlmann [DU10, Lemma 2.2].

Lemma 7.2.2. Assume I, is s-injective. Then,

P =ryll; : H! (M, @¢T*M7) — L

comp sol

(M, @gT™M)
18 surjective.

Lemma 7.2.3. Assume I, is s-injective. Then

P & Oy (M2, @FT* M) — C5(M, @3T" M)

comp sol
18 surjective.

Let rp; denote the operator of restriction to the manifold M and FEy the ope-
rator of extension by 0 outside M. Note that if v € H (M,%T*M) (for some
s < 1/2), then Egu € HZ,, (M, &FT*M7) is not necessarily solenoidal as D*Eyu
may have some support in M. Let E : HE\(M, FT* M) = L2 oy (MS, @FT*MY)
be the operator of extension of [PZ16, Proposition 3.4], where N > 2 is an integer and
E(CH(M,@§T*M)) C O comp(MS, ®T*MZ) (this is made possible by the absence
of non-trivial Killing tensor fields). For the sake of simplicity, we will write C23(M)

sol
instead of C5(M, ®¢T*M) in the proof.

sol

Proof of Lemma 7.2.5. We first prove that P has closed range and finite codimension.
By [Guil7h, Proposition 5.9], we know that II¢, is elliptic of order —1 on ker D* in the
sense that there exists ), S, R, pseudo-differential operators on M; of respective order
1, —2, —oo such that

115, Q = 1ye + DSD™ + R, (7.2.3)

Note that we can always assume that () is properly supported in M? since any pseu-
dodifferential operator can be splitted as the sum of a properly supported YDO and
a smooth WDO (see [H03, Proposition 18.1.22]). We stress the fact that these opera-
tors (defined on M?) will be applied to functions with compact support in M?. As a
consequence, we have for f € C(M) that

PQEf = f+ruREf
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Since R is of order —co (it is smoothing), it is compact on HY|

(M) and so is ry RE
(for N > 0). Thus, A := 1y +ryRE = PQE : HY, (M) — HXY,(M) has closed range
and finite codimension (it is Fredholm). This implies that A : C3(M) — C5(M) has
closed range and finite codimension.

The inclusion relation

PQE(CH(M, @5 T"M)) C P(Cg, (M, ®§T M)
C Coy(M,@gT*M),
proves that the intermediate space is closed with finite codimension in C3(M, QET*M).
It is now sufficient to prove that P* : (C33(M, @FT*M))" — (Co5, (M, @FT*MZ))
is injective.

As mentioned in (7.1.14), there is a natural decomposition of tensors into C*°(M) =
Cos(M) @ O3 (M) which is orthogonal for the L*-scalar product. Any continuous
functional on C5(M) extends as a continuous functional on C'*°(M) which vanishes
on C2° (M) (and vice-versa). In other words, there is a canonical identification of the
dual to C(M, @¢T*M) with the sub-space of distributions

pot
sol

Coiro(M?) := {u € O3, (M), supp (u) € M, and Vf € C32y (M), (u, Ef) = 0},

where Ef is any smooth extension with compact support of f.

Assume that P*f = 0 for some continuous functional f on C3(M), that is (f, Pu) =
0 = (Eof,1},u), for all u € Cg,, (M7). Here Eyf € C_ (M) is the distribution on
the exterior manifold identified with f. One has Eof € H Y (M?) for some N large
enough which gives that (II;, Eo f,u) = 0, for all u € CZ, (M), that is 115, Ey f = 0.

We can still make sense of the decomposition Eyf = g + Dpg, where we have
po := ATID*Eyf € HN*Y(M,, @37 'T*M,) (with A := D*D the Dirichlet Laplacian
for m-tensors on M., see [DS10]) and ¢ := Eof — Dpy € H_i' (M., @%T*M,) (in the
sense that D*q = 0 in the sense of distributions). One has I1¢ (Ey f — Dpo) = I1¢,(¢) = 0.
By ellipticity of A, py has singular support contained in M (and the same holds for
Dpy). Moreover, from g = —Dpy on M, \ M, we see that ¢ is smooth on M, \ M and
since it is solenoidal on M, and in the kernel of TI¢ , it is smooth on M? (this stems
from the ellipticity of II, (7.2.3)), so ¢ is smooth on M.,.

Since* Dpy = —q on M, \ M and ¢ is smooth on M,, one can find a smooth tensor
p1 defined on M, such that p; = pg and Dp; = —q on M.\ M. Then Dp; + g is smooth,
supported in M and II,,(Dp; + q) = 0. By s-injectivity of the X-ray transform, we
obtain Dp, + ¢ = Dpy on M for some smooth tensor p, supported in M such that
paloar = 0 (and all its derivatives vanish on the boundary since Dp; + ¢ vanish to
infinite order on dM). Since Dp; +¢q =0 on M, \ M, we get Dp, + ¢ = DEyps on M,
so Eof = q+ Dpy = D(po + Eop2 — p1) = Dp, where p := py + Eopa — p1.

We have Eyf = Dp and Epf = 0 on M, \ M, ploar, = 0. By unique continuation,
we obtain that p = 0 in M, \ M. Now, by ellipticity, one can also find (other) pseudo-
differential operators (), S, R on M? of respective order 1, —2, —oo, such that :

QIUE, = 1y + DSD* + R,

where S is a parametrix of D*D. Since Eyf = Dp has compact support in M7, we
obtain :

QIS Eof =0= QI Dp=Dp+ DSD*Dp+ Rp = 2Dp + smooth terms

4. The argument given in this paragraph was communicated to us by one of the referees.
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This implies that Eyf = Dp is smooth on M, (and actually p is smooth by ellipticity
of D). Therefore :

<f7 f>L2(M) = <f7 Dp) = 07

where the equality holds because plgys = 0 and, by assumption, f vanishes on such
potential tensors. Thus f = 0 and P is surjective. O

7.3 Proof of the equivalence theorem

We can now complete the proof of Theorem 7.1.2.

Proof of Theorem 7.1.2. (1) = (2) We assume that I, is injective on the space
CS (M, @FT*M). According to Lemma 7.2.3, we know that given f € C2(M, QFT*M),

sol
there exists u € Cgs,,,, (M2, ®gT*MZ) such that ry Il u = ry I3 IR w =1y "¢ = f,
where ¢ = IS u € Npcoo LP(O_SM,,du,) by Proposition 7.2.1. We want to prove that
o= (IP) |o_sm € LP(O_SM,dp,). Note that by construction I¥,¢ = f. Since there
exists a minimal time 7 > 0 for a point (z,v) € 0_SM to reach 0_SM, (in negative

time), we obtain :

Il ssrany = [ VBP0,
O_SM

T,V

1 £¢ (z,v) .
[ s [ et o o)
aeny;
L8 (x,v)
<r [ [T e ot .0)
0_SM JO

= [P dute, 0 < 7 [ e e ) < oo
A SM,
where A := Uop_+(0_SM) By Proposition 7.2.1, w := I*p € NycacLP(SM) and
TmsW = f.

(2) = (1) Let us assume that I, f = In} f = 0, for some f € C(M,QFT*M).
We can apply the Livcic theorem in our context : by [Guil7h, Proposition 5.5], there
exists a function h € C*°(SM) such that h|gsyy = 0 and 7}, f = Xh. Now, by hy-
pothesis, m,,, is surjective, so there exists an invariant w € Nycoo LP(SM) such that
f = mnw, with Xw = 0. We thus claim that

0= <vah> = _<w’Xh> = —<'lU,7T;;f> = —<7Tm*w,f> = _HfHQv (731)

which would conclude the proof of this point. All we have to justify is the second equa-
lity since the others are immediate. This can be done using an approximation lemma.
We extend w by flow-invariance to SM, and still denote it w € L*(SM,). We consider
a test function x € Cgy,,, (SM¢) such that xy =1 on SM. By [DZ, Lemma E. 47], there
exists a sequence (wy,)ren of smooth functions in SM? such that xywy, — yw in L*(SM?)
and xXwy — xXw = 0 in L?*(SM?) too. In particular, one has both convergences in
L*(SM) without the test function. Now (7.3.1) is satisfied for each wy, k € N, since h
vanishes on the boundary 0SM and passing to the limit as k — oo, we get the sought

result.
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(1) < (3) If 1,, is s-injective, then the operator P in Lemma 7.2.2 is surjective :
if u e LZ)(M,Q¢T*M), there exists a v € Hgl (M, @§T*Mg) such that Pv =
Py T 0 = u. We set w := e v € H ' (SM,) (according to Proposition 7.2.2).
Then it is clear that Xw = 0 and 7,,,,w = v on M. To prove the converse, it is sufficient

to repeat the previous proof of (2) = (1). O

7.4 Surjectivity of 7,,, for a surface

We now assume that M is two-dimensional and satisfies the assumptions of Theorem
3.2.1.

7.4.1 Geometry of a surface

In local isothermal coordinates (z,y,6), we denote by V' the vertical vector field
0/00. There exists a third vector field X such that the family {X, X, V} forms an
orthonormal basis of T'(SM) with respect to the Sasaki metric. The functional space
L?*(SM) decomposes as the orthogonal sum

L*(SM) = @ C>(M, Hy),

keZ

where each C*°(M, Hy) is the fiberwise eigenspace of —iV corresponding to the ei-
genvalue k. A function v € L*(SM) can be decomposed into u = Y, _, ug, where
u € C°°(M, Hy,). In particular, in the local isothermal coordinates, one has :

1 2 ) ]
ug(x,y,0) = <%/ u(x,y,t)e_’ktdt) ekt
0

This decomposition extends to distributions in C~*°(SM). Indeed, if u € C~>°(SM),
we set for p € C*(SM),

(ur, ) = (u, o)

In particular, if u, € C(M, Hy), then mimy, u, = cpuy, for some constant ¢, # 0. There
exist two fundamental differential operators ny : C(M, Hy) — C*°(M, Hy41) acting
on the spaces C>(M, Hy), defined by ny := $(X FiX ) (see [GK&0a]) and the formal
adjoint of n; is —n_.

Thanks to the explicit expression of the vector fields X and X, in isothermal
coordinates (x,6), one can compute explicitly niu for ux, € C*°(M, Q). If uy(z,y,0) =
(7, 7)e*? in local isothermal coordinates, then one has

n-(u) = e~ FFDAG (k) k=10, (7.4.1)
Ny (u) = e* DA (e )R, (7.4.2)
where X is the factor of conformity with the euclidean metric, 0 = 1(2 — ia%) and

5= L2 4i2).

V\Qfeadenotgyby k the canonical line bundle, that is the complex line bundle generated
by the complex-valued 1-form dz in local holomorphic coordinates. A smooth u, €
C>*(M,$,) can be identified with a section of x®* according to the mapping uy
ape™ (dz)®*, written in local holomorphic coordinates, where uy(z, ) = iy (2)e™* (see
[PSU13, Section 2] for more details).
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7.4.2 Proof of Theorem 7.1.3

Like in [Guil7a], we introduce the Szegd projector in the fibers using the classical
Fourier decomposition :

S C®(SM,) = C®(SM,),  S(u) =) w

k>1

This operator extends as a self-adjoint bounded operator on L?(SM,) and as a bounded
operator on H*(SM,) for all s € R. By duality, it extends continuously to C~>°(SM,)
using the L2-pairing, according to the formula (S(u), v) = (u, S(v)), for u € C~>°(SM,)
and v € C®(SM,).

The Hilbert transform is defined as :

H:C®(SM,) — C®(SM.), H(u)=—iY_sgn(k)u,

keZ

with the convention that sgn(0) = 0. It extends as a bounded skew-adjoint operator on
L*(SM,) and thus defines by duality a continuous operator on C~*(SM,), using the
L*-pairing (H(u),v) = —(u, H(v)), for u € C™°(SM,),v € C*(SM,). In particular,
the Szegd projector can be rewritten using the Hilbert transform, according to the
formula :

S(u) == ((L+iH)(u) — up), (7.4.3)

l\DI»—t

for u € C~(SM,) (where ug = 5-7 (mo.u)). We have the following commutation rela-
tion (see [Guil7a] for instance), valid for u € C~*°(SM) in the sense of distributions :

Lemma 7.4.1. XSu = SXu—n,uyg+n_uy
We can now prove a similar result to [Guil7h, Proposition 5.10] :

Lemma 7.4.2. Under the assumptions of Theorem 7.1.3, given f; € C°(M,T*M)
satisfying D* fi = 0, there exists w € NpcooLP(SM,) such that Xw = 0 in SM? and
mw = fi in M. Moreover, we can take w odd i.e. without even frequencies in its
Fourier decomposition.

Proof. The first part of the statement is an immediate consequence of Theorem 7.1.2
and the s-injectivity of I [Guil7h, Theorem 5]. The second part comes from the fact
that if w € C7°(SM) satisfies Xw = 0, then Xwyqq = XWeyen = 0. Moreover, my,w
only depends on w; and w_; (for f € C®(M,T*M), (m,w, ) = (w, 7 f) = (w_1 +
wy, 71 f) since wf f € Q_1 B Qy), which implies that m,w = 71, weqq. As a consequence,
we can take woqq and the result still holds. The regularity woaq € Np<ooLP(SM,) is a
consequence of the fact that weaa = 3(1 — A*)w € LP(SM) if w € LP(SM), where A
is the antipodal map in the fibers (it preserves the Liouville measure). O

Lemma 7.4.3. H extends as a bounded operator H : LP(SM) — LP(SM), for any
p € (1,+00).

Proof. First, let us note that given p > 1 and u € LP(SM), we have that =
[l o5, a0 = Js.ar lulPdS, is almost-everywhere defined and finite, and by integration
over the fibers :

HUHLp (SM) = / ulPdp = / / [u|PdSydvol(x / ||U||Lp s,andvol(z)
SM Se M
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Since H acts separately on each fiber, we are reduced to proving the lemma on the
circle S! endowed with a smooth measure df. Now, it is clear that H : L*(S') — L?(S')
is bounded. The hard point, here, is to prove that H : L'(S') — L»*(S') (the weak
L'-space) is bounded too. This is a classical fact in harmonic analysis for which we
refer to [Tao|. Assuming this claim, we obtain by Marcinkiewicz interpolation theorem
the boundedness of H : LP(S') — LP(S') for any p € (1,2] and since H is formally
skew-adjoint, this also provides its boundedness on LP(S') for p > 2 by duality. O

We prove that for a w like in Lemma 7.4.2, S(w) makes sense as a function on SM,.
More precisely :

Lemma 7.4.4. S extends as a bounded operator S : LP(SM) — LP(SM), for any
p € (1, +00).

Proof. Using (7.4.3), we can write for w € C*(SM), S(w) = 3(w + iH(w) — wy) =
2(1 +iH — =mymo.)w. Now, H is a bounded operator LP(SM) — LF(SM), for any
p € (1,400), and as mentioned in §7.1.1, wimo, : LP(SM) — LP(SM) is bounded for
any p € (1,400). O

Lemma 7.4.4 shows that if w(1),...,w(m) € Nycoo LP(SM), then
S(w(l))...8(w(m)) € Npeso LF(SM)
is well-defined. We can now prove Theorem 7.1.3 :

T * NpecoLin, (SM) — Cog (M, @GT*M)

sol

is surjective for a surface. According to [PZ16, Lemma 7.2], the proof actually boils
down to the

Lemma 7.4.5. Assume a,, € €, satisfies n_a,, = 0. Then there exists a function
W E Npcoo LP(SM) such that Xw = 0 and my,w = TG,

Proof. This relies on the fact that the canonical line bundle x for a smooth compact sur-
face with boundary is holomorphically trivial, that is, there exists a nowhere vanishing
holomorphic section « (see [For81, Theorem 30.3] for a reference). As a consequence,
k%™ is trivial too, with non-vanishing section a®™ and the element of ™ canonically
associated to a,, (according to the mapping introduced in the previous Section) is of the
form va®™ for some smooth complex-valued v. But according to the expression (7.4.1),
if a,, € (1, satisfies n_a,, = 0 then 5(a;nem)‘) = 0 which yields that v is holomorphic.
Thus, we can write locally a;,e™(d2)®™ = (va) ® a®™~Y and all the factors of the
product are holomorphic.

In other words, a,, = f(1)...f(m), where each f(i) € €, satisfies n_ f(i) = 0. Now,
according to Lemma 7.4.2, we can find, for each 1 < i < m, a w(i) € Npcoc LP(SM.)
such that Xw(i) = 0in SM?, w(i) is odd and my,w(i) = m, f () in M. Indeed, m, f(7)
is in C*°(M,T*M) and one has

mo (D (m1, f(0))) = 0y (f (1) _y +n-(f (), = 0,

since f(i) = (f(i))1 €  satisfies n_f(i) = 0. So D*(m,f(i)) = 0 and the hypothesis
of the Lemma 7.4.2 are satisfied.
Note in particular that since w(i) € L?(SM), the equality 71, w(i) = 7, f(i) also
provides
mimw (i) = cr(w(i)y +w(i)-1) = mim f (i) = e f (i,
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that is w(i); = f(i); € @ and w(i)_; = 0. Thus, each w(i) satisfies n_(w(i)); =
n—f(i) = 0 and ny(w(i))g = 0 insofar as it is odd. As a consequence, applying the
commutation relation stated in Lemma 7.4.1, we obtain

XS(w(i) = S (Xw(i)) = 0

and 71, (S(w(i))) = m.(w(i)) = m. f(i).

Thus, we can define w := S(w(1))...S(w(m)) € NpciocP(SM) and it satisfies
Xw = 0 on SM. By construction, we have w,, = f(1)...f(m) = ap, € O, and w; = 0
for [ <m on M. We conclude that m,,,w = m,,,.a,, on M.

[

Remark 7.4.1. The proof relies on the fact that we are here able to find sufficiently
regular invariant distributions w € M,<oo LP(SM,) such that, given f; € C(M,T*M),
we have m,w = fi, and that NycoLP(SM,) is an algebra. Had we not been able to
obtain such a regularity, one could have skirted this issue by analyzing the kernel of
the Szego projector (see [Guil7a, Lemma 3.10]) and proving that the multiplication
S(w)S(v) at least makes sense as a distribution, using [[103, Theorem 8.2.10].

7.5 Proof of the local marked boundary rigidity

We now use the s-injectivity of the X-ray transform I, proved in Theorem 7.1.1 in
order to prove results of local rigidity, namely Theorems 7.1.4 and 7.1.5.

7.5.1 Technical tools

Let us fix some ¢ > 0 so that any metric ¢’ in an e-neighborhood of ¢g (with respect

to the C? topology) is simple with topology. We also assume that I is s-injective on
M..

Reduction of the problem. The metric g is solenoidal with respect to itself since
D*g = —Tr;5(Vg) = 0 (Vg = 0 since V is the Levi-Civita connection). Like in the
closed setting (see Lemma B.1.7), any metric in a vicinity of g is actually isometric to
a solenoidal metric (with respect to g). We recall that N = L”THJ + 1.

Proposition 7.5.1 ([CDS00], Theorem 2.1). Let N > 2, € (0,1). There ezists a
CN-~_neighborhood W of g such that for any ¢ € W, there exists a CNt12-diffeomorphism
¢ : M — M preserving the boundary, such that ¢ = ¢*¢' is solenoidal with res-
pect to the metric g. Moreover, if W is chosen small enough, one can guarantee that

19" = gllev <e.

We can thus reduce ourselves to the case where ¢’ is solenoidal with respect to
the metric g. We introduce f := ¢’ — g, which is, by construction, CV, solenoidal and
satisfies ||f]lcy < €. Our goal is to prove that f = 0. We define g, := g + 7f for
0 < 7 < 1. As mentioned earlier, since f is small enough, each of these metrics have
strictly convex boundary, a hyperbolic trapped set and no conjugate points. From now
on, we assume that d, = dg.

Lemma 7.5.1. I1,(f) > 0 almost everywhere.
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Proof. Let M denote the universal cover of M. We lift all the objects to the universal
cover and denote them by ~. We consider (p,&) € 9_SM \ T'_ and denote by ¢ € M
the endpoint of the geodesic generated by (p, ). By [GM18, Lemma 2.2], we know that
for each 7 € [0, 1], there exists a unique g,-geodesic v, : [0,1] — M with endpoints
p and ¢. Note that 7, depends smoothly on 7°. We introduce the energy F(7) :=
fol 9r(V-(s8),7-(s))ds. The arguments of [CDS00, Proposition 3.1] apply here as well :
they prove that F is a C? function on [0, 1] which is concave. Moreover, since the
boundary distance of g and ¢’ agree, one has E(0) = E(1). This implies that E’(0) > 0,
but one can see that E'(0) = L(f)(p, £). Eventually, since 9_9 MNT'_ has zero measure
(with respect to dji,) by Proposition 7.1.1, we obtain the result on the universal cover

and projecting f on the base, we obtain the sought result. O

Notice that, since 759 = 1 on SM, one has for some constant cy > 0 :

(9, f>L2(®2ST*M) = 02<7T3977T§f>L2(5M)

e [ mfe ot
o [ (D)),
o0_SM

where the last equality follows from Santalé’s formula. But since Ir(f) > 0 almost
everywhere, one gets :

(9, 2@ = 62/8 oy PO@ )iz, 0) = ellL(lle-sm

We will now prove an estimate on the L'-norm of I5(f) which is crucial in our proof.
It is based on the equality of the volume of ¢ and ¢’, which is a consequence of the
fact that their marked boundary distance functions coincide because ¢ is isotopic to
the identity. Indeed, one can first construct a diffeomorphism v : M — M such that
Y)apr = 1 and both g := ¥*g and ¢’ coincide at all points of OM (it is a well-known
fact for simple metrics and was proved in [GM18, Lemma 2.3] in our case). Note that
vol(gg) = vol(g) and that the marked boundary distance function of gy and ¢’ still
coincide. By [GM18, Lemma 2.4], this implies that the metrics go and ¢’ have same
lens data, which, in turn, implies the equality of the two volumes by Santalo’s formula
(see [GM18, Lemma 2.5]).

Lemma 7.5.2. There exists a constant C' > 0, such that :
112(P)llzro-sary < CUFIZ2 (a2 an

Proof. Consider a finite atlas (U;, ¢;) on M and a partition of unity ) . x; = 1 subor-
dinated to this atlas, i.e. such that supp(x;) C U;. One has for 7 € [0, 1] :

wwzz/memmmmm,
7 pi(Us

5. Indeed, 7 +— g, depends smoothly on 7, so &, := (exp?™ -t q) depends smoothly on 7. Thus
P
t,7) — o (p,&) is smooth in both variables and by the implicit function theorem, the length
Pt
0% (p, &) is smooth in 7. Thus, the reparametrized geodesic . depends smoothly on 7.
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where dz denotes the Lebesgue measure and g, (x) the matrix representing the metric
in coordinates. In [CDS00], Proposition 4.1, it is proved that for || f||co < € (which is
our case), one has pointwise :

VR @) 2 VAt 1+ o) Sy - 7 1F ) - Cerlf@)l)

where the inner products are computed with respect to the metric (see Appendix B).
Inserting this into the previous integral, we obtain :

1 1
vol(g) > vol(g) + 5749, sz — 37213 — Cerl I

Taking 7 = 1 and using the fact that vol(g’) = vol(g), we obtain the sought result. [

Remark 7.5.1. If (M, g) were a simple manifold, then a well-known Taylor expansion
(see [SUO4, Section 9] for instance) shows that for x,y € OM, one has :

dy(2,9) = dy(r,) + 5 B0 9) + Ro(f)(,9),

where Ir(f)(z,y) stands for the X-ray transform with respect to ¢g along the unique
geodesic joining x to y, Ry(f) is a remainder satisfying :

Ry (N (@)l Sl =yl 1 1En o

As a consequence, if the two boundary distances agree, one immediately gets that

1E2( )l o-sar) S I Flémqary

In our case, because of the trapping issues, Ir(f) is not L> and such an estimate is
hopeless. This is why we have to content ourselves with L!/L? estimates in Lemma
8.3.1 (and this will be sufficient in the end) but the idea that linearizing the problem
brings an inequality with a square is unchanged.

Functional estimates. Given a tensor f defined on M, Eyf denotes its extension by
0 to M., whereas ry; f denotes the restriction to M of a tensor defined on M,. If f €
HYY(M,@%T*M), then Eyf € HY4(M,, @%T*M.,) (see [Taylla, Corollary 5.5]) and
we can decompose the extension Eyf into Eyf = q+ Dp, where g € Hslo/lﬁ‘(Me, QLT*M.,)
and p € H>*(M,, ®4T*M,), with p|ar, = 0.

Lemma 7.5.3. For any r > 0, there exists a constant C' > 0 such that if f €
H (M, @3T*M) -

[l e+ orezreanry < Cllalla—r@rezrm)

Actually, this lemma is valid not just for 1/4 but for any 0 < s < 1/2. We chose
to take a specific s in order to simplify the notations, and because it will be applied
for a much regular f which will therefore be in H'/*. Note that, from now on, in

order to simplify the notations, we will sometimes write ||7'|| zs(asy in short, instead of
17

Hs(M,@%T*M)-
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Proof. We argue by contradiction. Assume we can find a sequence of elements f, €
HYH (M, @%T*M) such that :

sol
| fr ||H*T(M,®%T*M) > nl|gy ||H*T(M,®QST*M)

We can always assume that || f,[|1/4) = 1 and thus :

1 1
lgull=rany < —llfallzr=ran Sl fallmaan =0
Now, by compactness, we can extract subsequences so that :

fo = f € HYY (M, @2T* M)

sol

fo— [ in LA(M,®%T*M)

pn N p & H5/4<Mea ®%T*Me)
pp — p in HY (M., ®§T*Me)

4w — q € HYY(M,, @2T*M,)

sol

Gn — q in L*(M,, @xT*M,)

Remark that the decomposition Ej f, = g, + Dp,, implies, when passing to the limit in
L?, that Eof = g+ Dp. Since |\gn|| gy — 0, we have that ¢ =0 in M. In M, \ M,
we have ¢ = —Dp. Thus :

0= (D*q,p)r2(an) = (¢ Dp) 2 aa) = (4 Do) 2aeoary = —lallZ2anany;

that is ¢ = 0. As a consequence, in M, \ M°, Eof =0 = Dp and plop, = 0,80 p=0
in M, \ M° by unique continuation. Since p € H°/*, by the trace theorem, we obtain
that ploas = 0 (in H34(OM)). Since f is solenoidal, D* f = 0, and

0= (D*f,p)r2ar) = (D*Dp, p)r2any = |1 Dol 7201y

Therefore, p = 0 and, in particular, in M, we get that f = 0 which is contradicted by
the fact that || full /s = 1. O

We recall that I§ is assumed to be injective. Let us mention that if a tensor u €
C>®(M,., ®%T*M,) is in the kernel of TI§, then :

0 = (M5u, u) = (I5"I3u, u) = || ul?,
that is 5w = 0. This will be used in the following lemma :

Lemma 7.5.4. Under the assumption that IS is injective, for any r > 0, there exists
a constant C' > 0 such that if f € Hsl/4(M, QLT*M), then :

ol
[l ne2renny < CIBEfl g-ras. @2+ 02

Proof. Let x be a smooth positive function supported within M7 such that y =1 in
a vicinity of M. We know by [Guil7h], that there exists pseudodifferential operators
Q, S, R with respective order 1, —2, —oo on M such that :

QxISx = x*> + DxSxD* + R
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Let us decompose Eyf = g+ Dp, where g € HSIO/14(MB, ®%T*M,) and Dp is the potential

part given by p := A'D*Ey f, A = D*D being the Laplacian with Dirichlet conditions.
Remark that yEyf = Eyf, and

ru@XI5(Eo f) = ru Qx5 (X Eo f)
= ru@xH5x(q) + rau@xI5D (xp) +ru@xII5 [, D](p)

TV
=0

= ru(q) + v R(q) + rau@xI[x, DJA™'D*Ey(f)

Note that [x, D] is a differential operator supported in the annulus {Vy # 0}. In par-
ticular, ryT = ryQxII5[x, DIAT'D*Ey : H"! — H""! is a well-defined compact
operator on M. Using the previous lemma, we obtain :

|10y S gl z——10am)
S rm@XIEEo fl| g1y + [Irae Rall -1 any + |70 T fl| 1001
SIS E fll - aney + lrse Rl —r—1any + I T fll z-r-100)

In other words, there exists a constant C' > 0 such that :

| fll—r—ny < CUNSE f |-y + IraeRal| -1 any + e T fllg—+-10y)  (7.5.1)

The rest of the proof now boils down to a standard argument of functional analysis.
Assume by contradiction that we can find a sequence of elements f, € HY4(M,@%T*M)
such that

[ fnllzz=r—1ar0320) > 2 Eo full -+ (ar. w27 10)

We can always assume that || f,||z--—1 = 1 and thus ||IISEy f,,||z-- — 0. By construc-
tion, ||gn|lg-—1 S | fullz-—1 = 1, i.e. (¢g,) is bounded in H~"~!. Moreover, since ry/R
and 7,1 are compact, we know that up to a subsequence ry, Rq, — v, v f, — Vo,
with vy, vy € H "M, ®@%T*M). As a consequence, (731 Rgn)n>0, (1T fr)n>0 are Cau-
chy sequences and applying (7.5.1) with f,, — f,,, we obtain that (f,)n>o is a Cauchy
sequence too. It thus converges to an element f € H_~'(M,®%T*M) which satisfies

ol
M5 Ey f = 0. But we claim that II$F, is injective on H_| ' (M, ®%T*M). Assuming this
claim, this implies that f = 0, which contradicts the fact that || f, || g-r-1 = 1.

Let us now prove the injectivity. Assume II§Ey f = 0 for some f € H_| ' (M, ®@%T*M).
Since Fyf has compact support within M?, we can still make sense of the decompo-
sition Eyf = q+ Dp, where p := A™'D*Eyf € H"(M,,®%T*M,), A := D*D is the
Laplacian with Dirichlet conditions and q := Eyf — Dp € H_j ' (M,, ®%T*M,) (in the

sense that D*q = 0 in the sense of distributions). By ellipticity of A, p has singular
support contained in M (since Ap = D*Eyf), and the same holds for Dp. Moreover :

I5(Eof) = 0 = 1I5(q) + 115(Dp) = 5(q)

From ¢ = —Dp on M, \ M, we see that ¢ is smooth on M, \ M and since it is
solenoidal on M, and in the kernel of II§, it is smooth on M? (this stems from the
ellipticity of I on ker D*). As a consequence, g € C(M,, ®%T*M,) Nker IS and thus
q = 0 by s-injectivity of the X-ray transform. We have Eyf = Dp and Eyf = 0 on
M.\ M, plon, = 0. By unique continuation, we obtain that p = 0 in M, \ M. Now, by
ellipticity, one can also find pseudo-differential operators @), S, R on M; of respective

order 1, —2, —o0, such that :

QIS = Ly + DSD* + R,
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where S is a parametrix of D*D. Since Eyf = Dp has compact support in M7, we
obtain :

QILENf =0
= QI3 Dp
=Dp+ DSD*Dp+ Rp
= 2Dp + smooth terms

This implies that Eyf = Dp is smooth on M., vanishes on dM. Therefore :
<f7 f)LQ(M) = <f7 Dp> = <D*fap> =0,

that is f = 0. O]
For s € R, we define H; (SM) to be the set of u € H*(SM) such that Xu =0 (in

the sense of distributions if s < 1). The following lemma will allow us some gain in the
"battle” of exponents in the proof of the Theorem.

Lemma 7.5.5. For all s € R, m > 0,
Toms © HE(SM) — HY2(M, @5T* M)
is bounded (and the same result holds for M,).

Proof. We fix s € R. The idea is to see 7,,, as an averaging operator in order to apply
Gérard-Golse’s result of regularity ([GG92, Theorem 2.1]). In local coordinates, given
f € C>®(SM), one has (see [PZ16, Section 2] for instance) :

7Tm*f(aj)il...im = gi1j1 (x)glm]m<:[;> . f(l'a g)deSx(£)>

where £/ = £71...€Im It is thus sufficient to prove that the H5/2-norm of each of these
coordinates is controlled by the H®*-norm of f. Since (M, g) is smooth, it is actually
sufficient to control the H**/2-norm of the integral. Note that

IX(f¢7)] H*(SM) (7.5.2)

Since X satisfies the transversality assumption of [GG92, Theorem 2.1], we conclude
that u:z = [y f(z,6)E7dS,(€) is in H**Y/2(M). By (7.5.2), we also know that its
H*+Y2-norm is controlled by

aosany S fllassan + | X f]

wll gerrrzsary S I Flzsesany + 1 X fllmssan- (7.5.3)

Now, if f € H (SM), there exists by [DZ, Lemma E.47] a sequence of smooth
functions f,, € C*°(SM) such that f,, — f, X f, = X f =0in H*(SM). We obtain the
sought result by passing to the limit in (7.5.3). [

We will apply this lemma with m = 2. Eventually, the following lemma is stated for
Sobolev spaces in [PZ16, Lemma 6.2], but the same result holds for Lebesgue spaces.
The proof relies on the fact that, by construction of the extension M., there exists a
maximum time L < 400 for a point in 0_SM, to either exit SM, or to hit 0_SM.

Lemma 7.5.6. Let 1 < p < +o00. There exists a constant C' > 0 such that if f €
LY M, @%T*M) is a section such that I(f) € LP(0_SM) and Eyf denotes its extension
by 0 to M., one has :

15 (Eof)[er@-saey < CllLa(f)lleo-sary (7.5.4)
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7.5.2 End of the proof

We now have all the ingredients to conclude the proof of Theorem 7.1.5. Note that
there are arbitrary choices made as to the functional spaces considered. The bounds we
obtain are clearly not optimal, but this is of no harm as to the content of the theorem.
In particular, we are limited by the Sobolev injection used in the proof, which depends
on the dimension : this is why we loose regularity in the theorem as the dimension
increases. We recall that n + 1 is the dimension of M.

Proof of the Theorem. We already know by Lemma 8.3.1 that
1L ero-san S W72 ez

We recall that N = L”T”J +1 > ”T*Z We fix ¢ € (1,2) close to 1 and set s =
(n+1) (l — l), the exponent of the Sobolev injection LY — H~*. Interpolating L?

q 2
between the Sobolev spaces H*"%/2 and HY, we obtain for v = s+1/++N :

2(1— 2(1—
1) s S A2 S I LIPS S NI 12T

Moreover, by Lemma 8.3.3, we have that for p > 1 large enough and for > 0 as small

as wanted, ||L>(f)[lzro-samy S I fllrrsrezran S 1fllze@rezr-an- By interpolation,
we obtain that :

12| zasosany S (A2 (A7
S AN

0 2(1—~)0 —
S el A e NI,

where 6 € [0, 1] satisfies
1 1—-4

1o 0+ p (7.5.5)
As a consequence, we obtain :
[l g=s-12 S S E 1| gr—sers2 by Lemma 7.5.4
SN ISEof| m-s by Lemma 7.5.5
S ISEy f|| e by Sobolev injection LY — H~*
S HSEo f| pate by Proposition 7.2.1
S 2 f]| pate by Lemma 7.5.6

2~60 2(1—~)6 _
SNAR ol A1 AR

Remark that we can choose ¢ as close we want to 1, thus s close enough to (n +1)/2
and 6 close enough to 1/¢. In the limit g = 1,s = (n+1)/2,0 =1/q,7 = WI)/Q%’
we have :

2N S
(n+1)/24+1/2+ N

since N = VTHJ +1> ”T“ As a consequence, we can always make some choice of

constants ¢, p, 6 which guarantees that 2v6 > 1. Now, if f were not zero, one would
obtain :

1

Y

240 =

- —v)0 _
C <AL I £ < Cef,

for some constants C' and C’, independent of f, and we get a contradiction, provided

¢ is chosen small enough at the beginning.
O
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Chapitre 8

Boundary rigidity of
negatively-curved asymptotically
hyperbolic surfaces

« Je hais les voyages et les
explorateurs. Ft voict que je
m’appréte a raconter mes
expéditions. Mais que de temps
pour m’y résoudre! »

Tristes Tropiques, Claude
Lévi-Strauss

This chapter contains the article Boundary rigidity of negatively-curved asymptoti-
cally hyperbolic surfaces, published in Commentarii Mathematici Helvetici.
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CHAPITRE 8. BOUNDARY RIGIDITY OF NEGATIVELY-CURVED
ASYMPTOTICALLY HYPERBOLIC SURFACES

In the spirit of Otal [Ota90] and Croke [Cro90], we prove that a negatively-curved
asymptotically hyperbolic surface is marked boundary distance rigid, where the distance
between two points on the boundary at infinity is defined by a renormalized quantity.

8.1 Introduction

8.1.1 Main result

We consider M a smooth compact connected (n -+ 1)-dimensional manifold with
boundary. We say that p : M — R, is a boundary defining function on M if it is
smooth and satisfies p = 0 on OM, dp # 0 on OM and p > 0 on M. Let us fix such a
function p. A metric g on M is said to be asymptotically hyperbolic if

1. the metric § = p?g extends to a smooth metric on M,

2. |dp|2g =1 on OM.
Note that these two properties are independent of the choice of p because any other
boundary function py can be written py = e/p and go = p2g = €* p?g also extends
smoothly on M and satisfies on the boundary :

|A(e70)] o1y = € |7 dp) o = Idplig = 1

e2fp2g
However, the extension of the metric p?g on the boundary, that is p*g|aar, is not inde-
pendent of the choice of p but its conformal class is. This conformal class of metrics on
OM is called the conformal infinity. In the rest of the paper, M will be two-dimensional,
so OM will be one-dimensional and in this case, all the metrics are conformally equiva-
lent. As a consequence, this statement is rather pointless but it takes another interest
if the manifold has dimension superior or equal to three.

Such a manifold admits a canonical product structure in a neighborhood of the
boundary 0M (see [Gra00] for instance) that is, given a metric hy on OM (in the
conformal class [pg|ranr]), there exists a smooth set of coordinates (p,y) on M (where
p is a boundary defining function) such that |dp|,2, = 1 in a neighborhood of M and
p*glran = ho. The function p is uniquely determined by hg in a neighborhood of M.
Moreover, on a collar neighborhood near OM, the metric has the form

2
= dp——;—hp’ on (0,e) x OM, (8.1.1)
p

for some € > 0 and where h,, is a smooth family of metrics on M. From this expression,
one can prove that the sectional curvatures of (M, g) all converge towards —1 as p goes
to 0.

The manifold M is not compact and the length of a geodesic a(x,2’) joining
two points x and 2’ on the boundary at infinity is clearly not finite. However, in
[GGSULT7], a renormalized length L(a(x, x")) for a geodesic oz, ') is introduced, which
roughly consists in the constant term in the asymptotic development of the length of
ae(z,2') == ax,2’)N{p > €} as € goes to 0. This yields a new object characterized by
the asymptotically hyperbolic manifold (M, g) and one can actually wonder, as usual
in inverse problem theory, up to what extent it conversely determines (M, g). Notice
that the renormalized length is not independent of the choice of the boundary defining
function p, and thus, neither of the choice of the conformal representative hq in the
conformal infinity.
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From now on, we further assume that M has dimension 2 and is negatively-curved.
If M is simply connected, then it is a well-known fact that there exists a unique geodesic
between any pair of points (z,2’) € OM x OM \ diag, where diag is the diagonal in
OM x OM. The renormalized boundary distance is defined as :

D :OM x OM \ diag — R, D(z,2") = L(a(z,2")),

where L(a(z,x')) denotes the renormalized length of the unique geodesic joining x to
2’. In the terminology of [GGSUL7], such surfaces are called simple : this definition
naturally extends the notion of a simple manifold (compact manifold with boundary
such that the exponential map is a diffeomorphism at each point) to the non-compact
setting.

More generally, we will deal with the case of negatively-curved surfaces with topo-
logy. Then, the natural object one has to consider is the marked boundary renormalized
distance. In this case, given two points (z,z") € M x OM \ diag, there exists a unique
geodesic in each homotopy class [y] € P, of curves joining = to 2’ (P, being the
set of homotopy classes). We define

D :={(z,2',[7]), (x,2") € OM x OM \ diag, [7] € Py},
and introduce the renormalized marked boundary distance D as :
D:D—=R, Dz, []) = Lla(z, 2, [1])), (8.1.2)

where a(z, 2, [7]) is the unique geodesic in [y] joining = to ' and L the renormalized
length. Our main result is the following :

Theorem 8.1.1. Assume (M, gy) and (M, gs) are two asymptotically hyperbolic sur-
faces with negative curvature. We suppose that g, and go admait the same renormalized
boundary distances, i.e. D1 = Dy for some choices hy and hsy in the conformal infinity.
Then, there exists a smooth diffeomorphism ® : M — M such that ®*g, = g1 on M
and Doy = Id.

Notice that if ® : M — M is a diffeomorphism preserving the boundary, then
L, = Lg+4, where both renormalized lengths are computed with respect to the same
representative in the conformal infinity. In other words, the previous theorem asserts
that the action of the group of diffeomorphisms preserving the boundary is the only
obstruction to the injectivity of the map g — L.

This result can be seen as an analogue of [GM 18, Theorem 2] for the case of asymp-
totically hyperbolic surfaces. It is new even in the simply connected case, where the
marked boundary distance is simply the ordinary renormalized boundary distance. It is
very likely that one can relax the assumption in Theorem 8.1.1 so that only one of the
two metrics has negative curvature (but still a hyperbolic trapped set). In the usual
terminology, Theorem &8.1.1 roughly says that an asymptotically hyperbolic surface
with negative curvature is marked boundary distance rigid among the class of surfaces
having negative curvature.

This result follows in spirit the ones proved independently by Otal [Ota90] and
Croke [Cro90] establishing that two negatively-curved closed surfaces with same marked
length spectrum are isometric. More recently, Guillarmou and Mazzucchelli [GM18§]
extended Otal’s proof to the case of two surfaces with strictly convex boundary without
conjugate points and a trapped set of zero Liouville measure, one being of negative
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curvature. In both cases, the central object of interest is the Liouville current n, which
is the natural projection of the Liouville measure p (initially defined on the unit tangent
bundle SM) on the set of geodesics G of the manifold. Our arguments follow in principle
the layout of proof of these articles, but we need to address new issues caused by the
loss of the compactness assumption. The crucial step in our proof to deal with the
infinite ends of the manifold is a version of Otal’s lemma (see [Ota90, Lemma 8|) with
a stability estimate (Proposition 8.4.1). To the best of our knowledge, this bound had
never been stated before in the literature. As far as we know, this is also the first
boundary rigidity result obtained in a non-compact setting. Let us eventually mention
that boundary rigidity questions appear naturally in the physics literature concerning

the AdS/CFT duality and holography (see [PR0O4, CLMS15]).

8.1.2 OQOutline of the proof

In Section §8.2, we introduce the notion of renormalized length for a geodesic.
We heavily rely on the cautious study made in [GGSUIL7] of the geodesic flow near
the boundary at infinity. In Section §8.2.3, we recall the definition of the Liouville
current 77 on the space of geodesics of the universal cover M and prove that if the
renormalized marked lengths agree, then the Liouville currents agree, juste like in the
compact setting.

Section §8.3 is devoted to the construction of an application of deviation k. Like in
[Ota90], we introduce the angle of deviation f between the two metrics on the universal
cover M. The idea is to make use of Gauss-Bonnet formula, in order to prove that this
angle is the identity. This requires to introduce an average angle of deviation. Since
we are in a non-compact setting, technical issues arise from the fact that the volume
is infinite. In particular, we need to consider its average (denoted by ©.) on compact
domains {p > e} parametrized by ¢ and to study their limit as ¢ — 0.

Because of the possible existence of a trapped set, we are unable to prove a priori
that the averages ©, are C! (or at least uniformly Lipschitz), which would truly simplify
the proof. A cautious analysis of the derivative of the angle of deviation f is needed
to deal with these technical complications. Combined with a version of Otal’s lemma
with an estimate (see Proposition 8.4.1), this allows to conclude that the average angle
of deviation is the identity in the limit ¢ — 0, which itself implies that the angle
of deviation f is the identity. We then conclude the proof by constructing a natural
application ® which is an isometry between (M, g;) and (M, go). Eventually, a last
difficulty comes from the fact that it is not immediate that the isometry obtained is
C* down to the boundary of M.

If the reader is familiar with Otal’s proof [Ota90], he will morally see the same
features appear, but the novelty here is that we are able to deal with the asymptotic
ends of the manifold. The price we have to pay is that this requires to compute tedious
estimates in the limit ¢ — 0.

8.2 Geometric preliminaries

This section is not specific to the two-dimensional case, so we state it in full gene-
rality. (M, g) is only assumed to be an (n + 1)-dimensional asymptotically hyperbolic
manifold. In our setting, it will be more convenient to work on the unit cotangent
bundle rather than on the unit tangent bundle, using the construction of Melrose [?]
of b-bundles.

218



CHAPITRE 8. BOUNDARY RIGIDITY OF NEGATIVELY-CURVED
ASYMPTOTICALLY HYPERBOLIC SURFACES

8.2.1 Geometry on the unit cotangent bundle

The b-cotangent bundle. The unit cotangent bundle is defined by
STM = {(2,6) € T"M | w € M,§ € TEM,JE[2 =1}, (8.2.1)

and we denote by m : S*M — M the projection on the base. The geodesic flow
(¢1)ier is induced by the Hamiltonian vector field X, obtained from the Hamiltonian
H(z,€) = 3/£]2. We will denote by b : TM — T*M the Legendre transform between
these two vector bundles, that is v — g(v,-), and by § : T*M — TM its inverse. We
stress that we will often drop the notation of these isomorphisms and identify (without
mentioning it) a vector with its dual covector.

There exists a canonical splitting of T'(S*M) according to :

T(S*M)=HaV, (8.2.2)

where V := ker dr is the vertical bundle and H := ker K is the horizontal bundle.  is
the connection map, defined for (z,£) € S*M, Z € T(,¢)(S*M), by K(Z) = V;£*(0) €
T, M, where t — z(t) = (z(t),£(t)) € S*M is any curve such that z(0) = (z,£) and
2(0) = Z (see [Pat99] for a reference). The metric g on M induces a natural metric G
on S*M, called the Sasaki metric and defined by :

G(Z,7') = g(dr(Z),dn(Z")) + ¢(K(Z),K(Z)) (8.2.3)

Recall from [Mel93] that the b-tangent bundle T M — M is defined to be the smooth
vector bundle whose sections are vectors fields tangent to M. Let V' be a smooth vector
field on M. If (p, y1, ..., yn) denotes smooth local coordinates in a neighborhood of OM,
we can write

V =ad, + > bid,,

for some smooth functions a, b;. If V' vanishes on the boundary, then a|sy = 0, and we
can write a = pa for some smooth function c. In other words, in coordinates, (pd,, 0y,)
is a local frame for ®*T'M. Now, p0, is well defined on dM, independently of the choice
of coordinates in a neighborhood of M. Indeed, if (p',y’) denotes another choice of
coordinates, then one can write p’ = pA(p,y),y; = Yi(p,y) for some smooth functions
(such that A(0,0) > 0) and one has

PO, = (1 + %) Plap’ + % ;%(Y})ay;v

that is, both elements pd, and p'd, agree on the boundary as elements of *T'M |gx;.
The b-cotangent bundle *T*M is the vector bundle of linear forms on 7M. In
coordinates, (p~'dp,dy;) is a local frame of *T*M and p~'dp on OM (the covector
associated to pd,) is independent of any choice of coordinates (and of the metric g).
From the coordinates (p,y,& = &dp + >, midy;) on T*M, we introduce on *T*M
the smooth coordinates (z,€&) = (p,y,&o,n), where & = &p~', that is &€ = Ep~'dp +
> s midy;. In particular, we see from the previous discussion that the function & — Eo on
5T* M |5y is intrinsic to the manifold, as well as the two subsets {Eo = +1} of "T*M|on
(they do not depend on the choice of coordinate (p,y), not even on the metric g).
Note that given & = p~tdp + >, nidy; € *T*M, one has :

—2
€12 =&+ P07,
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where, here, h, actually denotes the dual metric on 7*0M. We denote by :

S = {(0.6) € T I ~ 1)
One has for z € M :

Sl = {(2,6) € T W& + pPlnf;, =1}

As a consequence, there is a splitting :

S*M = S*MUO_S*MUOLS*M,
where 9, 5*M = {(z,€),z € OM,& = F1} (which are independent of any choice). We
see 0_S*M (resp. 0.5 M) as the incoming (resp. outcoming) boundary.

Lemma 8.2.1. [(GSU17, Lemma 2.1] There exists a smooth vector field X on S*M
which is transverse to the boundary 0S*M = 0_S*M U 0,S*M and satisfies X = pX
on S*M . Moreover, for x € M sufficiently close to OM , in suitable local coordinates
as before, we have X = 0, + pY, for some smooth vector field Y on S*M.

The flow on S*M induced by X will be denoted by @,. For z € S*M and 7 > 0
such that $,(2) is defined for s € [0, 7], one has ¢;(2) = ¥, (2), where

i 1
t(r, z):/o md& (8.2.4)

Trapped set. The results of the following paragraph can be found in [GGSU17,
Section 2.1]. We recall them for the sake of clarity. For € > 0 small enough, the compact
surfaces M. := M N{p > e} have strictly convex boundary with respect to the geodesic
flow.

Lemma 8.2.2. [GGSU17, Lemma 2.3] There exists € > 0 small enough so that for
each (x,&) € S*M with p(z) < e, £ = fodpjtzzll &dy; and & < 0, the flow trajectory
oi(x,€) converges to some point z, € 9.S*M with rate O(e™) as t — +oo and
plei(x,8)) < p(x,§) for allt > 0. The same result holds with & > 0 and negative time,
with limit point z_ € 0_S*M.

We define the tails 'y : they consist of the points in S*M which are respectively
trapped in the past or in the future :

S*M\Tx :={z¢€ S M, p(oi(2))t—s100 — 0} (8.2.5)
The trapped set K is defined by :
K:=I,nI_ (8.2.6)

In particular, in negative curvature, the trapped set has zero Liouville measure. We
can define the exit and enter maps By : S*M \ I'yx — 0,.5*M such that

Bi(z):= lim ¢(2) (8.2.7)

t—+oo

These are smooth, well-defined maps and they extend smoothly to S*M \ﬁ, where
I'; is the closure of I'z in S*M (see [GGSU17, Corollary 2.5]). There also exist smooth
functions 74 : S*M \ I's — Ry defined such that :
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Using the vector field X, another way of describing the sets I'y is
I ={z€5M,m4(2) = to0} (8.2.9)
The scattering map is the smooth map o : 9_S*M \T_ — 9,5*M \ T defined by :

0(2) = By () = 7, (2) (8:2.10)

Hyperbolic splitting in negative curvature. In this section, (M, g) has dimension
2 and negative curvature k < 0. Since the curvature at infinity converges towards —1,
we know that k is pinched between two constants —kg < Kk < —k? <0. It is a classical
fact that the geodesic flow on such a surface is Anosov (see [Ebe72, Kl1i74]) in the sense
that there exists some constants C' > 0 and v > 0 (depending on the metric g) such
that for all z = (x,&) € S*M, there is a continuous flow-invariant splitting

T.(S"M) =RX(z) ® E,(2) ® Es(2), (8.2.11)
where Eg(z) (resp. E,(z)) is the stable (resp. unstable) vector space in z, which satisfy

|doi(2) - Z|g < Ce "M Z|q, Vt>0,Z € Ey(2)

\dy(2) - Z)g < Ce M| Z|g, Yt <0,Z € Ey(2) (8.2.12)

The norm, here, is given in terms of the Sasaki metric. The bundles z — E,(z), Es(2)
are Holder-continuous everywhere on S*M. Moreover, the differential of the geodesic
flow is governed uniformly by an exponential growth (see [Rug07, Chapter 3]) in the
sense that there exists (other) constants C, k > 0 such that :

|dpy(2) - Z|g < Ce*|Z|q, ¥Vt >0,YZ € T,(S*M) (8.2.13)

Let us now fix ¢ > 0 small enough and consider M, := MN{p > ¢}. Like in [Guil7h],
we define the non-escaping mass function V.(T') on the domain M. by

Va(T) = p({z € S"M: [ Vs € [0,T], ¢s(2) € S"Mc}) .

Since the trapping set is hyperbolic, there exists a constant () < 0 such that Q) :=
limsup;_, . log(Vz(T))/T. Note that this constant is independent of € (see [Guil7h,
Proposition 2.4]). In the rest of this paragraph, we fix some gy > 0 small enough. For
0 < e < g9, we want to link explicitly the decay of the non-escaping mass function V.
to V.

Lemma 8.2.3. Let § € (Q,0). There exists a constant C' > 0 and an integer Ny €
N\ {0}, such that for all T > —Nylog(e) :

‘/E(T) S 06_(1+4§)6_5T.
Proof. For (z,£) ¢ I'_ we denote by (. (x,&) the exit time of the manifold M., that

is the maximum time such that : Vt € [0, 0. (x,€)], pe(x,&) € S*M.. By Santald’s
formula, we can express V.(T') as :

VD) = [ (lesle) - D), di
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where x, = sup(z,0), du,(x,&) = |9(&,v)|ijgens (dp) ', v is the unit covector co-
normal to the boundary, i%g.,, (du) is the restriction of the Liouville measure to the
boundary (the measure induced by the Sasaki metric restricted to 95*M.). There exists
a maximum time 77, such that given any (z,§) € 045*M,,, ¢r.(z,€) has exited the ma-
nifold M.. One can bound this time 77 by log(Cey/¢), where C' > 0 is some constant
independent of (z,£) and e (see the proof of [GGSUL7, Lemma 2.3]). We introduce
T, := —2log(e) > T for € small enough. As a consequence, for 7" > 27, one has :

VDS [ (o9~ (T =20),

where ¢! 1 0_S*M,, — 71 (0_S*M.,) =: D. C 0_S*M. is the diffeomorphism which
flows backwards (by ©,) a point (x,&) € J_S*M,, to the boundary 0_S*M. (see Figure
8.1).

2/4 (2',€) = Ye(x,)
/ 4
w7 wsE)

{p=0} {p=¢} {p=-¢e0}

F1GURE 8.1 — The diffeomorphism 1. in the proof of Lemma 8.2.3

The dependence of ¢-! on ¢ is smooth down to € = 0 : this follows from the
implicit function theorem. In the local product coordinates (p, y), one can write dpu, . =
1/esin(0)h(e, y)dydl, where [0,7] > 0 — £(0) parametrizes the cosphere fiber, h is a
smooth non-vanishing function down to € = 0. The point (x, &) corresponds to (y,6) in
these coordinates and we write (v/,0") = 1.(y, 0). If T' is large enough, for the integrand
not to vanish, one has to require that the angle ' (¢-(y,#)) is uniformly contained in
a compact interval of |0, 7r[. In other words, if we fix some constant ¢ > 0, there exists
an integer Ny > 2 large enough (independent of ¢) such that for 7" > —Nylog(e), if
0'(Ye(y,0)) € [0,c] U[r—ec, 7], it will satisty (¢, 4 (¥e(y,0)) — (T —21%)) . = 0. We can
now make a change of variable in the previous integral by setting (v/,6) = ¥.(y,0).
Since the dependence of ¥-! is smooth in ¢ (down to ¢ = 0) and [0,&0] x {p =¢eo}
is compact, |det(y=(y/,6))| is bounded independently of (y,6') and . We get for

1. The metric g here actually denotes the dual metric to ¢ which is usually written ¢g—'. As men-
tioned in the introduction, we do not employ this notation in order to keep the reading affordable.
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T > —Nplog(e) :

/ (g (0-(2,€)) — (T — 212), dpue
0_S*M:-ND.

dydh
9

:zésmﬂw(&m@%@ﬁﬁ—ﬁr—mghgmmmaw

- /8 S 1 (€€o7+(y,7 9/) - (T - 2Te))+ sin (Q(¢;1(y/’ 8/)))

— / / - / / deld !
h (e y(w: (v,6)) | det (6 (. 0))| =
. o' dy’
< C/ (geo,Jr(y 79) - (T - 2T5>)+ Y
8_5*Mx, €
do’'dy’
<cet | (6o 0) — (T = 210)), h(eo,y) sin(@') L
O_S*Mey,+ €o

< Ce W, (T - 2T,),

for some constant C' > 0 (which may be different from one line to another) and where
the penultimate inequality follows from the uniform bound on the angle (i.e. sin(¢’) €
[sin(c), 1]). But we know that for any ¢ € (Q,0), there exists an (other) constant C' > 0
such that for all T > 0, V., (T) < Ce™°T. Thus, for T > — N log(e)

8.2.2 The renormalized length

Definition. This paragraph supplies with the definitions of [GGSU17, Section 4.1].
Let a(z,z") be a geodesic in M joining two distinct points at infinity z, 2’ € OM. For
the sake of simplicity, we will only write « in this paragraph, instead of «(z,2’). The
renormalized length of the geodesic « is the real number defined by :

L(a) := l%ﬁ (an{p>ce})+2log(e), (8.2.14)

where £(-) denotes the Riemannian length. This limit exists and is finite by [GGSU17,
Lemma 4.1].

Note that there is a prior: no canonical choice of the renormalized length L insofar
as it depends on the choice of the boundary defining function p. One can actually prove
that if p = e“p is another choice, then (see [GGSU17, Equation (4.2)]) :

A

L(a(z,2") — L(a(z,2") = w(x) + w(z).

Remark 8.2.1. As a consequence, if two defining functions induce the same representa-
tive for the conformal infinity, then they induce the same renormalized lengths. Thus, if
Y : M — M is a diffeomorphism which preserves the boundary, po1 and p induce the
same representative for the conformal infinity, so L, = Ly«4, where both renormalized
lengths are computed with respect to p.
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An example : the hyperbolic disk. Let us consider the hyperbolic disk (D, %).

The set of geodesics on D can be naturally identified with 0D x 0D \ diag insofar as
there exists a unique geodesic joining to points on the ideal boundary. There is a natural

choice for the boundary defining function which is given by p(z) := 3(1 — |z|?).

Proposition 8.2.1. Let £, € dD be two points on the boundary. Then :

L(£,¢) = 2log(I¢ — ¢]) (8.2.15)

Proof. We denote by « the geodesic joining £ to (. For € > 0, we denote by p. and g.
the points of intersection of a with {p = €} in a respective neighborhood of ¢ and (.
We have :

‘5 - QEHC _pa‘
|€ —pa||C - QE|

by symmetry. As e — 0, | —q.| = |£—(]| and, using elementary arguments of geometry,
one can prove that | — p.| = (1 + o(1)). Thus :

aﬁﬂgzkg( )zzmam—%n—zbgw—mm

d(pe; g-) = 21og(|¢ — ¢]) — 2log(e) — 2log(1 + o(1))
O

Remark 8.2.2. In the model of the hyperbolic plane (H, dxzy;zdf), if one takes the boun-

dary defining function p(x,y) = y, then given two points &,  on the real line, one can
check that :

L(¢, ¢) = 2log(|§ — ¢])

We see in particular that the renormalized length is not a proper "length” according
to the usual terminology insofar as it can be negative, and we even have L(§,() — —o0
as & — (. This is not specific to the hyperbolic disk and can be proved in the general
frame. Moreover, we see from the expression (8.2.15) that the renormalized length is
not invariant by the isometries of the disk

if ¢ # 0, but :

L(v(£),v(¢)) = 2log(|7(§) — ()
= 2log([¢ = [V (O Q')
= L(&,¢) +log(|1Y (OIY (Ol)

Action of isometries on the renormalized length. Let v be an isometry on
(M, g), then ~ acts smoothly on the compactification M (see the arguments given in
§8.5 for instance).

Lemma 8.2.4. Let « be a geodesic joining two points x,x’ € OM. We have :
L(yoa) = L(a) +n~" log(|dv.|dva ),

where |dry,| is the Jacobian of vy|an in x with respect to the metric h, n + 1 being the
dimension of M.
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Proof. We denote by z = (z, &) the point in 0_S*M generating «. Assume for the sake
of simplicity that « is a half-line joining x € M to a point in the interior M. Let
re:=a N{p=c}and a. :==a N{p>ec}. We define ¢’ := p(vy(x.)). We have :

l(a:) +log(e) = ({(v(ae)) +log(e”)) — log('/e)

As e — 0, the left-hand side converges to L(«) whereas the term between parenthesis
on the right-hand side goes to L(y(«)), so all is left to compute is the limit of €’/e as
e — 0. We write ¢ = p(7y(7(%,.(2)))), where 7. is defined to be the unique time such
that p(®,.(z)) = €. By the implicit function theorem, € + 7. is a smooth function of
e and it satisfies : p(@,.(2)) =& = 7. + O(72). Thus 9.7.|._, =1 and :

oz
iy = = e (e (0 (50| )))
e=0

e—0 d_f‘: 67_5
= dpy ey (d2(dm.(X(2))))
= dpy(z) (d72(9p(7)))

Remark that at M, dv,(0,(z)) = A(2)0,(y(x)) for some real number A depending on
x, since 7y sends geodesics on geodesics. If ny, ...,n, € T,,(0M) is an orthonormal frame
for the metric h, one can prove that h(dvy,(n;),dv.(n;)) = A(2)d;; by using the fact
that v*g = g. As a consequence, the Jacobian of sy at x with respect to the metric
his \"(x). Thus :

lime'/e = |dy,|n
e—0

Replacing this in (8.2.2), and adding the other part of the geodesic, we find the sought
result. O

8.2.3 Liouville current

We denote by M the universal cover of M : it is a topological disk on which we fix
an orientation. All the objects (g, p, X, ...) lift to M and their corresponding object in
the universal cover is invariant by the action of the fundamental group m(M). Since
we will only work on M in the following, for the reader’s convenience, we will often
drop the notation - when the context is clear, except for the universal cover itself M.
We define L

G := (0M x OM) \ diag,

which can be naturally identified with the set of untrapped geodesics (neither in the
future nor the past) on M. If M is the set of Borel measures on G which are invariant
by the flip, then it is a classical fact from [Ota90] that the Liouville measure induces a
measure 7 € M called the Liouville current (see also [GM18] for a proof).

Expression in coordinates. Given z,z’ € M , we can parametrize «, the unique
geodesic joining x to 2/, in the following way : if z = (z, &) € 0_S*M denotes the point
generating «, then we parametrize the geodesic by «a(t) = ¢i(m(z)), where m(z) =
P, (»),2(7) is the middle point (this is a smooth map according to Section §8.2.1). We
set y(t) := m(a(t)). We define

V:={(1,0) e Rx (0,7),(~v(7), Rey(7)) ¢ T_UT,}, (8.2.16)
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where Ry is the rotation by a positive angle 6 in the fibers of S*M. For x,x' € M , We
denote by F (:U x') C G the open subsets of points (y,3') € G such that the geodesic
joining y to ¢’ has a transverse and positive (with respect to the orlentatlon) intersection
with the geodesic a0 in M. If we further assume that x,x' € 8M we can consider the
diffeomorphism ¢ : V +— F(x,2’) defined by ¢(7,0) = (y y'), the two points in dM such
that the geodesic connecting them passes through the point (vy(7), Re¥(7)) € S*M. The
following lemma is a well-known fact (see [GM18, Lemma 3.1] for instance) and we do
not provide its proof.

Lemma 8.2.5. ¢*n = sin(0)dfdr

Remark 8.2.3. In negative curvature, the tails I'_ U ', have zero Liouville measure.
This implies that the set °V C Rx (0, 7) has zero measure in R x (0, 7) (for the measure
sin(f)dfdr). In particular, we will ignore trapped geodesics in the computations of the
integrals of Section §8.3.4.

From the previous expression in coordinates, we recover the classical formula for

z,x' € M (see [Ota90)]) :

m  pd(z,x’)
= / / sin(0)dfdr = 2d(z, x"), (8.2.17)
0 Jo

where d(-,-) denotes the Riemannian distance between the two points. For x, 2’ € OM
and € > 0 small enough, we denote by z. and z. the two intersections of a (the geodesic
joining x to x’) with {p = &} in a respective neighborhood of x and z’. We have :

n(F(ze,2l)) +4loge = 2 (d(z.,zl) + 2loge)
=2{(an{p>c¢e})+2loge)
—e—0 2L(Of)

Liouville current and boundary distance. Let g; and g, be two negatively-curved
metrics such that their renormalized lengths agree. We denote by n; and 7, their res-
pective Liouville currents.

Lemma 8.2.6. 71 =,

Proof. We recall that OM is a countable union of real lines embedded in the circle S!.
The topology on M is that naturally induced by the topology on S'. It is sufficient to
prove that the two measures coincide on rectangles, namely on subsets (1, x2) X (23, 74),
such that (zq,x2), (x3,24) C OM are two intervals with disjoint closure, since they
generate the Borel o-algebra. We actually prove the

Lemma 8.2.7. n((x1,z2) X (x3,24)) = |L(x1,x3) + L(xe, x4) — L(x9, x3) — L(21,24)|

Note that that n((x1,z2) X (x3,24)) = |[z1, 22, 3, 24]|, the cross-ratio of the four
points (see [Led95]). In particular, this proves that the right-hand side of Lemma 8.2.7
is a cross-ratio in the sense of [LLed95], which may not be obvious at first sight. Actually,
the properties of symmetry are immediate and the invariance by the diagonal action
of the fundamental group follows from Lemma 8.2.4.

Given some ¢ > 0, we introduce the four horospheres H;(¢),i € {1, ...,4} such that
H;(e) intercepts x; and the point defined as the intersection of the geodesic a(x;, z;42)
(i + 2 is taken modulo 4) with {p = €} in a neighborhood of z;.
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{p=c¢} Qe b,

{p=0}

X

FIGURE 8.2 — Left : The four horospheres and the lengths §;(¢). Right : The horosphere H;(¢)

We have :

L(ZL’l, 5(73) =+ L(ZL’Q, 5(34) — L(ZL‘Q, ZL’3) — L(J]l, IL‘4)

= li_l}éé(()é(&?l,xgg) N{p>e})+2loge+ l(a(xe,z4) N {p >e}) + 2loge
—la(xe,z3) N {p>ce}) —2loge — l(a(x1,24) N {p >c}) — 2loge

= ll_r)% Ua(zy,z3) N{p>e}) + U a(za,zs) N{p > c}) — U a(xe,z3) N {p > €})
— la(zy, z4) N {p > €})

= llir(l] U a(xy, 23) N Hext(€)) + (g, x4) N Hexi(€)) — €2, x3) N Hexi(€))
— 6(0&(%1,1‘4) N Hext<€)> — 51(6) — 52(8) — 53(8) — 64(8),

where 0;(¢) is the algebraic distance on the geodesic between its intersection with H;(¢)
and {p = ¢}, positively counted from x;, and He(¢) :== M \ UL, H;(¢). Now, we know
that the quantity

[£(a(wr, 23) N Hexi (€)) + L2, 24) N Hexe(€))
— l(a(xe, x3) N Hext(€)) — Ly, 4) N Hex(€))]
is actually independent of e and equals n([z1, xs] X [z3,24]) (see [Will4] for instance).
It is thus sufficient to prove that d;(¢) — 0 as € — 0. Let us consider 4, (¢) and e small
enough so that we can work in the coordinates where the metric g can be written in

the form g = p~2(dp? + h?(p, y)dy?) for some smooth positive function h? (down to the
boundary).
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We have :
01(e) = d(ce,b:) < d(ce, ac) +d(ac, be) < d(ce,a:) + I([ac, be]),

where the points a, b., c., d. are introduced in Figure 8.2, [a., b.| denotes the Euclidean
segment joining a. to b.. Note that by construction d(c.,a.) — 0 as ¢ — 0 (the points
are on the same family of shrinking horospheres).

The two geodesics a(xq,x3) and a(xy,z4) with endpoint z;, seen as curves in M ,
can be locally parametrized by the respective smooth functions (p, y3(p)) and (p, y4(p)),
according to the implicit function theorem since the geodesics intersect transversally the
boundary (see Lemma 8.2.1). One has by derivating at p = 0 that \;0, = d, + y.(0)d,
for some constant \;, that is 3(0) = 0 and A; = 1. In other words, we can parametrize
locally both geodesics by (p, 4o + O(p?)), where y, is some constant depending on the
choice of coordinates. Thus |y(a.) — y(b:)| = O(&?). If we choose a parametrization
() = (&, y(as) + t(y(b.) — y(ac))), for t € [0,1], of the euclidean segment [a., b.], then
one has :

U(laz, b)) = / g(3(8), ()2t = e y(b.) — y(as)| / B (8))dt,

where the integral is uniformly bounded with respect to €. Thus, by the previous
remarks, {([ac, b.]) = O(e), which concludes the proof.
m

8.3 Construction of the deviation ~

In this section, for the sake of simplicity, we will sometimes write A = O(e™) in
order to denote the fact that for all n € N\ {0}, there exists C,, > 0, e, > 0 such that :
Ve < e, |A| < Cre™.

8.3.1 Reducing the problem

Suppose g1 and go are two asymptotically hyperbolic metrics like in the setting of
Theorem 8.1.1 that is, they are both negatively-curved and their renormalized distances
coincide for some choices of conformal representatives in the conformal infinities. In
local coordinates (p,y), for i € {1,2}, one can write g; = p~2(dp* + h,;), for some
smooth metrics h,; on OM (note that this is the same boundary defining function for
both metrics, see [GGSUL7, Section 4.2]). By [GGSUL7, Theorem 2], there exists a
smooth diffeomorphism 1 : M — M fixing the boundary such that ¢*g, — g, = O(p>)
at OM (that is h,1 — h,2 = O(p™)). In the following, we will argue with this new
metric ¢*g; but we will still denote it g; for the sake of simplicity.

Remark 8.3.1. In particular, this implies that the respective renormalized vector fields
satisfy X; — Xy = O(p™) at OM, that is their C*-jet coincide on the boundary. By
Duhamel’s formula (see [SUV16, Lemma 2.2] for instance) this implies that on the
boundary 0_S*M, for any k > 0, one has |[p: — §2||cx = O(7).

8.3.2 The diffeomorphism «

We denote by M. := M N {p > e} and by M. its lift to the universal cover. Like
before, all the objects are lifted on the universal cover. Unless it is mentioned, we will
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drop the notation -, except for the universal cover itself. S*]\Z will denote the unit
cotangent bundle with respect to the metric g;. G; and G, denote the set of geodesics
connecting points on the ideal boundary dM, with respect to the metrics g; and go.
They will sometimes be identified with OM x OM \ diag.

Given (z,§) € S* M, \T'L UTL, we denote by (z,2) € OM x OM (resp. (y,y') €
OM x OM) the two points on the ideal boundary induced by the geodesic carrying the
point (z,&) (resp. (x, Rp€) if 6 € (0,7) and (x, Rp§) € S*M; \T'L UT'}). This defines a
map :

Ry Wl — gl X gl \ diagv /{l(x7€a 9) = (272/7y7y/)7

where

Wi o= {(@.6,0) € S My x (0,7) | (2.€), (. Ro€) ¢ (M UTY) }

The map k; is clearly bijective. It is smooth because each of the coordinates (z, 2/, y, ')
is smooth. Indeed, one has for instance

Z(‘Ta 57 0) = W(@ﬂl—,(x,f) (ZL‘, 5))7

and this is a smooth application according to Section §8.2.1.

The g»-geodesics with endpoints (z,2') and (y, ') intersect at a single point denoted
(X(z,€,0),Z(x, &, 0)) (where = is the covector on the go-geodesic with endpoints (z, 2'))
and form an angle f(x, &,0), which we call the angle of deviation. This defines a map

Ri=rylok Wy = Wa,  R(x,8,0) = (X(x,€,0),5(x,,0), f(x,€,0), (83.1)

where Wg is defined in the same fashion as Wl. By the implicit function theorem,
one can prove that s, ' is smooth and thus % too. It is a bijective map whose inverse
k! = k;! o Ky is smooth by the same arguments. As a consequence, & is a smooth
diffeomorphism. Moreover, it is invariant by the action of the fundamental group and

thus descends to the base as an application « : (z,€,0) — (x,Z, f).

8.3.3 Scattering on the universal cover

On the universal cover M. , the renormalized distance can actually be extended
outside the boundary, namely we can set for p,q € M :

Di(p,q) = di(p, q) +log(p(p)) + log(p(q)),

where d;, ¢ € {1,2} stands for the Riemannian distance induced by the metric g;. D;
is clearly smooth on M x M \ diag and using the fact that there exists a unique
geodesic connecting two points, one can prove like in [GGSU17, Proposition 5.15], that

the extension of D; to M x M \ diag is smooth. Now, as established in [GGSU17,
Proposition 5.16] the renormalized distance on the boundary actually determines the
scattering map o; (defined in (8.2.10)), that is :

Proposition 8.3.1. If Ly = Lo, then o1 = 0s.

The proof also applies here, in the universal cover. It is a standard computation
since we know that D; is differentiable, which relies on the fact that the gradient of
¢ — Li(a(p,q)) (for p,q € OM) is the projection on the tangent space T,0M of the
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gradient of ¢ — D;(p,q) and the latter corresponds to the direction of the geodesic
joining p to ¢ when it exits M. - .

We fix € > 0 and define S*M! := S*M; N {p > e}. For i € {1,2}, given (x,§) €
8,5*]\7/2 we can represent the vector £ = {(w) by the angle w € [0, 7] such that
sinw = |g;(vi(x), )|, where v; stands for the unit covector conormal to {p =} (with
respect to the metric g;).

Lemma 8.3.1. There exists an angle w. (only depending on ¢), such that for all
(r,&(w)) € G_S*J\/ZEI \ 'L, given by an angle w € |w., ™ — w.], if a1(p,q) denotes the
g1-geodesic generated by (x,&), with endpoints (p,q) € OM x 8M, then the go-geodesic
as(p, q) with endpoints p and q intercepts the set {p > €} for € small enough. Moreover,

for any N € N\ {0}, we can take w. = V.

Proof. Let (x,§) € 8,8*]\7[;1. We set ourselves in the coordinates (p,y) induced by the
conformal representative h. The trajectory

t (p(t), y(t), &), n(t)) € S*M

of the point (x,¢) under the flow X is given by Hamilton’s equation (see [GGSU17,
Equation (2.8)]). Flowing backwards in time with ¢;, we know that (z,£) converges

exponentially fast towards a point (p,¢) € 9_S*M (see [GGSU17, Equation (2.11)]) in
the sense that there exists a constant C' (uniform in the choice of points) such that :

Vt <0, p(t) < Cp(0)e = eCe M

In particular, the time 7_(x, &) taken by the point (z,&) to reach (p, () with the flow
Pl is (see (8.2.4)) :
0
r(n.6) = [ pr<ce

We also know, according to Hamilton’s equations (see [GGSU17, Equation (2.8)])
that

p(0) = p*(0)60(0) = esin(w),
where w satisfies £,(0) = p&(0) = sin(w) = |g1(&, v1(z))|. Let us fix an integer N > 0

and assume that eV < w < 7 — ™. Then p(0) > 2/m - eV *1 so there exists an interval
[0, 8] such that for ¢ € [0,] :

e+t/m-eNTE<e+t/2-p(0) < p(t) < 2

In particular, p(d) > e+ /m - VTt
We go back to the flow pL. By our previous remark, we know that there exists a
time

5
70 < Ce +/ p(t)dt < C'e,
0

such that p(@L (p,¢)) > e+ d/m - N2 But since g1 = g2 + O(p™), we know that
X1 = Xo +O(p™) and X; = X, + O(p>). Moreover, since the scattering maps agree
according to Proposition 8.3.1, we know that the two geodesics a4 (p, ¢) and as(p, q) are
both generated by (p, (). As a consequence, one has : p(@L(p, ¢)) = p(@%(p, ) +O(7%)
(the remainder being independent of (p,()). In particular, since 79 < C'’e, there exists
a constant C” > 0 such that

(@, (0,C)) — p(@2, (p,C))| < C"eNT?
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Thus :

if £ is small enough.

In the following, we assume that such an inte-
ger N is fixed (and taken large enough) and we ap-

ply the previous lemma with N + 1, that is w. =
N+

(p, Q)

This allows us to define a map v on U :=
{(2,€w)) € STM'& > 0,0 € [p(x) "+, 7w = p(e) ]}, in
the following way : to a point (x,&) € U, which we see
as a boundary point (z,¢{(w)) € 8,5'*]\7//; for e = p(x),
we associate the boundary point (z/,&") = J(Jz,f) such p
that J(x,f) € 8_5*@ is the point on the gs-geodesic (p=c)
connecting p to g. A formal way to define ZZ is to intro-
duce another diffeomorphism ¢, : U — 0_S*M x [0, 00)

such that ¢y (z, &) = <¢L(L§)(:c,£), p(:c)) and to set

FIGUREN 8.3 — The diffeomor-
phism .

J(xaf) = ng © Jl(mag) = @ip (@71;(:5,5)(1‘75)) ) (832)

where 1;2 is defined in the same fashion and 7, is the time taken to reach the hyper-
surface {p = p(x)}. Note that 1(z, £) exists according to the previous lemma and this
point is well-defined (it is unique) according to Lemma 8.2.2. Moreover, it is smooth
on U thanks to the results of Section §8.2.1 (this mainly follows from the implicit func-
tion theorem). Eventually, it is invariant by the action of the fundamental group and
descends on the base as a map ¥. We write U. := U N {p = €}. What we need, is to
prove that J is the identity plus a small remainder.

Lemma 8.3.2. ||t — Id ||c1 = O(%).

Proof. Since the two trajectories are O(e™) close, so will be the times 7, and —7_(z, §)
by which the g;- and go-geodesics generated by (p, ) hit {p = ¢} (this can be proved
by contradiction for instance, like in the proof of Lemma 8.3.1), which implies that
Ve(z, ) = (x,€) + O(e™), where the remainder is uniform in (z,¢). To obtain a bound
on the derivatives, we see from the expression (8.3.2) and the fact that the two flows
are O(e>) close in the C'-topology (Remark 8.3.1), that it is sufficient to show that
the times satisfy 7,(z,&) = —7_(2,€) + O(¢>) in the C'-topology with a uniform
remainder. Let (p,() = ﬁi—(x,é) (z,€). We have

PPl _we(p.Q) = e = p(F,(.0))

We are interested in the variations of = along {p = ¢} and of the angle £(w). If we
denote by z any of these two parameters, we get by derivating the previous equality :

_%dp(fl) + dp(dpl . (d.(p,Q))) = %dﬂ(m) + dp(dgr, (d-(p. )))
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The two terms containing the differential of the flow coincide to order O(e*) and we
also have dp(Xs) = dp(X;) + O(e*) by Remark 8.3.1. Thus :

But dp(X;) is precisely the sine of the angle with which the geodesic generated by
(p, ¢) enters the set {p > €} and this angle is contained in [¢V, 7 — "] by construction
of the set U, so dp(X;) > V. By dividing by dp(X), this term is swallowed in the
O(e*), which provides the sought result. O

Given (z,¢§) € 8_5*]\7/5", we denote by £2 , (z,€) the length of the geodesic generated

by this point in ]\Aj8 Note that by strict convexity of the sets {p > €} the intersections

of the geodesics (for both metrics) with ME have a single connected component, so this
length is well-defined.

Lemma 8.3.3. ||€;7+—£§’+01’/;6||Co = O(e>), where the sup is computed over 8_5*@\
rt.

Proof. Recall that (p,() € 0_5 *M is the point obtained by flowing backwards (z, &)
down to the boundary. If D; denotes the renormalized distance for both metrics, then
we have :

Di(p, ) = Da(p, 2 (z,w)) + O(e™),
where the remainder is independent of (z,¢). Indeed, considering 0 < & < e, and
denoting by a4 (p,x) the gi-geodesic joining p to z, one has :

1

fulan(p.) 1 {p > <) + loge' = [ ﬁ

-/ (41" (u)du

!

+logé’
+loge’,

where 7! and 7. are defined such that p(pl,(2)) = €,p(@Li () = €, and ¢y : s —

p(@l(2)) is a diffeomorphism. Note that 1;(0) = 0,1(0) = 1. By assumption, the two
metrics are close, thus 1 (s) = ¥1(s)+O(s*) and one can check (by induction) that this
implies that (7 1)®(0) = (15 1)*®(0) for all k € N, that is 1, (u) = 1y ' (u) + O(u™).
Inserting this into the previous integral expression, we get the claimed result.

The same occurs for the other bits of the geodesics : namely, if y and y' denote
the exit points of a;(p, q) and as(p,q) in M., then D;(q,y) = Ds(q,y") + O(e>). Now,
using the fact that the renormalized lengths agree on the boundary, we obtain :

) +di(z,y) + Di(y,q)
)+ 02 (2,€) + Di(y, q)
)

Thus : ﬁé’+(x,§) = 5?,+(155(x7€)) + O0(e™). L
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8.3.4 The average angle deviation

The angle of deviation fsatisﬁes two elementary properties :

Lemma 8.3.4. 1. It isw-symmetric, that is, for almost all (x,&) € S*Ml, 6 € (0,7,

f($7€70) :W_f(x>R9£a7T_9) (833)

2. It is superadditive in the sense that, for almost all (x,§) € S*]/\\/[/l,el,eg € [0, ]
such that 61 + 6, € [0, 7],

f(x7§7 Ql) + f(ZL‘, R91§7 02) < f(ZL', 57 01 + 02) (834)

We will denote by H : G; — G, the map that associates to a g;-geodesic with
endpoints z,z" € M the gy-geodesic with same endpoints. Note that when G; and G,
are identified with OM x OM, H is simply the identity, but we will rather see G; as
the set of geodesics connecting two boundary points.

Proof. The m-symmetry is obtained from the very definition of fv As to the superad-
ditivity, it follows from Gauss-Bonnet formula in negative curvature. Indeed, consider
the three geodesics ay, 1,71 of M, carried by the points (x, &), (z, Ry,§), (x, Ry, +0,€)-
Their image by H (that is the corresponding go-geodesics with same endpoints) are
three geodesics as = H (1), f2 = H(B2), 72 = H(72), forming a geodesic triangle which
we denote by T', with angles

f(xvfa 91)7 f(ill', R91£> 62)7 f(xa R91+92£7 ™= 91 - 92)

Now, we have by Gauss-Bonnet formula :
0> / ko dvoly = f(2,€,61) + f(w, Ro,&, 02) + f (&, Royyo,€,m — 60— 6) = (8.3.5)
T

Using m-symmetry, we obtain inequality (8.3.3). O

Note that the inequality (8.3.4) is saturated if and only if the geodesic triangle is
degenerate, that is it is reduced to a single point, since the curvature is negative. As
mentioned previously, f descends on the base as a function f which also satisfies the
properties of Lemma 8.3.4.

One of the ideas of Otal was to introduce the average angle of deviation. Since we
work in a non-compact setting, we are forced to consider partial averages depending
on £. We define for fixed ¢ > 0 :

1
O (0) := vol, (S-31) /S*M; f(2,&,0)dp (z, €) (8.3.6)
It also satisfies
©.(0) =0,0.(m) =7 (8.3.7)

Since the rotations R, preserve the Liouville measure, by integrating over S*M_! the
relations (8.3.3) and (8.3.4) given in Lemma 8.3.4, we see that ©. also satisfies the
T-symmetry :

Vo € [0,7], ©.0)=m—06.(r—20), (8.3.8)
and the superadditivity :

Vél, 0y € [O,W], s.t. 0, +605 € [0, 7T], 98(01) + @5(92) < 95(91 + 92) (839)
We now show that ©. satisfies the following
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Lemma 8.3.5. Let J : [0,7] = R be a convex continuous function. Then :
/ J(©.(0)) sin(#)do g/ J(0)sin(0)do + ||.J|| L= O(eN), (8.3.10)
0 0

where the remainder only depends on €, N is fixed by Lemma 8.3.1.

The proof of this lemma relies on
the use of Santalé’s formula, together
with the fact that the Liouville currents
coincide. But let us make a preliminary
remark. Consider (z,¢(w)) € 9_S*M!
with w € [w., m—w,|. It generates the g;-
geodesic aq(p,q) with endpoints p,q €
OM which enters (resp. exits) M. at
z (resp. y). We denote by as the go-
geodesic joining p and ¢ which enters
(resp. exits) M. at 2’ = 2/(¢.(x,))
(resp. ¢/'). Let us denote by Fi(z,y) C G
the gi-geodesics which have a positive
transverse intersection with the geode-
sic segment o := a; N M.. Fo(a’,y') de-
notes its analogue for the second metric, .
that is the go-geodesics having a positive transverse intersection with o := ay N M..

Since H preserves the Liouville measure (that is H.n; = 72), we have :

m(Fi(r,y) = n2(H(Fi(z,y)))

We could hope that H(Fi(z,y)) = Fo(2',y) but this is not the case (see Figure 8.4),
insofar as there is a slight defect due to the fact that we are not looking at points on the
boundary, and this is where the arguments of Otal fail to apply immediately. However,
we have :

FIGURE 8.4 — A picture of the situation : in red,
the go-geodesics, in blue, the gi-geodesics

Lemma 8.3.6.
m(Fi(z,y)) = m(Fa(2',y)) + O(™),
where the remainder is independent of (x,§).

Proof. 1t follows from Lemma 8.3.3, combined with equation (8.2.17). O]

We can now establish the lemma on convexity. We will denote with a tilde ~ the
objects on the universal cover.

Proof. dyuy/voly, (S*ML) is a probability measure on S*M! and by Jensen inequality,
we have, for all 6 € [0, 7] :

1
< W/S*Mg J(f(x,€,0))du(z,§)

Multiplying by sin(6), integrating over [0, 7| and applying Fubini’s Theorem, we obtain :

J(©:(0))

/07T J(©:(0)) sin(h)dh < m /S*Mg /07r J(f(z,€,0))sin(0)dOdpu, (x, &)
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Using Santald’s formula, we obtain for the last integral :

/ / (2, £,0)) sin(0)d0dn (x, €)
S* ]\4l

; (z,6) )
:/8 S*Ml/o / fler(x,€), 6)) sin(0)dOdrdu, . (z, &)

where dp, (2, €) = [91(£, 1) i35 51 (dpa), v1 s unit covector conormal to the boundary,
ipsea (dp) is the restriction of the Liouville measure to the boundary (the measure
induced by the Sasaki metric restricted to 9S*M}), and £} , (z,£) is the length of the
geodesic starting from (z, &) in M,. Note that we would formally need to remove the set
of trapped geodesics when applying Santald’s formula. However, as mentionned in Re-
mark 8.2.3, they have zero measure and do not influence the computation, so we forget
them in order not to complicate the notations. By parametrizing each fiber 9_S*M!
with an angle w € [0, 7], we can still disintegrate the measure du;, = sin(w)dwdr,
where dx is the measure induced by the metric ¢g; on OM. and dw is the measure in

the fiber 9_S*M], so that :

L, L e sm@sn .o

/BM€/ / N/ f(pk(x,€),0)) sin(0)dbdr sin(w)dwdz

+(@8)
/aM / / / f(oi(x,€),0))sin(0)dodr sin(w)dwdx + ||J|| L= O (™),

Recall that we applied Lemma 8.3.1 with w. = O(eV*!). The loss of 1 in the exponent
is due to the fact that we have to swallow uniformly the lengths £} | (z,&) = O(—loge)
in the integral.

Let us fix (7, &(w)) € 0_S*MI\T'_ and consider one of its lift on the universal cover
(7,E(w)) € 8_5*]\%;1 \ [''. It generates a geodesic with endpoints (p,q) € M x M.
We can rewrite the integral

Z;7+(x,£) s Z;ﬂL(%vg) ™ e e
1 0)) sin(@)dOdT = oL (T 0)) sin(@)dOdr.
/0 / J(f(¢(2,€), 0)) sin(9)dd / / J(F(@(,8),0)) sin(9)dbd

We will now use the diffeomorphisms ¢; : V; — F(p,q) (for ¢ = 1,2) introduced in
Section §8.2.3 (see equation (8.2.16)). The g;-geodesic joining p to ¢ is denoted by
a;1(p, q) : we choose a parametrization v : R — ay(p, ¢) by arc-length using the middle
point (see Section §8.2.3). Remark that the composition ¢; o, : Vi — V5 has the form
(1,0) = (-, f(7(7),%(7),6)) (the first coordinate is of no interest to us). Moreover,

(65" 0 ¢1)" sin(0)dbdr = ¢imy = ¢im = sin(6)dbdr,
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since the two Liouville currents agree according to Lemma 8.2.6. We have :

/ b / £),6)) sin(8)dfdr

=¢im(Jogylogr -1 T,T+?;,+(E,§)]X[0nr])
=m(Jogy" - 1raEy)

=m(Jo ¢y - Lyr @)
=ma(Jo gy 1ragy) + 17|l O()

~1 =7

Z§,+(x &) ™

_ / / 7(0) sin(0)dbdr + ||7|| 1~ O(e>)
0 0

= 2.,@.8) [ 10)sin@)0 +117]~0(=)

where the fourth equality follows from Lemma 8.3.6. The constant T" on the second

line is unknown and appears in the choice of parametrization of the geodesic segment

a1(Z,7y) but does not influence the computation. The point (z/,&") = (7, §) is the

image of (z, E) by the diffeomorphism {ﬂ; defined in Section §8.3.3. We recall that this

diffeomorphism is invariant by the fundamental group and descends on the base as ..
Inserting this into the previous integrals, we obtain :

/*Ml/ (z,&,0)) sin(0)dOdp (x, €)
:/0 o da/aME / (@ §@))) sinw)dwde +[]7]|=O(")

According to Lemma 8.3.2, we know that 1. = Id + O(e*) in the C* topology. In
particular, the Jacobian of . is 1 + O(£*°) and by a change of variable :

/<9M8 /w +(Ye(2,€(w))) sin(w dwda:_/aMs/ (o, &) sin(w)do/dz’ + O(eN)
—V0192(S*M2)+(9(5 )

= voly, (S*M}) + O(eV),
where the two volumes agree to order O(e") according to the same computation with

J = 1. Inserting this into the previous integrals, we obtain the sought result.
m

Remark that we can actually consider in Lemma 8.3.5 a family of functions Jg,
instead of a single function. We can assume that ||J.||z~ = O(1/%), for some o > 0
which we may take as large as we want. Then, we can always apply the lemma with
N’ := N + |a] + 1, so that in the end, the sup norm ||J.||p = is swallowed in the term
O(e"). We actually obtain for free a better version :

Lemma 8.3.7. Let N € N\ {0} be an integer and a > 0. Let J. : [0,71] — R be a
family of convex continuous function such that ||Je||p~ = O(e™®). Then :

/ J-(©:(0)) sin(0)dh < / J.(0) sin(0)do + O(™N), (8.3.11)
0 0
where the remainder only depends on ¢.
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8.4 Estimating the average angle of deviation

As mentioned previously, we are unable to prove a priori that the ©. are uniformly
Lipschitz. Nevertheless, we can show that they decompose as a sum @é“) + @2”’ where
the @2‘” are Lipschitz (and their Lipschitz constant is controlled) and the @é”) have a
"small” CY norm. This will be sufficient to apply our version of Otal’s estimate (see
Proposition 8.4.1).

8.4.1 Derivative of the angle of deviation

The purpose of this paragraph is to estimate the derivative (with respect to 6) of
the angle of deviation f. We recall that

Wi = {(2,€,0) € S*M; x (0,7) | (2,6), (z, Re€) ¢ (TLUTL)}

Lemma 8.4.1. There exist constants C,k > 0 (independent of €) such that for all
(z,6,0) € S*MINW; :

‘%(%&9)' < Cexp (k (€ (2, Ro€) + M;_(x’Reg)D)

Proof. We can write the derivative of f as:

o o (o of (0
20~ oy (aa> iy (ae) : (8.4.1)

where y and ¢ are defined in Section §8.3.2 and study the different terms separately.

The idea is to study the behaviour (and more precisely the growth) of Jacobi vector
fields in a neighborhood of the boundary. Given a geodesic which enters the set {p > ¢},
we will use the bounds (8.2.13) to estimate the Jacobi vector fields on the segment
contained in {p > e}. Then, by convexity, the geodesic exits {p > e} with a coordinate
& <0.Ontheset C = {p < }N{& < 0} (for some § > 0 small enough), we can study
the behaviour of the geodesics more explicitly. Namely, given any point (z, &) € S*M in
C, we know that it converges uniformly exponentially fast to the boundary in the sense
that there exists C' > 0 (uniform in (z,§)) such that if p(t) := p(ps(z,)), then one has
p(0)e™ < p(t) < Cp(0)e~* for t > 0 (see [GGSU17, Lemma 2.3]). From the expression
of the metric (8.1.1) in local coordinates, one can check that the curvature is given by
k= —1+p-O(1). As a consequence, if k(t) = k(m(p(z,£))) and 6 > 0 is chosen small
enough at the beginning, one has that —1 — 1—106_t < k() < -1+ %Oe_t, for any such
(x,€). If t — ~(t) denotes the geodesic generated by this point and .J is a normal Jacobi
vector field along v, we write J(t) = j(t)Rx/27(t), where j satisfies the Jacobi equation
7(t) + K(t)j(t) = 0. Assume 5(0) = 0,5(0) = 1, then j(t) > 0 (there are no conjugate
points) and thus j(t) < (1+ e *);(t). By a comparison argument, j(t) < z(t) where
z is the solution to £(t) — (14 =e~")z(t) = 0 with 2(0) = j(0), 2(0) = 4(0).

But making the change of variable u = 2v/10e~*/2, Z(u) = z(t), one can prove that
Z solves the modified Bessel equation of parameter 2 that is

o~ _
uZ% + u;l—z — (W +2%)2=0

and thus zZ(u) = A - Iry(u) + B - Ky(u) for some parameters A, B € R depending on
z(0), z(0), I, and K, being the modified Bessel functions of first and second kind.
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Thus : 2(t) = A - L(2v10e /%) + B - K3(2v/10e7%?) where I5(2v/10e?) ~is
Ce™t, Ky(2v/10e7?) ~y_y oo Cet (see [AS64, 9.6.7-9.6.9]) For instance, if j(0) = 0,5(0) =
1, which corresponds to a vertical variation of geodesics, then we obtain |drody, (V)| =
|J(t)] < Ce' for some constant C' > 0 independent of the point. Using this technique
of comparison and decomposing any vector by its vertical and horizontal components,
one obtains that ||dp.(z,&)|| < Ce for (z,€) € C, where the constant C' > 0 is uniform
in (z,§).

We fix (xq, &, 0p) and look at the variation 6 — (g, Rg,+6&0). For each 6, we thus
have a gj-geodesic t — 7y(t) generated by this point and it hits the boundary in
the future at y/'(0). We set v := 9. We denote by J(t) := 0pyp(t) the Jacobi vector
field along . Writing in short £} . = £} (zo, Re,&0),V = V(x0, Rg,&o), we have for
t=s+1.,s>0:

(0l = [dr o dpusay (V)] < Oc'ldm o dpy (V)] < Cetethe

The first inequality follows from our previous remarks whereas the second one is a
consequence of (8.2.13). Now, we know that p(f} )e™® = ce™* < p(t) < Cee™ =
Cp(ly .)e®. As a consequence, for t large enough, we have : [J(t)lz, = p(t)[J(t)|g <
8 /

C e, By making ¢ — 400, we obtain that 8—% < C el

h

Conversely, we consider a family of points y'(u) in a neighborhood of ¥ on the

a /
8_y = 1) and we look at the gs-geodesics joining y to y'(u).

Ulp

They intersect the go-geodesic joining z to 2’ (the endpoints of the geodesic genreated
by (z,£)) at some point x(u), and we obtain (x(u),=Z(u)) and an angle f(u). From ano-
ther perspective, we have a family of points (x(u), Ryw)=(u)) which generate geodesics
joining ¢/ (u) (in the future) to y (in the past). Like before, we denote by v the geodesic
obtained for u = 0 and by J the Jacobi vector field along . Since the point y joined
in the past by the geodesic is fixed (it does not depend on ), J (more precisely, its lift

in T'S*M) lies in the unstable bundle. We write

boundary (such that

Ou(x(u), Ryw=(u)) = dr='(J(0)) + K™V, J(0)) = A+ &,

where &, is one of the two unit vectors (with respect to the go-Sasaki metric) generating

0
E,. Note that the vertical component of this vector is precisely 8—fV and thus |A| >
U

of

5l We write €5, = 0% (x, RfZ). For t =s+ (3 ., s > 0 :

(0)]g, = ldm 0 dipi(A&)| = N+ |dr o dp, (dea (€4)) |
> | - eldpr (6]
of

> C’|)\|e‘(”ewi7E > O | 2L | efekti e
ou

The term in "% follows from (8.2.13) whereas the term e® is a consequence on the
bounds of the curvature. More precisely, for fixed bounds, that is —kZ < k < —k?, such
a lower bound is obtained in [K1i95, Theorem 3.2.17], and the same proof applies here,
except that we have bounds —1 — %e‘t < k() < -1+ %e‘t. But the argument of
Klingenberg is based on Gronwall lemma and ¢ — e~ is integrable, so we get the same
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result in the end. Multiplying by p(¢) and taking the limit as ¢ — 400, we eventually

oy’ 0
obtain that Ll 1> Ceell '—f )
u |, Ju
Putting the previous bounds together, and using (8.4.1), we obtain the sought result.

]

8.4.2 Derivative of the exit time

We set T. = —Nylog e for some integer Ny, like in the proof of Lemma 8.2.3.

Lemma 8.4.2. There exist constants C,k > 0 (independent of €) such that for all
(x,€,0) € S*M! NW; such that

TE < g;,Jr(‘r? RG&) + ’gi,f (1:7 R9£)|7
one has :
Op (024 (2, Ro€) + |6} (2, Rp&)]) < Cexp (k (€L, (x, Ro€) + |1 _(x, Ro§)|))

Proof. Let us deal with the case of the exit time in the future, the other case being
similar. The exit time is defined by the implicit equation :

P (SO;;#(I,RQQ(% Rof)) =€

Differentiating with respect to 6, we obtain :

00 (€L (2. R€)) dp (X1(hs omge) (@ Ro€))) +dp (d (¥h e V(cc,Reo) -0,

(%Roﬁ)

where V(z,£) € V is the vertical vector in (z, ) (it is unitary with respect to the Sasaki
metric Gy). But :

‘dp (X1(90;§,+(x,R95)(33»Ref)))‘ = eldp(X )],

and dp(X1) is the sine of the angle with which the geodesic exits the region {p > e}. If
this angle is less than % (any small constant works as long as the geodesics concerned
stay in a region where the metric still has the usual expression (8.1.1)), then the geodesic
will spend at most a bounded (independently of €) amount of time in the region {p > ¢},

thus contradicting the condition :
T. = —Nolog(e) < (¢, (z, Ro&) + |l _(, Re)|

This can be proved using the Hamilton’s equations, similarly to the proof of Lemma
8.3.1 for instance. Thus |dp(X1)| > &.
As to the second term, using the fact that dp/p is unitary (with respect to the dual
metric of g; on the cotangent space), we obtain that :
‘p@ (d(<,p1 ) V(z Rg)))' <e d( ! ) V(x, Re€)
p £4@R00) ) g gy Y - PR ) (e

k0L | (x,Re€
S £e s,+( 6 )’

G1

for some constant k, following (8.2.13). This provides the sought result. O
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8.4.3 An inequality on the average angle of deviation

We know that f is almost everywhere continuous and bounded, so ©, is continuous
by Lebesgue theorem. We now prove that the homeomorphism 6, satisfies the following
estimate :

Lemma 8.4.3. For any § € (Q,0) (defined in Lemma 8.2.3), for all § > 0 small
enough, there exists B’ > 0 (depending on [ and converging towards 0 as B — 0) such
that :

V01,05 € [0,7], [0.(01) — O.(0)] Se (01— o) +&°

Proof. First, remark that it is sufficient to prove the lemma for ;1,6 € [0, 7/2], since
the result will follow from the 7-symmetry of the homeomorphism ©.. We fix ¢ > 0.
We introduce the smooth cutoff function xr (for some 7" > 0 which will be chosen to
depend on ¢ later) such that y7(s) = 1 on [0,7] and xr(s) = 0 on [27, +00). Note
that we can always construct such a yr so that ||Osxr||r~ < 1 (as long as T" > 1,
which we can assume since it will be chosen growing to infinity as ¢ — 0). We write

0. = el 4 @éb)’T, where :

1
@7y - -
O 6) = o, 5

1

ol (S Sy TS

Lo () + 1 (o R (6.0 )

where 7 is defined to be the integrand and
0vT() =0, — W’
Morally, the cutoff function mean that we integrate over the compact region
{64 (2, Ro&) + |02 _(z, Ro€)| < T'}
By Lebesgue theorem, O is C! on [0,7/2]. For 8 >0, 61,65 € [0,7/2], one has :

OET(01) ~ 0T (0:)| S sup (9,07 (0)]" [0, — 5]
0€[0,7/2]

Let us estimate the former derivative. We have :

1

0,07 (0) = m/s y 0oy (2, &,0)dp (z,§),
91 € M

and the derivative under the integral is composed of a sum of two terms which we now
estimate separately.

1. By Lemma 8.4.1, the first term is bounded by :

|XT (é;_,'_(l', RG&) + |€17_(CL‘, R9€)|) 89f(1’, 57 6)‘
< exp (kL 4 (w, Ro€) + |02 _(x, Ro€)])) < €T

2. And the second term is bounded by Lemma 8.4.2 :

|05 (£L 4 (x, Ro&) + €L _(x, Ro&)) Dsxr (£L 4 (x, Ro&) + £} _(x, Ro8)]) f(z,€,0)| S e
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Note that the constant £ > 0 may be different from one line to another. Gathering
everything, we obtain that for all 8 € [0, 7/2], |30 (6)] < %7 and thus :

O (61) — O (6:)] S 1161 — b
As to @S’)’T, we can write :

1
OUT(0) < i | [ i + [ fd
voly, (S*M}) S*MIn{e* (z,Re€)>T} ' S*MIN{ |62 (w,Re&)|>T} !

If T > —Nplog(e) (Ny is a large integer defined in Lemma 8.2.3, independent of ¢),
then the two integrals can be estimated by Lemma 8.2.3 (note that we here divide by
the volume which is bounded by O(¢)). We obtain :

|@(b),T(6) | < 676T6745

3 ~

We choose T := T. = —Nylog(e) and set @2‘” = @é“)’TE,@S’) = @2’“6. Since Ny is
1) we obtain ||O[| e <

~Y

taken large enough (greater than 5 at least to swallow the £~
. And :
O (01) — O (8,)] < e7N0[g; — b,

S

which provides the sought result by going back to ©.. O]

8.4.4 Otal’s lemma revisited
In the spirit of Otal’s lemma (see [Ota90, Lemma 8]), we prove :

Proposition 8.4.1. Assume O, : [0,7] — [0, 7] is a family of increasing homeomor-
phisms for e € (0,0) such that :

1. ©.(0) =0,0.(7) =,
2. Forall 0 € [0,7],0.(r —0) =71 — O.(0),
3. For all 0,0, € [0, 7] such that 6, + 05 € [0, 7],

95(91) + 95(92) S @a<01 + 92)

4. There exists constants C, 3,8 > 0 and 6 > 0 (independent of €), such that for
all 61,05 € [0, 7] :

0.(6:) — O.(8,)| < C (55 v g, - 92|ﬁ>

5. There ezists a > 20"/ —1 such that for all family of continuous convex functions
J::[0,7] — R such that ||Jc||~ = O(1/£%),

/7r J-(©.(0)) sin(#)do < /7r J-(0) sin(0)df + O(e)

Then ©. = Id+ O(e7), where we can take any vy up to the critical exponent

.. 1+a-28/8
7T T 12/

as long as v < 4.
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Proof. We argue by contradiction. Assume there there exists a sequence &,, — 0 such
that ||©,, — Id||f~ > ne) (where ©,, := O, ). By m-symmetry, there exists an interval
[an, Ayn] such that for all 6 € (a,, A,), ©,(0) < 0 —ne) and we can choose O,(a,) =
a, —ne),0,(A,) = A, —nel.

We also construct the largest interval [b,, B,] D [an, A, such that for all § €
(bn, Bn), ©,(0) < 6 —¢) and O,,(b,) = b, — £),0,(B,) = B, — ¢]. Eventually, we
define the largest interval [¢,,, C,] D [bn, By such that for all § € (¢, C,), ©,(0) < 6
and O,(¢,) = ¢y, 0,(C,) = C,. The m-symmetry implies that ©(7/2) = 7/2 and since
©(0) = 0,0(wr) = m, we know that the points ¢, < b, < a, < A4, < B, < C, all lie
either in [0, 7/2] or in [7/2, 7.

A

F1GURE 8.5 — The points ¢, < b, < a, < A, < B, < Cy

Remark that ©, — Id also satisfies the fifth item, namely :

(©n —1d)(61) — (On — 1d)(02)] S [On(61) — On(f2)[ + [61 — by

1
S (52 + 10 - 92|5) +(2m)' 7701 — 6,7
€n

1
Sen+ — |61 — 0o)”
En

This implies that :

1
(an = by)"

(80 —Id)(an) = (O = 1d)(b)| = (n — 1)}, S &), + 7

Thus :
(an - bn>5 2 (n - 1)5;;—'—6/ - 5fz+6/ 2 (n - 1>5Z+Bla

for n large enough since § > v. The same inequalities hold for the other points and we
get, for n large enough :

an — by 2 (n—1)YVPEQHE B — A, > (n— 1)/PHTBIE
by — ¢ 2 0B 0L — B, > 0+80/8

Now, for h € (0,C,, — ¢,), by superadditivity :

Cnt+h>0,(c,+h)>0,(c,) +0,(h) =c, +6O,(h),
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that is ©,,(h) < h. In the same fashion, we have for h € (b,—¢;, B,—¢y), O,(h) < h—e].
Let us now consider the continuous convex functions J,(z) := ¢, *sup(C,, — ¢, —
z,0) =¢,*J,(z) on [0,7]. Using :

/ " 7.(0,(0)) sin(6)d6 < / " J.(0) sin(0)d0 + Cele

where C' > 0 is a constant independent of n, we obtain :
Ch—cn
0< / (0,(0) — 0) sin(0)do + Ce:t
0

bn—cn Bn—cn Cn—cn
- / (O(6) — 0) sin(6)do + / "y / " 4 Celte
0 b

n—Cn Bn—cn

By —cn
< Cglt® — 67/ sin(6)dé,
b

n

n—Cn

where we used the bounds stated above and the fact that both b,, — ¢,, and B,, — c,, are
in [0, 7/2]. But remark that :

/b " Sin(0)dh > (B — ) — (b — ) sin(by — 1)

n—Cn

> (C'(n — 1)YP20+80/8,

for some constant C’ > 0, by inserting the previous bounds and using the inequality
sin(z) > 2z/m on [0, 7/2]. Thus, we obtain :

0< gi‘*‘a (C . C/<n . 1)1/5822/5_._1)74_25//5_1_&) 7

and (2/8 + 1)y + 25/ —1 — a < 0 by the definition of v, so the right-hand side is
negative as n goes to infinity. 0

Remark 8.4.1. Let us mention that the result is still valid in the limit § = +o0, 5 =
1, 8" = 0 (the ©. are uniformly Lipschitz) and o = 0. It provides an exponent v = 1/3.
Had we been able to prove a priori that the family ©. was uniformly Lipschitz, this
would have been enough to conclude.

8.5 End of the proof

We can now conclude the proof.

Proof. Combining Lemmas 8.3.7, 8.4.3 and Proposition 8.4.1, we conclude that ©, =
Id + O(e"), for some N which we can choose large enough. Thus for 6y, 6, € [0, 7] such
that 91 +(92 € [O,ﬂ'] .

1
0< M/S*Mg fz, 8,01+ 6) — f(x,&,61) — fx, R, &, 62) dpq(z,€)
= 0.(01 + 02) — O.(61) — O.()

= 0N

243



CHAPITRE 8. BOUNDARY RIGIDITY OF NEGATIVELY-CURVED
ASYMPTOTICALLY HYPERBOLIC SURFACES

Since the integrand is positive and the inverse of the volume can be estimated by O(g),
this implies by taking ¢ — 0 that

f('r7£791 + 92) - f($,£,61> - f($7R91£792) =0

so the inequality is saturated in Gauss-Bonnet formula. As a consequence, three inter-
secting gi-geodesics correspond to three intersecting go-geodesics with same endpoints.

We can now construct the isometry ® between (M, ¢g;) and (M, g2). We will use
in this paragraph the notation ~to refer to objects considered on the universal cover

M. Given p € M, we choose three g;-geodesics a, B and v passing through p with
respective endpoints (z, '), (y,vy') and (z,2') in OM x OM. By the previous section,
we know that the gs-geodesics with same endpoints meet in a single point which we
define to be ®(p). Now, ®(p) is well-defined (it does not depend on the choice of the

geodesics) and remark that for (z,¢) ¢ I'_UT, (such a covector always exists) and 6
such that (z, Re¢) ¢ T_ UT,, we have ®(p) = x(x,£,6), where x is defined in (8.3.1)

(in other words, x maps fibers to fibers). Thus ® is C* in the interior (see Section
§8.3.2) and extends continuously down to the boundary as ®|,5; = Id.
Moreover, ®*(gy) = g1. Indeed, it is sufficient to prove that ® preserves the distance.

Given p,q € M, we have F, (p,q) = .7?2(&)(])), ®(q)) and thus :

dg, (p, q) = %nal (fl(p, q)) = %ngz (J%(‘P(p), 5(61))) = dg,((p), ©(q))

Now, observe that ® is invariant by the action of the fundamental group : it thus
descends to a smooth diffeomorphism ® : M — M which extends continuously down
to the boundary and satisfies ®*gy = ¢g;.

We now conclude the argument by proving that ® is actually smooth on M. In the
compact setting, it is a classical fact that an isometry which is at least differentiable is
actually smooth and our argument somehow follows the idea of proof of this statement.
More precisely, we show that a smooth isometry on an asymptotically hyperbolic ma-
nifold actually extends as a smooth application on the compactification M. The proof
does not rely on the dimension two. Note that another proof could be given in this case
using the fact that ® is a conformal map.

Consider a fixed point p € M in a neighborhood of the boundary. For any point
¢ € M in a neighborhood of p, we denote by &(g) the unique covector such that
w(q) := (p,&(q)) generates the geodesic joining p to g. The map g — £(g) is smooth
down to the boundary by [GGSUIL7, Proposition 5.13]. Let us denote by 71(q) the

time such that ¢ =7 (ﬁll(q)(w(q))) It is smooth down to the boundary too. Since @

conjugates the two geodesic flows, we can write :

D(q) =7 (22, (2(0))) ,

where z(q) := (®(p),d®,({(q))), for some time 75(g). All is left to prove, is thus that
75 is smooth down to the boundary. If #(¢) denotes the g;-geodesic distance between p
and ¢ (which is also that between ®(p) and ®(q) for g5), one has :

_ @ ds — 1o _ 71(q) - w
0= [ sy = (1 Tty Gl

for some smooth function (7, z) — G(7, z) down to the boundary (this is a computation
similar to the one carried out in Section §8.2.2; see also [GGSU17, Lemma 2.7]). And :

72(q) = 73(2(q)) — e " D73 (2(q)) H (e, 2(q)),
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for some smooth positive function H on [0,1) x S*M \ (0_S*M UT'_) (this stems from
the previous equality, or see also [GGSU17, Lemma 2.7]). As a consequence :

ralg) = 72(=(0)) - (1 - i))) I(q),

i (w(q

for some smooth function I down to the boundary, which can be expressed in terms of

H and G. This concludes the proof.
[

245



CHAPITRE 8. BOUNDARY RIGIDITY OF NEGATIVELY-CURVED
ASYMPTOTICALLY HYPERBOLIC SURFACES

246



Chapitre 9

Conclusion

As a conclusion, we indicate some open questions which are of interest :

1. Local rigidity of the length spectrum : The main result of [GL.19d] adresses
the question of the local rigidity of the marked length spectrum for negatively-
curved manifolds. It is conjectured that the length spectrum (without any homo-
topy consideration) should also locally determines the geometry. This is however
globally false insofar as [Vig80] constructs examples of pairs of non-isometric isos-
pectral Riemann surfaces (which have thus the same length spectrum, using the
trace formula). Nevertheless, one can hope that the rigidity of the length spec-
trum still holds locally. As an application, this result would imply the proof of a
conjecture due to Sarnak [Sar90], asserting that there only exists a finite number
of isospectral isometry classes in dimension 2. Indeed, isopectral family of metrics
are compact by [OPS88]. Thus, arguing by contradiction, one would obtain an
infinite number of isospectral non-isometric metrics for which one could extract a
converging subsequence. But all the metrics in this converging subsequence would
be non-isometric and share the same length spectrum which would contradict the
local rigidity of the length spectrum.

2. Injectivity of the X-ray transform on Anosov manifolds : As detailed in
the Appendix B and following [GK80a, CS98, PSU14b, Guil7al, the s-injectivity
of the X-ray transform of symmetric m-tensors on Anosov manifolds is known to
hold for dim(M) = 2,m € N and dim(M) > 2,m = 0,1, and m € N under the
additional assumption that the curvature is non-positive. However, it is conjectu-
red that this assumption is unnecessary. According to the discussion in Appendix
B, there are two main obstacles one needs to overcome : first of all, one needs to
prove that there are no non-trivial Conformal Killing Tensors (CKTs) for m > 0;
then, one needs to obtain an effective estimate for the constant C,, > 0 such
that [|[X_u||p2 < Cnl|Xiu|p2, where Xo @ Q,, — Q1. This may be done by
considering m € N as a semiclassical parameter.

3. Rigidity problems for non-uniformly hyperbolic geodesic flows : As
explained in the introductory chapter of this manuscript, the existence of an
embedded flat cylinder in a surface clearly prevents the X-ray transform to be
s-injectivity. Nevertheless, one could push this assumption to the extremal case
where there exists only a finite number of closed geodesics on the surface on which
the curvature vanishes, the rest of the surface being negatively-curved. This non-
uniformly hyperbolic surface is one of the easiest examples of manifolds for which
the hyperbolic behavior of the geodesic degenerates. It is very likely that some
features of the hyperbolic case still persist in this context. For instance : is the
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X-ray transform still s-injective on tensors ? What can be said about the resolvent
of the geodesic vector field 7 Can one obtain regularity properties for the solutions
to the cohomological equation ?

Thurston’s distance in variable curvature : In Chapter 3, we have proved
that Thurston’s distance, initially defined on Teichmiiller space, also extends as
a genuine distance in a neighbourhood of the diagonal in the space of negatively-
curved metrics in any dimension. Infinitesimally, this asymmetric distance is in-
duced by an asymmetric Finsler norm and Thurston proved that on Teichmiiller
space, the distance induced by the Finsler norm and his distance coincide. We
conjecture that this is still true in variable curvature. This would solve the marked
length spectrum rigidity conjecture.

Geometry in the space of metrics : The pressure metric introduced in Chap-
ter 3 induces a metric on the space of isometry classes of negatively-curved metrics
on a fixed closed manifold M. It could be interesting to understand the geodesics
in this space of metrics, computed with respect to the pressure metric. This would
be a generalization of the geodesic flow induced by the Weil-Petersson, initially
defined for constant hyperbolic metrics on surfaces. This may provide new ideas
as to the resolution of the marked length spectrum rigidity conjecture



Annexe A

Pseudodifferential operators and
the wavefront set of distributions

The aim of this section is to briefly introduce pseudodifferential operators and recall
elementary properties on the wavefront set of distributions. We refer to [Abel2, H03,
Mel03, Shu01] for a detailed treatment. Like in the previous chapter, (M, g) is a smooth
closed Riemannian manifold. Most of the notions here do not actually need such a
strong structure to be defined but their definition is actually easier in the context of a
Riemannian manifold.

A.1 Pseudodifferential operators

A.1.1 Pseudodifferential operators in Euclidean space

Although the identification T*R"*! ~ R**! x R"*! is immediate, we will keep the
notation T*R™™! in order to stay coherent with the rest of this chapter. We first recall
the definition of pseudodifferential operators in the Euclidean space R"™!. We start
with the usual classes of symbols.

Definition A.1.1. Let m € R,p € (1/2,1]. We define S;*(R"") to be the set of
smooth functions p € C*°(T*R™"!) such that for all a, 3 € N :

g = 3up, s (OO ) <00, (AL

where (§) = /1 + [£]2. For p = 1, we will simply write S™(R™"). We also introduce
the class S, (R™™1) of smooth functions p € C°(T*R"™!) such that for all o, 3 € N :

0 —(m—|a’ % /
Ip| = sup sup |2 D|9Y 92 p(x, €)] < oo
o/ <a,|B'|<B (z,2)eT*(R*T1\{0}

These classes are invariant by the action by pullback of properly supported diffeo-
morphisms. As a consequence, they are intrinsically defined on smooth closed manifolds.
Namely, if M is a smooth closed manifold, then p € S™(M) if and only if, in any local
trivialization, p € S™(R"*1). These classes of symbols form a graded algebra of Fréchet
spaces (for each m € R) with semi-norms given by (A.1.1).

Remark A.1.1. The order m € R is fixed in the previous definition but it can actually
be chosen to vary. Namely, if m € S°(R"*!), then we define SJ*(R"*') to be the set of
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smooth functions p € C°(T*R""!) such that for all indices «, 3, there exists a constant
Cap > 0 such that :

V(z,6) € T'R™,  |920%p(x, )| < Cop(€)m@8)—rlel+1=r)I5]

We refer to [FRS08] for further details. This class of symbols will appear in the proofs of
the meromorphic extension of the generator of Anosov flows. It enjoys the usual features
of more classical classes of symbols like the parametrix construction for instance.

We say that P is a pseudodifferential operator of order m € R on R"*! if there
exists p € S™(R"™!) such that for any function f € C°(R™) :

Pra)= [ [ e ) p )y (A1)

This integral does not converge absolutely and has to be understood as an oscillatory
integral : for further details, we refer to [Abel2, Shu01]. In this case, we write P = Op(p)
and we say that the operator P is the quantization of p. We denote by U™ (R"!) the set
of pseudodifferential operators of order m and we set U~°(R"*1) := N,,cg U™ (R"1).
These are operators with smooth Schwartz kernel (and fast decay at infinity off the
diagonal {x =y} in R"TD x R"*!) Eventually, we denote by op : U™(R") —
Sm(R™) /S™1(R™ ) the principal symbol of P, defined by

op(z, &) == lim hme /M P/ (1),

h—0

for (x,&) € T*R™! if S : C°°(R™"!) is such that dS(z) = &.

The space ¥™(R™"!) is in one-to-one correspondance with S™(R™*1) (see [Mel03,
Theorem 2.1]) via the quantization formula (A.1.2). This allows to transfer the Fréchet
topology of S™(R™"!) to the space U™ (R"™!). As a consequence, U™ (R"™) is a Fréchet
space endowed with the topology given by the semi-norms of its full symbol (A.1.1).

A symbol p € S™(R"™!) is said to be globally elliptic if there exists constants
C, R > 0 such that :

VI¢| = R Vz e R, |p(z,&)] = C{E)™

It is said to be locally elliptic at (xo,&o) if there exists a conic neighborhood V' of
(w0, &) ' such that :

V(z,§) eV, [gl = R, |p(x, &) = C{E™

Given P € U™ (R™"!), we say that it is locally elliptic at (zg, &) if its principal symbol
op is. We denote by ell(P) the set of points (z¢,&y) € T*M at which P is locally elliptic.
Note that this is by construction an open conic subset of 7*M \ {0}.

A.1.2 Pseudodifferential operators on compact manifolds

We now move to the case of pseudodifferential operators on a smooth closed mani-
fold M. There is no intrinsic way of defining pseudodifferential operators on compact
manifolds (although some constructions may look more natural than others, there is

1. V is an open conic neighborhood of (zg,&y) of T*R™*1\ {0} if it is open in T*R™*! \ {0} and
contains for some € > 0 small enough the set of points (x,&) € T*R"!\ {0} such that |z — x| < €

and |£/]€] — /|60l < €.
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always a part of choice in the definitions) but what is important is that the resulting
class of operators W™ (M) obtained in the end is independent of all the choices made.
Moreover, all the important features of the calculus (principal symbol, ellipticity) are
independent of the choices made in the constructions.

We consider a cover of M by a finite number of open sets M = U;U; such that
there exists a smooth diffeomorphism ¢; : U; — ¢;(U;) C R™"!. By assumption, since
M is smooth, the transition maps ¢; o (;Sj_l are smooth whenever they are defined. We
consider a smooth partition of unity ), ®; = 1 subordinated to this cover of M and
smooth functions ¥; supported in each patch U;, defined such that ¥; = 1 on the
support of ®;. We call these elements (U;, ®;, ¥;); a family of cutoff charts.

Definition A.1.2. A linear operator P : C*°(M) — C*(M) is a pseudodifferential
of order m on M if and only if there exists a family of cutoff charts (U;, ®;, ¥;); such
that, in the decomposition

P=>"U;Pd + (1 - U;)PY;, (A.1.3)

the operators ¥, P®; can be written in coordinates
U PO, f(¢; () = 1 Op(pi)pifi(), (A.1.4)

for some symbols p; € S™(R") (Op being the quantization (A.1.2) in Euclidean
space), where x € ¢;(U;), fi := fog;* and f € C>®(M) is arbitrary, 1; := W;0¢; ', p; =
®; o ¢; ! and the operators (1 — U;) P®; have smooth Schwartz kernel. We denote by
U™ (M) the class of such operators.

Another formulation is the following : if one chooses a family of cutoff charts, given
a symbol p € S™(M), (A.1.4) provides a formula of quantization Op(p) (which depends
on the choice of cutoff charts). Then the equality

U™ (M) ={Op(p)+ R |peS™(M),Re€ ¥ >(M)}

holds (here R is a smoothing operator, that is an operator with smooth Schwartz
kernel), that is any other choice of cutoff charts produces the same class of operators.
Note that once a family of cutoff charts is chosen, the decomposition (A.1.3) of P
is unique and one can endow the Fréchet space ¥ (M) with the semi-norms in local
coordinates

1Pllasy = Y I1pillag + 11— C) P, (A.1.5)

where ||pi||a,s is given by (A.1.1) and, confusing (1 — ¥;) P®; with its smooth Schwartz
kernel, we define for K € C*>°(M x M) the semi-norms :

IK]l, = sup  sup |90;K (x,y)|
Ikl <y wveM

The principal symbol map o, : V"(M) — S™(M)/S™ (M) is a well-defined
map, independent of the quantization chosen. Let us recall some elementary properties
of pseudodifferential operators :

Proposition A.1.1. e [f P € V"™ (M), then P : H*(M) — H*™(M) is bounded
for all s € R,
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° [fpl € \Ifml(M),Pz € \Ifm2(M), then P1 OP2 S \Ifm1+m2(M) and OpioP, = 0P, 0Py,
o [f P € U™(M) is globally elliptic, there exists QQ € W~™(M) such that PQ =
1+ Ry,QP =1+ Ry, where Ry, Ry € \I’_OO(M)

An operator R € W=>°(M) is bounded and compact as a map H" (M) — H*(M),
for all s,7 € R. We will denote by C~*°(M) := User H*(M). The following lemma on
elliptic estimates is crucial :

Lemma A.1.1. Let P € VY™ (M) be an elliptic pseudodifferential operator. For all
s, € R, there exists a constant C := C(r,s) such that for all f € C~>°(M) such that
Pfe H ™M) :

1fllzze < CUPfllzzs=m + 1f 1 27)
Moreover, if P : H*(M) — H* ™(M) is injective for some (and thus any) s € R,
then :

£l < C||P £l grs—m

Proof. Let Q € W~(M) be a parametrix for P, i.e. such that QP = 1 + R, where
R € U=>°(M). Then :

[flles S NQP s + 1R ezs S AP F s =+ [1f |zrr,

since R: H"(M) — H*(M) is bounded and @ : H*~" (M) — H*(M) is bounded.

We now assume that P is invertible and we take r = s. Assume that the bound
| fllzs S || Pfllgs—m does not hold, so we can find a family of elements f, € H*(M)
such that || fullgs = 1 and || fullgs = 1 > n||Pfal|gs-m. So Pf, — 0 in H*~™(M). But
R:H*(M)— H*(M) is compact and (f,)nen is bounded in H*(M) so we can assume
(up to extraction) that Rf, — v € H*(M). By the elliptic estimate

[ fullers S NP fullizs-m + ([ RSl

we obtain that (f,)nen is a Cauchy sequence in H*(M) which thus converges to w €
H*(M). But by continuity of P, Pf, — 0 = Pw so w = 0 since P is injective. This is
contradicted by the fact that ||w||gs = 1. O

As usual, one can define pseudodifferential operators P : C*(M, E) — C*(M, F)
acting on vector bundles E, F — M by taking local coordinates and matrix-valued
pseudodifferential operators in these coordinates. All the results previously stated
still hold in this general context. The principal symbol is then a map op : T"M —
Hom(E, F'). When the vector bundles £ and F' have different ranks, ellipticity is re-
placed by injectivity of the principal symbol with a coercive estimate, that is

lop(z, B, —r > CE™,

Hs»

for |¢] > R,C > 0.

A.2 Wavefront set : definition and elementary ope-
rations

A.2.1 Definition

Definition A.2.1 (Wavefront set of a distribution). Let u € C~*°(M). A point
(x0,&) € T*M \ {0} is not in the wavefront set WF(u) of w, if there exists a co-
nic neighborhood U of (zg,&) such that for any smooth functions y € C°(my(U))
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(mg : T*M — M being the projection), in any set of local coordinates, one has :

YN eN,  sup|xu()|l¢V < oo
EelU

This is well-defined i.e. independent of the choice of coordinates. An equivalent defini-
tion is that (xg, &) ¢ WF(u) if and only if there exists a pseudodifferential operator A
of order 0 microlocally supported in the conic neighborhood U, elliptic at (xg, &) such
that Au € C*°(M). By construction, the wavefront set of a distribution is a conic set
in T*M \ {0}. We will say that u € C~°°(M) is smooth at (x¢,&p) if (29, &) & WE(u).

If2: Y — M is a smooth submanifold of M, then the conormal to Y is the set
NY ={(z,§) e T"M |Ve € YNZ € T,Y,({,Z) =0} C T*M

It is a smooth vector bundle over Y. We will say that a distribution u € C~>°(M) is
conormal to Y if WF(u) C N*Y.

Example A.2.1 (Surface density). Let ¢ : Y — M be a submanifold. If ¢ is a smooth
density on Y, then o can be seen as a distribution & € C~>°(M) on M by setting
(@, f) = (o, fly), for f € C>®°(M). Then WF(g) = N*Y, i.e. 7 is conormal to Y.

Indeed, by taking local coordinates, the computation actually boils down to consi-
dering the case o0 = ¢(z)d(z' = 0), with 2’ € R** 2 € R, where M ~ R" and
N ~ {2/ = 0}, ¢ € C°(R¥). But then, for x € C*°(R") localized in a neighborhood of
(z,0), and denoting n = (£,£), e, : (z,2') = @) one has :

G6E) = @oxen) = [ olaix(z,0)c4de = O(ln| )
RE
by the non-stationary phase lemma, unless £ = 0. Thus
WF(@@) = {(0,¢),& e R* "\ {0}} = N'R*

We can refine the definition of the wavefront set in order to evaluate the frequency
behavior of the distribution at infinity :

Definition A.2.2 (H*-wavefront set). Let u € C~°(M). A point (x,&) ¢ WF(u)
if there exists a conic neighborhood of (z,{) and a pseudodifferential operator A of
order 0 microlocally supported in this conic neighborhood, elliptic at (z,&) such that
Au € H*(M). We will say that u € C~*°(M) is microlocally H® at (xg,&o) if (x0,&0) ¢
WF(u).

Example A.2.2. Let §p be the Dirac mass at 0 in R™. Then
WF—H/2(50) = {(075)7£ e R" \ {O}} ’
but WF,(do) = 0 for all s < —n/2.

A.2.2 Elementary operations on distributions

This paragraph mainly follows the lecture notes by Melrose [Mel03].

2. By this, we mean that for all N € N, there exists a constant Cy > 0 such that the right-hand
side is bounded by Cy ||~
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Multiplication of distributions. We will denote by dvol the smooth Riemannian
density on M. Given uy,us € C*°(M), the (complex) pairing

(u, us)c ::/Mul(x)mdvol(az)

is always well-defined (note that M is compact). We want to understand to what extent
this can be generalized to distributions uy, us € C~°(M).

Lemma A.2.1. Given uy,uy € C~°°(M) such that WF (u1) "WF (ug) = 0, there exists
A € UO(M) such that

WF(uy) "WF(A)? =0, WF (uz) NWF(1 — A*) = 0.
Then :
(uy, ug)c = (ug, Aur)c + (u1, (I — A")ug)c
18 well-defined and independent of the choice of A, where the right-hand side is unders-

tood as the pairing of a distribution with a smooth function.

To construct A, one can take A = Op(a) for some a € S°(M) supported in a conic
neighborhood of WF(u;) (in particular, a = 0 on WF (uz) since WF(u;) "WF (ug) = 0)
and such that a = 1 on WF(u;). We do not detail the proof which can be found in
[Mel03, Proposition 4.9]. Then the real pairing is just (uy, ug) := (uy,uz)c. Since

WF () = {(z, =) | (z,§) € WE(u)},

it is defined as long as WF(u;) Ni(WF(ug)) = 0, where i : T*M — T*M stands for the
involution i(z,§) = (x, —¢). This provides the

Lemma A.2.2. Given uj,us € C~°(M) such that WF(uy) N i(WF(ug)) = 0, the
multiplication uy X ug € C~°(M) is well-defined by

Vfe ™M), (urug, f) = (u1, fug) = (fu, uz)

and coincides with the usual multiplication for uy,us € C*°(M). Moreover :

WE(uyuz) C{(x,¢) | 2 € supp(ur), (x, &) € WF(uz)}
U {(ZL’, 5) | LS Supp(UQ), (l’,é) S WF(u1>}
U{(l’,f) ’ 52771—1‘7727(5577%‘) EWF(“Z’)JE {172}}

The proof of the first part of the lemma simply follows from the previous compu-
tation. As to the wavefront set computation, it can be done directly in coordinates by
using the definition.

Pushforward. The pushforward is one of the easiest operations one can define. Let
7w : M x N — M be the left-projection, where N is a smooth closed manifold*. We
denote by (z,y) the coordinates on M x N, dz and dy are smooth measures on M and

3. See Example A.2.5 below for a definition of WF(A).
4. Once again, this can be generalized to the non-compact case, but then one has to consider
distributions with compact support in the product.
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N. The pushforward m,u of a distribution u € C~°°(M) is defined by duality according
to the formula :

vfeC*(M),  (mau, f) = {u,7"f),

where 7* f := fom is the pullback of f. In particular, if u € C*°(M x N), this definition
coincides with

mouta) = [ ule, iy

The wavefront set of the pushforward is characterized by the following lemma :

Lemma A.2.3.
WF(mu) C {(2,§) € T"M | 3y € N, (2,&,y,0) € T"(M x N)}

We omit the proof, which can be done directly by using the characterization of the
wavefront set with the Fourier transform. Morally, integration kills all the singularities
except the ones which are really conormal to N i.e. the manifolds along which we in-
tegrate.

Restriction. Let::Y — M be the embedding of the smooth submanifold Y into M.
Given u € C~°°(M), the pullback 2*u, that is the restriction of u to Y, is not always
well-defined. We denote by dy the smooth Riemannian density obtained by restricting
the metric g to Y and then taking the Riemannian volume form induced. Morally, given
f e (), we want to define (:*u, f) = (u X dy, f), where f is any smooth extension

in a neighborhood of Y (under the condition that the multiplication u x dy is defined).
Note that by Example A.2.1, WF(dy) C N*Y.

Lemma A.2.4. Assume u € C~°(M) satisfies WF(u) N N*Y = () (so u is not conor-
mal at all). Then u X oy makes sense by Lemma A.2.2 and

VIECHY),  (uf)i={uxdy.f),
15 well-defined, independently of the extension f Moreover,
WF@ ) C{(z,§) € T"Y | In € NJY, (2, (€,m)) € WF(u)},
where (£,m) is seen as an element of T, M.

It is actually not obvious that this definition is independent of the extension f of
f : the proof can be done by an approximation argument (see [H03, Theorem 8.2.3]).

Pullback. Let f : M — N be a smooth map between the two smooth compact
manifolds M and N °. The normals of the map (or the conormal to f(M)) is the set

Ny :=N*f(M)={(f(z),6) € T*N |z € M,df "¢ =0}

The pullback f*u of a distribution u € C~°°(N) is not always defined, whereas that of
a smooth function is. If f is a diffeomorphism, then it is an elementary result that f*u

5. If M and N are not compact, then one has to assume f is proper, i.e. the preimage of a compact
subset is a compact subset.
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makes sense in a unique way : this amounts to saying that distributions are intrinsically
defined i.e. are invariant by a change of coordinates. Moreover, the wavefront set of a
distribution v € C~*°(N) is simply moved to

WE(f"u) € f*WF(u) = {(2,§) € T"M | (f(2),df; ') € T"N},

where df ~T stands for the inverse transpose. But if f is no longer a diffeomorphism, if
it maps spaces of different dimensions for instance, then the result may not be obvious.
We consider the graph

Graph(f) :== {(z,y) E M x N |y = f(z)} > M x N

which is an embedded submanifold of M x N (even if f is not a diffeomorphism!).
We denote by m : M x N — N the right-projection and by g : M — Graph(f) the
diffeomorphism g :  — (x, f(x)). Then f = my0i0g. For u € C~°(N), we thus want
to define f*u by ¢g* o¢* o mju. So we have to study separately these three maps and
understand under which conditions we can compose them. First, mju = 1 ® u is always
defined and

WE(m3u) C {(2,0,5,m) | (y,n) € WF(u)}

In the same fashion, the pullback of a distribution by ¢* is always so one has to un-
derstand when the restriction ¢+* is defined. But according to Lemma A.2.4, it is the
case if WF(miu) N N* Graph(f) = (). Note that

T Graph(f) = {(z, Z, f(x),df (Z)) | (x,Z) e TM} C T(M x N).

Thus N*Graph(f) = {(,0, f(z),n) | (f(x),n) € N¢} so +* o mju is well-defined if
WF(U) N Nf = Q)

Lemma A.2.5. Let u € C~°(N). If WF(u) " Ny = 0, then f*u := g* o* o miu is
well-defined and coincides for u € C*®°(N) with f*u =wo f. Moreover,

WE(f*u) C f*WF(u) = {(z,df '€) | (f(2),€) € WF(u)}.

Example A.2.3. Let « : M — M x M be the embedding 2 :  — (x, x) of the diagonal
(M) =2 A(M) C M x M. Note that N*A(M) = {(z,&,z, &) | (x,&) € T*M}. Let
A:C®(M)— C°(M) be a linear operator with kernel K 4. Assume

WF(K4) NN*A(M) =0
Then o*(K4) € C~>°(M) is a well-defined distribution. We define the flat trace of A by
T (A) == (1*(K4),1).

One can prove that the flat trace is independent of the density chosen on M to define
the Schwartz kernel. If A € U=°° then A is a compact operator with smooth Schwartz
kernel — in particular, it is trace class and its trace coincides with its flat trace.

A.2.3 The canonical relation

Linear operators. If A : C*(M) — C~°(M) is a linear operator, we denote by
Ky € C7°(M x M) its Schwartz kernel. We define the canonical relation WE'(A) of
A (also denoted by C4) by

WEF'(A) == {(z.&,y.m) | (2,69, —n) € WF(K4)}
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Given f € C*°(M), using the Schwartz kernel theorem, we know that

Au(z) = (Kalz, ), u) = /M Ka(z, y)u(y)dy,

where this equality has to be understood in a formal sense. By the previous operations
introduced, we can rewrite this as my, (K4 X miu), where mg : M x M — M is the
projection on the second coordinate. If we want to extend A to C~*°(M ), then we have
to understand this decomposition of A in light of the elementary operations seen so far.
Recall that 75 f =1 ® f has wavefront set included in {(z,0,y,n) | (y,n) € WF(u)}.
As a consequence, K4 X m;u makes sense as a distribution if

and by Lemma A.2.2 :

WEF(K 4 x myu) C {(z,§,y,n) | y € supp(u), (z,&,y,1) € WF(K4)}
U{(z,0,y,m) | (z,y) € supp(Ka), (y,1) € WF(u)} (A.2.1)
{(x,&y,m) | y € supp(u), (,&,y,m) € WF(K4)}

By Lemma A.2.3, we know that :
WF (12, (K4 x myu) C {(z,§) | Iy € M, (z,£,y,0) € WE(K4 x myu)}

As a consequence, in (A.2.1), the first set in the union of the right-hand side is imme-
diately ruled-out. We obtain :

WEF (72, (K4 x myu) C {(,&) | Jy € supp(u), (z,€,y,0) € WF(K,4)}
U{(z. &) | 3y,n) € T"M, (z,&,y,—n) € WF(K4), (y,n) € WF(u)}

We introduce the compact notation
WEF'(A) o WF (u) := {(2,€) | 3(y,n) € WF(w), (z,&,y,m) € WF'(A)}

Note that this is precisely the last set on the right-hand side of the previous formula.
We write

WEF(Ka,u)1 == {(2,€) | Jy € supp(u), (z,&,y,0) € WF(K4)}.

These points are the singularities created by A, no matter the regularity of u. In other
words, if u € C*°(M), then WF(Au) C WF(K 4, u);. We sum up this discussion in the

Lemma A.2.6. Let A: C®(M) — C~°(M) be a linear operator. Then A extends by
continuity to a linear map

A {ue (M) | WE(K) 0 {(2,0,5,—) | (5,1) € WE()} = 0} — C~(M)
and WF(Au) C WF(K 4,u); UWF'(A) o WF(u).

As we will see, given a general operator A, there is no practical way to characterize
its Schwartz kernel by testing it against well-chosen distributions (unless we are given
other informations on A). To do this, one has to resort to semiclassical analysis which
we do not want to introduce here.
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Example A.2.4. Let
AcCT (M x M)\ {0} (A.2.2)

be a conic Lagrangian submanifold (i.e. such that the canonical symplectic form w @
—w vanishes on A). We say that K € C~>°(M x M) is Lagrangian with respect to
A if WF(K) C A. The Fourier Integral Operators (FIOs) are the operators having
Lagrangian distribution kernels with Lagrangian included in 7% M \ {0} x T*M \ {0} °
(and an order condition on the symbol of their quantification, see [103, Chapter XXV]).
In particular, if A is the Lagrangian of a FIO A, then

WFE(K )1 :={(z,&) | Fy € M,(x,£,y,0) € WF(K4)} =0

As a consequence, the wavefront set relation in Lemma A.2.6 is simply : WF(Au) C
WEF'(A) o WF(u). Here WF'(A) = {(z,&,y,—1) | (z,€,y,m) € A} is the canonical rela-
tion. In other words, a FIO does not create singularities from scratch. It may only kill
or duplicate (and propagate) already existing singularities.

Example A.2.5. If P is a pseudodifferential operator on M, then Kp is a distribution
which is conormal to the diagonal A(M) C M x M, i.e. WF(Kp) C N*A(M). In other
words, its canonical relation WF’'(P) satisfies
WF'(P) c A(T*M \ {0})
We can define the wavefront set of P by
WE(P) == {(z,§) € T"M \ {0} | (z,¢,2,§) € WF'(P)}

This has to be understood in the following way : the operator P is smoothing outside
its wavefront set WF(P). The wavefront set WF(P) is also called the essential support
of P or the microlocal support. If P = Op(p) is a quantization of p € C°(T*M), then
WEF(P) coincides with the cone support of p, namely the complementary of the set
of directions in T*M for which p, as well as all its derivatives (both in the z and &
variables), decays like O(|£|7>).

Composition of linear operators. If A, B : C®(M) — C'~°°(M) are linear opera-
tors with smooth Schwartz kernel, then

KAoB(ﬁ,y):/MKA(x,z)KB(z,y)dz

Using the previous operations, this can be written as K. = 7r2*(7rf72KA X 7T;73KB),
where 7 9(x, 2,y) = (z, 2), ma3(x, 2,y) = (z,y). This formula allows to generalize the
composition to operators with non-smooth Schwartz kernel. Repeating the arguments
of Lemma A.2.6, one can prove the

Lemma A.2.7. Assume A and B satisfy the condition
{(2,0) | 3z € M, (x,0,2z,—0) € WF(K4)}
N{(z,0) | Jy e M,(z,0,y,0) € WF(Kp)} = 0.
Then, AoB extends continuously as a linear operator on distributions satisfying Lemma
A.2.6 and
WF'(Ao B) C WF'(A) c WF(B)
U{(2,£,2,0) | z€ M,3" € M, (x,¢,2',0) € WF(K4)}
U{(z,0,y,n) | z€ M,3z" € M, (2,0,y,n) € WF(Kp)}
6. Note that this is stronger than (A.2.2).
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A.3 The propagator of a pseudodifferential opera-
tor

Let P be a pseudodifferential operator of order 1 with principal symbol p. We will
denote by (®;);er the Hamiltonian flow on 7*M generated by p. We assume that P
is formally self-adjoint on C*°(M) but not necessarily elliptic. This implies that P is
closed and self-adjoint on its domain D(P) := {u € L*(M) | Pu € L*(M)}7 (see [FS11,
Lemma 29]).

By Stone’s theorem, U : t — e " is a unitary group on L?(M) which can be
obtained as the unique solution of (9; +¢P)U(t) = 0,U(0) = 1. We will rather see U
as map C°(R x M) — C*(M). Note that if P is elliptic and its spectrum is discrete ®,
then it consists of isolated eigenvalues {)\j};;og (with finite multiplicity) on R with

corresponding normalized eigenvectors {e; };Og forming a Hilbertian basis of L. Then
if f= Z;;OE fie; € L*(M), one has the explicit expression U(t)f = Z;;OE et fre;.

Theorem A.3.1. [DG75, Theorem 1.1] The operator U : C*(R x M) — C*(M) is a
Fourier Integral Operator with canonical relation

WF'(U) € {(®e(x,€), (,€), (£, V) | t € R, (w,§) € T"M, A = —p(, )}

In particular, for allt € R, U(t) : C®°(M) — C*°(M) is a Fourier Integral Operator
with canonical relation

WEF'(U) € {(®i(x,€), (,€)) | (x,8) € T"M}

Example A.3.1. We will mostly be interested in the case P = —iX, where X is
a vector field preserving a smooth measure (and P is thus selfadjoint). Its symbol is
o_ix : (x,&) = (£, X (x)) and has a non-trivial characteristic set 3 := {(¢, X (z)) = 0) }.
Then U(t) = e *X. Using Lemma A.2.3 and the previous theorem, we obtain that for
all x € C*(R), if A:= fj;o x(t)e X dt, then :

WEF'(A) C {(®4(x,€), (2,€)) | (x,€) € I, t € supp(x)}

In other words, the operator A is smoothing in the flow-direction (since it is obtained by
integration in this direction) and propagates forward singularities (by the Hamiltonian
flow (®;)ier) in the orthogonal directions to the flow. The operator II in Chapter 2 is
morally the operator A with x = 1 on R. This is no longer a FIO : indeed II not only
propagates forward the singularities in the orthogonal directions to the flow, but it also
creates (from scratch) singularities in the stable and unstable bundles E¥ U EZ.

A.4 Propagation of singularities

In this paragraph, we state results concerning the propagation of singularities for
pseudodifferential operators. We omit the proofs, but all of them can be found in [DZ,
Appendix E].

7. This is specific to pseudodifferential operators of order 1.
8. Which is the case for instance if p(T*M) C T*m avoids a conic neighborhood A C T*M (see
[Shu01, Chapter 9]), the most common case being that of a positive symbol p.
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We consider P, a pseudodifferential operator of order 17, with real principal sym-
bol op . Like in the previous paragraph, we denote by (®;);cr the Hamiltonian flow
induced by the Hamiltonian op.

Theorem A.4.1. [DZ, Theorem E.49] Let A, B, By € W°(M). Assume we have the
following control condition : for all (x,§) € WF(A), there exists T > 0 such that
O_p(x,€) € ell(B) and ®_4(x,€) € ell(By) forallt € [0, T). Then, foralls € R, N > 0,
ifue H-N(M), Bu € H (M), Puc H*(M) :

[Aullgs < CUIBulls + |[BiPullgs + [[ullz-~),

for some constant C' > 0 independent of u.

»
-

By

FIGURE A.1 — A picture of the situation (Figure extracted from [DZ16]).

In particular, the previous Theorem implies the usual result of propagation of sin-
gularities for operators with real principal symbol : if v : [0,7] — ¥ is a flowline in the
characteristic set ¥ := 05" ({0}) and u € C~°(M) is such that v(0) ¢ WF(u),~(t) ¢
WEF (Pu) for all t € [0,T], then v(T') ¢ WF(u).

We denote by S*M the unit cosphere bundle over M (induced by the metric g) and
by k: T*M \ {0} — S*M the canonical projection.

Definition A.4.1. Let L C T*M be a closed conic subset, invariant by the flow
(Py)ier. We say that L is a radial source if there exists an open conic neighborhood U
of L in T*M \ {0} and constants C, 0 > 0, such that :

Jim d(k(®-(U)), 5(L)) =0, (A.4.1)
V(x, &) € UVt >0, Celg] < |D_y(x, &) (A.4.2)

Reversing the time direction, we obtain the definition of a radial sink.

Example A.4.1. If P = —iX is a hyperbolic low on M, then L = E? is a radial
source (E} is a radial sink).

We have a high regularity estimate in a neighborhood of radial sources :

Theorem A.4.2. [DZ, Theorem E.5}] Assume L is a radial source for the flow (P;)ier
induced by the Hamiltonian op. Then, there exists a threshold sy > 0 such that for any
s > 59, N > s and By € WO(M) elliptic near L, there exists A € WO(M) elliptic near
L such that for any distribution uw € H=N (M), if BiPu € H*(M) and Au € H* (M),
then one has :

| Aullg < C(|1B,Pul

ws + full ),

for some constant C > 0 independent of .
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B
By

FIGURE A.2 — A picture of the situation for Theorem A.4.3 (Figure extracted from [DZ16]).

Note that one has to assume an a prior: regularity on u in a conic neighborhood of
L,i.e. Au € H*(M). In the case where P is selfadjoint or anti-selfadjoint, the threshold
sp can be taken arbitrarily small. In particular, this result asserts that if Au € H* (M)
and Pu is smooth near L, then so is u. In other words, we retrieve an essential feature
of ellipticity near L although the operator P may not be elliptic near L. We also have
a low regularity estimate in a neighborhood of radial sinks — it will not be used in
these notes but we state it for the sake of completeness :

Theorem A.4.3. [DZ, Theorem E.56] Assume L is a radial sink for the flow (P;)ier.
Then there exists a threshold sy > 0 such that for any s > sq, N > s and B; €
V(M) elliptic near L, there exists A € WO(M) elliptic near L, B € V(M) with
WF(B) N L = 0, microsupported in the region of ellipticity of By such that for any
distribution v € HN(M), if BjPue€ H*(M),Bue H*(M) :

[Aullg— < C(|Bullg— + [[BiPulla- + [lull z-v),

for some constant C > 0 independent of w.

9. This is actually not a constraint and the order k of P does not need to be equal to 1. Since we
will apply the results in this case, we chose to state the theorems with k = 1. We refer to [DZ] for
further details.

10. Most of the arguments can be extended to the case where op is complex-valued under a suitable
sign condition on (o p). In Theorem A.4.1, this condition is F(op) < 0 on WF(B;). The Hamiltonian
flow one has to consider is then the one induced by the Hamiltonian R(op).
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Annexe B

On symmetric tensors

The purpose of this chapter is to describe elementary properties of symmetric ten-
sors on Riemannian manifolds which are used throughout this manuscript. The context
chosen is that of a smooth compact Riemannian manifold without boundary (M, g).
However, most of the results extend to the case of a compact manifold with boundary
by adding a Dirichlet-type condition on the boundary.

B.1 Definitions and first properties

B.1.1 Symmetric tensors in euclidean space

Let E be a Euclidean (n + 1)-dimensional vector space endowed with a metric
g and let (ey,...,e,41) be an orthonormal basis. We say that a tensor f € ®™E*
is symmetric if f(vi,...vm) = f(Vr@)s ooy Vramy), for all vy, ..., vy, € E and 7 € G,,, the
group of permutations of order m. We denote by ®¢ 7™ E the vector space of symmetric
m-tensors on E. There is a natural projection o : " E* — QL™ given by

* * ]' * *
U(U1®®fl}m):% Z UT(1)®"'®UT(’N’L)7
T TEG,

for all v, ..., v, € E*. The metric g induces a scalar product (-, -) on ®™E* by declaring
the basis (€] ® ... ® €] )i<i....im<n+1 to be orthonormal which yields

(@ o @up,vf ® @) = [ Lo (u0),
=1

where ¢! is the dual metric, that is the natural metric on E* which makes the musical
isomorphism b : £ — E* an isometry. Since o is self-adjoint with respect to this metric,
it is an orthogonal projection. Let (g;;)1<i j<n+1 denote the metric g in the coordinates

(21, ..., Tpy1). Then the metric can be expressed as
<f7 h> — filmimhil...imj
where h't-im = gt gimimp, . In particular, if m = 2, then
(f,h) = Try(fh) = Te(g~" fh)

More generally, we will define the trace Tr, : ¢ E* — ®e?E* of a symmetric tensor
by

n+1

Try(f) = flei e y).
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In coordinates, Tr,(f)(v2, ..., vm) = Tr(g 1 f (-, -, va, ..., U)). Its adjoint with respect to
the scalar products is the map I : @7 ?E* — @ E* given by I(u) = o(g ® u).

Symmetric tensors can also be seen as polynomials on the unit sphere of the eucli-
dean space. We denote by Sg the n-dimensional unit sphere on (E, g) and by dS the
Riemannian measure on the sphere induced by the metric g|s,,. We define 7y, : (x,v) —
(x,®™Mv) for v € E; it induces a canonical morphism 7, : T E* — C*(Sg) given by
mr f(v) = f(v,...,v). Its formal adjoint is (7}, f, k) r2(sp.a5) = (fs Tmeh)@mrar, Where
fe®IT*M,h € C*(Sg). In coordinates,

(TmsP)iyoin, = Tl (0iyy -0y O;)) = 9i1j1---9imjm/ h(v)v”..v'mdS (B.1.1)
Sk

Any Euclidean space (E, g) is always isometric to (R"*1, geuc) so it may be cumbersome
to bother with coordinates insofar as all the objects are coordinate-invariant. However,
on a Riemannian manifold, this is no longer possible : given a point p € M, one
can always choose a trivialization (the normal coordinates) ¢ : U — ¢(U) C R*™!
(where U is a neighborhood of p) so that t.g|y@p) = geue but this cannot be true on a
neighborhood of ¥(p) (otherwise the metric would necessarily be flat !). Thus, bothering
with coordinates has an interest as we will see on Riemannian manifolds. Also remark
that (B.1.1) can be rewritten intrinsically as

YVug, .o,y € E, TP (U, ooy Upy) = / h(v)g(v,u1)...g(v, up,)dv (B.1.2)
Sg

The map 7,,,7, is an isomorphism which we will study in the next paragraph. Also
note that 7% (o f) = 7%, f (since all the antisymmetric parts of the tensor f vanish by
plugging m times the same vector v).

We denote by je the multiplication by &, that is je : f — £ ® f, and by ¢ the
contraction, that is ¢ : f — u(&% -, ...,-). The adjoint of i¢ on symmetric tensors with
respect to the L2-scalar product is o, that is

Vi€ @R 'E* h € @UE", (ojef, h) = (f,ich).

The space ®° E* can thus be decomposed as the direct sum

We denote by myeri, the projection onto the right space, parallel to the left space. We
will need the following

Lemma B.1.1. For all f,h € QT E*,
Cn,m/ W;f(’l))ﬂ;h(i))ng(U) = <7Tkeri§7rm*7r:nﬁkeri§f7 h>7
(5,’U>:0

where
" an—142m _ F((TL + Qm)/Q)

and dS¢ 1s the canonical measure induced on the n — 1 dimensional sphere Sp¢ =

Se N{(¢,v) = 0}.
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Proof. We can write h = ajch; + hy where hy € % 'E* hy € ker (Q\@gT;M)- Note
that 7 (0jeh1)(v) = 7, (Jeh1)(v) = (€, v)7),_1hi(v) and this vanishes on {(&,v) = 0}
(and the same holds for f). In other words, 7, h = 7 Tkerse o0 {(§,v) = 0}. We are
thus left to check that for f,h € ker g,

Chrm /(g,@:o o f(v)m) h(v)dSe(v) = /gE 7 f(v)mn h(v)dS(v)

We will use the coordinates v = (v,¢) € Sge x [0,7] on Sp which allow to de-
compose v’ = sin(p)v + cos(¢)&*/|£]. Then the measure on Sg disintegrates as dS =
sin™ ! (¢)dpdSe(v). Also remark that 7, f (v+cos(¢)&/|€]) = 7%, f(v). Then, if C,, ,, 1=
Jy sin" " (p)dp, we obtain :

/ 7o f(v)m) h(v)dSe(v)
(§,v)=0
— O—l . d—1+2m d * * h dS
o || S [ o )

0Y=0
=Co [ mstinten s cos(ol€ )
x i h(sin(p)v + cos(p)€4/[€]) sin™ ! () dpdSe (v)
—c, / w F (Y h(o)dS(v)
Sk

B.1.2 Spherical harmonics

Let Als, := divs, Vs, be the Laplacian on the unit sphere Sg induced by the
metric g|s, and A be the usual Laplacian on F induced by g¢. Let

“+oo
L*(Sg) = D
m=0

be the spectral break up in spherical harmonics, where Q,,, := ker(Als, +m(m-+n—1))
are the eigenspaces of the Laplacian. We denote by FE,, the vector space of trace-free
symmetric m-tensors, where the trace is, as before, taken over the first two coordinates.

Lemma B.1.2. 7}, : E,, = £, is an isomorphism.

Proof. For f € ®%E*, we can see v — f(v,...,v) = f(v) as a homogeneous polynomial
of order m in the variables (vi,...,v,11) (and its restriction to Sg is ,, f, that is for
v € Se,r >0, f(rv) = r™nx, f(v)). For any smooth function v on £

0?u

s.) + 55

A =A
(u)ls s, (u 92

+n— ,
Sp or

Sk

if r is the radial coordinate (see [GHLO4, Proposition 4.48]). Then the homogeneity
provides

A(f)lse = Ds, (m,f) +m(m +n — 1), f.

But if f is trace-free, we claim that Af = 0so 7%, f € Q,,. Since 7, is clearly injective, it
is sufficient to prove equality of the dimensions. The dimension of trace-free symmetric
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—2
m-tensors in a (n + 1)-dimensional space is (n—|— m) - (n o 5 > (see [DS10,
m m—

Lemma 2.3]) which turns out to be that of (.
We are thus left to prove the equality Af = 0. Let us write the symmetric tensor

f=20 0, fiuime, ® o @ef then Te(f) = >0 o frkigim€iy @ .. ® e . Thus
Tr(f) = 0 implies that fgi, 4, = 0 for all indices k, 13, ...,7, € {1,...,n+ 1}. Since
f is symmetric, this implies that f;, ; = 0 as long as there exists k,l € {1,...,m}
such that i, = i;. As a consequence f : v > Zh#m#m firi, vi v and for such a
m-tuple (i1, ..., ), one has 92(v;,...v;,,) = 0 for any k € {1,...,n + 1} (since the index
k appears at most once) so A(v;,..v;, ) =0 and Af = 0. O

The group of linear (orientation-preserving) isometries Isomy(E) acts on the right
by pullback both on C*(Sg) and ®% E* and it is immediate that its action commutes
with 7* . It also commutes with 7,,,. Indeed, since (E, g) ~ (R, go..), it is sufficient
to compute in this case and given S € SO(n + 1), one has for uy, ..., u,, € R" :

S* b (U, ooy Up) = T (S, .oy St,)
:/ h(v){v, Suy)...(v, Stiy,)dv

Sk

:/ h(v)(STv,u1)..(S v, upy, ) dv

Sk

= / h(v){(S™ v, up)...(S™ v, up, ) dv

Sg

:/ h(Sv){v,ur)...(v, Up )dv = T (S*R) (ug, .oy U,

Sg

were ST stands for the transpose of S and the penultimate equality follows from a
change of variable (S preserves the Lebesgue measure dv).

Lemma B.1.3. 7,7 |5, = AmnlE,-

Proof. This is an immediate consequence of Schur’s lemma. Indeed, L*(Sg) = @, U
and €, is an irreducible SO(n + 1)-module’ (if n + 1 > 3). The map 7,7, can be
conjugated via 7, to a map 2, — €2, which commutes with the SO(n + 1)-action
and is thus a multiple of the identity by Schur’s lemma. The sought result follows. [

We will not bother with the computation of the constant A,,, : this can be done
by evaluating the map on a particular element (see [DS10]). This also shows that, up
to rescaling by the constant A, ,, 7, : £, — €1, is an isometry. One could be more
accurate and actually show that the maps

T QFE = @0 ok, e O o — QFE (B.1.3)

are isomorphisms, where [m /2] stands for the integer part of m /2. This follows from the
(unique) decomposition of a symmetric tensor into a trace-free part and a rest (which
lies in the image of the adjoint of Tr). More precisely, by iterating this process, one can
decompose u as u = g%z] I*(uy,), where I : @4E* — ®§+2E* is the adjoint of Tr with
respect to the scalar products (one has I = o(g ® -)) and u; € @F 2 E* Tr(u;,) = 0

1. If n+1 = 2, then Q,, = H,, ® H_,,, where H,, is the one-dimensional space spanned by
0+ e*™¥ and H.,, is an irreducible SO(2)-module.
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and 7 I*(u;,) € Q,_or. Then (B.1.3) is an immediate consequence of Lemma B.1.3.
The map 7,7, acts by scalar multiplication on each component I*(u;) (but with a

different constant though, so m,,, 7% is not a multiple of the identity). Since we will

only need the fact that m,,,7, is an isomorphism, we do not provide further details.

B.1.3 Symmetric tensors on a Riemannian manifold

Decomposition in solenoidal and potential tensors. We now consider the Rie-
mannian manifold (M, g) and denote by du the Liouville measure on the unit tan-
gent bundle SM. All the previous definitions naturally extend to the vector bundle
TM — M. For f,h € C®(M,™T*M), we define the L*-scalar product

(f,h) = /M (o ha)ad vol(2),

where (-,-), is the scalar product on T,M introduced in the previous paragraph.
The map =« : C®°(M,@™T*M) — C*(SM) is the canonical morphism given by
75 f(z,v) = fu(v,...,v), whose formal adjoint with respect to the two L2-inner pro-
ducts (on L*(SM,du) and L*(Q™T*M, dvol)) is Ty, i.e.

<7T:nf7 h>L2(SM,d,u) = <f, 7Tm*h>L2(®mT*M,dvol) .

If V denotes the Levi-Civita connection, we set D := g oV : C®(M,™T*M) —
C>°(M, @™ T*M), the symmetrized covariant derivative. Its formal adjoint with res-
pect to the L?-scalar product is D* = — Tr(V) where the trace is taken with respect to
the two first indices, like in B.1.1. One has the following relation between the geodesic
vector field X on SM and the operator D :

Lemma B.1.4. X7} =) D

Proof. Since D = oV and 7}, ;0 = 7 4, it is sufficient to prove that X« == V.
Remark that these two maps satisfy the Leibniz rule, namely for f1 € C*°(M, %' T*M),
fa € C®°(M,®¢*T*M) such that my +mg =m :
X7 (L ® fo) = X(my,, [imy,, fo) = X7, fim, fo + 10, L X770 fo,
and for v € C°(M, SM),
TV (1 @ f2)(v) = V(i @ f2) (v, ..., v)
= (V’Ufl ® f2)(U, '-'7U) + (fl ® vag)(v, ) U)
= Ty 1 VI1(0)T0, f2(0) + 700, fi(0) T, 10 fa(0),

that is 75, | V(i ® f2) = 7}, 1V im, fo + 70 fi, 41 fo. 1t is thus sufficient to prove
the result for m = 0, 1, but then the result is immediate computing in local coordinates.
m

The operator D can be seen as a differential operator of order 1. Its principal symbol
is given by o(D)(z,&)f — 0(§ ® f) = 0jef (see [Sha94, Theorem 3.3.2]).

Lemma B.1.5. D is elliptic. It is injective on tensors of odd order, and its kernel is
reduced to Rg®™? on even tensors.

When m is even, we will denote by K,, = c,,a(¢®™?), with ¢,,, > 0, a unitary vector
in the kernel of D.

267



ANNEXE B. ON SYMMETRIC TENSORS

Proof. We fix (z,£) € T*M. For a tensor u € @T¥M, using the fact that the anti-
symmetric part of £ ® u vanishes in the integral :

(D). o(D)) = [ (60wt (S (o) = € [ (€€l miat (@S (0) >0

unless © = 0. Since ®*T* M is finite dimensional, the map

(u, §/1€1) = {o(D)(x, §/[€])u, o (D)(x, £/[€])u),

defined on the compact set {u € QET*M, |u|?> = 1} xS"™ is bounded and attains its lower
bound C? > 0 (which is independent of z). Thus ||o(z, )| > C£|, so the operator is
uniformly elliptic and can be inverted (on the left) modulo a compact remainder :
there exists pseudodifferential operators (), R of respective order —1, —oo such that
QD =1+ R.

As to the injectivity of D : if Df = 0 for some tensor f € C~>°(M,TT*M), then f
is smooth and 7, D f = X f = 0. By ergodicity of the geodesic flow, 7 f = ¢ € Qg
is constant. If m is odd, then 7% f(x,v) = —7 f(xz,—v) so f = 0. If m is even, then,
by §B.1.2, f = I"™?(tyn/9) Where tp, s € RUE* ~ R so f = do(g®™/?). O

By classical elliptic theory, the ellipticity and the injectivity of D imply that

H*(M,®2T*M) = D(H*™' (M, @7 T*M)) & ker D*

HS(M,@T* M) (B.1.4)

and the decomposition still holds in the smooth category and in the C*“-topology for
k € Ny € (0,1). This is the content of the following theorem :

Theorem B.1.1 (Tensor decomposition). Let s € R and f € H*(M,QTT*M). Then,
there exists a unique pair of symmetric tensors

(p,h) € H¥™' (M, @2 'T*M) x H* (M, %T*M),
such that f = Dp+ h and D*h = 0. Moreover, if m = 2l + 1 is odd, (p, K3;) = 0.

The proof will be an immediate consequence of the following dicussion. When m is
even, we denote by Ik, := (K, )K,, the orthogonal projection on RK,,. We define
Ay, = D*D+¢e(m)llg,,, where e(m) = 1 for m even, e(m) = 0 for m odd. The operator
A,, is an elliptic differential operator of order 2 which is invertible : as a consequence,
its inverse is also pseudodifferential of order —2 (see [Shu01, Theorem 8.2]). We can
thus define the operator

Ter 0+ = 1 — DATD* (B.1.5)

One can check that this is exactly the L-orthogonal projection on solenoidal tensors,
it is a pseudodifferential operator of order 0 (as a composition of pseudodifferential
operators).

Since (D)(z,§) = 0j¢, we know by §B.1.1 that given (z,£) € T*M, the space
@I M breaks up as the direct sum

@ETM = xan (o(D)(x, ) g 1721 ) @ ker (7(D*)(z,€)lpr )

=ran (O—jf’(@gl’lT;M) @ ker (Q’@?TI*M)
We recall that Tkerie 18 the projection on ker (z’g[@gnT;M) parallel to ran (O’jg’(@gn—lT*M).
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Lemma B.1.6. The principal symbol of Txer p= @5 Opy,, p = Tkerie -

Proof. First, observe that :

DA'D*DAID* = DAY A, — e(m)llg,, )AL D
= DA,'D* — e(m)DA Mg, A D*

The second operator is smoothing so at the principal symbol level

_ 2 _
T(DAR'D*)?2 = Ipazips = DAL D

which implies that opa-1p. 18 a projection. Moreover, opa-1p. = Opop-10ps =
0Jeop-1ig, SO it is the projection onto ranoje with kernel keri¢. Since myerp = 1 —
DA ID* the result is immediate. O

Tensorial distributions. The spaces H*(M,®§T*M) that have been mentioned so
far are the L2-based Sobolev spaces of order s € R. They can be defined in coordinates
(each coordinate of the tensor has to be in H{ _(R)) or more intrinsically by setting
H*(M,@%T*M) := (1 — D*D)~*2L2(M, ®%T*M). These two definitions are equiva-
lent by [Shu01, Proposition 7.3], following the properties of the operator —D*D (it is
elliptic, invertible, positive). In the same fashion, the spaces LP(M,Q%T*M), forp > 1
can be defined in coordinates. Note that the maps

7t HY (M, @TT*M) = H(SM), T, : H*(SM) — H*(M,2T*M).

are bounded for all s € R (and they are bounded on LP-spaces for p > 1). The operator
Tms acts by duality on distributions, namely :

Ty 2 CTC(SM) — C™°(M,%T*M), (T f1, f2) i= (f1. 70, f2)

where (-, -) denotes the distributional pairing.

The solenoidal gauge. It is immediate that the metric g is solenoidal with respect
to itself since D*g = Tr( Vg ) = 0. The following lemma will be useful : it asserts that
~—

=0
in a neighborhood of the metric g, we can always set ourselves in the solenoidal gauge.

We recall that the metric g is assumed to be smooth.

Lemma B.1.7. Let k be an integer > 2 and o € (0,1). There exists a neighborhood
U of g in the C**-topology such that for any ¢ € U, there exists a unique CFTHe-

diffeomorphism 1 such that 1*g’ is solenoidal with respect to g. Moreover, the map
CR(M,@(T*M) > ¢+ 1p € Dift* (M) is smooth.

The idea is to apply the inverse function theorem in Banach spaces.

Proof. Consider the map C**1*(M, TM) 3V + ey := 2 — exp,(V(x)) € Diff* (M) ;
it is a well-defined smooth diffeomorphism for V € U, a small C*+1*-neighborhood of
the zero section onto a neighborhood of the identity in Diff*™*(M). We define

Fy: Uy x CH(M,@FT"M) — C*H(M, @51 M), Fy(V, f) = Dylep (g + f))

and we want to solve locally the equation Fy(V(f), f) = 0. Note that e},(g + f) €
Crhe(M,@%3T*M) if V € CF1e(M,TM). However, there is a subtle problem here

269



ANNEXE B. ON SYMMETRIC TENSORS

coming from the fact that Fy is not smooth in a neighborhood of (0,0) but only diffe-
rentiable. This would not prevent us from applying the inverse function theorem, but
the regularity of the map ¢’ — 1 would only be C!. Indeed, if we take f # 0, then
g =g+ feCh(M,®@4T*M) and in local coordinates

(4 (w) = gy ev (2)) 3 () O (B.1.6)

As a consequence, by the chain rule, differentiating with respect to V makes a term
Z = deyw9i;(dve(Z)) € C*1*(M,®5T*M) appear and differentiating twice, we
would obtain a term in C*%¢(M,®@%T*M) (so we would leave the Banach space
Ck=Le(M, @%T*M)). However, remark that

evi,oDjoey, =D (B.1.7)
Thus, solving Dyey (f + g) = 0 is equivalent to solving D (f + g) = 0. Therefore,
we rather consider

Fy : Uy x C*(M,@%T*M) — C* (M, @3T*M),  F(V,f) =D ,(f+9)

and we want to solve Fy(V(f),f) = 0 in a neighborhood of (0,0). The map F5 is
smooth. Indeed, it is immediately smooth in f, since it is linear and by (B.1.6), since ¢
is smooth, it is smooth in V.

Since dye(0) = 1 (because the differential of the exponential map exp, at 0 is the
identity), we see from (B.1.7) that dy F5(0,0) = dy F1(0,0). As a consequence, by the
implicit function theorem, solving F»(V(f), f) = 0 in a neighborhood of (0,0) amounts
to proving that dy F1(0,0) is an isomorphism. The differential of F} at (0,0) is given
by

Dy Fy(0,0) - Z = D} (L29) = 2 x D;Dy(Z"),

for Z € C*+1(M, TM), where § : TM — T*M is the musical isomorphism induced by
the metric g (and this maps C*¥™(M, TM) — C*12 (M, @%T*M) which is coherent).
But D} D, is a differential operator of order 2 which is elliptic and invertible — since D
is. As a consequence DDy : C¥L(M, T*M) — C*1(M,T*M) is an isomorphism.
By the implicit function theorem for Banach spaces, there exists a neighborhood U C U
and a smooth map f +— V(f) (from C**(M,®%T*M) — C*1e(M,@%T*M)) such
that Fo(V(f), f) =0 for all f € U (and thus Fy(V(f), f) = 0). Moreover, V(f) is the
unique solution to Fi 5(Z, f) = 0 in this neighborhood. O

Remark B.1.1. The fact that g is smooth is not essential in the proof if one does not
care about the regularity of the map ¢’ + ¢ (and using the map Fj is sufficient to
conclude).

Remark B.1.2. The same arguments also work in the H?®-regularity for s sufficiently
large (so that the maps defined in the proof make sense). It also works in the space C¥,
for k > 2 an integer : this is not the usual C*-space but the Zygmund space of regularity
k, defined in terms of a Littlewood-Paley decomposition (see [Tay91, Appendix A]). In
particular, C* C C¥. This is an artifact of the theory of pseudodifferential operators
that one has to resort to Zygmund spaces rather than the usual C*-topology.
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B.2 X-ray transform and transport equations

B.2.1 The lowering and raising operators

Canonical splitting. We recall that (M, g) is a smooth closed (n + 1)-dimensional
manifold. The tangent bundle to SM can be decomposed according to :

T(SM) =V ao-Hao RX,

where H is the horizontal bundle, V is the vertical bundle and SM is endowed with
the Sasaki metric gg. If my : "M — M denotes the projection on the base, then
drg : H®+ RX — TM is an isomorphism, and there also exists an isomorphism
K :V — TM called the connection map (see [Pat99]). We denote by Vg the Levi-
Civita connection induced by the Sasaki metric gg on SM. Given u € C*°(SM), one
can decompose its gradient according to :

Vsu = V'u+ V'u+ Xu- X, (B.2.1)

where V¥ are the respective vertical and horizontal gradients (the orthogonal projec-
tion of the gradient on the vertical and horizontal bundles), i.e. V’u € V,Vhu € H.
We denote by N, the subbundle of TM — SM whose fiber at (z,v) € SM is given by
N (z,v) := {v}". Using the maps dmy and K, the vectors V" u can be identified with
elements of N, i.e. K(V'u),dno(V"u) € N. For the sake of simplicity, we will drop
the notation of these projection maps in the following and consider V¥"u as elements
of N. The Riemannian metric on M endows N| with a natural L?-scalar product and
we denote by — div”" the formal adjoints of the maps V" : C*(SM) — N,. In the
following, R(z,v) : N — N, will denote the operator R(z,v)w = R,(w,v)v, where
R is the Riemannian curvature tensor.

The vertical laplacian is then defined by AV := div’ V¥ : C*®°(SM) — C*(SM).
An equivalent definition is obtained by considering the fiber-wise Laplacian induced by
the Riemannian metric on each sphere S, M, for x € M, like in §B.1.1. We have the
following commutator formulas, for which we refer to [PSU15, Proposition 2.2] for a
proof :

Lemma B.2.1.

(X, VY] = -Vh, (X, div'] = — div",
(X, AY] =2div’' V" +nX, [X,V"]=RV"

Transport equations We refer to [PSUL5] for the detailed computations of this
paragraph and to [GK80b] for the original arguments. From now on, we denote by
C>®(M,Q,) == C®(SM) Nker(A” +m(m + n — 1)). Let us start with the important

Lemma B.2.2. X : C®(M,Q,,) = C®(M, Q1) & C°(M, Q1)

Proof. Consider normal coordinates at the point x € M. Then, in these coordinates,
Xu(x,v) = Y v;0yu(zr,v) and this is in Q1 & Q41 if and only if >, vu(z,v) €
Q1 ® Qpy1. This boils down to the fact that the product of a degree m spherical
harmonic with a degree 1 harmonic is the sum of an (m — 1)- and an (m+ 1) harmonic.

O
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This allows to decompose? X |q, = X_+X, with X_ : C®(M,Q,,) — C°(M, Q1)
and X : C°(M,Qy,) = C®°(M,,41). Moreover, it is easy to check that X7 = —X_
(at least formally), where the duality is understood with respect to the L? scalar pro-
duct on SM. Note that there is also a natural identification of the operators Xy with
the operators D and D*. More precisely, writing p : C*°(M,QFT*M) — C*(M, E,,)
the orthogonal projection on trace-free symmetric tensors, one has the
Lemma B.2.3. For all f € C>*(M, E,,), one has :

Xomf = —gm D', Xymf = mpDf

The operator X, is elliptic (it has injective principal symbol and thus a finite
dimensional kernel), whereas X _ is of divergence type (see [GK80b, Proposition 3.7]).
The injectivity of X, is equivalent to the surjectivity of X_ on the image of X that
is on the L? orthogonal to ker X_. There exists a decomposition

(M, Q) = ker(X_) & X2 C®(M, Q1)

which is orthogonal with respect to the L? scalar product on SM and unique if X
is injective (or X _ is surjective). We call conformal Killing tensor field (abbreviated
CKT in the following) a trace-free symmetric tensor f € C*°(M,®TT*M) such that
X,m* f =0 (note that }, f € C*(M,2,,)). We have the following

Lemma B.2.4. Let (M, g) be an Anosov Riemannian manifold with non-positive sec-
tional curvature. Then, there are no CKTs, except O for m > 1 and the constants for
m = 0.

This lemma actually holds in the more general case of a non-positively curved
manifold with rank one (see [PSUL5, Corollary 3.6]). It will be proved in the next
paragraph.

Energy identities. Energy identities known as the Pestov identity are crucial in the
study of symmetric tensors.

Lemma B.2.5 (Pestov identity). Let u € H*(SM). Then

IV*Xul|* = |V V'ull? —/ kv, V') [ VPl du(, v) + nl| Xul|*.
SM

In particular, under the additional assumption that the sectional curvatures are non-
positive :
IV Xul? > [VxV ul? + nl| Xul*
Proof. For u € C*°(SM), using the previous commutator formulas :
VY Xul]? — [|[VxVYu|?® = (V' Xu, V' Xu) — (VxV'u, VxV'u)
= (X div’ V'X — div’ X?V")u, u)
= ((— div" V*X + div’ XV")u, u)
= ((—div" VX 4 div’ V"X 4 div’ RV")u, u)
= —n{X?u, u) + (div’ RV"u, u)
= n||Xu|* - (RV'u, V'u)

=l Xul = [ (o, V)T Pt o)
SM

2. In the case of a surface, these operators can still be simplified (using the decomposition 2, =
H,, ® H_,,) and one recovers the lower and raising operators ny of Guillemin-Kazhdan [GK80a].
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]

Remark B.2.1. By a density argument, the Pestov identity actually holds under the
weaker assumption that v € H'(SM) and both V’Xu, VxV'u € L*(SM).

The previous Pestov identity specified to a function u € C*°(M,(2,,) yields the
Lemma B.2.6. Let u € C*(M,(2,). Then :

(2m +n = 2) | Xl + [V ul|* - /SM kv, Vou) [ VVulPdp(@, v) = (2m + n) | Xyul?

The proof is similar to that of Lemma B.2.5 using the commutator identities (we
refer to [PSUL5, Proposition 3.4]). We can now prove Lemma B.2.4.

Proof of Lemma B.2.J. If u € C*(M,Q,,), X;u = 0 and the sectional curvatures are
non-positive, the Pestov identity B.2.6 implies that X_ v = 0 and V*u = 0. Thus
Xu=X_+ X, =0. By ergodicity, v is constant, thus u = 0 if m > 1. [

B.2.2 Surjectivity of 7,

As explained in Section §2.5.2; the solenoidal injectivity of the X-ray transform I,,, is
closely related to the existence of invariant distributions with prescribed pushforward on
the set of solenoidal tensors, that is of the map m,, : C;,o°(SM) — C(M, FT*M),
where C, >°(SM) = Us<oH*(SM) Nker X.

mv

Invariant distributions. Following [PZ16, Proposition 7.3] and taking advantage of

the decomposition in trace-free symmetric tensors u = ZE:%Q] I*(uy) (see §B.1.2), the
surjectivity of m,,, can be simplified ® to the following

Proposition B.2.1. Fix m € N. The following statements are equivalent :
1. For all 0 < k < m, the map mg, : C;,°%(SM) — C(M, Q5T*M) is surjective,

inv sol

2. For all0 < k < m, given f € C®°(M, Q) Nker X_, there exists u € C.,>°(SM)

such that uy = f, where u, € ker(A” + k(k +n — 1)) denotes the k-th Fourier
mode of u and uw has only Fourier modes > k.

Proof. First of all, observe that given f € EBLZ{)Q]COO(M, Q_or), one has that X f €
(M, Qpy1) if and only if D*mr,,, f = 0. Indeed, if f € @™7C(M, Q_oz), then by
Lemma B.2.2, X f € GBL(Z)HW] C®°(M, Qp_ox11). Moreover, by Lemma B.1.4, D*r,,, f =
-1, X f. Thus, if 7, 1, X f =0, then X f € C®°(M, Q,,+1). Conversely, if D*r,,, f =
0, then X f € C®(M,Qpi1).
We first prove that (1) implies (2). Let f € C*°(M,,,)Nker X_, then using Lemma
B.14:
DT f = =T 1. Xf = =T, Xy f =0
—~—
€1

Thus 7,,,f is a trace-free symmetric solenoidal tensor. By assumption, there exists
u € C >2°(SM) such that m,,, f = m,.u. Moreover, since m,y,, : @ZZ/()%HS(M, Qun_ok) —

mv

H*(M,®%T*M) is an isomorphism for all s € R, we have that

1 -1
Tme Tms) = f = Ty Tmall = Uy + U2 + ...

3. Yes indeed, it is a simplification !
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Thus uy,_—2 = Up_g = ... =0 and u,, = f.

Let us prove the converse, that is (2) implies (1). We proceed by induction. For
m = 0, we consider f € C*(M), then 75f € C*(M,) and X_f = 0. Thus, there
exists u € C; °(SM) such that ug = mo* f. And mo,u = mo, 75 f = ¢of for some constant
co > 0.

We consider f € C5(M, @2T*M) and we write ;L f = S22 £, o = F. Note
that by the preliminary remark (at the beginning of this proof), X F' € C*(M, Q,41)
because D*m,, F' = D*f = 0 by assumption. We thus need to find v € C_>°(SM)

such that F = Zmﬂ Up—ok. Consider F/ = Zm/z] fm—ok, then F' = F' + f,, and
XF = XF' + Xfn, = Xifm € Quy1, thus equalizing the orders, we obtain that
XF' = Xyfmo = —X_fm € Qun_1. By the preliminary remark, this implies that
D*mp—0, F' = 0. By induction (we use that (2) implies (1) for m — 2), my,_2, :
C®(SM) — OX(M,®¢*T*M) is surjective, so there exists a distribution w’ such
that Xw' = 0 and 7,9, 0w = 7o, F', that is w),, 5 = frn-2, W, 4 = fm-4,.... The
equality Xw' = 0 of degree m — 1 yields :

X wl, + X wl, =X w, + Xy fro=X (w0, — fn) =0

and by assumption, there exists a distribution w = k>0 W2k such that Xw = 0 and
— Wy, = W, — fm. Then, setting W = w+w', one has XW = 0 and W,,, = fi,,, Wip—o =
fm—2, .... This proves the surjectivity. m

Beurling transform in non-positive curvature. We now assume that (M, g) is an
Anosov Riemannian manifold. By Lemmas 2.5.4, 2.5.8 and Proposition B.2.1, proving
the solenoidal injectivity of the X-ray transform I,,, amounts to proving the second item
of Proposition B.2.1 : given f € C*(M,Q,,) Nker X_, there exists u € C, >°(SM) such

mv

that u,, = f, where u,, € ker(A”+m(m+n—1)) denotes the m-th Fourier mode of w.

Proposition B.2.2. Assume (M, g) is Anosov with non-positive curvature. Then, the
second item of Proposition B.2.1 holds.

An immediate consequence is that we recover the celebrated result of [CS98] :

Theorem B.2.1. Assume (M, g) is Anosov with non-positive curvature. Then I, is
solenoidal injective for all m > 0.

Let us explain the heuristic behind Proposition B.2.2. Let f € C*°(M,Q,,)Nker X _.
We are looking for a distribution v € C~*°(SM) such that Xu = 0 and u,, = f. Assume
u= Zkzo uy, then equalizing Xu = 0 gives

X_Uk+1 + X+Uk_1 = 07 (B22)
for all £ > 1. Note that we also have the “initial conditions” :

X_um + X+um_2 =0= X_f +X+Um_2,
~——

=0
X Upgo + X Uy, = 0= X_tp 0 + X, f

We can immediately take u; = 0 for k¥ # m (mod 2) and by the first initial condition,
we can take u;,_o = u,_4 = ... = 0. Under the assumption that (M, g) is Anosov
and non-positively curved, we know by Lemma B.2.4 that there are no CKTs. This
implies that X_ is surjective on the image of X, (the orthogonal of the kernel of X )
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and thus there exists a (unique) w42 which is orthogonal to ker X_ and such that
X _Upyo = — X4 f. Then, we solve by induction (B.2.2) to obtain the modes tu,, o for
k > 0. This allows to construct u = f+,,12+ Uy 4+... such that Xu = 0 and u,,, = f.
Of course, this is only a formal argument and one needs to check that the formal series
Y k>0 Um-2k converges in some suitable norm. Let us give more formal definitions.

Definition B.2.1. Assume (M, g) is Anosov with non-positive curvature. Let k£ > 0.
Given f € C*(M, ), there exists a unique By f € C°°(M, Qx12) which is orthogonal
to ker X_ and solves (B.2.2), that is X_Byf + X, f = 0. The map By, : Q. — Qgo is
called the Beurling transform.

The formal solution we are looking for can then be written
u=>Y B'f, (B.2.3)
k>0

where BF = B ok Bmya(k—2)..-Bm. Following [PSU15, Theorem 1.1}, we have the fol-
lowing bounds :

Lemma B.2.7. Let (M, g) be an Anosov Riemannian (n + 1)-dimensional manifold
with non-positive curvature. Then for all k>0 :

VieCT(M, ), |Befllre < bngllfllze,

where :
bio=vV2bp=1 Vk>1,

1 1/2
bor =11 Vk >0
2 <+(l<:+2)2(2k+1)> , VR
bn,k<1a ‘v’n23,k20

Proof. This bound is actually implied by the bound
| X |2 < bngl| Xiul Lz, Vu € C°°(M, Qpy1) (B.2.4)

Indeed, if f € C®°(M,Q) and u = Bif € C®°(M,Q42), then X _u = —X, f and u
is orthogonal to ker X_ and in the image of X . Thus, there exists v € C*°(M, Q1)
such that X, v =u. And :

lul* = (u, X1v) = —(X_u,v) = (X, f,v) = —(f, X_v)

Applying the Cauchy-Schwarz estimate together with (B.2.4), we obtain

lull® < bl FNXvll = b el

which gives the sought result.
We are thus left to prove (B.2.4). We consider u € C®(M, Qx.1). Applying the
Pestov identity (see Lemma B.2.5) in non-positive curvature, we have :

Vo Xull® > |V VVull* + nl| Xul|?
But Xu=X_u+ Xju e Q& Qo so | Xul|7. = || X_ul|7. + || Xiul|7, and
IV Xul72 = k(k+n— 1) X_ull*+ (k+2)(k+n+1)| X ul?

Moreover, following [PSU15, Lemma 4.3], one can prove that :

k(k+n) (k+1)*k+n+1)

VxVoul? > || X _ul? Xul?

IVaPulP > 2 X a4 LB X )
Combining these three bounds and after some tedious computations, we obtain the
sought result. O]
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In the following, we define for s € R, the Hilbert spaces L2H:(SM) as the comple-
tion of C*°(SM) with respect to the norm

1/2

11|z g = (Z(k>23||fk||%2> :
k>0

where (k) = /14 k2. In turn, Lemma B.2.7 implies the

Lemma B.2.8. Let m > 0 and f € C®°(M,Q,,) such that X_f = 0. Then for all
k>0, |B*fll2 < 2(flle.

Proof. The proof is an immediate consequence of the following computation :

+o0o
H bn,m+2k S 2;
k=0
for all n > 1,m > 0. Then Y2, B*f € L2H, "/*7°(SM), for all € > 0. 0

Proof of Proposition B.2.2. In particular, using the previous lemma, in (B.2.3), one has
the convergence of u =", ., B*f € LiH{l/zf(SM). This concludes the proof. O
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Résumé : Une variété riemannienne est dite rigide lorsque la longueur des géodé-
siques périodiques (cas des variétés fermées) ou des géodésiques diffusées (cas des va-
riétés ouvertes) permet de reconstruire globalement la géométrie de la variété. Cette
notion trouve naturellement son origine dans des dispositifs d’imagerie numérique
tels que la tomographie par rayons X. Grace a une approche résolument analytique
initiée par Guillarmou et fondée sur de ’analyse microlocale (plus particuliérement
sur certaines techniques récentes dues a Faure-Sjostrand et Dyatlov-Zworski per-
mettant une étude analytique fine des flots Anosov), nous montrons que le spectre
marqué des longueurs, c’est-a-dire la donnée des longueurs des géodésiques pério-
diques marquées par I’homotopie, d'une variété fermée Anosov ou Anosov a pointes
hyperboliques détermine localement la métrique de la variété. Dans le cas d’une
variété ouverte avec ensemble capté hyperbolique, nous montrons que la distance
marquée au bord, c’est-a-dire la donnée de la longueur des géodésiques diffusées
marquées par 1’homotopie, détermine localement la métrique. Enfin, dans le cas
d’une surface asymptotiquement hyperbolique, nous montrons qu’une notion de dis-
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globalement la géométrie de la surface.
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Abstract : A Riemannian manifold is said to be rigid if the length of periodic
geodesics (in the case of a closed manifold) or scattered geodesics (in the case of
an open manifold) allows to recover the full geometry of the manifold. This notion
naturally arises in imaging devices such as X-ray tomography. Thanks to an analytic
framework introduced by Guillarmou and based on microlocal analysis (and more
precisely on the analytic study of hyperbolic flows of Faure-Sjostrand and Dyatlov-
Zworski), we show that the marked length spectrum, that is the lengths of the
periodic geodesics marked by homotopy, of a closed Anosov manifold or of an Anosov
manifold with hyperbolic cusps locally determines its metric. In the case of an open
manifold with hyperbolic trapped set, we show that the lengths of the scattered
geodesics marked by homotopy locally determines the metric. Eventually, in the
case of an asymptotically hyperbolic surface, we show that a suitable notion of
renormalized distance between pair of points on the boundary at infinity allows to
globally reconstruct the geometry of the surface.
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