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1

Introduction

Upcoming wireless communication systems are expected to make intensive use of
short packet transmissions. An epitome is the emerging 5G standard, for which
two out of the three principal use cases, massive Machine Type Communications
(mMTC) and Ultra Reliable Low Latency Communications (URLLC), are intrinsi-
cally based on short packets. Another example is provided by the recent Low-Power
Wide Area Networks (LPWAN) designed to support the IoT such as Sigfox, LoRa,
etc. In these use cases, there exists a tension among data rate, latency, reliability
and power consumption. More specifically, in 5G mMTC and in most LPWAN, a
massive number of devices sporadically send packets to base stations, and also occa-
sionally wake up to receive broadcast signal from base stations. Latency is typically
relaxed and data rate is typically capped, but power consumption and reliability
must be both ensured. Alternatively, in 5G URLLC, extreme reliability and low
latency, rather power consumption and data rate, are the most important concerns.

The use of short packets at the physical layer may substantially change the way
digital communication systems are designed. In particular,

e At short block length, header overhead may no longer be considered negligible.
At the physical layer, two principal headers are pilots and frame synchroniza-
tion sequences. Intuitively, the more resources allocated to header, the more
efficient channel learning (for the pilot case) and frame synchronization (for
the frame synchronization case) but at the cost of worsen channel decoding
due to less resources allocated to channel code, and vice versa.

e The traditional well-developed channel codes, such as LDPC and Turbo code,
do not perform well due to the short blocklength. Moreover, the design
paradigm of such capacity-approaching codes also needs to be rethought be-
cause it typically relies on density evolution and EXIT charts which inherently
assume asymptotic blocklengths [1].

e Also, the blooming of LPWAN provides a vast number of modulation schemes
which are designed to convey short messages. A quantitative answer to the
question of the kind “Are they all equivalent or is one of them superior to the
others?” is thus desired.

e The sporadic nature and low latency requirement of short packet transmissions
favor asynchronous and non-scheduling protocols among which Non Orthogo-
nal Multiple Access (NOMA) is a promising candidate.



6 1. Introduction

e Talking about latency, one of most important source of delay is feedback. It is
well-known that feedback does not increase the channel capacity of memoryless
channels [2, 3], but does however improve error exponent [4, 5|. This error ex-
ponent improvement is particularly meaningful for short packet transmissions

[6].

e Finally, and perhaps most importantly, asymptotic results from information
theory which have been a central guide and a key driver to the design of
ever-improving communication systems so far no longer hold in this regime.

The focus of this PhD thesis is to revisit physical layer design for short-packet
communication and to propose new design guidelines leveraging the latest results
on channel coding in the finite blocklength regime.

We start with a concise review of the principal information theoretic results
for finite blocklength regime in Chapter 2. Specifically, we present the bounds on
maximum coding rate which are principally derived in [7], Normal and Saddle-point
Approximations, the novel numerical method to evaluate the bounds [8] and their
relevant related results. Details will only be given for those that will be used later
in the thesis. We also attempt to unveil their intuition and the way to apply the
bounds to specific channel models.

Then, we continue with a review of the major current industrial short packet
communication standards in Chapter 3. All these schemes are based on very dif-
ferent system parameters, modulations, and multiple-access schemes, making direct
comparison difficult. We therefore propose to assess and compare them by means
of their performance limits in multi-path propagation channels.

Next, Chapter 4 is where we turn our attention to the optimization of the frame
synchronization header size for short-packet communication where the overall frame
length is fixed and has to be shared between synchronization and coding. The
analysis is conducted for continuous transmissions, and two frame structures are
studied: concatenation and superposition. The former concatenates header and data
while the latter superposes the synchronization signal to the data signal. For both
frame structures, the analysis shows that there exists an optimal header overhead
that minimizes the overall frame error probability. A comparison with a practical
scheme using QPSK and 5G Polar codes confirms the relevance of the proposed
analytic optimization for short packet communication system design. The proposed
analysis also enable the comparison of the two structures which are shown to be
equivalent in terms of error rates.

Finally, we address the issue of ultra reliable communications in uncertain en-
vironments in Chapter 5 by introducing the reliability confidence level as a way to
quantify reliability for ultra reliable connections subject to random block-error rate
fluctuations. The analysis is carried out for OFDM-based systems over Rayleigh
slow frequency block-fading channels. The reliability confidence level is bounded
using analytic expressions which are then applied to solve two optimization prob-
lems. We first find the minimal number of resources to guarantee a target reliability



with a given confidence. We then investigate an optimal resource sharing strategy
within the context of 5G New Radio.

What is meant by “short packet”? Message refers to the information block
before channel coding and modulation. Packet/frame denotes the sequence of mod-
ulated symbols, measured in channel-use, that is sent over the discrete-time channel
model. A system is classified as “short packet” if the number of channel-uses of its
packet/frame is relatively small so that the Shannon channel capacity is no longer
an accurate metric. This however does not imply that the conveyed message is small
binary block. For example, the short packet nature of NB-IoT in Section A.4 is not
characterized by its tranport block size but rather by the fact that its transmission
is limited in one narrowband. Another example is Ingenu system, which uses Direct
Sequence Spread Spectrum, see Section A.3, in which the packet/frame is indeed
long (seconds versus miliseconds as in other standards) but it is still short in terms
of symbols after despreading operations.
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All models are wrong but some are useful.
— George Edward Pelham Box

2.1 Introduction

In this chapter, we aim to concisely review the principal information theoretic re-
sults for finite blocklength (FBL) regime. More specifically, we shall present the
bounds derived in [7], Normal and Saddle-point Approximations, the novel numeri-
cal method to evaluate the bounds [8] and their relevant related results. Details will
be given for those that will be used later in the thesis. We also attempt to unveil
their intuition and the way to apply the bounds in specific channels.

2.2 From Shannon asymptotic theorems to FBL results

Claude E. Shannon, with his ingenious work [9], established information theory as a
mathematical framework to study the performance limits of communication systems.
To this end, Shannon introduced a simple yet powerful abstract model. This thesis
focuses on the channel coding of the model in [9]. This channel coding model can
be formulated as in Figure 2.1, and operates as follows,
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e One want to transmit message W that is modeled as an equiprobable random
variable of the set {1,..., M }.

e The encoder fonc : {1,..., M} — A™ = A that maps the message W to code-
word X € A™ where A is the codeword alphabet. Here, n denotes codeword
length (blocklength), measured in channel-uses.

e The channel is modeled as a transformation Py |x that randomly transforms
X to Y € B" = B where B is the channel output alphabet '

e The decoder fyec : B™ — {1, ..., M} estimates W, i.e. produces a guess on the
message W based on the observation of Y.

From this model, the notion of channel code is introduced. An average error
probability channel code (n, M, €)ayg is an encoder-decoder pair (fenc, fdec) that sat-
isfies

M

Pe,avg(fenmfdec) £ PT{W 7é W} == % ZPI‘{W 75 w ’ W = j} S g (2.1)
7j=1

A mazimal error probability channel code (n, M, €)max is defined similarly, except
that the average error constraint (2.1) is replaced by its maximal error version,

Pesna(fencs faec) & max Pr{W # W |W = j} < e (2:2)

The mazimum coding rate R*(n,¢) is defined the same way for both the average
and maximal error probability formalism,

log M

R*(n, ) 2 max { :3(n, M, ) — code} (2.3)

and accordingly, we have the definition of mazimum codebook size M*(n,¢)
M*(n,e) £ max {M : I(n, M,e) — code} (2.4)
and of minimum error probability £*(n, M)
e*(n, M) £ min {¢ : I(n, M, &) — code} (2.5)

The Shannon’s paper [9], and its related works, is disruptive in the sense that it
shows and proves the existence of the so-called channel capacity that limits trans-
mission rate asymptotically. In other words, when blocklength n is allowed to grow
arbitrarily large, probability of error can be made arbitrarily small if the rate does
not exceed the capacity; on another hand, any system with rate greater than the

!The transformation depends on the specific characteristics of considered channels, e.g. MIMO,
stationary, block-fading, etc.
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X

fdec ’

Pyx

fenc

Encoder Channel Decoder

Figure 2.1 — Shannon’s channel coding model.

Trade-off between rate and error probability
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Figure 2.2 — Trade-off between rate and error. Complex AWGN channel with SNR =
0dB.

capacity suffers erroneous transmissions almost surely. Hence, the channel capacity
C' can be thought as the asymptotic limit of R*(n,e) [10] [11, Definition 18.5],

C = lim lim R*(n,¢) (2.6)
e—+0n—o0
The trade-off function between rate and error probability is illustrated in Figure 2.2,
where the asymptotic characteristics of R*(n,e) are illustrated horizontally and
vertically 2.

We also note that C. = lim,_,o, R*(n,¢) is another useful asymptotic metric
which is termed outage capacity, or e-capacity [10]. More specifically and mathe-
matically, one can follow the discussion related to [11, Definition 18.5, Proposition
18.2].

2These curves are approximations (more specifically, Normal Approximation presented in Sec-
tion 2.7.1) only for demonstration purpose



12 2. Finite Blocklength Coding

The bibliography related to the capacity C, C. and to R*(n,¢) is immense. In
this thesis, we shall focus on the effort of characterizing R*(n,c). Some selected
classical results on C' and C. will be mentioned in the next chapters in the form of
arguments.

The exact value of R*(n,¢) is in general unknown because the complexity of
exhaustive search is doubly exponential in n. For that reason, people resort to
finding upper and lower bounds on R*(n, ). For more details about classic results
of R*(n,¢), we suggest that readers follow the review of [12, Section 2.2].

In the remaining sections of the chapter, we focus on the results of [7| and its
related papers. More specifically, we review some bounds on R*(n,e) which are
developed for general channels and are known to be both analytically tractable and
asymptotically tight. The review is not restricted to mentioning the results but also
discusses the intuition behind and how to apply them.

To this end, we shall first present hypothesis testing and information density, the
two important tools in the FBL regime, in Section 2.3 and Section 2.4. They are
then followed by the review of upper bounds (converse bounds) and lower bounds
(achievability bounds) on R*(n,¢) in Section 2.5 and Section 2.6. We note that these
bounds are equivalent to those on codebook size M*(n,¢) and to those on minimum
error probability €*(n, M) as they are defined in (2.3), (2.4) and (2.5) 3.

2.3 Information density

From the abstract model of Figure 2.1, assuming a measure p on B such that
Pyx—x < p and Py < p, then information density i(x;y) is formally defined

as
—00, f(X7 y) = 0
i(x;y) = { +oo, 9(y) =0 (2.7)
log 106y) , otherwise
9(y)

4 dPyjx—x A dPy

where f(x,y) = —57=(y) and g(y) = X (y)-
The information density can be equivalently written using the Radon-Nikodym

derivative of Py|x—x with respect to Py:

. dPy|x—x
i) = log = 2 (y) (2.8)

This information density is the main ingredient for Maximum Likelihood decoder
(see e.g. the proof of [11, Theorem 17.1]):

ML decoder: W = argmax < ;<4 (X;;y) (2.9)

3Specifically, an upper bound (respectively lower bound) on R* is also the upper bound (re-
spectively lower bound) on M* because R* £ %, and is also the lower bound (respectively
upper bound) on ¢* because of the decreasingly monotonic relation between R* and €*.
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2.4 Binary hypothesis testing

Given a random variable W on W that can belong to one of the two distributions
P and @), a test between these two distributions is a random transformation Pz :
W — {0,1} where 0 indicates that the test chooses ). The optimal performance of
the test is

Ba(P,Q) £ min / Py (1| 0)Q(dw) (2.10)

where the minimum is taken over all random transformations Py, such that

/PZ|W(1 | w)P(dw) > « (2.11)

Note that the existence of S, (P, @) in (2.10) is guaranteed by the Neyman-Pearson
lemma. To put it differently, 5, (P, Q) is the minimum error probability under @ if
the probability of correct decision under P is at least a. As we shall see, because
of its minimal error probability nature, 5, (P, Q) helps define the converse bound of
channel decoding.

2.5 Converse bounds

In this section, we focus on the meta-converse bound of [7] because as suggested
by its name, this bound generalizes many classical results. Furthermore, with care
in parameter selection, the bound becomes analytically tractable or numerically
computable for most channel models of interest.

The idea of meta-converse bound is to consider channel code decoding as a
hypothesis test on observation Y (W = B) between (X,Y) ~ PxPy;x and
(X,Y) ~ PxQyx where Qyx is an auxiliary channel.

Theorem 2.5.1 (Meta-converse |7, Theorem 26]). Let € and €’ be the average error
probability under channel Pyx and Qyx respectively. For two uniform encoders
whose Px = Qx (encoder output distribution with equiprobable codewords),

Br-e(Pxy,Qxy) <1—¢ (2.12)

The most important consequence of Theorem 2.5.1 is that the converse of Py x
can be proved by using an alternative channel Qv x. Naturally, it is desired that
the error probability on Qyx can be computed easily. For example, the following
converse bound is obtained by selecting Qy|x = Qv hence ¢ =1-1/M where M
is the codebook size,

Theorem 2.5.2 (Minimax-converse |7, Theorem 27|). Every (n, M, ¢€)qyy code for
channel Pyx satisfies

log M < —log {inf sup Bls(ny,PXQY)} (2.13)
Px Qy
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Note that by using the saddle-point property of B, (:,-),

inf sup 81— (Pxy, PxQy) = supinf 81— (Pxy, PxQv), (2.14)
Px Qy Qy Ix

the optimization with respect to QQy can be avoided. Hence, the minimax converse

theorem 2.5.2 can be relaxed to

logM < — log {llglf ﬁlfg(ny, Pny)} (2.15)
X

An interesting remark is that in [13, 14|, the authors showed that for every
(n, M, €)avg code with Maximum Likelihood decoder, the equality of Theorem 2.5.1
can be achieved. Therefore, one can interpret that the Meta-converse is indeed tight.
Furthermore, there exists non-signalling codes * that are able to reach this converse
bound [15].

For readers interested in the maximal error probability formalism, the counter-
parts of Theorem 2.5.1 and Theorem 2.5.2 are |7, Theorem 30| and |7, Theorem 31|
respectively. We cite here [7, Theorem 31| which is used later in the thesis.

Theorem 2.5.3 (Minimax-converse maximal error formalism [7, Theorem 31]).
Every (n, M, €)maz code for channel Pyx, with X € A= A", satisfies

IOgM < - IOg { inf Sup Ble(PY\X:xv QY)} (216)
xX€A Qy
and its relazed (yet easier-to-evaluate) version

log M < —log {ig&ﬁls(PYanQY)} (2.17)

Now the main remaining question is how to compute S1_(-,-). For a given Qv,
by the definition (2.10) and because it is non-increasing with respect to € [16], we
select v being the solution of

dPxy }
[dPxQY =7 219
Then the converse bound on error probability can be computed as
dP
B1-<(Pxy, PxQv) = Q Ll&’g; > 7] (2.19)

The problem of converse bound computation is hence reduced to how to choose a
“good” output distribution Qv so that the bound is reasonably computable without
sacrificing much the bound tightness. This is in fact an art. The canonical choice
of Qv is capacity achieving output distributions for which the bound approaches

4 A non-signalling code is any code such the output of the decoder is conditionally independent
of the input to the encoder given the input to the decoder, and vice-versa.



2.6. Achievability bounds 15

channel capacity in asymptotic-blocklength regime. As we shall see, this is the
popular choice in literature. Other possible (non-exhaustive) choices of Qy are via
analyzing channel symmetries and the geometric property of Py x [17, Section 3.4].

We note that the meta-converse is of particular interest because it generalizes
many classical converse bounds, such as the Fano inequality [18], the Wolfowitz
strong converse [19], the Shannon-Gallager-Berlekamp sphere-packing converse [20],
the Verda-Han information spectrum converse [21], etc. More details about the
generalization can be found in [12, Section 2.7.3].

2.6 Achievability bounds

o We start with the average decoding error probability formalism and Random
Coding Union (RCU) bound. The main idea of the RCU bound is to use infor-
mation density as decoding metric, hence the decoding process can be considered
as Bayesian hypothesis testing choosing the codeword that maximizes information
density,

Theorem 2.6.1 (Random Coding Union (RCU) bound [7, Theorem 16]). For any
input distribution Px there exists an (n, M, €)qyy code such that

e < ROU =E[min {1, (M — )T(X,Y)}] (2.20)

where T(X,Y) = Pr{i(X;Y) > i(X;Y) | X,Y} and X also follows Px but is in-
dependent to X and to Y.

This bound is stronger than the classical Feinstein-Shannon and Gallager bounds
and is known to be tightest among computable bounds up to now 5. Nonetheless,
its complexity is still too high due to T(X,Y). The two following bounds are easier
to compute.

The first bound is the relaxed version of the RCU bound which can be ob-
tained by applying Markov inequality to T(X,Y) [22, Theorem 1] [23, Theorem
1]. Moreover, this bound is very useful because it is applicable to mismatched de-
coding framework to take into account non-Maximum-Likelihood receiver (see also
Chapter 4).

Another approach is to upper-bound the (average) minimal decoding error prob-
ability by the Bayesian minimal error probability of a binary hypothesis test between
Hy : Px Py and H; : Pxy with a priori probability %—;i and MLH respectively:

Theorem 2.6.2 (Dependence Testing (DT) bound [7, Theorem 17 and Theorem
18]). For any input distribution Px on A = A" there exists an (n, M, ¢e)qg code

such that .
exp {— {i(X; Y) - log MQ_ 1] H (2.21)

5The strongest result is [7, Theorem 15] whose complexity skyrockets even for small M.

e<DT=E
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e For the mazimal decoding error probability formalism, we have |7, Theorem 21].
Furthermore, if the CDF of i(x;Y) does not depend on x when Y is distributed
according to Py 9, we have [7, Theorem 22] as follows

Theorem 2.6.3 ([7, Theorem 22|). If the CDF of i(x;Y) does not depend on x
when Y is distributed according to Py, there exists an (n, M, €)mqeqz code that

e <E [exp {— [i(X;Y) — log(M — 1)]+}] (2.22)

To evaluate the previous achievability bounds, one needs to compute proba-
bilistic functions of information density ¢(X;Y). This computation is sometimes
difficult, especially when the dimensions of X and Y are large. This difficulty is
mitigated when Px and Py are product distributions. When they are not, e.g. due
to cost constraints imposed upon X, one can employ hypothesis testing principle to
replace Py with an arbitrary @y which is easier to be analyzed, for example Qv
being product distribution. The price for the replacement is . (F, Qv ) which is the
performance measure for simple vs. composite hypothesis test between @y and the
collection { Pyx—x} for x € F' C A, where F is to denote the permissible inputs,

o (F, Qy) 2 min / Pay(1]y)Qy (dy) (2.23)

where the minimum is taken over all random transformations Pzy such that

/ Pay(1]y)Pyxox(dy) > 7 (2.24)

This is the core idea of k8 achievability bound:

Theorem 2.6.4 (k5 bound and its weakened version [7, Theorem 25|). For 0 <
T < e <1 and any distribution Qx of channel input, there exists an (n, M, €)maz
with permissible set F C A= A" such that

K/T(Fﬁ QY)

M > supsup 2.25
T Qv SUPxer ﬂlf€+T(PY|X:x7 QY) ( )

F
> sup sup Ox|[F] (2.26)

7 Qx SUPxep B1—etr(Py|x=x> QY)
where Qv 18 the distribution of channel output induced by Qx.

The weakened version (2.26) is useful because in general it is difficult to compute
Kr (F s Qy)

We note that any achievability bound on maximal error probability is also an
achievability bound for average error probability. The reason is that for any code,
its average error probability €,y¢ is smaller than its maximal error probability emax
by definition. Hence, the fact that this code is an (n, M, €)pax code, ie. epax < €,

5For example BEC and BSC with equiprobable Px.
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implies €avg < € and, therefore, implies that this code is also an (n, M, €)avg code.
As a consequence, one can apply Theorem 2.6.4 for the average error formalism.
The same reasoning can be applied for converse bounds.

By replacing the term k. (F,Qvy) in (2.25) with 8;(Py,Qvy), we obtain 3
achievability bound [24, Theorem 1] for average error probability formalism. Because
kr(F,Qy) is the performance measure for composite hypothesis test between Qy
and the collection { Py|x_x} for x € F' C A; and because (-(Py, Qy) is the perfor-
mance measure for binary hypothesis test between Qv and Py = E [{Pyp(:x}xe F] ,
the S8 achievability bound can be interpreted as the average error probability for-
malism counterpart of the k3 bound 7.

2.7 The approximations

2.7.1 Normal Approximation

All the bounds in previous sections, regardless of their tightness, require the eval-
uation of statistical functions of information-density-related terms. This is done
by Monte-Carlo sampling which requires high computational power and, therefore,
is time-consuming. Furthermore, the bounds are not descriptive, hence sometimes
make the design guideline opaque. An approach towards such descriptive expression
is concerned with asymptotic expansions of the coding rate R*(n,e) with respect to
the packet length n, which then gives rise to the so-called Normal Approximations

(NA) [7],
R*(n,e) = C — \/Zgl(s) +O (loi"> (2.27)

where C' is channel capacity, V' is channel dispersion and Q(-) denotes the tail
distribution function of the standard normal distribution. This expression shows
that C'is in fact the first-order approximation of R*(n, ¢); and the second-order term

\/g Q71(g) is the penalty incurred by the finite nature of blocklength n. Using (2.27)
facilitates numerous system design analysis and helps to find system optimization
solutions, see e.g. [26, 27, 28].

The intuition of NA comes from the observation that

—log Ba(P, Q) = (1 — a)-quantile (under P) oflog Zg (2.28)
where B (P, @), which is defined in (2.10), is the main ingredient of FBL converse
and achievability bounds (see e.g. Theorem 2.5.2 and Theorem 2.6.4) 8. When P
and @ are product of a fixed unit distribution, which is the common assumption for
many useful channel models e.g. memoryless and stationary, log % = Z;‘Zl log %
being the sum of i.i.d. random variables. For this reason, the central limit theorem

"The so-called 33 converse bound can be found at |25, Theorem 15|.
8The proof of (2.28) can be found at [12, Section 2.3].
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can be applied. More specifically, |7] uses the Berry-Esseen theorem [29] to assess the
quantile behavior (2.28); while in [30], the authors employ Cramer-Esseen theorem
[31] for the same purpose.

The channel dispersion V' is formally defined in a way similar to (2.6),

A . n _ ¥ 2

Ve ;1_r>r(1)nh_>rgo B (C — R*(n,¢)) (2.29)
. ; n ¥ 2
= Soege (¢ M)

where the second equality comes from Q~!(g) ~ /—2loge for ¢ = 07.

As for the channel capacity C, the expression of channel dispersion V' depends
on the channel model under consideration. We focus on AWGN channels and block-
fading channels because of their particular relevance for multi-carrier based systems
such as 3GPP 4G Long Term Evolution (LTE) and the next 3GPP 5G New Radio
(NR) networks.

2.7.1.1 Channel model of interest

We briefly describe the block-fading system model and also remind the usual as-
sumptions made in the literature concerning the study of these kinds of channel
models. Block-fading means that the channel is assumed to be unchanged within,
say, n. channel-uses forming a fading block. Coding is performed across L such
blocks; hence the codeword length is n = n.L. The baseband received signal asso-
ciated to the [—th block, with 1 <[ < L, is equal to

Y, = HX;+ W, (230)

where X; € C™ contains the transmitted symbols within frequency block [ and

where W; is the AWGN channel noise distributed according to the complex circu-

larly symmetric normal distribution CN(0,1,,). H; is fading coefficient of the [—th

block. When the received signal is dominated by scattered diffuse components, H;

are distributed according to a Rayleigh fading, i.e. H; ~ CN(0,1). The transmitted
. . 2 _ 9

symbols satisfy the equal power constraint ||X;||“ = nep ~.

2.7.1.2 Normal approximation for non-fading AWGN channels

For non-fading AWGN channels, i.e. when H; = 1 almost surely, the NA is estab-
lished as (2.27) with

C =log(1+p)
1 (2.31)
Y=

°The results of other power constraint types can be derived by using [7, Lemma 39].
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in [7] by characterizing the asymptotic behavior of the min-max converse and the
k3 bounds. By analyzing the RCU bound, the authors of [32] come up with the
refinement of third-order term

R%m@:o—VZQA@Hf%fm+ou) (2.32)

n

The refinement is tight [10]. This result is later confirmed by [8] with saddle-point
approximation approach.

2.7.1.3 Parallel AWGN channel Normal approximation

For parallel Gaussian channels, the method of [32] is applicable to prove the achiev-
ability of % +O(1). As the NA for the converse bound is provided in [8, Section

IV-F|, the NA of information transmission over parallel Gaussian channels has the
same form as (2.32) with

K
1
Cpara = ? Zlog(l + ,Oj) (233)
j=1
1 K
Vpara = ?Zl - (1+Pj)_2 (2-34)
J=1

where K > 1 denotes the number of parallel Gaussian channels.

2.7.1.4 Fading Normal approximation

For fading channels, two cases of the availability of CSI at receiver are to be distin-
guished: no-CSI in which fading realization is unknown at the receiver (although
fading statistics are assumed to be available), and CSIR in which the receiver has
perfect knowledge of H;. Transmitter is assumed not to have access to fading real-
ization. As blocklength n = n.L, the asymptotic expansion of R*(n,¢) is obtained
either in ergodic setup by fixing n. and letting L — oo, or in quasi-static setup by
fixing L and letting n, — oo.

In the ergodic setup, the CSIR NA can be found in [33] (more specifically, Equa-
tion (36)) and in [34] for SISO and MIMO respectively. Nonetheless, no asymptotic
expansion of the form (2.27) is available for the no-CSI assumption because the
capacity-achieving input distribution is in general unknown.

In the quasi-static setup, for an arbitrary L and for both no-CSI and CSIR
assumptions, the authors of [30] proved that

1
mm:mgaza+o(%m> (2.35)
Nc
if some conditions on fading are satisfied [30, Theorem 3|. It is worth noting that
these conditions are all satisfied by fading distributions commonly used in the wire-
less communication literature, e.g. Rayleigh, Rician and Nakagami. For that reason,
(2.35) is useful.
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An interesting remark about (2.35) is that the dispersion V' is zero. This implies
that the maximum coding rate converges very quickly to C.; hence the outage
capacity is really a good performance metric in the quasi-static setup. This is in
accordance with reports in literature that the outage probability describes accurately
the performance over quasi-static fading channels [35]. On the other hand, one
must be careful that (2.35) is tailored towards the case of small L, thus the direct
application of (2.35) to block-fading setups of moderate L may lead to inaccurate
results.

2.7.2 Saddle-point approximation

Another way to characterize the quantile behavior in (2.28) is by applying large
deviation theory [36], always under the assumptions of memorylessness and station-
arity so that log % = Z;L:l log %. The basic result of the large deviation theory
is the Cramer theorem

1 n
Prq — Z; > ~ —nl 2.
rq - ; >z exp(—nl(z)) (2.36)

where {Z;} are i.i.d. random variables and rate function I(z) £ supys [0z — A(2)]
and \(z) £ logE[exp(0Z)] '°. Among other methods, the saddle-point approxi-
mation is well-known for its efficiency in evaluating the left handside of (2.36) and
sometimes gives rise to the refinements of (2.36) itself [37, 38, 39].

In the FBL coding context, the general bounds presented in the previous
sections can be evaluated with the saddle-point approximation by considering
logg—g = E?leog% is the sum of i.i.d. random variables as in (2.36). This
approach is the subject of numerous works. For example, a random coding error
exponent achievability bound for SISO Rician block-fading channels can be found
in [40] (although the authors did not use saddle-point approximation but resorted
to Monte-Carlo sampling). In [23, 8|, saddle-point approximation is applied, with
Laplace integrals, to obtain approximations of the RCU bound (Theorem 2.6.1), the
s-parameter RCU bound (Theorem 4.2.1) and the meta-converse bound (Theorem
2.5.1) for various non-fading memoryless channels. Recently, an approximation for
Rayleigh blockfading channels is obtained in [41] where the authors claim that the
computational complexity is independent of the number of diversity branches L (see
block-fading model (2.30)).

Note that because of the large deviation nature, this saddle-point expansion is
considered to yield better approximation than the NA, especially for very small
error probability €. Nonetheless, these saddle-point results do not rely on easy-to-
compute formulation (e.g. the A(z) in (2.36)) and thus need either to be evaluated
numerically or to resort to some linear or non-linear optimization routines. This is
the main reason that leads us to prefer the NA to the saddle-point approach in this

0This is a special case of the Cramer theorem where the distribution of Z is known hence the
expression of rate I(z) is available.
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thesis. That being said, results obtained with the saddle-point approach, e.g. (8],
will be used later as a reference to assess the accuracy of our results.

2.8 Which bound should we choose?

Even though we have limited the list of the FBL results to those that will be used
later in this thesis, they are still numerous. In this section, we try to answer the
question of “which bound should we preferably use?”.

Generally speaking, there are two things that matter in choosing bounds: accu-
racy and feasibility of computation.

For converse bounds, as said in Section 2.5, the Meta-converse bound is tight [13,
14, 15]. Also, the bound and its variations are reasonably numerically computable,
see e.g. [8, 40, 42]. Moreover, the bound can be considered as the generalization
of many classical converse bounds [12, Section 2.7.3]. Therefore, the Meta-converse
bound is naturally a good choice.

With the Meta-converse bound as the reference, the accuracy of achievability
bounds can be assessed by their tightness to the Meta-converse: the closer an achiev-
ability bound to the Meta-converse bound, the tighter it is. Strictly speaking, there
is no bound that is always tighter than the others. Indeed, the tightness of bounds
depends on the channel model under consideration: RCU is tighter than DT in BSC
channels [12, Figure 3.1] but the inverse phenomenon is observed in BEC channels
[12, Figure 3.6]. That being said, we acknowledge the fact that RCU is “typically”
tighter than other achievability bounds, see e.g. the numerical results of |7, 12].

To the best of our knowledge, there is no mathematical proof for the tightness of
the FBL coding bounds. More importantly, the comparison of their tightness s not
our principal concern, at least in this thesis. Hence, let us leave the comparison open.
Indeed, our purpose is to leverage these bounds to revisit physical layer design for
short-packet communications and to propose new design guidelines. Therefore, the
factor that most influences our choosing is their feasibility of computation. Again,
this depends on the channel model under consideration. For our models of interest,
e.g. memoryless block fading, RCU stands out as the most computationally costly
bound, while the others have similar complexity. Also, the Normal and Saddlepoint
approximations can help to avoid the heavy computation cost while still are able to
provide reasonable accuracy.

In Figure 2.3, we illustrate some bounds, which have been presented in previous
sections, for a AWGN channel with SNR = 6dB and average error probability
e = 1073. We observe that for this channel model, the RCU bound is the tightest
and the Normal Approximation provides a very good estimation of the maximum
coding rate.
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Figure 2.3 — FBL coding bounds for a real AWGN channel with SNR = 6dB and
e = 1073 under average error probability formalism. Codewords have constant
power. The bounds are obtained with capacity achieving input/output distributions.

2.9 Finite blocklength with feedback

Feedback is not studied in this thesis. Nevertheless, for the sake of completeness,
we provide a concise review of FBL coding results with feedback.

The classical result of Shannon [2| states that feedback does not increase the
channel capacity of memoryless channels. However, in the FBL regime, feedback
does help speed up the convergence to capacity of the maximum coding rate R*(n, €)
[6]. This was shown by the so-called Variable Length Stop Feedback (VLSF') scheme,
along with VLSF code. The formal definition of the VLSF code and VLSF scheme
can be found in [6]. To make it short, a variable-rate code is considered by divid-
ing such codeword into several subcodewords that are transmitted over a forward
channel in subsequent rounds. In each round, the receiver tries to guess the message
by accumulating all the received subcodewords, and then, according to the decod-
ing result, returns a one-bit feedback to the transmitter. For that reason, VLSF is
somehow considered as a generalization of practical retransmission schemes such as
HARQ and ARQ).

One of the relevant VLSF results is [6, Theorem 3], which may be viewed as an
extension of Theorem 2.6.2 to VLSF, where an achievability bound is established.
This result is later leveraged in [43] to derive an achievability bound on the minimum
energy per bit required to transmit a small information payload under a given latency
and reliability target, for SISO Rayleigh blockfading channels with pilot and scaled
nearest-neighbor decoding. The main conclusion of [43] is that the VLSF scheme
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may significantly outperform its no-feedback counterpart. However, this conclusion
is based on the assumption that feedback link is noiseless: with noisy feedback, the
conclusion may be different. It is worth noting that as there is no converse bound
established for the VLSF scheme, the tightness of these achievability bounds cannot
be assessed, unfortunately.

Other references about the VLSF scheme and its related version are [44] and
[45] where [6, Theorem 3| is extended with and without a hard restriction on delay,
respectively.

All previous works consider a reliable feedback link. The analysis becomes much
more difficult in the more realistic case of noisy feedback. The unreliable feedback is
modeled as error probabilities between two states ACK and NACK and asymptotic
assumptions are used to characterize the behavior of the VLSF scheme in [46, 47].

2.10 Conclusion

The focus on this chapter is the latest Finite Blocklength coding results that will be
used later in the thesis. More specifically, we reviewed some bounds on maximum
coding rate R*(n,e) which were developed for general channels and are known to be
both analytically tractable and asymptotically tight. The review was not restricted
to mentioning the results but also discussed the intuition behind and how to apply
them. We left the question of the best bounds open because this is not the main
concern of the thesis. Instead, we provided some observations on their relative
performance and computation cost and emphasized that their tightness could only
be assessed via computation.
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3.1 Introduction

Systems featuring short packets can be classified according to the range that they
support resulting in three groups:

e short-range Wireless personal area networks (WPAN), like Bluetooth, Zigbee,

e mid-range Wireless local area networks (WLAN), with Wi-Fi variations as
example,

e and long-range Long power wide area networks (LPWAN) such as Sigfox,
LoRa, etc.
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The main technical characteristics of state-of-the-art WPAN/WLAN technolo-
gies are summarized in Table 3.3, and we refer the interested readers to the more
complete overviews in [48, Chapter 1| and [49] for example.

In this thesis, we focus on long-range technologies, motivated by the official
opinion from Weightless-SIG [50]:

Several short-range technologies, notably Wi-Fi, Bluetooth and Zigbee,
offer endpoints at low price points around $1-$2. However, being short
range, these cannot provide the coverage needed for applications such as
automotive, sensors, asset tracking, healthcare and many more. Instead,
they are restricted to machines connected within the home or office en-
vironments. Neither do they permit the economies afforded by much
larger cell sizes with few base stations covering large areas such as whole
cities.

The main requirements of LPWAN are defined by ITU-R [51] as

e supporting massive number of end devices

(end device) long battery life

(end device and network) low cost (CAPEX and OPEX)
e long range

As we shall see, these requirements have huge impacts on the selection of techniques
used in LPWAN.

In the present chapter, we first review, in a non-exhaustive manner, the technical
specification of existing LPWAN that support short packet transmissions. More
specifically, we review and discuss the technical specifications which are summarized
in Table 3.1 and Table 3.2. More details are provided in Appendix A.

We note in Section 3.2 that all these systems are based on very different technical
choices, making direct comparison difficult. We notice for example that even the
modulation schemes are diverse. Therefore, we propose to assess and compare them
by means of their performance limits in multi-path propagation channels in Sec-
tion 3.3 with the help of the FBL channel coding results introduced in the previous
chapter. Actually, Section 3.3 is the full version of Paper A.

3.2 Short packet systems

3.2.1 Modulation and carrier

Modulation and carrier are the proxy between digital and analog worlds. Therefore,
they play important roles in the effort of achieving the LPWA requirements.
There are two approaches in carrier selection. First, 3GPP technologies like
eMTC and NB-IoT can share the already owned bands of operators to avoid addi-
tional licensing cost. For the others, license-exempt bands such as ISM band and
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TV white space are preferred. In general, to address the long range and low power
requirements, most LPWAN use sub-GHz band because these low frequencies offer
relatively low attenuation and less multipath fading effect. An exception is INGENU
RPMA [52] who prefers the 2.4GHz because of more relaxed spectrum regulations,
radio duty cycle and maximum transmit power in this band. For that reason, the
higher attenuation and fading can be somehow compensated.

LPWA technologies are designed to target a very large link budget which is
typically greater than 160dB. In comparison with the 140dB baseline of LTE Cat-
1 [53], this is an impressive +20dB gain. To this end, the popular choices are
Narrowband and Spread Spectrum modulations.

In narrowband modulations, data in encoded in low bandwidths to concen-
trate power and to reduce noise level. As a consequence, a high link budget is
achieved and more end devices are supported in a given total bandwidth. Fur-
thermore, compared to spread spectrum and OFDM, the fact that no spreading
nor multi-carrier implementation is required results in relatively simpler and less
expensive transceivers.

Spread spectrum is another popular choice to enhance link budget thanks to
the processing gain obtained from the de-spreading operation.

3.2.2 Topology

Network topology can be roughly divided in star and mesh. Mesh networks uses
devices to relay messages in order to increase transmission ranges. This is not power-
friendly, especially when the number of supported end devices becomes massive [54].
For that reason, the star topology in which end devices connect directly to base
stations, is a popular choice. Indeed, by concentrating power consumption to base
stations whose population is limited, energy efficiency can be improved, end devices
battery life can be lengthened and also the multiple access control can be simplified.

3.2.3 Channel coding (FEC)

Due to low cost and low power consumption constraints at end devices, simple FEC
(e.g. BCH, convolutional code, etc.) is preferred in DL. Because the complexity of
encoding is in general much lower than that of channel decoding, sophisticated FEC
such as turbo code can be used in UL [55].

3.2.4 Multiple access (MAC)

The requirements of low cost, low power consumption and massive number of end
devices, combined with the sporadic transmission of short packets, make the common
MAC protocols of cellular and short range wireless networks cumbersome. Indeed,
the control overhead is sometimes more expensive than the data itself. Furthermore,
tight synchronization prevents end devices turning off to save battery. Also, it
is nearly impossible for a low cost device to meet the precision level in time and
frequency required by the protocols. For these reasons, most LPWAN prefer ALOHA
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or its variants. An exception is NB-IoT, which is designed to co-exist with LTE
networks. Therefore, it reuses the LTE design extensively, that employs OFDMA
for DL and SC-FDMA for UL.

It is worth emphasizing that for power saving purpose, all LPWAN implement
turning off end devices’ transceivers, which are power consumers, when there is no
data to transmit.

3.2.5 Diversity and MIMO

Low cost and low power consumption imply that no or limited sophisticated signal
processing techniques can be implemented at end devices. Hence, to enhance link
budget for long range, diversity in time, frequency and space must be exploited.
The common solution is to use multiple transmissions.

3.2.6 QoS control

Up to now, only 3GPP standards officially support a wide range of use-cases in a
single network. Because of the coexistence requirement, QoS control is implemented
in 3GPP standards (5G NR, NB-IoT, eMTC, etc.).
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Table 3.2 - LPWAN f{rame structures

LPWAN
Frame/packet length (including PHY overhead) ¢

PHY overhead (preamble&pilots) ¢
112-208 D-BPSK symbols (UL) 19 D-BPSK symbols, 8 = 9.13% — 17.0% (UL)

igf
Sigfox 224 GFSK symbols (DL) 91 GFSK symbols, 8 = 40.6% (DL)
LoRa 18-66579 symbols ° 10-65539 symbols, 8 = 0.95% — 99.9%
Tngenu ~ 256 symbols (UL) ¢ ~ 50% @
_ _ €g
3GPP MTC 1685376 subcarriers € 9 1 DMRS OFDM-symbol every 7 OFDM-symbols
B =14.3%
- - g
3GPP NB-IoT 112-21504 subcarriers / 9 1 DMRS OFDM @B%o_ MMowwq OFDM-symbols
p— . O

Weightless-W

No data available

No data available

Weightless-N

No data available

No data available

(UL ounly)
Weightless-P No data available No data available
Dash7 No data available No data available
Telensa No data available No data available
IEEE 802.15.4¢g
2-1641 Is 7 24 Is, B =0.14% — 75.7% "
(Wi-SUN) 32-16416 symbols symbols, 8 = 0.14% — 75.7%

®The unit is not bit, but channel-use, or symbol (or sub-carrier if modulations are OFDM-based).

bPlease refer to Section A.2 for the discussion why this “long” number still fits in “short packet” criterion.

°We focus on UL which is the typical usage of LPWAN. This number is derived from [52, Section 3]. More specifically, from 1MHz bandwidth, 2048
offset chips, and spreading factor from 512 to 8196.

“RMPA protocol actually does not include PHY overhead and relies on base station brute-force power to detect UL packets. However, before sending
data, end devices need perform synchronization to detect the UL subslot bounds. This synchronization (acquisition) is realized thanks to DL subslot [52,
Section 3.4] whose length is approximately equal to that of UL subslot. The overhead should be approximately 0% (the 2048 chip offset can be negligible
in most of spreading factors) if the slot acquisition is ignored.

“We focus only on the less conservative mode CEModeA and physical channel PUSCH which carries UL data, in assuming no sounding reference signal
(SRS) is scheduled. These numbers are derived from [55, Section 5.3.3.1.11] and [56, Tables 8-2b, 8-2c].

fWe focus only on NPUSCH format 1 which is a physical channel carrying data in UL. The numbers are derived from [67, Table 10.1.2.3-1, Table
10.1.2.3-2] and [56, Table 16.5.1.1-3].

9Because 3GPP machine-to-machine communications (eMTC, NB-IoT, EC-GSM) use scheduling-based UL, PHY packets typically do not contain
preamble for synchronization which is assumed to be done previously. Therefore, it may be unfair to compare the PHY overheads of 3GPP systems to the
others.

"We focus on FSK modulation (because of its popularity) without Mode Switch (because it is optional). These numbers are derived from [58, Section
18.1].
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3.3 A modulation comparison

As we have seen from the previous section, the world of short packet systems is wild
west. Generally speaking, there is no technology that is superior to the others in all
criteria of comparison. For that reason, “it depends” should be the answer to the
question of the choice of short packet technologies.

Yet, observing that short packet systems differ first and foremost by their wave-
forms, we propose a comparison of modulation techniques. We focus on the LPWAN
sector, and we select the four most well-known modulation techniques [59]:

e Ultra Narrowband (UNB) backed by Sigfox [60], Weightless-N [61],
e Direct sequence spread spectrum (DSSS) of Ingenu [52], Weightless-W [61]
e Chirp Spread Spectrum (CSS) from LoRa [62], LinkLabs [63],

e and cyclic prefix OFDM (CP-OFDM) which is used in 3GPP eMTC, NB-IoT
[57], and is part of the upcoming 5G standard.

We note that their popularity partly stems from non-technical reasons such as mar-
keting, media exposition and also media battle among business forces [64, 65, 66].
From the technical point of view, however, these four examples illustrate the vari-
ety of solutions found in the literature and therefore serve as good representatives
throughout this section. The objective of the comparison is to state whether one
modulation waveform is best suited to short packet transmissions in a certain ra-
dio channel. To make a fair comparison, several common assumptions need to be
specified, including channel model and performance metric.

For the latter, maximum coding rate R*(n, ), which is the largest rate for which
there exists an encoder-decoder pair that allows to transmit a packet of length n
while keeping an error probability below € !, is the natural choice for short packet
transmissions. Note that this R* is associated with certain power constraint charac-
terized by SNR p, hence it should read R*(n,¢, p), a non-decreasing function with
respect to its three parameters (see Chapter 2). For that reason, people who are
interested in power-critical systems may prefer minimum required power p*(n,e, R)
as the performance metric. Following the same reasoning, minimum channel cod-
ing error probability £*(n, R, p) may be a suitable metric for reliability-constraint
systems. These three metrics are indeed equivalent and interchangeable.

For the channel, we assume a Rayleigh block-fading model which is actually a
reasonable model to account for the effect of heavily built-up urban environments on
radio signals with multi-path propagation [67]. For such channel model, we leverage
the tight bounds on R* derived in [42| under the assumption that neither CSI at
transmitter (CSIT) nor at receiver (CSIR) are available 2. This no-CSI setup is
of particular interest. As a matter of fact, CSIT requires a feedback link which

!This is maximal error formalism. The average error formalism results can be derived similarly,
with suitable modifications (see Chapter 2).
?For Rician block-fading model, one can use the result of [68].
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increases latency and complexity for short packet systems. About CSIR, learning
the channel state, e.g. by inserting pilots, which may be expensive due to the short
length of packets 3.

We adopt the following comparison strategy. For each modulation scheme, we
derive the equivalent discrete channel model, then apply the model of [42] to obtain
R*. Therefore, the model of [42] becomes the prozy between continuous-time channel
models with modulation schemes and the performance metric R*. In Section 3.3.1,
we briefly summarize the system model and discuss the intuition behind the result
of [42]. The subsequent section 3.3.2 is dedicated to the equivalent discrete-time
models obtained for each of the four modulation schemes. Then we first show that
our method could also be useful in assessing the link level performance of short
packet systems in Section 3.3.3. The comparison of the four modulations is finally
presented in Section 3.3.4.

3.3.1 Discrete-time model and the bounds on rate

The channel encoder and decoder are defined as an extension of those in Section
2.2. Indeed, the channel input X is formed by a sequence of code blocks,

X = {Xy, ... Xp, ., X1}

where the power constraint reads tr {XkHXk} =nep, Vk1.
Hence, the transmission of these L blocks X} reads:

Y. = X Hip + Wy, (3.1)

where X, € C™*™t H,; € C™>*™r and W}, € C"*™r are the discrete-time channel
input, the channel coefficient and the additive Gaussian noise, respectively. The
dimension of output Y} follows accordingly. Note that although the notations
Ne, mg, m, were used to denote the MIMO blockfading dimensions in [42], their
original meaning does not matter much in our comparison because of the proxy role
of (3.1). The entries of Hy and Wy, are assumed to be i.i.d. CN(0,1).

Because of the normalization of the entries of Hy and Wy, p can be thought of
as the SNR.

Under this model, the maximum coding rate R*(n., L,¢e, p) can be derived by
using the bounds presented in Chapter 2. Specifically, the converse bound is the
min-max converse (Theorem 2.5.3) and the achievability bound is the Dependency
Testing (DT) bound (Theorem 2.6.3), both for maximal error probability formal-
ism. The crucial question for the two bounds is the choices of input and auxiliary
output distributions. For the latter, the capacity achieving output distribution is
the natural choice (see discussion at the end of Section 2.5), if it is available. In

3Even when one accepts to pay the learning cost, the no-CSI setup is still useful because it
reveals the cost by comparing the performances of these two setups. The performance of the CSIR
setup can be obtained by, e.g., using the bounds of [30, 34].

“The channel input X actually represents everything from encoder input to channel, including
channel encoding and modulation in practical systems.
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[69], the authors proved that the capacity achieving input X has the form X = ®D
where ® is isotropically distributed unitary matrix and D is non-negative diago-
nal and independent of ®. In the same paper, and also in [70], it was shown that
D being scaled identity matrix is optimal at high SNR for n. > m; + m,. This
distribution of X is termed unitary space time modulation (USTM). For the case
ne < my + my, beta variate space time modulation (BSTM) [71] should be used
instead. As BSTM is suitable for large MIMO systems, which are not of interest for
the present work, we follow the authors of [42| and focus on the case n. > m; +m,,
hence USTM. Moreover, this distribution actually coincides with Shannon’s shell
code [2] for SISO systems. As USTM is selected, the output distribution induced
by USTM is the auxiliary output distribution to apply the min-max converse the-
orem, and is also used to evaluate the information density related term in the DT
achievability bound. Due to the cumbersomeness of this distribution, Monte-Carlo
numerical evaluation of the bounds is inevitable.

3.3.2 Equivalent discrete-time model of modulation schemes

We consider a multi-path propagation channel where the baseband received signal
yr(t) is expressed as

yr(t) = y(t) +b(t) = Y ai(t)z(t — (1)) + b(t), (3.2)

i

with b(t) is baseband white Gaussian noise process and y(t) corresponds to the
sum of transmitted signal x(t) received over the different paths, the i—th path
having delay 7;(t) and complex gain a;(t). The channel is assumed to be under-
spread, i.e. the multi-path delay spread ma.x = max 7;(t) is much shorter than the

coherence time T,.. Furthermore, the receiver is assumed to see numerous statistically
independent reflected and scattered channel paths with random amplitudes (rich
scattering environment), a typical situation of urban clutter.

Hereafter, the equivalent discrete channel models for UNB, CP-OFDM and DSSS
are briefly derived for this multi-path propagation scenario, together with the as-
sumptions required to apply the model presented in Section 3.3.1.

3.3.2.1 Ultra Narrowband (UNB)

For linear modulations such as UNB of Sigfox [60], baseband signal =(¢) that trans-
mits a sequence of symbols {s[n| € S,n € Z} (Alphabet S will be specified later)
using some finite-energy waveform p(t) can be written as

x(t) = Z s[n]p(t — nTy),
n;s[n]€S

where Ty is symbol duration.
Let p.(t) be the composite filter obtained by the convolution of waveform p(t)
and its matched filter, the discrete model of this transmission can be expressed as
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a G—tap discrete FIR channel where G = [Tmax/Ts + 0.5]:

G-1
2[m) =) slm — glhg[m] + wm],
g=0
and hg[m] = 3. ai(mTs)p.(—7i(9Ts — mTs)). Samples w[n]| of the filtered noise
random process b(t) are i.i.d., following a circularly symmetric complex Gaussian
distribution of variance o2: w[n] ~ CN(0,c?).
By the definition of UNB, the modulation bandwidth is very small and, therefore,
it is legit to assume that 1/Ts < 1/7max- As a consequence, the discrete model of
UNB can be assumed to have only one channel tap, G = 1,

z[m] = s[m]ho[m] + w[m)] (3.3)

The rich scattering assumption implies that the channel tap ho[m] can be modeled
as a Gaussian random variable: ho[m] ~ CN(0,07). Note that ho[m] is constant
over a block of n. channel-uses that depend on coherence time T, (n, = |1./Ts]),
hence define a fading block. Therefore, we come up with the following discrete
transmission model for the k—th fading block:

where X, = [s[knc], s[kne +1],...,s[kne+ne —1)]7, Hy = holkne = --- =
holkne + n. — 1] and Wy, is n.—dimensional vector of independent random vari-
ables following CA(0,02). Actually, (3.4) can be viewed as a matrix form that
gathers several parallel SISO channels (3.3).

By normalizing 0 = o7 = 1 (the SNR, which is denoted by p, is then calculated
accordingly), and by assuming that the symbol alphabet S is chosen such that X
follows an isotropical distribution with norm,/pn., the results of [42] can be applied
on (3.4) to estimate the achievable rate R* of UNB in a rich-scattering multi-path
channel.

Note that the distribution assumed for Xj yields a higher rate than that can
be obtained with practical alphabets like QAM. This rate serves as upper bound
and, therefore, helps us to assess the waveform contribution within each modulation
schemes. Since the same assumption is used for all the schemes, the modulation
comparisons remain meaningful.

3.3.2.2 CP-OFDM and DFT receiver

CP-OFDM with DFT receiver is a multi-carrier modulation technique proposed for
NB-IoT [57]. With proper CP design, we come up with the following discrete model
on the j-th sub-carrier,

z[j] = s[j]Hprr[j] + Wprr[/] (3.5)

where Hppr[j] and Wppr[j] are modeled as i.i.d CN(0,1). By the same arguments
of Section 3.3.2.1, the discrete model is similar to that of UNB. The only difference
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is that the number of channel-uses n. is determined by not only by the coherence
time T, but also by the coherence bandwidth B.. Indeed, n. = |T./Ts| X | B./Af]
where Af is sub-carrier spacing.

3.3.2.3 Direct sequence spread spectrum (DSSS) with Rake receiver

Instead of transmitting symbols at the rate 1/7s, a symbol is transmitted by ngp
chips in the same duration. Chip duration Tepip is defined as Tenip = Ts/nsr. Let
cu = {cu[m] € C}"$7 denote the u-th spreading code sequence. The discrete-time
data {s[p]} is spread by taking the Kronecker product with c,, s.[n] = s[|n/ngr]] X
cu[n%mngsp| where % is modulo operator.

The performance of the system heavily depends on the structure of the code {c,}.
We assume that the spreading sequences have ideal auto-correlation and ideal cross-
correlation properties. The output at the r—th finger of the Rake-based receiver for

the detection of symbol s[g] can be simplified to
zrlq] = helglslg] +welg], 0<r<G-1

where G = [ Tmax/Tenip +0.5] is the number of channel taps. Therefore, the following
discrete model for symbol ¢ reads:

Z[q) = [zold], - - -, za—1lq)]”

— Uholdls.. hg—1lal) slg) + fwoldls . wer (gl (30

T

where {w, [q]}f:_o1 are the de-spread discrete noise samples and where hgy|q] is the

g—th channel tap which is assumed to be constant during the de-spreading window
of symbol s[g|, i.e. for gxngp < m < gxngp+G+ngp—1. With the same arguments
as in Section 3.3.2.1, h,[q] ~ CN(0,1/G) and the de-spread discrete noise samples
wylq] = % nwmlc*m —r — q x ngp] ~ CN(0,1) being i.i.d with respect to
Rake-receiver fingers.

We note that (3.6) can be rewritten as Z[q] = %[ﬁg[q], o ha-1[q)]Tslq] +

G-1
[wolql, ..., wg_1[q]]" so that {hg [q]}g_o are distributed according to the standard

Normal distribution. We thus come Jp with a block-fading model covering n. =
|Tc/Ts] channel-uses, similar to Section 3.3.2.1:

where Z = [Z[kn.], -, Z[(k+ 1)n. — 1]], X} = % [slkne], -+, s[(k + ne — 1]]7,
H; = [holg],--- ,ha-1[q]]T and Wy, is an n. x G matrix of independent random

noise samples distributed according to CA(0,1).

Assuming that the symbol alphabet S is chosen such that X, follows an isotrop-
ical distribution with norm \/pn./G, (3.7) is indeed (3.1) and, therefore, we can
leverage the results of [42] to estimate the rate R* of DSSS in a rich scattering
multi-path channel.
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3.3.2.4 Chirp spread spectrum (CSS)

The CSS modulation scheme proposed by LoRa [62] is nonlinear and no simple
discrete model is available to directly apply the finite blocklength bounds of [42].
After developing a discrete channel model for CSS, we show that the model can be
represented in a form that is equivalent to linear spread spectrum.

e CSS discrete channel model:

The CSS discrete channel model, which is one of our contribution, is derived
in Appendix B where we discuss that the receiver in [72], which was proposed for
channels without inter-symbol interference (ISI), is able to provide enough channel
resolution to combat ISI, similarly to DSSS in Section 3.3.2.3. To this end, we first
show that the ISI can be neglected and then derive an expression for the channel
taps of the CSS discrete channel model. We come up with the conclusion that the
channel tap can be modeled as CN(0,1/G) with G = [TmaxB + 0.5] is the number
of taps.

e CSS rate bounds:

To apply the model (3.1) and its R* bound results, we show that CSS modulation
can be represented as a spreading modulation similar to (3.6): CSS helps resolve
multi-path ambiguity which is a well-known property of spread spectrum modula-
tions. Indeed, as illustrated in Figure B.2, if the g—th symbol s[¢] is transmitted
over a multi-path channel with G = [Tmax B + 0.5], the output of the DFT can be
represented by vector Z[qg| as:

Zlg] = [0,..., hyfg)s heslg)1s - - > Psfgr -1, 0, - 1T+ [wo, .-, wa—a] " (3.8)

where M (the spreading factor) is the cardinality of the alphabet and s[g] is the
index in the alphabet. To put it differently, the symbol s[g] in linear modulations
can be represented as the vector form S[g] = [0,...,1,0,...]7, where the only non-
zero entry is the s[g]—th coordinate (pulse-position modulation representation |73,
Section 3.1.1]). This S[g| consists of M elements whose transmit duration equals 1/B
yielding the total transmit duration T'= M x % that equals the symbol duration of
CSS. Over a channel with G taps, the observations after the DFT is [wy, ..., hs(g +
Wylgls 1+ W1, -+ hag—1 + W1, 0, - .]¥ which is equivalent to Z[g]. For that
reason, with n, = |T./T| channel-uses, the block-fading model becomes

where X, = % [s[kne), s[kne +1],..., s[kne + ne — 1)]7, and where Hy, is a 1 x G
vector and Wy, is a n. x G matrix, both of independent standard Normal ran-
dom variables. By choosing transmitted symbols {s[q]}?ﬁﬂ?“fl such that Xy, is an
isotropically distributed vector with norm+/pn./G, the results of [42] can be applied
on (3.9) in just the same way as for the one of DSSS but with a different number of

channel taps, here given by G = [Tnax B + 0.5].
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Table 3.4 — Channel assumptions

Modulation scheme | Dedicated channel assumptions
UNB ® Thax K T
DSSS o T+ Tmax < T¢
CP-OFDM ® Tmax < Tgp
o NpprAf +Tep, < Tt
LoRa CSS o Ty + Tiax < T
o Thax K Ts/2
® ngp > 2

Table 3.5 — Discrete channel model description

Modulation | Dimension | Dimension | Dimension
scheme of X of Hy, of Wy,
UNB ne X 1 Ix1 nex1l [gx=1 |[nc=[%]
DSSS ne x 1 1xG ne X G gX:\/lé ne = | 3¢ G =[x 4+0.5]
CP-OFDM ne x 1 1x1 ne x 1 gx =1 Ne = L%j L%j
LoRa CSS ne x 1 1xG ne x G gx = % Ne = \_%j G = [TmaxB + 0.5]

3.3.2.5 Summary

In Table 3.4, we summarize the main assumptions which have been used to derive
the equivalent discrete-time channel models for each of the four modulation scheme.
Note that T¢, denotes cyclic-prefix duration of CP-OFDM.

We note that the discrete channel models of the four modulation schemes
of interest can all be expressed as Zp = XiHp + W where X; = gx X
[s[kne], slkne +1],..., s[kne + ne —1]]*. However, the dimension of Hy, W}, and
the value of gx are different among these schemes. Readers can find the summary
of these discrete channel models in Table 3.5.

3.3.3 Link level assessment

Before comparing the modulation schemes, we show that our method could be useful
in assessing the link level performance of short packet systems. Specifically, we show
quantitatively the gap that may exist between the performance of a system and its
fundamental limit in short packet context.

To this end, we use Sigfox UL over single-antenna Rayleigh block-fading as an
example. Sigfox UL rate is 100baud [60], so the symbol duration is 10ms. The
coherence time T, is selected as 80ms so that the number of channel use per fading
block is an integer n. = T./Ts; = 80ms/10ms = 8. Furthermore, 7, = 80ms is
reasonably long because it corresponds to a typical low mobility scenario of Sigfox
with Doppler shift f,, = 7 /2 = 5.2803Hy [74] and velocity v = 6.58km /b if we
consider the EU band carrier f, = 868MHz.

The typical payload is 12 bytes that are encoded into a 2-second frame which is
repeated 3 times. As a consequence, codeword length T is 6 seconds. The number
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of fading blocks is [ = T'/T, = 6s/80ms = 75. In Figure 3.1, we plot the maximum
coding rate R*(l = 75,n. = 8) using the results presented in Section 3.3.1.

Theoretically-required SNR: Sigfox UL frame contains typically 26 bytes
[60] including 12 byte payload, preamble, device ID, etc. Therefore, the channel
coding rate is

R 26bytes
~ 75blocks x 8channel-uses,block

= 0.3467 bits/channel-use

According to Figure 3.1, this rate can be theoretically supported by SNR > 0dB
for maximal error probability ¢ < 107!, and by SNR > 0.2dB for maximal error
probability e = 1073.

Practical SNR offered by Sigfox: Now, we check the SNR at receiver that
can be inferred from Sigfox specifications. The sensitivity at Sigfox base station can
be as low as —142dBm [75]. Using the classical sensitivity formula with bandwidth
B = 100Hz, typical noise figure (to include the impact of realistic receiver) NF =
6dB, antenna gain G = 0dB,

Sensitivity = —174dBm + 10log,4(B) + NF — G + SNRyin,

we can calculate the minimum SNR that allows detection as SNR,,;, = 6dB. Note
that if a root-raised-cosine pulse is considered, the maximal occupied bandwidth
can go up to B = 200Hz for the roll-off factor a = 1 and hence SNR,,;, =~ 3dB.
In both cases, these SNR, and the best-scenario sensitivity —142dBm, can theoret-
ically support the UL rate R = 0.3467 bits per channel use of Sigfox. We observe
in Figure 3.1 a 6dB gap between the practical performance of Sigfox and the cor-
responding performance limit. This gap is large and can be a good explanation for
the successful use of the simple FEC and of the low cost nature of end devices in
Sigfox LPWAN.

To emphasize the impact of channel diversity, in Figure 3.2 we plot the rate
bounds of a quasi-static channel. Specifically, the channel is constant during the 6
seconds of Sigfox transmissions. This setup is translated to a single fading block
I = 1 formed by n. = 600 channel-uses. As expected, less diversity reduces the
theoretical maximum coding rates. This phenomenon will be again observed in
Section 3.3.4. We note also that the impact of diversity is huge if the error probability
constraint is strict, e.g. for e = 1073,

3.3.4 Modulation theoretical comparison

There are several efforts in literature to compare physical layers of short packet
systems.

Comparative survey like [76, 77, 78] compare the systems via their KPI (key per-
formance indicator) obtained from their specifications or by measurement. Specif-
ically, [76] introduces a comparison of wireless technologies such as GPRS, Sigfox,
LoRa, etc. which are applied to environmental sensor monitoring; while [77] focus
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Figure 3.1 — Sigfox UL performance for block-fading setup. Coherence time 7, =
80ms, transmission time T = 6s. Number of channel-use per fading block n. = 8,
number of fading blocks [ = 75. Error probability e = 107! and ¢ = 1073,
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Figure 3.2 — Sigfox UL performance for quasi-fading setup. Coherence time T, =
80ms, transmission time 7' = 6s. Block-fading channel: number of channel-use
per fading block n. = 8, number of fading blocks I = 75. Quasi-static channel:
ne = 600, = 1. Error probability ¢ = 10~! and ¢ = 1073.
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on LoRa and NB-IoT. Particularly, the coverage of Sigfox, LoRa, NB-IoT and GPRS
is the concern of the authors of [78].

Another approach is to focus on one aspect of physical layer and to derive a
model to quantitatively compare short packet systems. The authors of [49, 79] are
interested in power consumption. Differently, the authors of [80] promote Turbo-
FSK modulation by comparing it to Turbo-OFDM and Turbo-SCFDMA schemes.
Our comparison also focuses on the waveforms used in short packet systems, but
we use a different framework (theoretical maximum coding rate of the FBL regime)
and we compare different modulation schemes.

3.3.4.1 Comparison setup

The discrete models presented in the previous sections are used to compare the
maximum coding rate bounds of the selected modulation schemes. To make an
apples-to-apples comparison, a common physical environment and some identical
specifications (such as symbol rate) need to be specified. Hereafter we choose the
baseline provided by UNB for which the Nyquist bandwidth of UNB is By = 100Hz
and thus its symbol duration is Ty = 1/100 = 10ms. Choosing a coherence time
T. = 80ms yields n. = T./Ts = 8 channel-uses per fading block, which is also
reasonable for a transmission without or with little Doppler shift. Delay spread
is set t0 Tmax = Hus, which is typical for urban rich scattering environment [81],
and the coherence bandwidth is thus B, & 1/27max = 100kHz. The total available
bandwidth B = 500kHz corresponds to the largest bandwidth used by LoRa. All
linear modulation systems, i.e. except LoRa, use root raised cosine filter with a roll-
off factor & = 0.8. Thus, the occupied bandwidth of a UNB is By, = (14+a)Bs. The
number of non-overlapping UNB transmissions in the total bandwidth B is nyu, =
Lﬁ J. The Nyquist bandwidth of DSSS system is 2.

DSSS modulation is operated with the same symbol rate, yielding a spreading
factor of ngp = LH%/BSJ. As detailed in the previous sections, the number of
channel taps G are different for DSSS and CSS. Indeed, Gpsss = [ Tmax/Tenip+0.5] =
[Tmax 12 + 0.5] = 2 while GLora = [TmaxB + 0.5] = 3. For CP-OFDM, in order to
have the same symbol rate as for UNB, we just need Bs; = nscAf = 100Hz where
nge denotes the number of sub-carriers. If ng. > 1, we have Af < By < B, and
CP-OFDM does not take advantage of the frequency diversity in this scenario and,
therefore, the rate of CP-OFDM is unchanged even if ng. varies.

The codeword duration T is arbitrarily selected as 400ms, i.e. 5 times the co-
herence time T, = 80ms. Thus, the number of fading block is I = 5 and the number
of channel-use per block is n. = 8.

3.3.4.2 Numerical results

The four modulation schemes are compared in a simple downlink setup where
scheduling can be controlled by base stations. Multi-user sum rate metric is se-
lected as the performance metric.
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Figure 3.3 — Multi-user sum rate comparison. Upper and lower transmission rate
bounds for modulation schemes at ¢ = 1073.

For UNB, each user is allocated a narrow-band and no collision between users is
assumed °. The multi-user sum rate is then simply the single-user rate multiplied
by | rmyp:]) = 2777

For DSSS, each user is allocated a spreading code and by assuming ideal cross-
correlation between codes, the multi-user sum rate is the single-user rate multiplied
by ngp = | 24+ | = 2777,

For CP-OFDM, each user is associated to a single sub-carrier and thus benefits
from the inherent sinc pulse shaping. Because the number of subcarriers is N =
B/Af while the number of UNB narrowbands is B/(1 + a)Bj, the multi-user sum
rate of OFDM is 1 4+ o = 1.8 times the one of UNB.

In the LoRa system, if multiplexing by spreading factor is considered orthogonal
[62, Section 6.1] [83], the sum rate is simply the product of the single-user rate and
the number of simultaneous users. By keeping the symbol rate unchanged, the band-
width occupied by a user depends on its spreading factor. With the spreading factors
M; defined in [62], the number of simultaneous users of LoRais ) _; Lmj = 39.

The comparison of multi-user sum rates is illustrated in Figure 3.3 for a target
packet error rate € = 1073, CP-OFDM provides the highest theoretical maximum
rate thanks to its inherent sinc pulse shaping inducing a better spectral efficiency.
The theoretical rate of DSSS is greater than the rate of UNB in high SNR, the
diversity gain of DSSS surpasses the virtual SNR loss. The LoRa system has the
lowest theoretical rate just because of a limited choice for the spreading factor values

5This requires certain synchronization precision which can be accomplished by using TCXO or
transceiver design of [82].
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in the LoRa standard.

3.4 Conclusion

In this chapter, we have reviewed the technical specification of popular systems
that support short frames. We attempted to classify them according to several
criteria. From this classification, we observed that they are mostly different in
their modulation schemes. Therefore, our objective was to investigate whether one
waveform is best suited to short packet transmissions. To this end, we retained the
four most well-known modulations, which are UNB, CP-OFDM, DSSS and CSS, to
suggest a comparison. The idea was to come up with discrete linear models of the
transmission schemes.Then we assess their maximum coding rate whose bounds can
be numerically evaluated thanks to the recent results of [42]. The rates are compared
in the multi-path Rayleigh block fading channel under realistic channel conditions.
In multi-user setup, CP-OFDM was shown to provide the best theoretical maximum
coding rate while DSSS and UNB come second and third, respectively. The multi-
user sum rate of LoRa CSS is the worst due to the limited choice for multiplexing
factors specified by the standard.

Due to many simplifying assumptions, for example the symbol alphabet, and
especially the linear representation of the CSS model, these results only provide a
first insight on the relative performance of the considered modulation schemes. As a
perspective, these discrete-time models could evolve towards more realistic ones, like
e.g. assuming non ideal spreading sequences, multi-user interference, narrow-band
collisions, MIMO transmissions etc.
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4.1 Introduction

Modern digital communication systems transmit data in packets, in which is carried
not only meaningful data but also additional control information to ensure function-
ing of communication protocols. We shall refer to the former simply as data and to
the latter as meta-data. Specifically, such meta-data can be either MAC and higher
layer headers or PHY overheads !. Traditionally, a large packet size allows the cost
of inserting these meta-data to be negligible. This assumption may not hold when
the length of packets is small.

At the PHY layer, two important sources of meta-data are pilots (for e.g. channel
estimation) and frame synchronization (FS) header. It has been proposed theoreti-
cally [84] and practically [85] that joint coding of meta-data and data is the optimal

! As this thesis focuses on MAC and PHY layers, we use interchangeably the two terminologies
frame and packet.
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way to proceed. However, because one meta-data can be used for several purposes
and one-design-fits-all has not been found (yet), we stick to the paradigm of sepa-
rated meta-data. Therefore, we aim to address the question of efficient meta-data
design under short total packet size.

This chapter is organized as follows. We start in Section 4.2 with state of the art
of channel estimation pilots and FS studies in the FBL regime. Our contributions
in FS are then presented in the remaining sections. These contributions are pro-
posed in the context of continuous transmissions of short packets of fixed size with
periodically-embedded synchronization word (SW), as encountered e.g. in dense
wireless networks with many users or in broadcast channels where a receiver may
connect anytime. This connection has to go through a synchronization process that
includes F'S. Note that once FS is established, the receiver can simply ignore the
subsequent SW and, therefore, there is no need to synchronize the frame on each
received packet.

Our contribution is threefold. Assuming optimal finite-length channel codes,
we first derive approximations on the probability of false F'S for the correlation
metric, for two different structures of frame: concatenated SW and superimposed
SW. Especially for the former, we introduce an improved synchronization metric
derived from ML detection principles and approximate its performance similarly.
These approximations are used to optimize the total power distribution among the
SW and the codeword that minimizes the overall frame error probability (FEP).
Finally, the relevance of the proposed optimization is validated by confronting the
theoretical predictions to the simulation results of a practical modulation and coding
setup. We note that a related problem is considered in [86], however in a different
setting (burst transmissions), and with a different approach (hypothesis testing). In
addition, [86] assumes a specific SW whereas the present results apply to a much
broader SW class. The present work and [86] are thus complementary.

In this chapter, Section 4.3 is the full version of Paper B. The most relevant parts
of Paper C and Paper D are the content of Section 4.4 and Section 4.5, respectively.

4.2 Prior work on PHY overhead optimization in the
FBL regime

4.2.1 Pilots and CSI

The behavior and trade-off of pilots and CSI in the FBL regime is a well investigated
topic in the literature that we will briefly review hereafter.

The non-coherent setup, in which no pilots are inserted, can be analyzed using
the bounds presented in Chapter 2 (see [42] for example). This approach assumes
a Maximum Likelihood (ML) receiver which calculates the information density be-
tween received signal y and M codewords x; to select message W,

ML decoder: W = argmaxlgngi(Xj; y)
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Py |x(¥[x)
" s ply) -
transition probability py|x (¥ | x) as decoding metric.

To incorporate the use of pilots, the idea is to replace the ML decoder by its
generalized version named mismatched decoder (22, 23|:

where information density i(x;y) = log that is essentially using channel

Mismatched decoder: W = argmax; < ;< rq(X;;y)

where ¢(x,y), which need not be the channel likelihood metric, depends on how
the pilots are used for channel estimation and equalization. Using ¢(x,y) results
in natural extensions of the bounds presented in Chapter 2. One of such bounds is
mismatched decoding RCUs bound.

Theorem 4.2.1 (parameter-s Random-Coding-Union (RCUs) [22, Theorem 1] [23,
Theorem 1]). For any input distribution Px on A= A", there exists an (n, M, €)qyq
code with q(x,y) mazimum-metric decoder that satisfies

e < ROU £ E [min {1, (M - )Pr{g(X,Y) > ¢(X,Y) | X, Y}}]
< RCUs 2 infE [e*@s(X;Y)flog(Mfl)ﬁ}
- >0

where s is non-negative scalar number, and is(x;y) = log% s generalized

information density.

We note again that although the RCUs is less tight than the RCU (which is in-
deed the tightest achievability bound known till this date), the RCUs is numerically
computable.

Using this mismatched decoding framework, the loss of maximum coding rate
incurred by inserting pilots has been assessed in [40] for the widely used Rician
channel model. Specifically, Maximum Likelihood channel estimation is assumed,
and then the equalized signal is decoded using the nearest neighbor rule, i.e. the
receiver considers the estimated channel as perfect. The most notable result is that
a numerically computable form of the RCUs achievability bound in Theorem 4.2.1
has been derived for such receivers. Finally, comparing this bound to non-coherent
bounds reveals the cost of ingerting pilots. However, the tightness of the bounds is
unknown because no converse bound is available for the pilot assisted scheme.

4.2.2 Frame synchronization header

Another relevant PHY overhead is FS header. This type of meta-data is especially
critical because successful frame synchronization is required prior to decoding in
order to achieve the maximum coding rate promised by the bounds presented in
Chapter 2. We note that non-data-aided FS is possible with coded data [87], but
the computational cost is usually high. The usual, preferred approach is to add a
known preamble or SW to the packet, and to search for it within the received signal.

SW can be concatenated to the information symbols by means of a frame
header [88]. When the frame length is fixed, including a header for FS reduces
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Figure 4.1 — (a) Burst transmissions. (b) Continuous transmissions.

both the spectral efficiency and the coding length. Conversely, reducing the FS
length will lower the FS performance. Hence, there exists a trade-off to be found
in order to optimize the chance of receiving a frame without errors. In the context
of low latency communications and/or massive connectivity, the frame length can
be reduced while keeping a maximal FS length (i.e. the length of the entire frame)
by superimposing SW to data symbols [89]. Then the optimization is related to the
power of FS symbols.

In the presence of a SW, we distinguish between burst transmissions and con-
tinuous transmissions as illustrated in Figure 4.1. For the former, a convenient F'S
approach relies on binary hypothesis testing as in [90, 91] where binary or M-PSK
signaling are considered. Optimization of FS design for the FBL regime can be
found in [86].

For the continuous transmissions, SW is periodically-embedded and, therefore,
while binary hypothesis testing is still applicable, better performance can be ob-
tained with Maximum-Likelihood (ML) FS and related methods that test all possi-
ble positions over one period duration to find the position that maximizes the target
metric. Correlation of the received signal with the SW is often used for this purpose.
The optimal metric for AWGN binary signaling and its analysis can be found in [88].
ML metrics for M-ary coherent and non-coherent signaling in AWGN and Rayleigh
fading channels are provided in [92] and [93].

The optimization of F'S design for the FBL regime is the main subject of the next
sections. Specifically, the cases of SW concatenation and of SW superposition are
presented and analyzed in Section 4.3 and in Section 4.4, respectively. A comparison
of the two approaches is finally proposed in Section 4.5.

4.3 Concatenated SW in AWGN channels

4.3.1 CSW structure

We consider the continuous transmission of successive frames where each frame X
consists of a fixed SW s € C™ followed by a random codeword C € C" for a fixed
total frame length N = m + n symbols. As in [88] we assume that m < N/2.

The SW has power HSH2 = mps where ps denotes the average power per SW
symbol.
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Figure 4.2 — Frame structure of the (j — 1)-th frame and the j-th frame for (a)
concatenated SW (CSW), and (b) superimposed SW (SSW): the frame begins at

position 7 = u in observation Y at receiver.

The codewords C have rate R = k/n bits/symbol and constant power ||C||* =
npe, with p. the average power per code symbol. A transmitted frame has thus
total power ||X||* = Np; = mps + np.. We further assume that the codewords
are uniformly distributed on the complex hypersphere of radius ,/np. (shell codes).
This assumption follows from Shannon’s achievability proof of the AWGN channel
capacity theorem establishing that optimal codes for complex AWGN channels in
the asymptotic regime consist of dense packing of signal points within a sphere of
C". It is worth mentioning that to date the distribution of optimal finite-length
codes on the AWGN channel remains unknown. Moreover, the use of shell codes
has several advantages including not only tractable analysis or counsistency with
asymptotic capacity results as the code length increases, but also the possibility to
compare to other similar or related finite-length analysis reported in the literature,
most of them relying on similar assumptions, see e.g. [7, 8, 86].

The receiver attempts to start receiving the continuous data stream as in Fig-
ure 4.2 that N successive symbols are stored to form the observation Y. Let
0 < p < N denote the start location of the current frame within Y. The re-
ceive buffer contains the last x symbols of previous frame X7~ followed by the first
N — p symbols of current frame X7. We have

_ Jj—1
Y = X7 X )

with W ~ CN(0,Iy). Since the additive noise has unit variance per complex
coordinate, we can think of p; as the receive SNR.

;X +W (4.1)

4.3.2 Problem statement

A frame is received correctly whenever it is decoded without errors. Neglecting
the probability that channel decoding may succeed even in the case of incorrect
synchronization, an upper bound Pg on the FEP after decoding reads:

Py = 1—(1*Pf(m,p5,n,pc)) (1= Pa(n, R, pc)), (4.2)
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where Pf(m, ps,n, p.) denotes the probability of false synchronization at a position
T # p, and Py(n, R, p.) denotes the probability of decoding error conditioned to a
successful synchronization for a code of rate R and length n at SNR p.. Note that
for most practical codes and decoders the probability of correct decoding in case of
a synchronization error is very small. Hence, Pg as defined in (4.2) is expected to
be a close estimate of the actual FEP.

We operate at fixed frame size N and would like Pg to be as small as possi-
ble. Clearly, increasing SW power ||s|| either by increasing SW length m at fixed
transmit power ps = p, for all frame symbols, thereby reducing code length n, or by
boosting the power ps of SW symbols at fixed SW length m and total frame power
|1X||? at the cost of reduced power p, per code symbol, will contribute to improving
Py while worsening at the same time Py by making the codewords more vulnerable
to noise. Hence, a fundamental trade-off arises between decoding performance (re-
liability) and synchronization performance in the short block-length regime at fixed
frame size N and fixed total transmit power ||X||?, that can be characterized by the
following generic power allocation problem

B = arg min Py (4.3)
0<B<1

where we have introduced 8 £ ||s||?/||X]|?, which is indeed applicable to both CSW
and SSW structures. Solving (4.3) requires analytic expressions for Py and Py. For
the latter we resort to the RCU bound (Theorem 2.6.1) which is a tight upper bound
on the decoding probability achievable by a suitable AWGN finite-length channel
code/decoder pair. More specifically, the numerical evaluation of the bound is done
with the help of saddle-point approximation results of [8]. The evaluation of Py is
the subject of next Sections.

4.3.3 Upper bound on false synchronization probability

Given a received vector y, F'S for periodically-embedded SW consists in evaluating a
metric f(y, 7) for each possible SW location 0 < 7 < N, and selecting the candidate

position 7 with the largest score 7 = argmax f(y, 7).
0<T<N

Depending on the optimality criterion under consideration, different synchro-
nization metrics f(y,7) may arise. False synchronization probability is defined as

Pp=Pr{i #p}=Prs |J [F(Y,n) < F(Y,7)] (4.4)
TF#

The exact calculation of Py is usually hard since the events [f(Y, u) < f(Y,7)] are
generally not disjoint. For that reason, we resort to the union bound and upper-
bound Py in (4.2) by

Py < P2 Pe(r) (4.5)
THEU
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where P.(7) £ Pr{f(Y,u) < f(Y,7)}. Therefore, Pg is upper bounded by Pg
Ppy=1—(1—Pr,)(1—-Fy) (4.6)

Our objective is to show that the values 8 in (4.3) found by using Py, is very close
to those found by using Pg.

We are now left with the central problem of evaluating the pairwise error prob-
ability P.(7). In the following, we first carry out the analysis for the sub-optimal
yet simple correlation metric, and then consider an improved metric derived from
ML detection principles.

4.3.4 False synchronization probability for correlation metric
4.3.4.1 Coherent receiver

A common engineering practice for FS is to look for the position that maximizes the
correlation between the received signal and the SW. Assuming a coherent receiver
with perfect phase offset correction, we obtain [94, Ch.3, p.69|:

7 = argmax Re{sHyT:(m)} £ argmax fao(y,7) (4.7)
0<r<N 0<T<N

Here circular indexing within receive buffer is assumed in the computation of scalar
product st Yr:(m)- Note that a slightly different correlation metric arises in the
presence of a random phase offset [94, Ch.3, p.70]. This non-coherent scenario will
be considered in Section 4.3.4.2.

Evaluating P.(7) for fc(y,T) requires characterizing the probability distribution
of fa(Y,p) and fc(Y,7) for 7 # pu. Two cases have to be distinguished depending
on whether the computation of these two metrics overlap. For |7 — u| > m and
provided m < N/2, the random variables fc(Y, p) and fo (Y, 7) are computed from
distinct received symbols, thus independent. On the other hand, for |7 — u| < m,
the two random variables overlap on m — |7 — p| coordinates and the independence
assumption no longer holds. Let Peyp(7) £ Pe(7) when |7 — p| > m and Peo(7) £
Pe(1) when |7 — u| < m,

Pru=(N=2m+1)Peup(m)+ > Petol7) (4.8)
|7 —p|<m;T#p

Evaluating Py, requires the marginal distribution of the coordinates of codeword
C, which is provided hereafter.

Theorem 4.3.1 (Marginal distribution of the coordinates of C). Let C € C"

be uniformly distributed on the complex hypersphere of radius \/np., then the

real and imaginary parts of the j-th coordinate have PDF pore(z) = pom(2) =
J J

3
W (1 — %) * with B(x,y) the Beta function.
Bln—3.3 e
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Proof. CjRe = /1peUs /) 322" U2 where U; ~ N(0,1) are independent and k =
2j. Note that the distribution of C]Re is symmetric, hence we only need to consider
the case z < 0. By some algebraic manipulation, we come up with

1 U? 22
F e :7P k >
cre(2) =5 r{z#kUg_npc_ZQ}

where we recognize an F-distribution arising as the ratio of two independent non-

central chi-square random variables. |

Lemma 4.3.2 (Normal approximation for the coordinates). As n increases, C’jRe is

well approzimated by N (O,pcﬁ)

Proof. The PDF of U = %n—jcﬁe has the form

pu(u) = Ai(n) (1w’ (2n — )"

which is well approximated by Aa(n)e=*/2 as n increases, A;(n) and As(n) being

two PDF-normalizing functions. Therefore, U ~ N(0,1) and CjRe is well approxi-
mated by N (O,pcﬁ). [ |

Because the approximation of Lemma 4.3.2 will be extensively used hereafter, we
assess more precisely the accuracy of this approximation. To this end, we provide in
Figure 4.3 the quantile-quantile plots and in Figure 4.4 the probability-probability
plots of the distribution in Theorem 4.3.1 versus that in Lemma 4.3.2 for n as small
as 256, 64, or even 32. It is observed that the approximation in Lemma 4.3.2 is
already quite accurate even for such short packets.

We also illustrate on Fig. 4.5 the probability P.(7) = Pr{fc(Y,un) < fo(Y,7)}
of deciding in favor of an incorrect position 7 # p within the received buffer, u
being the correct location of the SW. The results are shown for a total frame length
N =102 and SW length m = 11, and we compare the theoretical error probability
computed from Lemma 4.3.2 (red dashed line) to simulation results based on the
correlation rule (blue solid line). A very close match of the two is observed.

We are now prepared to calculate Peo(7) and Peup(7). We first present their
approximations using Lemma 4.3.2. Then we show their computable expressions to
further improve the accuracy. We emphasize that the first approach, which uses the
approximation in Lemma 4.3.2, is our favorite choice. In fact, our primary goal is to
characterize the trade-off that arises between FS performance and channel decoding
in short packet communications. To this end, we aim at obtaining analytic expres-
sions that are simple to evaluate yet accurate enough to facilitate synchronization
header design. Moreover, the approximations are shown to be very tight. These are
the primary reasons we will use the approrimations rather than the exact evaluation
of bounds for the remains of this chapter.

e Approximation of P p(7):
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Figure 4.3 — Quantile-quantile plots of the distribution of coordinates of a codeword versus
the normal distribution approximation of Lemma 4.3.2, for several codeword length n at

SNR=0dB.
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Probability of erroneous FS decision 7 # correct SW position
Pe(r) = Pr{fc(Y,n) < fo(Y,7)}

SW length m=11, Frame length N=102,
SNR=0dB,equal SW-data power

Monte-Carlo simulation correlation rule
= = Analytic result using Lemma

-60 -40 -20 60

Difference 7 — p

Figure 4.5 — CSW. Probability of erroneous FS decision 7 # pu for a given 7. Frame
length N = 102, SW length m = 11, equal SW-data power, SNR = 0dB. We compare the
theoretical error probability computed from Lemma 4.3.2 (red dashed line) to simulation
results based on the correlation rule (blue solid line).

For |7 — u| > m, fo(Y,7) = Re{sH(CT:(m) + WT:(m))}. Since the distributions
of both C and W are isotropic in space, the distribution of fo(Y, 7) does not depend
upon the particular choice of s but only upon its ¢o-norm ||s||. Hence, we may choose
s =s9 2 [|s],0,..,07 so that fo(Y,7) 2 [|s|| (Re{Cra)} + Re{Wx)}), from
which we may obtain the exact distribution of fo (Y, 7) using the PDF of Re{Cz() }
given by Theorem 4.3.1, or invoke the Normal approximation from Lemma 4.3.2 to
approximate the distribution of fo(Y,7) by N <O, (% + pcﬁ> Hs||2>, which is the
approach retained here.

Similarly, fo(Y, 1) = Re{s™ (s + W uim)} ~ N <Hs||2, %||s||2). The indepen-

dence of fo(Y,u) and fo(Y,7) finally gives Peyp(7) = Q (HSH/ 1+ pcﬁ)

e Approximation of P 10(7):

Consider first the case 0 <7—p <m. Let W1 =W .._ ), Wo=W_,, )
and W3 e W,u-i—m:(r—u)- Similarly, define S11 = S]:(T_M), S12 = Sﬁ(m_T_;'_u), S99 =

SF(m—r+u) a0d 823 = Sg(r_ -
Break down the difference metric Ay £ fo(Y,u) — fo(Y,7) into the sum of

independent random variables as follows:

Ay =Re{|[s||” — shs12 — S55Cr(r—p + ST W1 + (512 — 522) "W — s5i W3} (4.9)

Invoking again Lemma 4.3.2, one can show that Ay ~ N (v1,0%) with v = IIs||* —

2 . .
Re{sg(m_7+u)s£(m77+#)} and 0? = 11 + HSE(T*/A)H Pegns, from which Pe1o(7) =~
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Q(v1/oq) follows.

A similar reasoning in the case —m < 7 — p < 0 leads to Ay ~ /\/’(1/2,0%)
with v = ||s||® — Re{sg(m_M+T)sf(m_u+T)} and 03 = vy + Hs]:(#_T)HQpcﬁ, hence
Peto(T) = Q(v2/02).

Note that unlike Peyp(7), Pelo(T) depends upon the particular SW s under
consideration.

e Exact evaluation of Pe up(7) and Pe10(7):

We shall show that the evaluation of Py, using Lemma 4.3.2 is very close to the
corresponding Monte-Carlo simulations. Nevertheless, this approximations are not
the bound itself. Therefore, we present here other expressions of Pr, which can be

numerically evaluated to further improve the accuracy of the evaluation.
Regarding |7 — p| > m,

Pe,up(T) =Pr {fC’(Ynu) - fC(Y77—) < 0}
=Pr{Re{s” (s + W,.(;n))} — IIs|| Re{Cx1)} + Re{Wr()}) < 0}
=Pr{Zy < Z}
(4.10)

where Z £ Re{C;(l)}, whose PDF can be found in Theorem 4.3.1, and Zy ~
N (||s|l,1). Hence,

vreeQ(||s|| — 2\"3
Pe.up(7) —/ (z‘s ” — 1 (1— ) dz (4.11)
—mpe /1Pc (n 2 2) nPc

where B(x,y) means the Beta function. Since this is a one-dimensional definite
integral, it can be efficiently evaluated by standard numerical methods.

Regarding now the case |7 — u| < m, the same method can be applied to compute
Pe1o(T) by means of a second one-dimensional definite integral evaluation with (4.9).
More specifically, for 0 < 7 — p < m,

3
2

- (T)/+WQ(HSMT—M>H—iHSw—mHz) <1_ 2 >” )
e,lo _ e Tpc B(n _ %’ %) npe .

and for —-m <7 —p <0,

Njw

- (T)_/+WQ(HSf<u—T)||—VZHSm—T)HQ) <1_ 2 >" &)
o -~y Vipe B(n = 3, 3) npe '

where i = |[s|® — Re{s¥,, .. . Scom-ri} and = [s|® -
Re{sg(mfu+‘r)s-7:(m—ﬂ+7')}'

In order to assess the tightness of the approximations in evaluating the probabil-
ity of incorrect 'S, a comparison with the numerical evaluation of the union bound
Py, using Equations (4.11), (4.12) and (4.13) is proposed in Figure 4.6. Also, an
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The union bound Py, of incorrect FS probability
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Figure 4.6 — CSW. The union bound Py, of incorrect F'S probability vs. SW over-
head 8 = ||s||?/||X||? at uniform power ps = p,. but varying SW length m, for several
SNR p; and short frame lengths N. More specifically, for (p, = —2dB, N = 128),
(pr = —1dB, N = 64) and (p; = 0dB, N = 32).

estimate of Py, obtained by Monte-Carlo simulations is also plotted to validate the
numerical evaluation. As observed in Figure 4.6, the gap between the approxima-
tions and the numerical evaluation of the union bound is only distinguishable for
important overheads and small frame lengths N.

4.3.4.2 Non-coherent receiver

We note that the (real-valued) correlation rule (4.7) is the consequence of assumption
of a coherent receiver with perfect knowledge and compensation of any phase offset
that may arise during the transmission. In such a context, (4.7) is the optimal
correlation rules obtained from Maximum-Likehood principles (see e.g. [94, Chapter
3, Page 69]).

In the presence of a random phase offset (non-coherent setting), another form of
correlation rule arises, based this time upon the absolute value or the I norm [94,
Chapter 3, Page 70]:

7 = argmax }sHyT:(m) }2 £ argmax fa(y, ) (4.14)
0<T<N 0<t<N

In this non-coherent setting, we resort to the upper-bound approximation (4.20)
(see Section 4.3.5) of false synchronization probability in assuming that SW is
properly-designed in the sense that it mimics random coded data. As mentioned in
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Section 4.3.5, this assumption is all the more justified that the ratio % is
small [88].

Define P, up(7) £ Pr{fa(Y,pn) < fA(Y T)} for |7 — p| > m hence f4(Y,n) and
fa(Y,7) are independent. We have s (s + W) ~ CN(||s 12, 1Is]|?), from which
we obtain that
}2

2
QfA( p) = s HQIS (s +Woim)|” ~x32]s]%). (4.15)

.. 2 d 2
Similarly, fa(Y,7) = |SH(C\Tfu\;(m) +Wem)| = IsI(Cr—u) + Wrny)|
then

s H — (1 + pe) M fa(Y,T) ~ x3(0) (4.16)

where we have used the symmetric isotropic property and the point-wise convergence
to CN(0, p.1,,) property of codeword C.
By comblnmg these results,

fA(Y7 :U’)

Pe,up(T) =Pr {fA(Y7M) < fA(YvT>} = Pr {W

< 1} ~Fy(l1+p.) (4.17)

where U 2 x3(2]|s||*)/x3(0) is singly non-central F-distributed random variable
whose CDF evaluation is widely available.

4.3.5 False synchronization probability for ML-based metric, co-
herent receiver

Decompose the received vector y for a candidate start location 7 as y = [y; ¥s; Y/
with ye =y #(r); ¥s = ¥7:(m), and Yo = ¥ (n—r)- Then the ML decision rule for the
FS problem at hand can be formulated as

= argmax pyi|s, +(yls,7) = argmax PYS\S(IYS\S)P[YC;YC,]([YC; yel)
0<rt<N 0<t<N

Following from the fact that ||Crin > + ||C'#m_n)||° ~ npe with high probabil-
ity, we assume that the concatenation [C,(;); C'#(,—r)] of two partial codewords
has almost the same distribution as a full codeword, and accordingly approximate
p[YC;Yc,]([Ydyd]) ~ pyo([Ye; ¥e]) where py is the PDF of a noisy codeword and
is given by the next Theorem.

Theorem 4.3.3 (Distribution of a noisy random codeword [40, Lemma 1]). Let
C € C" be uniformly distributed on the complex hypersphere of radius \/npc, and
We ~CN(0,1,). Then Yo = C+ We has PDF

I'(n ne— n
(M) (1) 12y 1=l 00007, 2yl o)

where I'(2) is the Gamma function and Z,_1(z) is the modified Bessel function of
the first kind of order (n —1).

Py (YC> =



58 4. Radio link header optimization

We arrive at the following decision rule which is expected to be a tight approxi-
mation of the true ML metric

7 = argmax 2P{e{SHy‘r:(m)} + (1 - n) log(HYTer:(n) H)
0<T<N

+ logznfl(QHYfr—&-m:(n)H\/nipC) = argmax fo(y,7) 19
0<T<N
where we recognize the correlation rule (4.7) supplemented by an additional SNR-
dependent correction term.

Further simplification is possible by noting that the projection of a uniform
distribution on hypersphere onto a subset of its coordinates converges point-wise
to a Gaussian distribution [95, Sections 3.1 and 7.2]. Hence, we may assume that
[Cr(r); C n-r)] ~ CN(0, p.L,) to obtain the simpler rule:

2

2 argmax fy(y,7) (4.19)
0<7T<N

1+ pe
Pe

S

T = argmax —

Yri(m) —
0<T<N

Another equivalent approach that analyzes the approximation of [Y.; Y] by Gaus-
sian distributions via Kullback-Leibler divergence can be found in [96, Section III-B|.
The subsequent analysis is based on the approximation (4.19).

To obtain the probability of false synchronization, we assume that the SW is
properly-designed in the sense that it mimics random coded data, so that we need
not consider the case where f(Y,u) and f(Y,7) overlap and resort instead to the
following approximate upper bound on Pj:

Ppy = (N = 1)Peup(T) (4.20)

This assumption is all the more justified that the ratio m/N is small [88] and
that s and C use the same modulation alphabet. The upper-bound (4.20) solely
depends on Peyp(7), which is obtained as follows. First note that Y.,y = s+

2
W, with W, ~ CA(0,1,,). Hence, Z, 2 —2fx(Y,u) = H\/§W _ ﬂisH ~
Xom <p%HsH2> Consider now any other candidate location 7 # p such that |7 — u| >
m. Then Y ) = Cpn + Wi ~ CN(0,(1 + po)Iy), and Z- 2 75 fn(Y,7) =

1Com 4+ W — (1 +1/p)s|® ~ X3 (%HSHZ). We conclude that Peyp(7) =

Pr{fn(Y,un) < fn(Y,7)} = Fy (ﬁ) where we have used the fact that U £
Z:/Z, follows a doubly non-central F-distribution.

4.3.6 Numerical evaluation

Figure 4.7 compares the frame error rate obtained using the non-coherent correlation
rule (4.14) to the two criteria considered for the AWGN channel model, namely
the ML-based rule (4.18) and the coherent correlation rule (4.7) for a frame of
N = 256 symbols, k = [ N/3] = 86 information bits, a uniform power SW-codeword
and SNR=-2dB. The results obtained with the non-coherent correlation metric are
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Frame error probability vs. SW overhead
N=256, k=86, SNR=-2dB
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Figure 4.7 — CSW. Frame error rate vs. SW overhead at frame length N = 256
and SNR p, = —2dB for [N/3] = 86 information bits, with uniform transmit power
ps = pc but varying SW length m for ML-based rule (4.18) (ML RCU), coherent
correlation rule (4.7) (corr. RCU) and non-coherent correlation rule (4.14) (Acor.
RCU). The bounds are Py, (4.6) and the Monte-Carlo curves are Py (4.2).

labeled “Acor” in the legend (green diamonds and the green dash-dot line). As this
result is obtained for an AWGN channel, the performance of (4.14) is worse than
those of the two other rules. However, the corresponding receiver is less complex
and undoubtedly more robust.

Next, numerical evaluation of Py as given by (4.2) has been carried out for
short packets of length N = 256 symbols transporting messages of k = [N/3] = 86
information bits. Zadoff-Chu (ZC) sequences are used for the SW s. Between the
two correlation rules (4.7) and (4.14), only the former is retained because it yields
the better performance.

The result is shown in Figure 4.8 where constant transmit power ps = p. is as-
sumed. Note that in the ML-based case, the corresponding Monte-Carlo simulation
implements the true ML-based metric (4.18) instead of its approximation (4.19). We
observe a close match between the theoretical approximations and the simulation
results. It is remarkable that although several parts of the analysis assume a code
length n large enough for certain simplifying assumptions to hold, accurate predic-
tions are obtained at values of n as small as those considered here. This combined
with the fact that the proposed analytic approximations are simple to compute make
them particularly relevant and attractive for system optimization, especially at low
FEPs where simulations are no longer an option.

The proposed optimization strategy assumes optimal finite-length AWGN codes.
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Concatenated-SW frame error in the FBL regime
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Figure 4.8 — CSW. P vs. SW overhead 8 = ||s||?/[|X||* at fixed N = 256 symbols
and uniform power p; = p. but varying SW length m, for several SNR p;. The
Monte-Carlo curves are Py (4.2) while the others are Py, (4.6).

A comparison with off-the-shelf codes is required to assess the practical relevance of
the header design guidelines obtained from the theoretical bounds. Simulations have
been carried out for QPSK transmission with the 5G Polar code + 24-bit CRC [97] of
length n = 2 x (256 —m) bits and dimension k& = 86, using the correlation metric for
synchronization and CRC-Aided Successive Cancellation List (CA-SCL) decoding
of the Polar code with list size L = 32 and L = 256, respectively. A larger list
drives the CA-SCL decoder closer to the ML performance of the Polar code but at
the cost of increased computational complexity. The results are shown in Figure 4.9
for two different SW power optimization strategies. Provided L is large enough,
256 or higher, we find that the practical transmission scheme achieves the same
optimal trade-off &~ 22% as predicted by the theoretical approximations. The FEP
gap observed between the simulated performance and the theoretical approximation
is due both to code imperfectness and sub-optimal decoding. The latter issue can
be addressed with a larger list size in the CA-SCL decoder.

4.4 Superimposed SW in AWGN channels

4.4.1 Correlation rule for coherent receiver

The SSW structure is similar to that of CSW, except that SW s is superimposed to
codeword C to form frame X:
X=s+C (4.21)



4.4. Superimposed SW in AWGN channels

61

O  cor-FS(MCarlo)+RCU bound

cor-FS-+QPSK-DL-Polar L=32

cor-FS+RCU bound - cor-FS+QPSK-DL-Polar L=256
(a) (b)
10° 10° -~
*
»
»
101 10 b P
* * L

> b » = » ]
2 - » 32
R 2 o* £ 102 '
2 10 Sape £ 10
[al [al
o =
2 2
SR 2 s
g 10 ¢ 10
S5 <5

10 10

1 075 ) ) ) ) 1 0,5 ) )

15% 20% 25% 30% 10% 20% 30% 40%

SW overhead (by length) SW overhead (by power)

Figure 4.9 — CSW. Pg vs. SW overhead at frame length N = 256 and SNR p;,; = —2dB
with (a) uniform transmit power ps = p. but varying SW length m, or (b) fixed SW length
m = 55 but varying SW-codeword power ratio. The continuous blue curves are Pg, (4.6),
the square curves are Pg (4.2) and the Polar-code curves are FEP.

The structure is illustrated in Figure 4.2(b). Then s, C and X have the same length,
ie. N =m = n. Therefore, the frame power is |X||* = Np; = mps + npe, also
Pt = Ps + Pe-

The problem statement of Section 4.3.2 is also applicable to the SSW struc-
ture. The only difference is that (4.3) characterizes only the optimization over power
of frame design, instead of both length and power as in the CSW case.

The strategy of F'S trade-off characterizing is similar to that of the CSW struc-
ture. Specifically, we resort to the upper-bound of false synchronization prob-
ability in Section 4.3.3. Nonetheless, different from the CSW in which both the
ML-based and correlation rules are analyzed, in this section only the latter (for
coherent receiver) is available.

We analyze the false synchronization probability of a coherent receiver with
perfect phase offset correction [94, Ch.3, p.69]| with correlation rule (4.7):

7 = argmax Re{sHyT:(m)} = argmax fc(y, )
0<T<N 0<7T<N

We repeat the argument of Section 4.3.5 showing that the projection of a uni-
form distribution on hypersphere onto a subset of its coordinates converges point-

wise to a Gaussian distribution [95, Sections 3.1 and 7.2]. Therefore, the obser-
vation Y in Figure 4.2-(b) is well approximated by CN(0, (1 + p.)Ix) 2. By ap-

2See also [96, Theorem II1.3] for another approach.
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plying this approximation to fo(Y,n) = ||s|? + Re{sg(m)Y} and fo(Y,7) =

Re{sg(m)su:(m) + Sf:(m) }, we come up with
Pe(r) =Pr{fc(Y,n) < fo(Y,7)} =~ Q(v3/03) (4.22)

]-erc
3 S

i) — Sram) ||

where vz = ||s||* — Re{sf{(m)suz(m)} et 0F =

4.4.2 Numerical evaluations

The upper bound on false synchronization probability is evaluated based on (4.22)
and compared to the Monte Carlo simulations of (4.4). Zadoff-Chu sequences of root
1 are used as SW s. The comparison is illustrated in Figure 4.10 for frame with short
lengths. Despite the Gaussian assumption and the union bound approximation,
the proposed upper bounds are tight compared to their corresponding Monte-Carlo
simulations, even at high SNR. It is worth emphasizing that while Monte-Carlo
simulations remain manageable at SNR the false synchronization probability exceeds
1078, the proposed theoretical approximation allows much faster evaluations for
every SNR.

Similar to the CSW structure, in Figure 4.11 we compare the proposed the-
oretical bounds to the performance of a practical setup using QPSK modulation
combined with the 3GPP 5G NR Downlink Polar channel code [97|. The channel
code decoder is the CRC-Aided Successive Cancellation List Decoder with list size
32 that is able to take advantage of 24-bit CRC of the code. The performance gap
between the proposed theoretical bounds and the practical setup partly comes from
the sub-optimal decoder (a larger list is required to reach ML performance), and
also from the QPSK modulation which departs from the spherical uniform distri-
bution assumption. However, the main purpose of this comparison is to underline
that the optimal overheads coincide: the proposed theoretical bounds help to find
the optimal overheads very fast thus avoiding time-consuming simulations.

4.5 Superimposed SW versus Concatenated SW

In this section we compare the two CSW and SSW approaches by using the upper
bound Pg on the FEP defined in (4.2) for coherent correlation F'S receiver in AWGN
channels. The numerical results are provided by using the numerical evaluation of
Sections 4.3.4.1 and 4.4. In both cases, ZC sequences of root 1 are selected as SW
and, therefore, impose odd frame lengths for the SSW.

In Figure 4.12, the proposed bounds illustrating the value Pg, as the function
of SW overhead are compared to the Monte-Carlo simulation results of Py for the
short frame length N = 129 transporting k = 65 information bits for three different
SNR. Their superposition allows the validation of the bounds. We also note that
the optimal overhead increases with SNR and the performances of CSW and SSW
are equivalent.
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Figure 4.11 — SSW. Optimal frame structure comparison with QPSK and 3GPP 5G-NR
Downlink Polar code. Zadoff-Chu sequences of root 1 are used as SW. Frame length n = 63
symbols and k£ = 32 information bits. The total power p; = 3dB and 5dB. The continuous
curves (bounds) are Pg, (4.6), the asterisk curves are Pg (4.2) and the Polar-code curves

are FEP.



64 4. Radio link header optimization

0 Concatenated SW FER vs. Superimposed SW FER: cor-RCU, N=129 k=65
10 T T I

I I I
Concatenated SW: proposed-cor.-bound+RCU
O  Concatenated SW: Monte-Carlo-cor.+RCU
10E == == Superimposed SW: proposed-cor.-bound+RCU {
0O  Superimposed SW: Monte-Carlo-cor.+RCU

Frame Error Rate

e e <
& IS &
T T T

<
)
T

107F

1 0—8 Il Il Il Il Il Il
15% 20% 25% 30% 35% 40% 45% 50%
Overhead

Figure 4.12 — Comparison of Pg, between CSW (assuming uniform power ps =
pe = pt) and SSW. Frame length N = 129 transporting k = 65 bits for several SNR
pt- The bounds are Pr, and the Monte-Carlo curves are Pg.

In Figure 4.13, the same frame length N = 129 for a fixed SNR = 2dB are used
to evaluate the performances of the two frame structures for three different rates.
We observe that only the probabilities of decoding increases with the rate, at fixed
overhead. On the other hand, the probability of false synchronization no longer
depends on the overhead.

Finally, the evolution of the optimal overhead, at fixed rate and fixed SNR, as
a function of the frame size is illustrated in Figure 4.14. It is noted that it tends to
decrease when the frame size increases.

In the three cases illustrated above, we obtain equivalent optimal performance
of the CSW and SSW for synchronization of a continuous stream of short frames,
and comparable gain provided by the optimization of the overhead required for
synchronization.

4.6 Conclusion

In this chapter, we have developed upper bounds on the false synchronization prob-
ability in the context of continuous transmissions over AWGN channel. A synchro-
nization word is assumed to be either concatenated or superimposed to the data
symbols. The proposed error probability is used to optimize the power overhead
between the synchronization word and the data symbols for a given total transmit-
ted average symbol energy using recent results on the FBL coding performances.
Comparisons with Monte-Carlo simulations of the theoretical scheme show that our
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results are tight enough to find the optimal power overhead. Furthermore, numerical
evaluations show that the optimal overheads obtained with this theoretical model
coincide with the practical 3GPP 5G-NR Downlink scheme. The comparison be-
tween using a superimposed synchronization word or a concatenation of the latter
to data symbols is also provided.

We note that although the tightness of the proposed upper bound on the false
synchronization probability has been validated by Monte-Carlo simulations, it would
be more rigorous to assess the tightness by comparing the upper bound to corre-
sponding lower bounds. Nevertheless, no tight lower bounds are available to date.
This is in fact the same open issue as for the pilot optimization problem [40] and
also for the burst transmission F'S problem [86]. All that being said, this issue does
not keep one from using the proposed upper bounds to characterize the trade-off
between overhead (pilots and FS header) and data channel decoding.
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5.1 Introduction

Mission critical applications such as factory remote control, vehicle autopilot or
telesurgery require Ultra Reliable Low Latency Communication (URLLC) which is
among the intrinsic novelties of 5G networks. Reliability is defined as the proba-
bility of successfully transmitting a certain number of information bytes within a
certain delay at a certain channel quality [98, Sec. 7.9]. The “success probability”
is measured by the BLock Error Rate (BLER) ranging from 1075 down to 10~
in the Ultra Reliable (UR) context. However, the term “channel quality” must not
be neglected. Indeed, if the channel quality changes randomly, the BLER is also
a random variable and the assumed reliable connection may unexpectedly become
unreliable. In other words, thinking only in terms of average BLER value even as
low as e.g. 1077 is not sufficient to assess reliability.

To address this concern, we introduce hereafter the Reliability Confidence level
as a way to quantify reliability:

PR = PF{PE < 60} (51)

where the BLER is a random variable denoted by Pgp and where ¢y denotes the
targeted Quality of Service (QoS) BLER threshold (or simply target BLER). The
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random nature of BLER is induced by stochastic factors such as fading, inter-vehicle
speed, mobile direction changing.

Note that Pg is similar in essence to the Probably Correct Reliability introduced
in [99]: both are based on the meta-probability concept [100]. However, |99] uses
asymptotic outage probability whereas the present paper resorts to recent results
on channel decoding error in the FBL regime |7, 8] to characterize the BLER. Our
approach is motivated by the fact that although the BLER can be made arbitrarily
small by allowing the code length to grow arbitrarily large, such an assumption may
violate the “within a certain delay” constraint inherent to the definition of UR [98,
Sec. 7.9].

It is worth mentioning that Pr was implicitly introduced in NarrowBand-loT
(NB-IoT) [101, Sec. 7.23] as well as in the first versions of 5G [102, Sec. 8.1]
under the Radio Link Monitoring (RLM) concept at link layer. Generally speaking,
RLM consists of individual tests that estimate the BLER of hypothetical control-
plane transmissions, then declare Radio Link Failure (RLF) if the estimated BLERSs
repeatedly exceed certain thresholds. A RLF declaration triggers in turn transmitter
turning-off, cell research, and attach procedure [103, Sec. 22.7, p. 526][104]. As a
consequence, even if the average BLER is small, radio link level connections may be
unreliable due to these repeated connection resets.

There are other approaches to characterize reliability. A popular one is to em-
ploy queuing analysis on top of physical layer transmissions to assess the probability
that the aggregate delay exceeds a given value. One such probability measure named
delay violation probability has been recently investigated in [26]. Developing the
idea of delay violation probability, but for a non-constant flow of packets and with
the incorporation of data freshness notion, [105] provides the results for peak age
of information, which “describes the maximum time that is elapsed since the last
received update”, over binary-input AWGN channels. In [106], the work of [105]
is extended using the parameter-s RCU bound (Theorem 4.2.1) to characterize the
BLER of short packet transmissions in block-fading channels. Other results concern-
ing queuing-related delay violation probability can be found in [107] where effective
bandwidth is analyzed, and in [108] where the concept of effective capacity is used.

In this chapter, we develop the concept of Reliability Confidence level Py in
(5.1) for OFDM-based systems over Rayleigh frequency-domain block-fading and
time-domain slow fading channels in the FBL regime. As Pg is almost analyti-
cally intractable, especially in the FBL regime, we resort to probabilistic bounds
and then approximate them to obtain simple yet relatively tight estimates. These
approximations are then used to find the smallest number of resources (codeword
length) n required to guarantee a target BLER g¢ with confidence «, i.e. to ensure
Pr(eo,n) > a. It is worth mentioning that even with the novel method of [8], the
hunt for the smallest-n requires
i) sampling the range of possible values for n resulting in a set of candidate values
denoted by ncandidate;

ii) an exhaustive test of all candidate values ncandidate and
iii) for each ncandidate, @ time-consuming Monte-Carlo sampling to evaluate
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Pr (€0, Ncandidate)-

Our results simplify the process by providing analytic expressions allowing to
closely estimate the minimum value of n such that Pg(gg,n) > a.

We note that this chapter is the full version of Paper E.

5.2 System model

We consider a single-antenna OFDM-based system similar to 5G NR [109]. As
illustrated in Figure 5.1, in the time domain, the channel is slow fading, i.e. the
channel remains unchanged during a certain number of transmissions (coherence
time). In the frequency domain, the channel is block-fading and a user is allocated
n. subcarriers within a fading block to form an allocation block. Coding is performed
in the frequency domain across L such blocks; hence the codeword length is n = n.L.
Note that both L and n. are interchangeable as long as the block fading assumption
is still valid. The baseband received signal associated to the [—th block, 1 <1 < L,
is equal to

HX; +W; (5.2)

where X; € C™¢ contains the transmitted symbols within frequency block [ and
where W; is the AWGN channel noise distributed according to the normal distri-
bution CN(0,1,.). The received signal is dominated by scattered diffuse compo-
nents: channel coeflicients H; are distributed according to a Rayleigh fading, i.e.
H; ~ CN(0,1). The transmitted symbols satisfy the power constraint | X;||* = nep.
Let Y; denotes the SNR associated to the reception of block [; Y is exponentially dis-
tributed with mean pu. Hereafter we assume a coherent receiver with perfect channel
state information (CSIR), a reasonable assumption for slow fading channels. Hence
the receiver knows perfectly H;.

The motivation for the slow fading assumption comes from the LTE standard
where coherence time may be 400 times larger than one transmission slot (see [110,
Sec. II]). This number can be even larger in 5G NR with mini-slots [109]. Nonethe-
less and departing from [30, 110] where one transmission is assumed per coherence
time, many transmissions are considered in our setup. Moreover, coding in [30, 110]
is performed within one coherence time and one frequency coherence block only
whereas the present analysis considers codewords spanning several fading blocks in
the frequency domain. Another interesting analysis for FBL coding over fading is
[42]. But the latter assumes no CSI and Monte-Carlo simulations are required to
assess the performance.

Considering the abovementioned assumptions and the fact that the channel codes
used in practice are mostly AWGN codes, i.e. codes designed and optimized for
AWGN channels, within each coherence time, the system model (5.2) is tantamount
to transmitting over L independent parallel AWGN sub-channels with respective
SNR Yi,...,Yr and coding across those L sub-channels. Collecting the SNRs in
vector form Y = {Y;}£ |, the overall block-error probability Py for the model (5.2)
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Figure 5.1 — System model under consideration. Coding is performed over L (fre-
quency) allocation blocks, each composed of n. subcarriers (block-fading). In time
domain, the channel remains unchanged over a long coherence time (slow fading),
then changes to other values.

is well approximated by the Refined Normal Approximation (RNA) [§]:

(5.3)

Sk log(2n)
Po(n k,L,Y) < Q (ﬁ /nt o

NG

with k the amount of information (in nats), S £ + SE log(14Y;) and V 2
% ZiLzl (1 - (1+7Y;)7?). Because Y changes randomly every coherence time, P in
(5.3) is a random variable and (5.1) is applicable.

It is necessary to emphasize that (5.3) is not the original Normal approximation
given in [7] that is derived from the PPV converse bound (meta converse bound)
and the k8 achievability bound of the same paper, but without the third-order term
%. The latter was first introduced in [32] where the authors, in evaluating the
RCU achievability bound which is tighter than the 3 bound, not only improve the
tightness of the Normal approximation of [7], but also confirm that the RNA (5.3)
can be “taken as a reference for achievability” (see [32, inequality (9)] and the related
remarks, especially the fourth one for parallel AWGN channels; also the discussion
at the end of [8, Sec. IV-H]). Because of the achievable nature of (5.3), analyzing
(5.1) with (5.3) corresponds to the worst-case scenario which is well-suited to UR
applications. In order to assess the tightness of (5.3), the results obtained in Sections
5.3 and 5.4 with the RNA will be compared to those obtained with the PPV converse
bound (Theorem 2.5.2) by using the evaluation method from [§].
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5.3 Reliability confidence level analysis

The random nature of Pg in (5.1) prevents it from being upper-bounded by £¢. Thus,
we are interested in finding the smallest codeword length n so that the probability
Pr 2 Pr{Pg < &0} is higher than a confidence level ay:
(Delay-Confidence) OP1: 7 = m>11(r)1n
n_

subject to Pr > «

Since latency is related to codeword length!, OP1 can be interpreted as the search
for the lowest possible latency that guarantees the required reliability.

Except for L = 1 which is trivial, the exact calculation of Pg involves L-
dimensional integrals which becomes quickly intractable. We first provide in sub-
section 5.3.1 upper and lower bounds on Pg. Tight approximations of these bounds
are presented in subsection 5.3.2, from which closed-form approximate solutions of
problem OP1 are derived in subsection 5.3.3.

5.3.1 Upper and lower bounds on Pr
Substituting (5.3) into (5.1) yields:

Pp = Pr {Z >0L Q*l(so)} (5.4)

where Z £ /T (S — kg %) Hence Pg() is the complementary CDF of the

random variable Z.

Theorem 5.3.1. For typical setups such that ¢g < 0.5, with Fs(.) the CDF of
random variable S, Pg defined in (5.4) is bounded below and above by:

0 k log(2n)
Pr>P,21—-Fg|— |
= s (\/’ﬁ + n 2n ) (5 5)
P k  log(2n)
R < Py S 1= F (n o ) (5.6)
Proof. Let Q=S5 — % + 10g2(§n)7
JR—_PT{Z>9ﬂQ>0}+Pr{Z>0mQ§0} (57)

—Pr{Z>6NQ>0}

where the second term of (5.7) equals to 0 because g9 < 0.5 and 6§ = Q7 1(gq) > 0.
The upper-bound Py, can be obtained by using the Fréchet inequality:

Pr=Pr{Z>6NQ >0} <Pr{Q> 0} (5.9)

!For example, in OFDM-based systems, increasing codeword length n by fixing the number
of allocation blocks L is equivalent to increasing m.. This requires reducing subcarrier spacing,
thereby increasing the duration of OFDM symbols (latency).
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Regarding Py, (5.5) is proved by letting Z; = /n (S - % + %) = /nQ,
and from (5.8),

Pr=Pr{Z>6]Q>0}Pr{Q > 0}

5.10
>Pr{Z; > 6| Q>0}Pr{Q >0} =Pr{Z; > 6} (5.10)

because 6 > 0 and given 2 > 0, we have Z > Z;. |

Note that P, does not depend on the threshold § and can be considered as a
variation of the classic outage probability. Also, the two bounds are consistent in
the sense that

lim B,= lim P, =1 (5.11)

n—-+o0o n—-+00

5.3.2 Bounds approximations
5.3.2.1 For large L

We leverage the results of [111] (see also [112, Sec. 11I-B|) stating that for i.i.d. ¥; ~
Exp(u), the S = % Zle log(1 + Y}) is well approximated by a Gaussian distribution
N(v,0?) with:

v=e"Ei(1/p),

1 /2 5.12
o = i3 (MSI/HG?Z (1/M|8£’(1),71,71) - V2> | )

where Fj(z) denotes the exponential integral Ei(z) £ [t le "'dt and G(.) de-
notes the Meijer G-function. Numerical evaluations show that this approximation
is already quite accurate for L > 3 and that the accuracy improves with L.

5.3.2.2 For L=2

Because of the “low latency” and “short packet” requirements, this case is of partic-
ular interest and thus deserves a careful dedicated analysis.

Theorem 5.3.2. Let S = 3 (log(1+ Y1)+ log(1+Y2)) with Y1,Ys are i.i.d.
Exp(1/)).
For moderate and large s > 0 such that e?* > 1,
Fs(s) =~ 1= e K_1(\, \e®) (5.13)

where K_1(\, A\e?®) is an incomplete Bessel (leaky aquifer) function [113].
For small s =0T,

Fs(s)m~1— A (A2 — A+ 1) (5.14)
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Proof. Let Uy = 1+Yy, Uy = 1+ Yy and Z = U Us then Fs(s) = Fz(e?*). The
complementary CDF of Z is

1—F2(2):PI(U1 ZZ/UQ):[l—i-IQ (515)

where

" /”::1 /Uc::z/uz for (un) fu, (uz)duy dus
= / ) fU2 (U2)(1 — FU1 (Z/UQ))dUQ (516)

z
oy Az
:)\62)‘/ e MU du
u=1

IQ = / / fU1 (ul)fU2 (UQ)duldUQ = 6)\_)\2 (5.17)
u2=z Jui=1

For large s such that z = e?* > 1, I, ~ 0 and I; = Ae2A floo e_/\“_%du =
AP K1 (A, Az) with K, (a,b) 2 [ <" at.

For small s, we have z = 17 and the interval of integration [1, z] of I7 is so small
that one of many approzimations is Iy =~ \e**(z — 1)6_)‘“_%%:1 =AMz — 1)er %,
yielding the final result.

The results of this theorem are illustrated in Figure 5.2. |

An interesting remark is that s = 0T is of particular interest for problem OP1
where low target BLER (small o, e.g. 107?) and high confidence (high ag, e.g. 90%)
are typically required, leading in turn to large codeword length n (hence n > k and
n > 0, since we have § = Q~1(107%) ~ 6). Therefore, the values s at which Fg(s)
is evaluated in (5.5) and (5.6) are close to 0.

5.3.3 Approximate solutions for Delay-Confidence problem

Approximate solutions to OP1 can now be obtained from the results of Section 5.3.2
by evaluating P, in (5.5) and P, in (5.6) over a range of candidate values n.
However, the solution would be much handier if the exhaustive search over n could
be avoided. To this aim, one can solve the following equations:

Plo(n*) = o, Pup(n*) = g (518)

for the unknowns n, and n* to sandwich the optimal code length within the re-
stricted interval n, < n < n*. These equations can be solved by popular root-
finding algorithms, but further simplification is possible by noting that in typi-
cal low-target-BLER high-confidence scenarios, the solution n is presumably large
enough to assume % + % > 108@n) o pa¢ (5.18) becomes

2n

0 k
F 2y =1-=
() e

k
FS<*> :].—Oé()
n

(5.19)
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Figure 5.2 — CDF of S, which is defined in (5.3), and its analytic approximations for
L =2 at 10log;o(x = 1/X\) = 0dB. The incomplete Bessel function approximation
curve (rose plus) is from (5.13) and the linear approximation curve (black round) is
from (5.14).

For large L, S is well approximated by a Normal random variable (see Sec-
tion 5.3.2), whence

Ny = { a2 -‘ (5.20)
(VA3 — Q')

n* = {mw (5.21)

where A>3 = (Q 7 (e0))? + 4k(0Q () + v) and v, o are given in (5.12).

For small L, as discussed at the end of Section 5.3.2, the low-target-BLER high-
confidence assumption leads to Fg(s) &~ 1 —e* 2" (Ae2 — A41) where A = p ! (see
Theorem 5.3.2). Let 2 = A(e?* — 1) and after a few mathematical manipulations,

n, = [ 4k* W (5.22)
(VA — Q7' ()" I

n* = [ﬁw (5.23)

where A9y = (Q ' (e0))? + 2klog(1 + px) and 2 is the solution of
log(1+ x) — z = log(a),

which depends only on «¢ and, therefore, can be obtained efficiently by popular
root-finding numerical methods.
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5.3.4 Examples of numerical results for Delay-Confidence problem

Approximate solutions to problem OP1, i.e. the smallest code length n that satisfies
given target BLER and confidence requirements, are illustrated in Figure 5.3 for
L =5 and in Figure 5.4 for L = 2. The results are expressed in terms of the number
of subcarriers per allocation block n. = n/L at fixed L, as a function of the mean
SNR p. These results are obtained for a typical URLLC setup: the target BLER is
set to g9 = 107° [98, Sec. 7.9] and the confidence level is set to ag = 90%.

In both figures, we first note that the results obtained with the RNA (5.3) are
very close to those obtained with the PPV converse bound (using the method of [§]),
thereby demonstrating the accuracy of the RNA in searching for the optimal solution
to problem OP1.

As expected, the smallest required n is reduced as the mean SNR p increases
for all curves.

The bounds B, and P, have been evaluated by Monte-Carlo simulations. It is
observed here that the higher the mean SNR, i, the closer the bounds to Pg. Finally,
the proposed analytic approximate solutions of OP1 given by (5.20) for Figure 5.3
and (5.22) for Figure 5.4, respectively, closely match in both cases the corresponding
Monte-Carlo simulations of (5.5) and (5.6). The fact that P, tightly approaches Pg
as the mean SNR p increases follows from the fact that for large u, V' is more likely to
be equal to 1, and therefore Z; is more likely to be Z (see the proof of Theorem 5.3.1).
Regarding now the gap between Pr and P, inspection of (5.9) suggests that the
better the channel quality (higher p), the easier it is to achieve the target BLER
(event Z >0 = Q71(g0)) in the non-outage case (event Q@ = S — £ 4 % > 0).

Note that since L is fixed here, the solution of OP1 can be expressed as n. =
n/L. In OFDM-based systems, increasing n. is tantamount to reducing subcarrier
spacing and, therefore, increasing the OFDM symbol duration (latency). For that
reason, the smallest n, and also the smallest n., can be interpreted as the “lowest
possible latency” that guarantee the required target BLER and confidence. One
may alternatively fix n. and accordingly adjust L. This corresponds to the typical
resource allocation of 5G NR and forms the basis of the resource sharing problem
investigated in the next Section.

5.4 Resource sharing trade-off

As a second application of the proposed analysis, we investigate optimization of
resource sharing in the context of 5G NR OFDM [109]. To achieve URLLC extreme
requirements, communication systems must operate in proactive manners. To this
end, RLM [101, Sec. 7.23|[102, Sec. 8.1] is designed to predict whether the current
connection is reliable by regularly estimating the BLER of a hypothetical control
message transmission from the monitoring of the connection quality metrics such as
SNR. The main purpose of RLM, in brief, is to declare RLF if after Ny consecutive
events [predicted BLER > e4,¢] (so-called out-of-sync), during the next 7310 tests,
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Figure 5.3 — Smallest code length expressed in n/L to ensure target BLER 1077 at
confidence 90% to transport k = 128 nats for L = 5. The analytic solution curves
are obtained with (5.20). The Monte-Carlo B, and P,, curves are obtained with
(5.5) and (5.6) respectively.
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Figure 5.4 — Smallest code length expressed in n/L to ensure target BLER 107> at
confidence 90% to transport k = 128 nats for L = 2. The analytic solution curves
are obtained with (5.22). The Monte-Carlo P, and P,, curves are obtained with
(5.5) and (5.6) respectively.
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there are not Ny, consecutive [predicted BLER < &) events 2. More details of RLM
can be found in [103, Sec. 22.7].

To simplify the analysis of the resource sharing optimization, yet stay focused
on the essence of (5.1), we assume that connections are in (so-called link level)
outage as soon as the out-of-sync event occurs. Under this assumption, the optimal
resource sharing problem between two users reads:

(Resource sharing) OP2: 7 = arg max kST + kSf
0<ni <N

where we define the effective throughput k§' + kS! as
B2 gy (1= (Pr{P{Y) = o))
RS2 (1 — (Pr{P{™?) > 52})N°ut)

Here, the number of available allocation blocks N = nq + ng is fixed and user 1
(resp. user 2) is allocated ny (resp. ng) blocks to transport ki (resp. ko) bits at
target BLER &1 (resp. e2).

Using the results of the previous section to solve OP2, we illustrate the numerical
solutions in Figure 5.5 for two users of the same type (same target BLER 1 = e with
same message length k1 = k), in Figure 5.6 for two users of different message length
(1 = &9 but different message lengths k; # ko), and in Figure 5.7 for two users that
have different message lengths and also different target BLER, respectively. We take
a bG NR frame structure: N = 50 available blocks, each composed of n, = 2 x 12
subcarriers (mini-slot) [109] 3. The message lengths are around 32 bytes [98].

It is observed that in all figures, there exists an optimal, non-necessarily unique
resource sharing strategy that achieves the maximal effective throughput, and our
analysis allows us to characterize such a strategy without resorting to cumbersome
Monte-Carlo simulations. Note again the tightness of the results obtained with our
approximate formulas compared to Monte-Carlo simulations of both the RNA and
the PPV converse bound. As already mentioned, there may be more than one strat-
egy that achieves the maximal effective throughput. Also, a more tolerant reliability
requirement, i.e. greater Nyyt, increases the number of such strategies. This can be
intuitively explained by noting that increasing Ngy reduces exponentially the link
level outage probability; hence the difference between the optimal strategy and its
surrounding ones becomes negligible.

In Figure 5.5, two users have the same requirements hence the optimal sharing
strategy is equal sharing, as expected. On the other hand, if one user needs to
transmit a longer message, intuitively we need to allocate more resource blocks to
that user, as confirmed by Figure 5.6. For the third case where users are inequal in
both message length and target BLER, the optimal sharing strategy depend on the
specific setup as shown in Figure 5.7.

2The counters Nout, Nin and 7310 are configured by network owners; o4t and €in, usually equal
to 10% and 2% respectively. Here, we assume that €04+ and €i, are much extreme.

3We have extended our system model to code over two adjacent OFDM symbols. Because of
the slow fading assumption, this extension does not change the results of the previous sections.
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Figure 5.5 — Effective throughput as function of resource sharing for two users of

the same type: (k1 = 250bits, €1 = 107°) and (ko = 250bits, o = 1079).
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Figure 5.7 — Effective throughput as function of resource sharing for two users that
have different message lengths and also different target BLER: (ki = 100bits, &1 =
1075) and (kg = 500bits, eo = 1072). Total available blocks N = 50 with n, = 2x12
subcarriers per block. Rayleigh fading y = 0dB.

5.5 Conclusion

In this chapter, we have introduced the Reliability Confidence level as a way to assess
reliability in Ultra Reliability context. As Ultra Reliability is usually linked with
Low Latency constraint, we analyze the Reliability Confidence level using the latest
results on block error rate in the Finite Blocklength regime. The analysis is carried
out for Rayleigh slow frequency block-fading channels. We have first obtained lower
and upper bounds on the Reliability Confidence level that are tight at high SNR,
and then proposed their analytic approximations.

These approximations have been used to solve two optimization problems. The
first one consists in finding the minimum codeword length required to meet a given
target block-error-rate with a given confidence and the second one is characterizing
the optimal resource sharing between two users in a typical 5G New Radio com-
munication scenario. Solutions to both problems are obtained very fast with our
closed-form approximate formulas, without the need of cumbersome Monte-Carlo
simulations. In addition, the approximate solutions have been shown to accurately
match the results predicted by well-known bounds in the two applications considered
here.






6
Conclusion and Perspective

Short packet transmissions are mandatory bricks to support upcoming wireless com-
munication systems. The goals of this PhD thesis is to revisit physical layer design
for short-packet communications and to propose new design guidelines leveraging
the latest results on finite blocklength channel coding.

In Chapter 2, we concisely reviewed the latest finite blocklength coding results
that would be used in the next chapters. More specifically, we reviewed some bounds
on maximum coding rate which were developed for general channels and are known
to be both analytically tractable and asymptotically tight. The review was not
restricted to mentioning the results but also discussed the intuition behind and
how to apply them. We also provided some intuitive discussions on their relative
performance and computation cost.

In Chapter 3, we provided a survey of popular systems that support short frames.
We attempted to classify them according to several criteria. From the classification,
we observed that they were most different in their modulation schemes. Therefore,
our objective was to answer whether one waveform was best suited to short packet
transmissions. To this end, we identified the four most well-known modulations,
which were UNB, CP-OFDM, DSSS and CSS, to suggest a comparison. The idea
was to come up with discrete linear models of the transmission schemes thanks
to which we assessed their maximum coding rates. The rates were compared in a
multi-path Rayleigh block fading channel with realistic conditions. Due to all the
simplifying assumptions, for example the symbol alphabet, and especially the linear
representation of the CSS model, these results could only provide a first insight on
the modulation schemes of interest. As a perspective, these discrete models can
evolve towards more realistic ones, like assuming non-ideal spreading for the spread
spectrum techniques, including multi-user interference and narrow-band collisions,
incorporating MIMO transmissions etc.

In Chapter 4, we developed the upper bounds on the false synchronization prob-
ability in the context of continuous transmissions over AWGN channels. A syn-
chronization word was assumed to be either concatenated or superimposed to data
symbols. The proposed error probability was used to optimize the overhead between
the synchronization word and the data symbols for a given total transmitted aver-
age symbol energy and a given frame length using the recent results on the finite
blocklength coding performances. Comparisons with Monte-Carlo simulations of
the theoretical scheme showed that our results were tight enough to find the opti-
mal synchronization overhead. Furthermore, numerical evaluations showed that the
optimal overheads obtained with this theoretical model coincided with the practical
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3GPP 5G-NR Downlink scheme. The comparison between using a superimposed
synchronization word and concatenating it to data symbols was also provided. We
note that although the tightness of the proposed upper bound on the false synchro-
nization probability has been validated by Monte-Carlo simulations, it would be
more rigorous to assess the tightness by comparing the upper bound to correspond-
ing lower bounds. Nevertheless, no tight lower bounds are available till the date.
This is in fact the same open issue as for the pilot optimization problem and also
for the burst transmission frame synchronization problem. All that being said, this
issue does not keep one from using the proposed upper bounds to characterize the
trade-off between overhead (pilots and frame synchronization header) and data chan-
nel decoding. To address the limit in this chapter, one approach is to develop the
lower bound on false synchronization probability by formulating the frame synchro-
nization operation as a binary hypothesis testing problem (correct position versus
everything else), from which the Neyman-Pearson lemma could be applied. Future
work include the extension to fading channels. This is basically adding one more
random factor (fading), hence the analysis is promised to be much more complex.
Therefore, approximations would be desired. Also, sporadic, impulsive transmis-
sions as may arise from the uncoordinated nature of ToT, could be incorporated to
the study by using mathematical tools such as heavy tail distributions among which
Lévy alpha-stable is a popular choice.

In Chapter 5, we introduced the Reliability Confidence level as a way to assess
the reliability of ultra reliabile communications. As Ultra Reliability is usually linked
with Low Latency constraint, we analyze the Reliability Confidence level using the
latest results on block error rate in the finite blocklength regime. The analysis was
carried out for Rayleigh slow frequency block-fading channels. We have first ob-
tained lower and upper bounds on the Reliability Confidence level that are tight at
high SNR, and then proposed their analytic approximations. These approximations
were used to solve two optimization problems. The first one consists in finding the
minimum codeword length required to meet a given target block-error-rate with a
given confidence and the second one is characterizing the optimal resource sharing
between two users in a typical 5G New Radio communication scenario. Solutions
to both problems were obtained very fast with our closed-form approximate expres-
sions, without the need of cumbersome Monte-Carlo simulations. In addition, the
approximate solutions were showed to accurately match the results predicted by
well-known bounds in the two applications considered here. The weakness of the
obtained results is that they are not exact values nor bounds, but approximations.
Nonetheless, this is the price we are willing to pay in order to have analytic expres-
sions that can be easily incorporated into more complex problems. For example, as
a possible extension of this work, the Reliability Confidence level could be used to
assess the performance of retransmission protocols.

We note that all the results presented in this thesis are confined to point-to-point
transmissions. It is possible, and promising, to expand the analysis at higher levels
in the protocol stack. Of particular interest is the extension to network communica-
tions, to account e.g. for queuing or user scheduling, using for example results from
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stochastic geometry.

To conclude, by incorporating the latest results of finite blocklength coding infor-
mation theory to acknowledge the rising of short packet transmissions, the design
paradigm of digital communication systems becomes considerably different. This
indeed provides a great deal of research opportunities for every aspect of communi-
cation systems.
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APPENDIX A

SoA of short packet systems

This appendix serves as a (non-exhaustive) catalog of current systems supporting
short packets.

A.1 Sigfox

Sigfox is the first LPWAN launched to the market and deployment has been aggres-
sively rolled out since. In February 2019, Sigfox made public its radio specifications
for connected devices [114].

As the efforts of reducing network cost, supporting long range, and rapid de-
ployment, the sub-GHz ISM band carrier is selected thanks to its license-exempt
and propagation-favorable natures. Specifically, Sigfox works at around 868MHz in
EU and 902MHz in US.

The modulation technique is differential BPSK in an UNB of 100Hz in UL,

and GFSK in DL. This results in low rates for UL and DL which are 100bps and
600bps, respectively (100bauds and 600bauds [115]). The move to the extreme UNB
makes history complicated. Although link budget and number of supported end de-
vices are increased, so do time on air and power consumption. Also, data rate is
decreased that limits number of use-cases. To address these issues of UNB, Sigfox
parameters are carefully selected to ensure network functional stability and to be
compliant with regional regulations.
Nonetheless, the key factor for UNB systems is the precision of oscillator. Indeed,
due to the tininess of bandwidth, frequency uncertainty is high, especially for low
cost quartz crystals (e.g. at 868MHz, a 20ppm crystal has a precision of +£17kHz).
To this end, different solutions are implemented. For UL, the issue is partly solved
in MAC layer by off-loading base station to look for signal to demodulate in the en-
tire supported band. This resulting in random multiple access in both time and
frequency for end devices !, without the need of carrier sensing: a single message
is transmitted up to three times. Thanks to the relatively large total bandwidth
(about 192kHz), the probability of collision is acceptable. However, in DL, which is
not initially supported, end devices must guarantee some level of frequency preci-
sion. The classic solution is to use good but expensive Temperature Compensated
Crystal Oscillator (TCXO). Recently, a novel transceiver design [82, 116] has been
introduced to avoid using the costly TCXO while keeping UNB system stability in
both UL and DL.

!The latest public specification [114] also specifies space diversity at base station networks to
form 3D-UNB protocol where 3D stands for the triple diversity time, frequency and space.
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Channel codes (FEC) are available with convolutional code (rate 1/3) with 16-
bit CRC in UL and BCH15-11 with 8-bit CRC in DL. The former can be optionally
used while the latter is always activated.

The typical maximum TX power regulated in the ISM band, in combining with
the techniques of PHY and MAC layers mentioned above, results in a link budget
of 160dB to support ranges of 50km and 10km in rural and urban environments
respectively.

A.2 LoRa

LoRa LPWAN consists of LoRa® physical layer using Chirp Spread Spectrum (CSS)
technique developed by Semtech 2, and LoRaWAN™ which defines the communi-
cation protocol and system architecture for the network [117]. In this section, we
shall use LoRa to refer to both LoRa® and LoRaWANTM Most of the radio speci-
fication details presented below are derived from Semtech white paper [62], the data
sheets of their products [118, 119], and the effort of reverse engineering community
[120, 121].

Like most LPWAN, LoRa is designed to work in license-exempt sub-GHz ISM
band carrier to benefit many advantages of this band. Specifically, they are EU
867 — 869MHz, US 902 — 928MHz, China 470 — 510MHz, Korea 920 — 925MHz,
Japan 920 — 925MHz, India 865 — 867MHz [117].

The principle of CSS modulation is similar to Direct Sequence Spread Spec-
trum (DSSS) which is used in 3G UMTS: spread energy of signal over a very large
bandwidth resulting in a weak transmit signal power, even weaker than the noise
level, and then despread receive signal to concentrate the power at receiver. As being
shown in Section 3.3.2.4, one advantage of spreading is to have a better resolution
of multipath channels. Different from DSSS which uses sequences for spreading, the
spreading effect of CSS is obtained through a continuously varying carrier frequency
[122]. To this end, it is mandatory to generate a stable chirp using a fractional-N
phase lock loop [123]. The spreading bandwith of LoRa is 125kHz, 250kHz and
500kHz, with SF varying in the set {26, 27, ...,212}  that results in the rate falls
between 293bps to 37.5kbps 3.

Transmissions are multiplexed in time, frequency and also by SF. Hence, in
essence LoRa multiple access provides three degrees of diversity. A supplemen-
tary degree can be used is the reception diversity at base station. Indeed, a single
transmission from end device can be received by not only one, but many base sta-
tions, resulting star-of-star topology that is able to enhance network performance
and also serves other purposes such as localization .

2The technique is originally developed and patented by french company Cycleo which is ac-
quired by Semtech in 2012.

3We note that the LoRa PHY does include FSK as supplementary modulation scheme, but
with limited use-cases [124] and with lower theoretical capacity [62, Section 6.1]. For that reason,
we shall focus only on CSS.

“This base station diversity technique can be applied to many existing LPWAN. Indeed, there
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Figure A.1 — Time slot of the RPMA Scheme at base station.

To further enhance link level performance without sacrificing much end device
complexity, simple FEC (Hamming code with code rate 4/5 to 4/8) can be used.

LoRa claims to support link budget about 155dB —157dB and nominal ranges
15km in rural and 5km in urban environments respectively.

Datasheet [119, Sections 4.1.1.6 and 4.1.1.7] reveals that LoRa packet can be
divided into payload that contains 8 to (8+1032) symbols and preamble that contains
(6+4) to (65535+4) symbols. Note that even though the preamble length is specified
so long, the default value is 12 symbols hence LoRa still typically fit in the “short”
packet category.

A.3 Ingenu

Ingenu LPWAN to distinguish itself from the others by not using the widely-
preferred sub-GHz frequencies. Instead, it operates in 2.4GHz ISM band carrier to
benefit more relaxed regulations on spectrum, radio duty cycle and also maximum
transmit power across different regions [52].

The modulation technique is Direct Sequence Spread Spectrum (DSSS) in both
UL and DL, using D-BPSK Gold codes for SF from 22 to 23 (UL) and from 2* to
211 (DL) in 1IMHz wide channels. However, the multiple access of the two com-
munication directions are different. In DL, the CDMA schemes is used. In UL,
Ingenu uses its patented scheme named Random Phase Multiple Access (RPMA).
This is essentially CDMA, but the traditional time-slot is widen to be larger than
the real transmit duration. The extra slot width allows random delay of transmitters
as long as the real transmit duration is encapsulated in the time-slot. So at base
stations, each time-slot contains several spread signal with random offsets from the
beginning of time-slot. Base stations, with its great computing power, is responsible
to decode all possible signal in the time-slot (see Figure A.1). This RPMA scheme

exists a proposal in 3GPP for Cooperative Ultra Narrow Band [125, Section 7.4.1.3] from Sigfox
and some hints in [114]. Nonetheless, no further details can be found.
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offers several advantages. First it mitigates the requirement of strict synchroniza-
tion, hence allows low power consumption and low cost end devices, also simplifies
protocols (with the cost of computing power at base stations, which is less critical).
Furthermore, by scattering transmitted spread signal over time-slot, overlap among
them are reduced and, therefore, the overall signal to interference after despreading
is substantially improved.

Simple convolutional code 1/2 with interleaver is specified.

RPMA is reported to achieve up to 177dB link budget (in US, and 166dB in EU)
[52] with incredible 500km range in free space [126]. Practical deployment reports
range up to 48km [127]. The rates are 624kbps in UL and 156kbps in DL.

It is probably quite noticeable that the packet of Ingenu is much longer than
other standards (seconds versus tens of milliseconds). This is explained by the use
of the code spread spectrum. For example, the UL packet size before spreading and
after despreading is about 256 symbols ¢ which are reasonably “short”.

A.4 3GPP Machine Type Communications

3GPP MTC can be divided to massive MTC (mMTC) and critical MTC. The latter
is named Ultra reliable low latency communications (URLLC) whose standardiza-
tion is still ongoing. 3GPP mMTC is indeed an evolution of the existing 3GPP
LTE cellular standards to address M2M and IoT market and, not like its URLLC
counterpart, shares the requirements of other LPWAN mentioned in the beginning
of Section 3.2.

The 3GPP mMTC is currently divided to three tracks. The first one is LTE-
M, or LTE enhanced Machine Type Communications (eMTC), which is a set of
LTE enhancements for MTC (based on Release 12 UE Cat 0 with new power saving
mode). The second one is NB-IoT, a new radio added to the LTE platform optimized
for the low end of the market. And finally, Extended Coverage GSM (EC-GSM-IoT)
which is basically the 2G (more specifically EGPRS) enhancements targeted ToT.

LTE eMTC is essentially loT-optimized version of LTE which is designed to
be compatible with the legacy LTE networks. Therefore, eMTC shares the modu-
lation technique (CP-OFDM/SC-FDM) and multiple access scheme (OFDMA /SC-
FDMA) of LTE. The optimization for IoT includes reducing receive bandwidth to
1.4MHz, simplifying protocols, exploiting time diversity instead of frequency diver-
sity (which is limited by the small bandwidth 1.4MHz) and introducing new power
saving mode at MAC layer (PSM and eDRX) to improve battery life of end devices.

The NB-IoT standardization was initially fragmented. Since 2014, there were
NB-M2M proposed by Huawei-Vodafone, NB-OFDM proposed by Qualcomm and
NB-LTE from Nokia and Ericssons. They are different essentially in how much the
existing LTE can be reused in the new IoT networks. In May 2015, NB-M2M and
NB-OFDM are merged to form so-called NarrowBand-Cellular Internet Of Things
(NB-CIoT). In September of the same year, it was decided that NB-LTE would
also be merged with NB-CloT, resulting in 3GPP NB-IoT Work Item and the first
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version standard was finally frozen in June 2016 (Release 13).

While eMTC is certainly LTE, many people consider NB-IoT as a new radio
technology that is able to coexist with GSM, GPRS and LTE. Indeed, NB-IoT is
designed with small bandwidth 180kHz so that it can be deployed within one LTE
Physical Resource Block, or in LTE guard band, or inside the 200kHz frequency
space of GSM. That being said, to reduce development time (it took only 9 months
from September 2015 when Work Item is agreed, to June 2016 when the standard
of NB-ToT is frozen), NB-TIoT reuses the LTE design extensively: numerology, DL
OFDMA, UL SC-FDMA, channel coding, rate matching, interleaving, etc. There-
fore, NB-IoT can be supported with only a software upgrade on top of existing LTE
infrastructures.

Being mMTC solutions, eMTC and NB-ToT target different use cases. eMTC
focus on applications that requires lower latency, higher throughput and limited-
mobility support such as asset trackers, health monitors, etc. NB-IoT aims providing
extreme optimizations for low cost/power, low-throughput, delay-tolerant services.
To this end, NB-IoT reduces data rate/bandwidth, mobility support and makes
further protocol optimizations. As an example, the eDRX mechanism for power
saving in NB-IoT allows cycles up to 3 hours which is much longer than 44 minutes
of eMTC. For a complete look into NB-IoT, in addition to 36.xxx specification series
of 3GPP RAN, we suggest [128].

The last track is EC-GSM-IoT which leverages the well-established GSM net-
works to support IoT use cases. As a matter of fact, even with GSM band refarming
and the fact that the work carried out in GSM/EDGE group inside 3GPP on EC-
GSM-IoT was integrated into the two tracks eMTC and NB-IoT since mid 2016
[129], GSM/GPRS is still responsible for most of today’s IoT communications. The
main objectives of EC-GSM-IoT is to optimize GSM networks in order to enhance
coverage up to 164dB link budget, reduce end device cost and power consumption,
and support massive number of end devices. To this end, the most notable enhance-
ments include introducing new logical channels (with EC, extended coverage, prefix
in name) designed for extended coverage, using repetitions for link robustness, and
combining with CDMA to increase cell capacity (for EC-PDTCH and EC-PACCH).
Further improvements for power consumption are adopting new eDRX mode which
is up to 52 minutes (much longer than 11 minute in legacy GSM DRX), relaxing
idle mode behavior (e.g. reduced neighbor cell monitoring), etc.

A.5 Weightless

There are three versions of Weightless technologies which are sponsored by Weight-
less Special Interest Group (Weightless-SIG), a non-profit global standard organi-
zation formed to coordinate the activities needed to deliver the world’s best ToT
connectivity technology.

Weightless-W is the original version of Weightless, is firstly developed by Neul.
The latter was acquired by Huawei. Weightless-W benefits the excellent propaga-
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tion property of TV white spaces. That being said, the usage of TV white spaces
is somehow a con because they are very region-specific. Therefore, it is quite dif-
ficult for RF system of end devices, with small antenna, to adapt from 400MHz
to 800MHz. In order to dynamically adapt rate and range, the standard employs
16QAM/QPSK/BPSK/DBPSK and also spreading codes (with SF up to 1024).

Weightless-N, which is originally developed by Nwave, is an UNB system that
is similar to Sigfox. Therefore, their choices of system design are alike, and so
are advantages and inconveniences. Indeed, Weightless-N uses DBPSK modulation
in a sub-GHz 200Hz-wide channel. The standard is intended for UL sensor data,
hence there is no DL, like the initial version of Sigfox. Weightless-IN is the simplest
technology of Weightless-SIG that achieves significant energy efficiency and lower
cost [130].

Weightless-P is the latest standard of Weightless and is an upgrade of
Weightless-N. Weightless-P uses larger narrowband (12.5kHz) and is less sensitive
to frequency offset and drift, allowing the use of less expensive, more power-efficient
oscillators. The standard modulates signals using GMSK, hence end devices do not
require a proprietary chipset. Another modulation option is DSSS-OQPSK with
small SF (4 and 8). Two way connectivity is supported with enhancements such as
FEC, paging, adaptive data rate, etc. Nevertheless, because the receiver sensitivity
of 12.5kHz GMSK is much less than UNB DBPSK of Weightless-N, the range for
Weightless-P is currently limited around 2km. Operation in a single 12.5kHz chan-
nel is suitable for contented UL where end devices synchronization are not strictly
tight. For scheduled UL, it is allowed to combine 8 such channels to offer a wide
100kHz. In DL, the combination of 100kHz/50kHz/12.5kHz bandwidth with GMSK
and DSSS-OQPSK results in several possible rates.

A.6 Dash7

DASH7 Alliance Protocol, which originates from the ISO/IEC 18000-7 standard
describing a 433 MHz ISM band air interface for active RFID, has evolved into
a complete (OSI) stack for commercial wireless sensor network technology since
2011 [131]. Different from other LPWAN, Dash7 is designed towards relatively
low latency, multi-year battery life and a mid-range (2km) connectivity for moving
object.

A.7 Telensa

Telensa, a spin off from the UK company Plextek, provides LPWAN focusing on
remote street lighting control. It uses a similar UNB technology of Sigfox, but with
proprietary design and communications protocols [132], which operates in sub-GHz
band. As Telensa LPWAN is intended for street lightning control, the data rate
is kept as low as 500bps in DL and 62.5bps in UL. While less is publicly known
about Telensa technology, its datasheet [133] reveals some information about low
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layer implementation.

A.8 IEEE 802.15

IEEE 802.15 is a working group of the Institute of Electrical and Electronics Engi-
neers (IEEE) 802 committee which specifies WPAN standards, which are inherently
short/mid range. However, several amendments have been made to extend the
range, support dense nodes and reduce power consumption. These efforts result in
two standards 802.15.4k (Low Energy, Critical Infrastructure Monitoring Networks)
and 802.15.4g (Low Data Rate, Wireless, Smart Metering Utility Networks), which
can be classified as LPWAN. Both standards operate in sub-GHz and 2.4GHz band
carrier.

802.15.4k amendment [134] adopts DSSS and FSK as two new PHY layers as
an effort to meet LPWA requirements. It is interesting remark that Ingenu (see
Section A.3) is an active advocate of this standard. The PHY and MAC layers
of Ingenu LPWAN are compliant with 802.15.4k, and the two technology share
similar technical characteristics. 802.15.4k also provides some sorts of QoS control by
specifying priority channel access (PCA) at MAC layer. More specifically, 802.15.4k
supports conventional CSMA /CA, CSMA/CA with PCA, and ALOHA with PCA.

802.15.4g [58][135] defines three PHY layers using FSK, OFDM and OQPSK
(with DSSS) modulations. Wi-SUN (for Smart Utility Network) LPWAN is the
well-known technology built upon 802.15.4g, which is reported to achieve the rate
of 50kbps-1Mbps over 1km coverage.

A.9 Link Labs

Link Labs, founded in 2013 by former members of the Johns Hopkins University
Applied Physics Laboratory, is a LoRa Alliance member and uses the LoRa physical
layer. Nonetheless, instead of using LoRaWAN, Link Labs has built a proprietary
MAC layer on top of the Semtech technology named Symphony Link. For this
reason, Link Labs can be considered as LoRa from the point of view of this section.
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CSS discrete channel model

CSS modulation is characterized by a bandwidth B, a chirp duration T and a
spreading factor M = BT which is a multiple of 2 [62]. The bandwidth is divided
into M portions that are associated to different symbols indexed by m € S =
{—M/2,--- ,M/2}. With either y = +1 (up-chirp) or ¢ = —1 (down-chirp), the
transmitted baseband waveform for the g—th symbol s[g] = m can be represented

as
exp(j2 Ei+mE4+B)t
x( TF(#Q;}T M )) _%St§_5+%y
_ o (s B
xc(t) = eXP(] ”(N\;%”szu)t) _% + WT? <t< %7
0 otherwise.

Because the phase difference at the transition t = —T'/2+mT /M is A¢ = B(—T/2+
mT /M) =—M/2+m € Z, x.(t) is phase continuous. Hence, by sampling at exactly
B Hz, the instantaneous frequency of the sampled x.(t) becomes continuous and
the CSS decoding operation is equivalent to working directly with the modulating
instantaneous frequency fp,(t) = u%t — m% with —% <t< % [72], corresponding
to waveform ¢,,(t) as follows:

1 ~ B B T T
bm(t) = 77 €XP (]27r (,uﬁt + mﬁ) t) , for =5 <t< 5 (B.1)
0, otherwise

with m € S. The waveform set ®pora = {Pm(t), m € S} forms an orthonormal basis
under inner product (¢m(t), om:(t)) = [ dm(t)d*,(t)dt. The baseband transmit
signal is 2(t) = >, ¢gpn)(t — nT') where s[n] € S.

Interestingly, we show that the receiver discussed in [72], which was proposed for
channels without inter-symbol interference (ISI), is able to provide enough channel
resolution to combat ISI, similarly to DSSS in Section 3.3.2.3.

The matched receiver is the projection of the received signal on the orthonormal
basis ®rora. By denoting the inverse chirp prototype as cq(t) = \/% exp (—j27ru%t2)
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Figure B.1 — Simplified LoRa CSS system.
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with —% <t< %, this projection is equivalent to the DFT sample at f = mB/M
of the received signal multiplied by the inverse chirp (see Figure B.1) because

T/2 T/2
1 —i2n(puZt+mLE —727
W 0n0) = [ v e 0E R = [yt I |
-T/2 -T/2

(B.2)

where y(t) is defined as in (3.2).

The physical path gain a;(t) and delay 7;(¢t) are assumed to be constant
during the de-spreading window of symbol s[n], i.e. a;(t) = a;p and 7(t) =
Tin during nT <t < (n+ 1)T + Tmax. With a slight abuse of notation, we omit the
index n and denote the corresponding amplitude and delay by a; and 7;. Further-
more, without loss of generality, from now on we only focus on up-chirp modulation
p=+1

To detect symbol s[g], the receiver synchronizes with the transmitter and takes
the projection on orthonormal basis (y(t),pm(t —¢T)) = Z,(f =mL) where

from (3.2) y(t) = >_,, > ; @in®spn)(t = nT — 7in) and Zy(f) being defined as

qT+T/2
Zin 2 [ et - amye
qT—T)/2
qT+T/2
= / Z a; Z Gypn) (t — qT — 1) cq(t — qT)e 727 ft=al) gy,
ar-7/2 "

For given n and k, we have ¢,y (t —nT —7;) = 0for t > (nT —T/2+ 7, — kT)
and for t < (nT + T/2 — kT + ;). Since 7; < T, we can simplify the output of
the DFT in the time interval (¢7 — T/2) < t < (¢T + T/2) by keeping only the
non-zeros waveforms which are ¢gq # 0in (¢ = T/2 + 7;) <t < (¢T + T/2) and
bsjg—1) # 0in (¢T' —T/2) <t < (¢T —T/2 + 7;). As a consequence, Z,(f) can be
simplified to Z,(f) = >, (CL(f) + A¥(f)) where, by changing integral variable,

T/24T;

C?(f)é% / o727 (37 (=7 sl 57 (=) (1) e 272
—T/2+m;
—T/247;

A?(f>é% / I 27 (7 (T =) +sla—11 57 (+T—7) . (1) 6727
-T/2

Here, CJ(f) can be interpreted as the contribution of s[g] on the i—th path in
the detection of s[g], while AY(f) is the contribution of s[g — 1] on the i—th path
for the detection of s[g]. Thus, AY(f) represents ISI. We will show that CJ(f) is
well-localized to detect s[g] and A!(f) can be ignored in the considered setup.
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C!(f) has the shape of cardinal sine function sinc (T — ;) (f — s[g]& + 27;))
which is centered at f = s[q]% - %’TZ’ and has main lobe width 2/(T — 7;). These
values depend on the delay 7; of path i. Indeed, at f = (s[¢] — 5)% where ¢ is an

integer,
q B _ ‘FE(QS[ 1-6)7;
Ci f=(slgl — 6)— | =a;e?"m'* (1 —m7/T)

M
came (- n) (B -52))

It is observed that |CY (f = (s[g] — 0)£) ‘2 is significant if and only if 7; satisfies
|(T —7) (%Ti - 5%)’ < 0.5, or

(B.3)

(B.4)

When (B.4) is satisfied, |C! (f = (s[n] — 6)2)| ~ a;. Similarly, the ISI term AY(f)
has a cardinal sine shape with maximum absolute value a;7;/T < a;. This implies
that the ISI term A!(f) can be neglected if 7; < T', which is typically true.

An example of the output of the receiver is illustrated in Figure B.2. Specifically,
we illustrate a CSS scheme with spreading factor M = 27, bandwidth B = 125kHz
over a channel with 3 physical paths having delays Ous, 23us and 41us for s[g] = 10
with IST caused by s[¢— 1] = 11. Then, as shown in Figure B.2-(a), the DFT results
have significant power in frequency bin index s[n] = 10, s[n] — [23us x 125kHz]| =
sln] =3 = 7 and s[n] — [41us x 125kHz| = s[n] — 5 = 5 for the three delays
respectively. About the ISI, Figure B.2-(b) shows that it can be neglected.

To sum up, for the detection of s[g] under the proposed setup, ISI can be ignored
and from (B.4), the projection of y(t) on ¢, (t — ¢T') is the aggregation of physical
paths having delays 7; which satisfy ’Ti - S[Q]T_m‘ < 55,

hnld] 2 (y(0),6m (¢ =aT) 3T e
T’<ﬁ
yielding a total number of G = [Tnax B + 0.5] taps.

The noise b(t) is projected on Prora as wplq] = (b(t), dm(t — ¢T)). Thus, by
using the same arguments of the previous sections, h,,[q] and wy,[q] can be modeled
as zero-mean Normal random variables with variances 1/G and 1, respectively.
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Figure B.2 — Contributions of C{(f) and AJ(f) (normalized by excluding gains a;) for
slg] = 10, with ISI by s[¢g — 1] = 11. (a) C{(f) and Z,(f). (b) ISI A!(f) and Z,(f).
Spreading factor M = 27, bandwidth B = 125kHz, channel with 3 physical paths having
delays respectively set to Ous (falls in frequency bin index s[n] = 10), 23us (in bin index
s[n] — [23us x 125kHz]| = s[n] —3 = 7) and 41us (in bin index s[n] — [41pus x 125kHz| =
s[n] — 5 =15).



ANNEXE C

Résumé

C.1 Introduction

Les systémes de communication sans fil & venir vont faire un usage intensif des trans-
missions de paquets courts. La norme 5G émergente en est un exemple parfait, pour
lequel deux des trois principaux cas d’utilisation, les communications massives de
type machine (mMTC) et les communications ultra fiables a faible latence (URLLC),
reposent intrinséquement sur des paquets courts. Un autre exemple est fourni par
les récents réseaux d’accés de faible puissance (LPWAN) tels que Sigfox, LoRa, etc.
et concus pour prendre en charge I’loT. Dans ces cas d’utilisation, un compromis
doit étre fait entre le débit de données, la latence, la fiabilité et la consommation
d’énergie. Par exemple, dans la 5G mMTC et dans la plupart des réseaux LPWAN;
de nombreux appareils envoient sporadiquement des paquets aux stations de base.
La latence est généralement peu contraignante et le débit de données est générale-
ment limité, mais la consommation électrique et la fiabilité doivent étre garanties.
En revanche dans la 5G URLLC, une fiabilité extréme et une trés faible latence
sont des spécifications plus critiques que la consommation d’énergie et le débit de
données.

L’utilisation de paquets courts au niveau de la couche physique peut modifier
considérablement la conception des systémes de communication numérique :

e Silalongueur du paquet est courte, le surcott lié au rajout d’un entéte ne peut
plus étre considérée comme négligeable. Au niveau de la couche physique, deux
types d’entéte principaux sont les pilotes et les séquences de synchronisation
de trames. Intuitivement, plus le nombre de ressources allouées a ’entéte est
important, plus lestimation du canal (a4 l'aide des symboles pilotes) et la
synchronisation de trame sont efficaces. Mais & taille de paquet fixée, si le
nombre de ressources allouées & 'entéte est plus important, il y en a moins
d’allouées au codage de canal.

e La conception des codes de canal usuels approchant la capacité, tels que LDPC
et Turbo Code doit également étre repensée car elle repose généralement sur
des considérations asymptotiques de la longueur (évolution de densité, dia-
grammes EXIT) [1]. Ils sont ainsi moins performants lorsque leur longueur
diminue.

e En outre, I’émergence des réseaux de type LPWAN fournit un grand nombre
de schémas de modulation congus pour transmettre des messages courts. Une
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réponse quantitative & la question du type "Sont-ils tous équivalents ou l'un
d’entre eux est-il supérieur aux autres?" est donc souhaitée.

e La nature sporadique et la faible latence requise pour les transmissions de
paquets courts favorisent les protocoles asynchrones et non ordonnancés, parmi
lesquels 'accés multiple non orthogonal (NOMA) est un candidat prometteur.

e En ce qui concerne la latence, I'une des sources de retard la plus importante
est la voie retour. Il est bien connu que la voie retour n’augmente pas la capa-
cité des canaux sans mémoire [2, 3], mais elle améliore cependant 1’exposant
d’erreur [4, 5|. Cette amélioration de 'exposant d’erreur est particuliérement
utile pour les transmissions par paquets courts [6].

e Enfin, et peut-étre plus important encore, les résultats asymptotiques de la
théorie de 'information, qui ont été un guide essentiel et un moteur essentiel
de la conception de systémes de communication en constante amélioration
jusqu’a présent, ne sont plus valables dans ce régime.

L’objectif de cette thése est de revoir les techniques de conception de la couche
physique pour la communication par paquets courts et de proposer de nouvelles
directives de conception tirant parti des derniers résultats en matiére de codage de
canal dans le régime de longueur de bloc finie.

Nous commencons par une revue concise des principaux résultats de théorie de
Pinformation pour le régime de longueur de bloc fini au chapitre 2. En particu-
lier, nous présentons les bornes du taux de codage maximal qui sont principalement
dérivées dans |7|, 'approximation normale et celle de la "selle de cheval" (saddle-
point), la nouvelle méthode numérique permettant d’évaluer les limites de codage
et leurs résultats correspondants. Les détails ne seront donnés que pour ceux qui
seront utilisés plus tard dans la thése. Nous essayons également de donner quelques
explications & propos de la maniére d’appliquer ces bornes & des modéles de canaux
spécifiques.

Ensuite, nous continuons avec un examen des principales normes de communi-
cation industrielle actuelles pour les paquets courts au chapitre 3. Tous ces schémas
reposent sur des paramétres de systéme, des modulations et des schémas & accés
multiples trés différents. Cela rend leur comparaison difficile. Nous proposons donc
de les modéliser et de les comparer au moyen de leurs limites de performance dans
des canaux de propagation & trajets multiples.

Ensuite, au chapitre 4, nous nous intéresserons a l’optimisation de la taille de
I’entéte de synchronisation de trame pour la communication par paquets courts, ol
la longueur totale de la trame est fixe et doit étre partagée entre la synchronisation et
le codage. L’analyse est effectuée pour des transmissions continues et deux structures
de trame sont étudiées : la concaténation et la superposition. Le premier concaténe
I’entéte et les données tandis que le dernier superpose le signal de synchronisation
au signal de données. L’analyse montre qu’il existe un surcofit d’entéte optimal qui
minimise la probabilité d’erreur de trame globale. Une comparaison avec un schéma
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pratique utilisant les codes polaires de la 5G associés & une modulation QPSK
confirme la pertinence de I'optimisation analytique proposée pour la conception d’un
systéme de communication par paquets courts. L.’analyse proposée permet également
de comparer les structures par concaténation et par superposition, qui se révélent
équivalentes en termes de taux d’erreur.

Enfin, au chapitre 5, nous abordons le probléme des communications ultra fiables
dans des environnements incertains en introduisant le niveau de confiance de la
probabilité d’erreur comme moyen de quantifier la fiabilité des connexions ultra
fiables soumises a des fluctuations aléatoires du taux d’erreurs par bloc. L’analyse
est effectuée pour les systémes OFDM sur des canaux & évanouissements lents de
Rayleigh par blocs. Le niveau de confiance de la fiabilité est lié & I’aide d’expressions
analytiques qui sont ensuite appliquées pour résoudre deux problémes d’optimisation
d’allocation de ressources. Nous trouvons d’abord le nombre minimal de ressources
pour garantir une fiabilité cible avec une confiance donnée. Nous étudions ensuite
une stratégie optimale de partage des ressources dans le contexte 5G NR.

C.2 Performance des codes a longueur finie

Dans ce chapitre, nous avons briévement résumé les derniers résultats de la théorie
de l'information sur les performances des codes a longueur finie qui seront utilisés
dans les chapitres suivants. Plus spécifiquement, nous avons passé en revue certaines
limites et bornes concernant le taux de codage maximal qui ont été développées
pour les canaux généraux et dont on sait qu’elles sont analytiquement traitables et
asymptotiquement serrées. L’idée du taux de codage maximal et sa relation avec
les métriques classiques comme la capacité sont illustrés dans la figure C.2. Les
performances de quelques bornes sont illustrées sur la figure C.1.

L’approximation normale par exemple permet d’illustrer la perte de performance
induite par la diminution de la taille du code, comme illustrée sur la figure C.2.

C.3 Systémes proposant des paquets courts et analyse
de leur couche physique

Nous avons fourni une étude de I’état de I’art sur les systémes prenant en charge les
paquets courts. Ensuite, nous avons tenté de les classer selon plusieurs critéres (c.f.
Tableaux 3.1, 3.2 et 3.3).

De la classification, nous avons observé de nombreuses différences, y compris
dans leurs schémas de modulation. Nous nous sommes alors demandé si une couche
physique pouvait prétendre & de meilleures performances sous contrainte de paquets
courts. Dans ce but, nous avons identifié les quatre modulations les plus présentes,
a savoir UNB, CP-OFDM, DSSS et CSS, pour suggérer une comparaison. L’idée
était de proposer des modéles linéaires discrets des schémas de transmission grace
auxquels nous puissions comparer les taux de codage. Les taux ont été comparés
dans un canal & évanouissements par blocs de Rayleigh & trajets multiples avec des



102 Annexe C. Résumé

Bounds for (real) AWGN, SNR=6dB, P, = 1073
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conditions realistes (c.f. figure C.3). En raison de toutes les hypothéses simplifica-
trices (I’alphabet des symboles, la modélisation linéaire de la modulation CSS), ces
résultats ne pouvaient fournir qu'un premier apercu de comparaison des schémas de
modulation d’intérét pour les paquets courts.

C.4 En-téte de liaison radio

Nous avons développé les bornes supérieures de la probabilité de fausse synchro-
nisation dans le contexte de transmissions continues sur des canaux AWGN. La
synchronisation se fait a 'aide d’'un mot de synchronisation connu, soit concaténé
soit superposé & des symboles de données. La probabilité d’erreur proposée a été
utilisée pour optimiser le compromis entre le mot de synchronisation et les symboles
de données pour une énergie de symbole moyenne totale transmise donnée et une
longueur de trame donnée 4 ’aide des résultats récents des performances de codage
en longueur de bloc finie. Des comparaisons du schéma théorique avec des simula-
tions de Monte-Carlo ont montré que nos résultats étaient suffisamment pertinents
pour permettre de déterminer le surcotit de synchronisation optimal. En outre, des
évaluations numériques ont montré que les surcofits optimaux obtenus avec ce mo-
déle théorique coincidaient avec le schéma pratique de la liaison descendante 3GPP
5G-NR (voir les figures C.4 et C.5). La comparaison entre 'utilisation d’un mot
de synchronisation superposé et sa concaténation avec des symboles de données a
également été fournie comme illustré dans la figure C.6.
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C.5 Niveau de confiance pour des communications
fiables

Dans ce chapitre, nous avons présenté le niveau de confiance du taux d’erreur comme
moyen d’évaluer la fiabilité des communications. La Fiabilité Extréme (Ultra Re-
liability) étant généralement associée & une contrainte de faible temps de latence
(Low Latency), nous analysons le niveau de fiabilité en utilisant les derniers résul-
tats obtenus sur le taux d’erreur de bloc dans le régime de longueur de bloc finie.
L’analyse a été effectuée pour les canaux & évanouissements par blocs a fréquence
lente de Rayleigh. Nous avons d’abord obtenu les bornes inférieure et supérieure du
niveau de confiance qui sont d’autant plus serrées que le rapport signal-a-bruit est

élevé, puis nous avons proposé leurs approximations analytiques.

Ces approximations ont été utilisées pour résoudre deux problémes d’optimi-
sation. Le premier consiste & déterminer la longueur minimale d’un mot de code
nécessaire pour atteindre un taux d’erreur de bloc cible donné avec une confiance
donnée (c.f. figure C.7). Le second caractérise le partage optimal des ressources entre
deux utilisateurs dans un scénario typique de communication 5G NR (c.f. figure C.8).

Les solutions a ces deux problémes ont été obtenues trés rapidement avec nos
expressions approximatives analytiques, évitant ainsi des simulations longues de
Monte-Carlo. De plus, il a été démontré que les solutions approximatives corres-
pondent exactement aux résultats prédits par des limites bien connues dans les
deux applications considérées ici.
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C.6 Conclusion & Perspective

Les cas d’usage des transmissions numériques se diversifient considérablement. Une
des voies de diversification se traduit par ’émergence d’un grand nombre de systémes
échangeant des informations par paquets courts.

En utilisant les derniers résultats de la théorie de 'information a longueur de
bloc finie, nous avons proposé tout d’abord d’analyser avec une bage commune les
différents schémas de modulation proposés dans les LPWAN et mettant en oeuvre
pour la plupart des paquets courts. En perspective, I’analyse peut évoluer vers des
modéles plus réalistes, par exemple en supposant un étalement non idéal pour les
techniques & spectre étalé, y compris les interférences multi-utilisateurs et les colli-
sions & bande étroite, intégrant les transmissions MIMO, etc.

Nous avons ensuite considérer le compromis entre synchronisation et perfor-
mance de codage pour les taille de bloc fixées en proposant un critére simple pour
optimiser le nombre de ressources (symboles ou puissance) a affecter & chacune des
deux fonctions. L’analyse a été conduite pour canaux AWGN. Les travaux futurs
incluent I'extension aux canaux en affaiblissement. Il s’agit en principe d’ajouter
un facteur aléatoire supplémentaire (atténuation progressive), ce qui promet une
analyse beaucoup plus complexe. Par conséquent, des approximations seraient sou-
haitées. En outre, des transmissions sporadiques et impulsives, pouvant résulter de
la nature non coordonnée de I'loT, pourraient étre intégrées a 1’étude en utilisant des
outils mathématiques tels que les distributions de queue épaisses, parmi lesquelles
Lévy alpha-stable est un choix courant.

Enfin, dans le contexte des communications ultra-fiables, nous avons proposé
d’estimer la confiance & associer avec un taux d’erreurs moyen afin de définir le
nombre de ressources radio a allouer pour atteindre cette confiance. Cette étude
a été étendue au partage de ressources entre deux utilisateurs. La faiblesse des
résultats obtenus est qu’ils ne sont ni des valeurs exactes ni des bornes, mais des ap-
proximations. Néanmoins, c’est le prix que nous sommes préts & payer pour que les
expressions analytiques puissent étre facilement intégrées & des problémes plus com-
plexes. Par exemple, comme extension possible de ce travail, le niveau de confiance
pourrait étre utilisé pour évaluer les performances des protocoles de retransmission.

Nous notons que tous les résultats présentés dans cette thése se limitent aux
transmissions point & point. Il est possible, et prometteur, d’étendre ’analyse & des
niveaux plus élevés de la pile de protocoles. L’extension aux communications réseau,
permettant de prendre en compte e.g. la mise en file d’attente ou la planification
des utilisateurs, en utilisant par exemple les résultats de la géométrie stochastique,
présente un intérét particulier.
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Communications sans-fils de paquets trés courts : nouveaux défis pour la couche physique
Mots clés : paquet court, modulation, synchronisation, URLLC, 5G Internet des objets.

Résumé : Les systemes de communication sans fil a venir vont faire un usage intensif des
transmissions de paquets courts. La norme 5G émergente en est un exemple parfait, pour lequel
deux des trois principaux cas d'utilisation, les communications massives de type machine (mMTC)
et les communications ultra fiables a faible latence (URLLC), reposent intrinsequement sur des
paquets courts. Un autre exemple est fourni par les récents réseaux d'accés de faible puissance
(LPWAN) tels que Sigfox, LoRa, etc. et congus pour prendre en charge I'loT.

L'utilisation de paquets courts au niveau de la couche physique peut modifier considérablement la
conception des systemes de communication numériques. En particulier, avec une longueur de
bloc courte, la surcharge de l'en-téte ne peut plus étre considérée comme négligeable. Plus
important encore, les résultats asymptotiques de la théorie de l'information, qui ont été un guide
essentiel et un moteur essentiel de la conception de systémes de communication en constante
amélioration jusqu'a présent, ne sont plus valables dans ce régime. Comment alors assurer une
communication fiable sans augmenter la longueur du code puisque ce dernier n'est plus une
option? Par extension et plus fondamentalement, comment concevoir la couche physique de
paquets courts pour assurer des performances optimales avec I'utilisation la plus efficace possible
des ressources disponibles?

L'objectif de cette thése est de revoir les techniques de conception de la couche physique pour la
communication par paquets courts et de proposer de nouvelles directives de conception tirant parti
des derniers résultats en matiere de codage de canal dans le régime de longueur de bloc finie.

Short Frame Wireless Communications: New Challenges for the Physical Layer

Keywords: Short packet, finite blocklength, modulation, synchronization, ultra reliable low latency,
5G Internet of Things.

Abstract: Upcoming wireless communication systems are expected to make intensive use of
short packet transmission. An epitome is the emerging 5G standard, for which two out of the three
principal use cases, massive Machine Type Communications (mMTC) and Ultra Reliable Low
Latency Communications (URLLC), are intrinsically based on short packets. Another example is
provided by the recent Low-Power Wide Area Networks (LPWAN) designed to support the loT
such as Sigfox, LoRa, etc.

The use of short packets at the physical layer may substantially change the way digital
communication systems are designed. In particular, at short block length, header overhead may
no longer be considered negligible. More importantly, asymptotic results from information theory
which have been a central guide and a key driver to the design of ever-improving communication
systems so far no longer hold in this regime. How, then, to ensure reliable communication without
increasing the code length since the latter is no longer an option? By extension and more
fundamentally, how to design the physical layer of short packets to ensure optimal performance
with the most efficient use of available resources at hand?

The focus of this PhD thesis is to revisit physical layer design for short-packet communication and
to propose new design guidelines leveraging the latest results on channel coding in the finite
blocklength regime.
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