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The main insight learned from interdisciplinary studies is the return to

specialization George Stigler

Well, I am a dilettante. It’s only in England that dilettantism is considered a bad

thing. In other countries it’s called interdisciplinary research. Brian Eno
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Summary
This thesis is part of the research at Labtau (Laboratory of therapeutic applications

of ultrasound) and ISTerre (Institut des sciences de la terre - earth science institute)

at the interface of medical imaging and seismology, two research disciplines that are

based on the propagation of elastic waves. It investigates the nature of elastic wave

propagation in complex conditions by ultrafast ultrasound imaging, also known as

transient elastography or shear wave imaging. This medical imaging technique al-

lows for retrieval of the dynamic shear wave field inside a soft elastic material and

is commonly applied in hospitals for elasticity mapping in, e.g., the liver and breast.

In the present manuscript, two research questions of interest for bio- and geophysics

are tackled. The first part treats elastic wave propagation in porous materials. The

dispersion of the shear and secondary compression wave in lung-mimicking materi-

als is analyzed experimentally and compared to Biot’s theory of poro-elasticity. The

results show a good agreement for the shear wave and qualitative agreement for the

secondary compression wave. This has direct implications for elasticity imaging: the

properties of the viscous fluid govern the shear wave dispersion in highly porous soft

elastic materials. The thesis thus contributes to the emerging branch of lung elasticity

imaging. The results could have clinical implications for other organs as well. The

liver and spleen contain a high percentage of blood, a non-Newtonian fluid which

exposes a highly varying viscosity. The conclusions drawn from the comparison of

the experimental results and poro-elastic theory imply, that the role of the pore-filling

fluid should be investigated in liver elastography: The clinically observed disper-

sion of shear waves in the liver remains partly unexplained by purely visco-elastic

models.

Furthermore, the experimental proof of the secondary compression wave is of

general interest for poroelasticity. Originally, this wave has been the object of geo-

physical studies and has scarcely been shown experimentally. In the second part,

the ultrafast ultrasound shear wave imaging technique is applied to a geophysical

research question. What does the elastic wavefield, which is emitted by a frictional

instability, reveal about the nature of dynamic rupture propagation? How does rup-

ture, the process behind earthquakes, nucleate? By mapping the shear wave-field

during rupture of a granular asperity at the source point and in the medium, unique

insights into rupture nucleation are gained. The experimental setup, which relies on

soft elastic phantoms, is shown to reproduce many characteristics of sliding friction

that have been show for real rocks in the earth and the laboratory. These include

supershear and sub-Rayleigh rupture propagation, a nucleation phase and stick-slip

friction. Neither a singular-force nor a double-couple source mechanism explain the

entirety of observed rupture modes. Finally, in order to statistically analyze the com-

plex spatio-temporal evolution of the presented experiment, a semi-automated data
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analysis workflow, taking advantage of image segmentation and computer vision, is

suggested.

Keywords Elastic wave propagation; near-field; rupture nucleation; stick-slip; Biot

theory; shear wave imaging; transient elastography; porous medium; secondary

compression wave; slow wave.
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Résumé
Ces travaux s’inscrivent dans la continuité des recherches académiques du Labtau

(Laboratory of therapeutic applications of ultrasound) et de l’ ISTerre (Institut des

sciences de la terre) à l’interface entre imagerie médicale et sismologie, deux disci-

plines reposant sur la propagation des ondes élastiques. La nature de la propagation

des ondes élastiques dans des milieux complexes est étudiée à travers l’imagerie ul-

trasonore ultrarapide - également connue sous le nom d’imagerie d’ondes de cisaille-

ment. Cette technique d’imagerie médicale permet de récupérer un champ d’onde

de cisaillement se propageant dans un milieu élastique mou. Elle est habituellement

utilisée comme modalité d’imagerie cartographiant les élasticités d’organes tels que

le foie ou le sein.

La première partie se penche sur le comportement des ondes dans des milieux

poreux. La dispersion de l’onde de cisaillement et de l’onde de compression sec-

ondaire dans des matériaux imitant le poumon est analysées expérimentalement,

puis comparées à la théorie de poro-élasticité de Biot. Les résultats quant à l’onde

de cisaillement sont conformes à la théorie, et ceux de l’onde de compression y cor-

respondent qualitativement. Pour conclure, dans le cas des milieux mous, poreux

et élastiques, la dispersion des ondes élastiques est gouvernée par les propriétés du

fluide visqueux. Ainsi, les résultats présentés au cours de cette thèse pourraient

consolider la théorie nécessaire à une imagerie de l’élasticité pulmonaire. Poten-

tiellement d’autres organes pourraient en bénéficier : en effet, le foie et la rate sont

constitués d’un pourcentage élevé de sang. Ce fluide non-Newtonien présente une

forte variabilité de la viscosité. Celle-ci implique la nécessité d’étudier le rôle du

sang vis-à-vis de l’élastographie du foie, pas encore expliquée par les modèles visco-

élastique. En outre, la preuve expérimentale de l’onde de compression secondaire est

utile dan l’étude de la propagation d’ondes poro-élastiques. Il est important de noter

que l’onde de compression secondaire a été objet principal d’études approfondies en

géophysique et n’a été observée que dans quelques rares cas.

La partie suivante s’intéresse à une problématique de la géophysique explorée au

moyen de l’imagerie de l’onde de cisaillement :

Que pourrait révéler sur la nature de la rupture dynamique d’une instabilité de

friction l’étude du champs d’onde élastique ?

Comment la rupture, le processus responsable des tremblements de terre, est

générée? En observant la carte du champ d’onde de cisaillement pendant la rupture

d’une aspérité granulaire au point source et dans le milieu, il est possible d’acquérir

une meilleure compréhension de la propagation de la rupture. L’expérience qui

se base sur l’utilisation de fantômes mous et élastiques montre une multitude de

phénomènes qui sont aussi présents dans la friction des roches en laboratoire, ainsi

que dans la Terre. Par exemple, les ruptures supershear, sub-Rayleigh, une phase
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de nucléation et la friction du type stick-slip ont été observés. Toutefois, ni un mé-

canisme de source d’une force unique, ni un double-couple n’arrivent à expliquer

l’ensemble des ruptures observées. De plus, pour analyser la complexité spatio-

temporelle des ruptures de cette expérience, un workflow semi-automatique intè-

grant la segmentation d’image et la vision numérique est suggéré.

Mots-clés Propagation des ondes élastiques; champ proche; nucleation de la rup-

ture; stick-slip; theorie de Biot; imagerie d’onde de cisaillement; elastography tran-

sient; milieu poreux; onde de compression secondaire; onde lente.
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Chapter 1

Introduction

1.1 Shear wave imaging across the disciplines

Ultrasound imaging, by its nature, has historically focused on acoustic wave prop-

agation. Applied in medical imaging and nondestructive testing, travel-time and

amplitude information of these compression waves are exploited to map biological

tissue and monitor engineering structures. The exploitation of shear waves for imag-

ing purposes has for a long time been reserved to geophysics, where the difference

of arrival times of P- and S-waves led Oldham to postulate a core at the center of the

earth as early as 1906 (Oldham, 1906). The realization that soft matter also support

shear waves, led to the emergence of shear wave imaging or transient elastography.

Enabled by the development of fast ultrasound scanners, it took more than 90 years

from Oldham’s use of shear waves for earth imaging to shear wave imaging in the

medical field. It is a fairly recent imaging method which allows to image shear wave

propagation inside soft matter and retrieve a high resolution map of the local shear

wave speed in situ. Motivated by seismology, which exploits seismic waves to in-

fer the earth’s structure from travel-times, transient elastography uses changes in

shear wave speed to resolve local changes in elasticity. This is possible because the

stiffness of tissue, which was historically investigated by doctors through palpation,

is primarily related to shear elasticity. Hence, the familiar surname often used for

transient elastography: Seismology of the human body. Its benefit lies in detecting elas-

ticity contrasts which classical ultrasound reflection images, relying on impedance

contrasts, are unable to detect. Furthermore, by directly observing the dynamic shear

wave field inside the body of interest, one can visualize complex wave propagation

and processes that otherwise could only be visualized through numerical modeling.

It is this latter property, resolving dynamic properties of wave propagation, that I

will tackle in this thesis.

Firstly, I will show that through transient elastography we are able to directly

observe the shear and secondary compression wave in a highly porous soft foam.

These results have direct implications for transient elastography since the used foams

expose a similar complex structure as the human lung, an organ that only recently
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has drawn the attention of the ultrasound community. The secondary compression

wave is known from geophysics as Biot’s slow wave. In earth sciences, porous media

have for long incited the curiosity of hydrocarbon and environmental geophysics

alike. However, the secondary compression wave has scarcely been observed. The

presented experiment offers a new way of high quality slow wave imaging and is of

general interest for physicists interested in porous wave propagation.

Secondly, I will present the application of shear wave imaging to a geophysical

research question - the complex processes of rupture nucleation and propagation in

an earthquake mimicking laboratory experiment. I thus present an original method

of rupture observation that allows the retrieval of the dynamic wave-field and ac-

cumulated displacement created by a propagating rupture in situ a 3D laboratory

sample. The nature of the highly resolved x− y− t and x− z− t data allows for ap-

plication of imaging processing routines that automate the exploitation of laboratory

stick-slip events. My observations show that the used laboratory setup reproduces

many aspects of natural earthquakes and more realistic laboratory earthquakes, e.g.,

supershear rupture, sub-Rayleigh rupture, stick-slip and rupture regime stabiliza-

tion. The results are not only relevant for earthquake physics - they are probably

even more easily extrapolated to other rupture processes such as glacier stick-slip.

I hope that apart from the scientific results, this manuscript illustrates how much

the two fields of medical imaging and geophysics stimulate each other, if they use a

common language.

1.2 Outline of this thesis

This work is divided into four main parts. After this general introduction, Chapter 2

gives an overview of transient elastography or shear wave imaging, including recent

developments and the methods behind the technique. For the reader that has not

been introduced to ultrafast ultrasound imaging this chapter gives the necessary

background for the following chapters. Chapters 3 and 4 are the core of this thesis

and to the reader who is familiar with transient elastography, each of them stands

alone.

Chapter 3 shows the first shear and slow compression wave propagation in soft

porous materials. The experimentally observed dispersion is compared to Biot’s

theory of poro-elastic wave propagation and the relevance of the results for medical

imaging is discussed.

Chapter 4 presents experimental observations of laboratory earthquakes by use

of shear wave imaging. This imaging technology reveals the near field of a nucle-

ation rupture in outstanding resolution and sheds a new light on source mechanism

and rupture mode of laboratory earthquakes. A general introduction to laboratory
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friction experiments gives the necessary background to rupture nucleation and the

results are discussed with regard to their relevance for natural phenomena. Addi-

tional information for Chapter 3 is found in Appendices A and B and Appendices C

and D contains additional information on Chapter 4.

Section 3.3 was submitted in a more concise form to physical review letters and

accepted for publication. The preprint version can be read independently in Ap-

pendix E or at https://arxiv.org/abs/1907.11276.

https://arxiv.org/abs/1907.11276
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Chapter 2

Shear wave imaging

In this chapter, shear wave imaging or transient elastography is reviewed. It starts

with a brief overview of the developments in medical imaging that led to its emer-

gence, followed by the methods and materials relevant to this thesis.

2.1 The development of shear wave imaging

Motivation Ultrasound shear wave imaging is inherently linked to the medical

field. It’s main application is to give physicians a quantitative measure of the elastic-

ity of human tissues and organs in order to distinguish malign from healthy tissue.

It can thus be seen as a further development of the ancient medical practice of palpa-

tion. In palpation, the physician estimates the stiffness as an indicator for healthy or

malign tissue using his fingertips. In short, he feels the resistance of human tissue

by pushing and shearing the relevant body part of a patient. First written reports

of this practice date back to the Ebers and Edwin Smith papyruses of ancient Egypt

(Wundenbuch Papyrus Smith ; Selin, 2016; Wells et al., 2011) dated to the 16th cen-

tury BC which are possibly transcriptions of the 3rd millennium BC. Further reports

of palpation come from traditional Chinese medicine (5th century BC) (Selin, 2016;

Wells et al., 2011), Indian Ayurveda (Selin, 2016) and Hippocrates (Cantisani et al.,

2014). Nowadays palpation is still used as one of the first qualitative diagnostic tools

every medical practitioner possesses (Wells et al., 2011). First scientific studies aimed

at estimating the properties felt by palpation on a more quantitative basis date back

to the 1950s. Nearly 40 years before the first ultrasonic shear wave imaging stud-

ies, Oestreicher (1951) and Gierke et al. (1952) analyzed shear wave propagation in

soft tissue with medical applications in mind. Gierke et al. (1952) used an optical

method on surface waves of the human thigh and arm which allowed them to give

an estimate of the shear modulus, the physical quantity underlying what is called

stiffness in palpation. It is remarkable that they already noticed the very low speed

of the shear wave compared to the compression wave. This is an essential property

required for shear wave imaging to work. It took until the 1980s and the advent

of ultrasound imaging however, to awake a continuous interest in quantitative elas-

ticity measurements in biological tissue. In contrast to optical methods, which are
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limited to surface measurements, ultrasound assesses tissue in-depth. This property

makes it the tool of choice for a variety of clinical applications. Standard reflection

ultrasound imaging (see Infobox 2.1) however cannot inherently be used to estimate

elasticity. The image is based on impedance contrasts, which are not directly corre-

lated to elasticity contrasts. Tissues of varying elasticity can for example expose no

measurable impedance contrast at all.

Beginnings In parallel to the evolution of ultrasound Doppler imaging in the 1980s

arose the idea of using ultrasound to estimate elasticity. Stress (σij) and strain (ekl)

in linear elastic materials are related through the elasticity tensor (cijkl) by the linear

form of Hooke’s law1:

σij = cijklekl (2.1)

Hence, measuring all components of tissue deformation (strain) or displacement

induced by known vibrations or static compression would give the elasticity tensor.

Ultrasound, with its capability of imaging tissue in-depth was thus the method of

choice. First attempts to measure motion and vibration through correlation of pulsed

ultrasound echos were done by Wilson et al. (1982) and Dickinson et al. (1982). Birn-

holz et al. (1985) suggested to evaluate the maturity of fetus lungs by measuring

their compressibility using ultrasound. Eisenscher et al. (1983) were probably the

first to invoke the parallels to geophysics by employing the word echosismography

for the echo-graphic rhythmic palpation they proposed. Cox et al., 1987 and Holen

et al. (1985) used the Doppler spectrum to measure vibration amplitudes in the heart

and fish hearing organ respectively. Despite the optical works of Oestreicher (1951)

and Gierke et al. (1952) the early ultrasound literature seems to largely ignore the

importance of the shear modulus in palpation. Instead it focuses on calculating the

Young’s modulus as the measure of stiffness.

First steps to quantitatively estimate stiffness by using ultrasound and shear

waves were made by Krouskop et al. (1987). Using a single transducer, they applied

pulsed Doppler to determine the motion gradient induced by a vibration device.

Assuming isotropy and incompressibility of the tissue they calculated an elastic

modulus E:

E =
3
2

ρω2 u2(x3 − x1)
u1−u2
x2−x1

− u2−u3
x3−x2

where u are the displacement amplitudes, x the corresponding depths, ρ is density

and ω is the excitation frequency. First attempts of 2D stiffness imaging were un-

dertaken shortly afterwards by Lerner et al. (1990) and Parker et al. (1990). They

1Stated in Einstein summation convention where repeated indexes get summed.
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proposed Vibration amplitude sonoelastography to differentiate regions of varying

stiffness in soft tissue. The method relies on the ultrasound Doppler spectrum of

mechanically induced low frequency excitation (20- 1000 Hz).

Ophir et al. (1991) presented a method for static strain imaging by ultrasound that

framed the term elastography, which today is used for static and transient techniques

alike. In their setup, they compute a strain profile from the cross-correlation of

an ultrasound image prior- and post-compression of the region of interest. The

strain and the applied stresses are used to compute an elastic modulus estimation

throughout the image. One drawback of this method is that the stress and strain

fields in soft tissues are not uniform. Since in ultrasound imaging only the strain

component along the axis of ultrasound propagation is measured, the reconstruction

of the complex strain tensor can at best be approximated.

Infobox 2.1 Ultrasound echography

The basis for shear wave imaging is the ultrasound reflection image, commonly known
as echography. An array of piezoelectric elements emits and receives an ultrasonic
pulse. The central frequency used in tissues is commonly in the MHz range. The signal
gets reflected wherever impedance contrasts are present inside the body of interest.
These contrasts which consist of groups of scatterers are needed to reflect the signal
at each imaging depth. At the same time, the simple scattering approximation needs
to be fulfilled: The majority of the reflected energy comes from a direct reflection and
not from multiple scattering (see Fig. 2.1.1a). Beamforming algorithms (Van Veen et al.,
1988) allow then to attribute the received energy at each element and each point in time
to a specific group of scatterers, commonly named speckle. Historically these images
are constructed line by line, with one element going through an emit-receive cycle after
the other, focusing at the depth of interest. The development of phased arrays or plane
wave compounding permitted plane wave imaging with similar image quality (Tanter
et al., 2014). Therefore, a small delay is introduced from one element to the next, such
that the wave-fronts superpose with an angle relative to the probe surface. Plane wave
imaging has the advantage that the emit-receive cycle only takes a fraction of the time
which line-by-line imaging requires.
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simple
scattering

multiple
scattering

a: Schema of simple and multiple scatter-
ing.

b: US imaging principles. Figure taken
from Tanter et al. (2014)

Figure 2.1.1

State of the Art Shear wave imaging or transient elastography was developed to

overcome this difficulty. By imaging the dynamic wave field, shear wave imaging

directly accesses the local wave speed, which is closely related to elasticity. Based

on the elastic Green’s functions, well known by Geophysicists since the 1960s (Aki

et al., 2009), the method acknowledges the vector nature of shear body waves. It thus

overcomes the limitations which the amplitude-focused previous methods faced.

The slow speed of the shear wave in soft tissue already recognized by Gierke et al.

(1952) was not taken advantage of until the works the late 1990s (Sarvazyan et al.,

1998; Catheline, 1998; Catheline et al., 1999). Sarvazyan et al. (1998) use acoustic

radiation force to locally induce a shear wave inside a soft tissue and image the dis-

placement of the shear wave front through Magnetic Resonance Imaging (MRI). In

parallel, Catheline (1998) and Sandrin et al. (1999a) developed transient elastogra-

phy. The displacements induced by a propagating (hence the name transient) shear

wave inside soft tissue are measured via cross-correlation of ultrasonic signals. In

comparison with Magnetic Resonance Imaging the temporal resolution achieved by

ultrasound is orders of magnitude higher. First presented in 1D along one transducer

axis (Catheline, 1998), it was soon extended to 2D: By using ultra-fast plane wave

imaging (see Fig. 2.1.1b) Sandrin et al. (1999a) filmed a propagating shear wave at

2000 frames per second. This was made possible due to hard- and software devel-

opments. Increased storage and processing capacity allowed to profit from the large

speed ratio of compression and shear wave already noted by Gierke et al. (1952).

By emitting and receiving with all probe elements simultaneously, one emit-receive

cycle only takes the two-way travel-time of the ultrasound signal at approximately

1480 m s−1. Because shear waves in biological tissue commonly travel at 1 to 10 m s−1,

the propagation of a shear wave front between two consecutive ultrasonic images

is small. Consequently, the ultrasound frame-rate is well above the shear wave’s

Nyquist frequency. Applying cross-correlation of consequent ultrasonic reflection
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signals then allows for tracking the relative particle displacement induced by the

shear wave. This method, commonly known as speckle tracking was motivated by

optics, a field that already used correlation methods in Particle Imaging Velocimetry

(PIV) of fluid flow (Raffael et al., 2007) as well as Digital Image Correlation in satellite

or airborne Imaging for geographic and geologic applications (Anuta, 1970)2. For

an intuitive example of optical image correlation by Particle Image Velocimetry see

Infobox 2.2.

The particle velocity maps retrieved through cross-correlation allowed Sandrin

et al. (1999a) to calculate the time of flight and thus the group velocity of a propa-

gating shear wave front. In soft tissues, Lamé’s first parameter is large compared

with the shear modulus due to the incompressibility of soft tissue. Consequentially,

elasticity can be estimated from the shear wave speed using what is often called the

elastography approximation (Gennisson et al., 2003):

Cs =

√
µ

ρ
(2.2)

E =
µ(3λ + 2µ)

λ + µ
(2.3)

E ∼= 3µ , λ >> µ. (2.4)

Transient elastography was first commercialized for liver elasticity estimation (Fi-

broscan™) and later extended to further organs such as the breast or muscle (Wells

et al., 2011; Sarvazyan et al., 2011; Gennisson et al., 2013). The standard in hospitals

at this time is 2D transient elastography using high-frame rate plane wave imaging

and excitation of the shear wave through acoustic radiation force. Because high-

frame rate scanners are relatively expensive and deep organs are difficult to reach,

supplementary elastography methods are currently being investigated. In passive

elastography, the noise inherently present in a body of interest is used as the imag-

ing source. The method is once again a development motivated by geophysics. In

geophysics, tides and volcanic tremors have been proven to be effective noise source

for imaging and monitoring. Apart from not needing an active source, the big advan-

tage of passive methods is that by using the diffuse noise field they do not require a

high temporal resolution. Thus, elastography becomes possible with standard low

frequency scanners (Sabra et al., 2007; Gallot et al., 2011; Catheline et al., 2013).

2It is noteworthy, that first attempts to qualitatively visualize motion for scientific purposes were
already done in the early days of photography by Marey (1893), Mach (1896), Marey (1901), Ahlborn
(1902a), and Ahlborn (1902b). The most famous experiments are probably those by Mach, after whom
the Mach cone - created by a source traveling faster than the waves it is emitting - is named.
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Infobox 2.2 Particle Image Velocimetry

The two photos in the top of Fig. 2.1.2 show a group of particles at two timesteps t1

and t2. From t1 to t2, the particles undergoes a uniform translation in y-direction. To
retrieve the translation, the images t1 and t2 are split into windows, as indicated by
one example window (white box) in t1. Each window of t1 is then cross-correlated
with each window of t2. The result is the correlation map of Fig. 2.1.2c). The space
lag of the maximum amplitude peak gives the shift and thus the distance traveled by
the particles. From the peak and the magnitude map in Fig. 2.1.2c, we see that the
translation is about 60 pixel per timestep. The bottom row of Fig. 2.1.2 gives the more
complex example of a vortex. Additionally some particles vanish from the light sheet
(illumination plane) by traveling in z-direction. The green arrows in t1 and t2 are the
displacement vectors retrieved through cross-correlation.

t1

a: Zoom at t1.

t2

b: Zoom at t2. c: Correlation map.

t1

d: Photo at t1.

t2

e: Photo at t2. f: Correlation map.

Figure 2.1.2: PiV examples for a simple translation in y (top) and a more com-
plicated rotation (bottom) on synthetic photos. The dimensions of the unzoomed
photos are 1600x1200 px (top) and 800x600 px (bottom). Arrows denote the dis-
placement vectors retrieved through cross-correlation. The insets in the correlation
maps show a total magnitude map. Generated and calculated through Pivlab

(Thielicke, 2014; Thielicke et al., 2019)

The fundamentals of imaging and processing are the same in optics and ultrasound.
It is however important to keep in mind, that for most applications optics are limited
to the material surface while ultrasound assesses the inside of the material.

The utility of ultrasound elastography outside medical physics was soon realized

by Catheline et al. (2003) in imaging shear shock waves in a soft elastic medium. Re-

cently, non-medical research questions were tackled by Latour et al. (2011b), Latour

et al. (2011a), and Latour et al. (2013b) as well as Gallot et al. (2013). The first pre-

sented imaging of rupture nucleation as an earthquake analogy experiment, and the
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second used ultra-fast ultrasound imaging for measuring flow variations in sheared

fluids. Chapter 4 of this work is is a direct follow up of the works of Latour et al.

2.2 Equipment

The ultrasound imaging device used throughout this thesis is a 128-element L7-4

(Philips) ultrasound probe centered at 5 MHz. The probe is connected to a non-

clinical high-frame rate ultrasound scanner (Verasonics Vantage™) which works at

up to 10 000 frames per second. For our applications the effective limit of temporal

resolution is not the pulse repetition frequency of the scanner but the ultrasound

speed. At very fast rates, the penetration depth of the ultrasound before two con-

sequent pulses interfere is too small for our purposes. This is a basic limitation not

encountered in optical methods. There, it is the frame-rate of the camera posing the

effective limit, since the speed of light is the physical limit of temporal resolution.

Sequence programming is undertaken via a Matlab interface. All sequences were

developed at Labtau and ISTerre, based on example codes by Verasonics and previ-

ous sequences by Remy Souchon and Ali Zorgani. The reconstruction algorithms

implemented by Verasonics already provide the user with complex IQ-Data. IQ is

basically a Cartesian representation of the polar magnitude and phase information,

that is used due to advantages in hardware construction (NI, 2018). Consequently,

magnitude and phase of the beamformed signal are available to the user after the re-

construction. This offers the advantage that phase shift estimation becomes feasible.

Phase shift estimation allows for faster data processing and higher image resolution

than speckle tracking which requires windowing for cross-correlation.

2.3 Correlation algorithm

We use a phase shift estimation algorithm in the Fourier domain. Phase shift meth-

ods are well known in Doppler imaging and are closely related to phase correlation,

a technique developed for image processing. Following Thoduka et al. (2017), the

method was introduced by Kuglin et al. (1975). Two images having identical infor-

mation but shifted coordinates, e.g., show the same motif but are shifted up- ,down-,

or side-wards, will only differ in phase. Hence, their Fourier transform will have

identical magnitude but differing phase information. This phase shift or phase dif-

ference can be expressed through the Fourier shift theorem. The theorem states, that

a signal x(t) delayed by dt has a Fourier transform that equals the Fourier transform

of x(t) multiplied by e−jωdt. Hence, x(t− dt)↔ e−jωdt x̂(ω).

Thus, for a 2D-image f1 shifted in its coordinates x and y:
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f2(x, y) = f1(x− dx, y− dy) (2.5)

f̂2(ξ, η) = e−j2π(ξdx+ηdy) f̂1(ξ, η) (2.6)

Because for ultrasound reflection images, only displacements in direction of the

plane ultrasound wave can be recorded, the translation of the ultrasound reflection

images is one-dimensional. The spatial coordinates along the axis ultrasound propa-

gation are actually inferred from the ultrasonic travel-time and the central frequency

of the probe. Hence, with one spatial dimension x held constant and the other, y,

being expressed through travel-time τ (y → τ), the 2D phase shift of equation 2.5

becomes a 1D phase shift:

f2(x, τ) = f1(x, τ − dτ) (2.7)

f̂2(ξ, ω) = e−j2π(ξdω) f̂1(ξ, ω) (2.8)

Hence, for two beamformed ultrasound reflection images (IQ) that are recorded

with a time difference dt at t1 and t2, which are identical in magnitude but shifted in

phase, the theorem reads:

IQ(x, τ, t2) = IQ(x, τ − dτ, t1) (2.9)

ˆIQ2(ξ, ω, t2) = e−j2π(ωdτ) ˆIQ(ξ, ω, t1) (2.10)

The phase shift e−j2π(ξdτ) can be calculated by using the normalized cross power

spectrum, which is retrieved through multiplication with the complex conjugate in

the Fourier domain.

e−j2π(ωdτ) =
ˆIQ(ξ, ω, t1) ˆIQ

∗
(ξ, ω, t2)∣∣ ˆIQ(ξ, ω, t1) ˆIQ(ξ, ω, t2)

∣∣ (2.11)

The argument of equation 2.11 gives thus the relative displacement between two

images in radians.

The particle velocity is then:

vp(x, τ) =
c0

(4π fc)
arg(e−j2π(ωdτ)) (2.12)

• with τ being related to the spatial coordinate y by λ = c0
fc

and y being resolved

by the imaging system at four points per wavelength.
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• with c0 being the speed of ultrasound, approximately 1480 m s−1 (speed of

sound in water) in soft matter, and fc being the central frequency of the probe.

A more sophisticated algorithm suitable for elastography is Loupas algorithm.

While equation 2.11 calculates the time shift in the ultrasound signal assuming a

constant central frequency of the probe, Loupas algorithm incorporates frequency

changes of the reflected ultrasound signal with depth (Pinton et al., 2005).

Imaging
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Sonograms
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correlation
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Figure 2.3.1: Schema of the elastography principle. The top left shows an ex-
emplary beamformed ultrasound reflection image retrieved through plane wave
emission of the indicated ultrasound probe. The top right shows the schematic
elastography principle: A passing shear wave displaces the speckle pattern
which is reflected in a time-shift of the ultrasound reflection signal (one trans-
ducer line is shown as an example). This time shift can be retrieved through
speckle tracking or phase correlation which is schematically shown in the bot-

tom right.
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Chapter 3

Poro-elastic wave dispersion

This chapter reports our results on dispersive elastic wave propagation in soft porous

materials. The chapter presents several studies in different soft porous materials, but

emphasis is put on:

• High-frame rate ultrasound imaging in a water saturated melamine foam.

It is under the controlled conditions of the manufactured Melamine foam, that the

physics of soft porous materials are best accessed. The chapter starts with a general

introduction that quickly reviews the development of porous wave propagation

theories and states the main results of the Melamine experiment. It is followed by

the principal equations resulting from Biot’s theory of elastic wave propagation and

the detailed description and discussion of elastic wave propagation in the Melamine

foam. This part can be found in the more concise form of a letter in Appendix E.

Additionally, two experiments in ex-vivo porcine lungs are presented to get an idea

of the wave propagation in a real lung:

• High-frame rate ultrasound ex-vivo imaging in a saturated porcine lung.

• High-frame rate optical ex-vivo imaging in a conserved porcine lung.

At last, possible implications for wave dispersion analysis in-vivo are discussed.

3.1 Introduction

The characterization of wave propagation in porous materials finds a wide range

of applications in various fields at different scales. In contrast to classical elastic

materials, poro-elastic materials support three types of elastic waves and exhibit

a distinctive dispersion in the presence of viscous fluids (Biot, 1956c; Plona, 1980;

Lauriks et al., 2005).

The existence of a secondary compression wave (PII-wave) in addition to the

the first compression wave (PI-wave) and shear wave (S-wave) has been an issue

of debate until its first unambiguous experimental proof by Plona (1980). However,

first experimental reports that mention the possibility of a frame- and a fluid-borne
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compression wave date back to the 1940s and 1950s. Beranek (1947) reports two

waves, with "... one primarily airborne and the other primarily structure-borne".

Oura (1952) measured sound waves in snow and stated, that: "...the sound wave

is propagated mainly by air in snow and its icy structure only interferes with the

propagation" (Carcione, 2015).

Paterson (1956) find that two volume expansion waves, named frame-wave, air-

wave or liquid-wave, are propagating in porous granular aggregates and that these

involve coupled displacements of both constituents.

The first theoretical analysis of the secondary compression wave is attributed

to J. Frenkel (Frenkel, 1944; Frenkel, 2005). Following from Darcy’s law and the

equation of motion he finds two longitudinal velocities corresponding to one wave

with small and one wave with heavy damping. For very low permeabilities they

become identical. However, using a scalar theory, Zwikker et al. (1941) already

derive the existence of an air-borne and skeleton-borne compression wave (further

details see Zwikker et al. (1949)).

The first thorough theoretical description of poro-elasticity including dispersion

and a secondary or slow compression wave (PII-wave) was developed by Biot (Biot,

1956c; Biot, 1956b), hence it is often named Biot slow wave. The theory was soon

applied in the field at geophysical scale for hydrocarbon exploration (Geerstma et al.,

2005). The theory incorporates viscous effects, but neglects thermal effects. For water

and oil, the main fluids encountered by geophysicists, the approximation is good

enough, but for air-filled pores an extension of the theory incorporating thermal

effects was needed. Hence, models of sound transmission through air-filled foams

(Melon et al., 1998) and bone (Haire et al., 1999) often incorporate fluid-equivalent

models based on the Johnson–Koplik–Dashen (Johnson et al., 1987) and Johnson-

Champoux-Allard (Johnson et al., 1987; Champoux et al., 1991) models, that assume

a rigid skeleton.

Biot’s theory was later extended and applied at the laboratory scale for bone

and lung characterization using numerical modeling and medical imaging (Allard

et al., 2009; Johnson et al., 1987; Champoux et al., 1991; Fellah et al., 2008; Mizuno

et al., 2009; Dai et al., 2014a). While poro-elastic models have been used to charac-

terize materials and fabrics such as textiles (Álvarez-Arenas et al., 2008), anisotropic

composites (Castagnede et al., 1998), snow (Gerling et al., 2017) and sound absorb-

ing materials (Boeckx et al., 2005), experimental detection of the PII-wave remains

scarce (Plona, 1980; Smeulders, 2005). In medical imaging, the characterization of the

porous surface and shear wave (S-wave) has only recently been brought to attention

(Dai et al., 2014b; Nguyen et al., 2013; Zhou et al., 2018). The high attenuation of

poro-elastic S- and PII-waves and the diffuse behavior below a critical frequency of

the PII-wave pose crucial difficulties for experimental detection (Biot, 1956c; Yang

et al., 2016; Smeulders, 2005).
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We overcome this challenge by using high frame rate ultrasound imaging for

wave tracking (Sandrin et al., 1999b) inside saturated, highly porous melamine foams.

High frame rate ultrasound imaging is also the technique underlying transient elas-

tography (Sandrin et al., 1999b; Gennisson et al., 2003; Catheline, 2006; Gennisson et

al., 2013). A very dense grid of virtual receivers is placed inside the sample through

image correlation of ultrasonic backscattered images, enabling the recovery of the

particle velocity field of elastic waves. The elastic waves are thus sampled at super-

resolution in the sense that the resolution is determined by the wavelength of the

tracking waves. At ultrasonic frequencies this wavelength is several orders of mag-

nitude lower than the wavelength of the tracked low-frequency waves (Catheline

et al., 2004; Gennisson et al., 2013). To this end, two requirements need to be fulfilled.

Firstly, simple scattering of ultrasonic waves assures the ultrasound reflection im-

age. Secondly, the imaged elastic waves propagate several times slower (< 40 m s−1)

than the ultrasonic waves (≈ 1500 m s−1). In water-saturated melamine foams, both

assumptions are satisfied, allowing us to visualize the S- and PII-wave propaga-

tion. Consequently, investigation of their speeds and attenuations becomes possible,

which, to the best of our knowledge, has not been done before. The measured low

frequency speeds are in agreement with a first approximation that views the foam as

a biphasic elastic medium and ignores coupling effects. The approximation predicts

a ratio of
√

2 between the S-wave and the PII-wave. To take into account coupling

of the fluid and solid phase, we compare the measured speeds and attenuations of

both waves with the analytic results of Biot’s theory. We find a good quantitative

prediction of the S-wave results and the predicted Biot slow wave shows a quali-

tative agreement with the measured PII-wave. The porous material we investigate

(melamine resin foam) has already been used to simulate the acousto-elastic proper-

ties of pulmonary tissue due to its common highly porous soft structure (Mohanty

et al., 2016; Lauriks et al., 2005; Zhou et al., 2018). Furthermore, first in-vivo tests

of surface wave lung elastography have been reported (Zhang et al., 2016). We thus

postulate that our results have possible future implications for lung characterization

by ultrasound imaging. This is supported by two additional experiments with Ex-

vivo pig lungs that we present at last. The first shows that shear wave dispersion can

be observed in a water-saturated defrosted Ex-vivo pig lung. The second shows the

absence of the shear wave dispersion in an air-filled, conserved Ex-vivo pig lung.

3.2 Biot theory

The first theory thoroughly describing a secondary longitudinal wave in porous me-

dia due to the existence of a fluid phase was developed by Biot in several papers

(Biot, 1955; Biot, 1956c; Biot, 1956b) for water saturated rocks. Geophysicists and

geotechnical engineers had a particular interest in porous media due to the explo-

ration of hydrocarbon resources and the characterization of soil behaviour in civil
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engineering. Biot’s theory of poroelasticity uses macroscopic quantities such as per-

meability, viscosity and porosity to describe the medium, which is regarded as a

solid matrix saturated by a viscous fluid. It assumes infinitesimal strain theory and

local fluid motion governed by Darcy’s law. A representative elementary volume

is small compared to the elastic wavelengths and infinitesimal strain theory holds

true. The fluid and solid displacement are coupled which leads to the existence of a

secondary compression wave and the dispersion of the P- and S-waves for a viscous

fluid filling the pores (Biot, 1956c; Biot, 1956b; Biot, 1962; Carcione, 2015; Vogelaar,

2009; Morency et al., 2008; Mavko et al., 2009; Allard et al., 2009). Based on porosity

(φ), Bulk moduli of the solid (Ks), drained frame (K f r) and fluid (K f l), Biot’s formu-

lation of poroelasticity takes into account the coupled pore pressure, porosity and

volumetric changes in the fluid and solid constituent.

Using a Lagrangian model, Biot derives the equations of motion including dis-

sipation due to a viscous fluid from the potential energy of deformation, invoking

Hamilton’s principle (Carcione, 2015). For a complete step-by-step derivation see

Appendix A. Here we will state the fundamental equations and the resulting expres-

sions for the wave-speeds, which we use later to calculate the theoretical shear and

slow wave speed in a porous material.

3.2.1 Idealized fluid: Wave propagation in the absence of viscosity

Similar to the wave equation in an elastic solid, the wave equation for a porous

aggregate can be defined. First, the equations of motion are developed for a fluid-

solid aggregate represented by an elementary cube (REV). In contrast to classical

linear elasticity, inertial coupling has to be taken into account. For simplicity, we start

with an ideal fluid and will derive the role of viscosity at a later point.

As for the notation:

u = u(r) = (ux uy uz) = ui and
3
∑

i=1
uiUi = uiUi = u1U1 + u2U2 + u3U3.

Stress-strain relations The total displacement of the elementary cube is divided

into two components: the average displacements of the solid u(r, t) and of the fluid

U(r, t).
Biot takes into account that the fluid stress tensor resulting from the forces acting

on the fluid parts of the cube is a diagonal tensor comprising the fluid pressure p
scaled by porosity: (φpδij). The stress-strain relations for an isotropic material can

then be expressed as:

σs
ij = 2Neij + Aekkδij + Qεkkδij ; A = P− 2N

σ f
ij = −φpδij = (Qekk + Rεkk)δij,

(3.1)
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where eij =
1
2 (

∂ui
∂xj

+
∂uj
∂xi

), eij = eji and εkk =
∂Ux
∂x +

∂Uy
∂y + ∂Uz

∂z .

P,Q and N are Biot’s poroelastic coefficients and are a function of the fluid as well

as the solid properties. P− 2N and N represent the Lamé parameters. R expresses

the pressure needed for the fluid to enter the aggregate without change in total vol-

ume. Q expresses the coupling between the volume of the solid and fluid phases. In

practice, the coefficients are calculated using Gedankenexperimente (thought experi-
ments), presented by Biot et al. (1957) (see Appendix A). Since fluids do not support

shear motion, N is equal to the shear modulus of the frame.

3.2.2 Inertial coupling - nonviscous fluid

For a solid-fluid aggregate the acceleration of one phase creates an inertial force or a

drag on the other phase. This effect holds true for an idealized fluid without viscosity

as well and is known as added mass or apparent weight. It states that a body moving

in a fluid moves in the same way in which the same body, but with an added mass,

would move in vacuum (Landau and Lifshitz, 1987; Oman et al., 2016). The added

mass has to be taken into account in energy considerations and consequently the

kinetic energy of a porous material cannot simply be expressed by the sum of the

fluid and solid macroscopic accelerations. Instead:

Ec =
1
2

ρ11|u̇2|+ ρ12u̇U̇ +
1
2

ρ22|U̇2|. (3.2)

The added mass and thus the mass coefficients ρ11, ρ12, ρ22 depend on the frame and

fluid densities and the pore geometry.

The three mass parameters can be expressed in terms of porosity (φ) and the

densities of the frame and fluid (ρ f r and ρ f l):

φρ f l = ρ22 + ρ12

ρ f r = ρ11 + ρ12.
(3.3)

Equations of motion Next, we state the porous equations of motion for a non-

viscous fluid through stress gradients:

∇jσ
s
ij =

∂2

∂t2 (ρ11ui + ρ12Ui) ; ∇j =
∂

∂xj

∇σ
f
ij =

∂2

∂t2 (ρ12ui + ρ22Ui).

(3.4)

Making use of Eq. (3.1), which relates stress σ to displacement u, we can derive

the equations depending on the poroelastic coefficients N, A, Q, R:
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N∇2ui + (A + N)
∂ekk

∂xi
+ Q

∂εkk

∂xi
=

∂2

∂t2 (ρ11ui + ρ12Ui) ; A = P− 2N

Q
∂ekk

∂xi
+ R

∂εkk

∂xi
=

∂2

∂t2 (ρ12ui + ρ22Ui).
(3.5)

3.2.3 Viscous fluid: Wave propagation in the presence of dissipation

To account for dissipation Biot assumes Poiseuille flow to hold true in a low frequency

regime defined by a cross-over frequency fc (see Appendix A.3). Above, Poiseuille

flow breaks down. Assuming isotropy and that the flow in microscopic pores is

completely determined by the velocities u̇i and U̇i, Biot defines a dissipation function

Dvisc:

2Dvisc = b[
3

∑
i=1

(u̇i − U̇i)
2] (3.6)

b = η f
φ2

κ

There are thus two additional parameters for the two phase system where η f is

fluid viscosity and κ is permeability. The permeability characterizes how well the

solid allows for fluid flow. It is independent of the fluid and measured in m2. Next,

we add the dissipation function into the inertial framework, which leads to the new

equations of motion including viscosity:

N∇2ui + (A + N)
∂ekk

∂xi
+ Q

∂εkk

∂xi
=

∂2

∂t2 (ρ11ui + ρ12Ui) + b
∂

∂t
(ui −Ui) ; A = P− 2N

Q
∂ekk

∂xi
+ R

∂εkk

∂xi
=

∂2

∂t2 (ρ12ui + ρ22Ui)− b
∂

∂t
(ui −Ui).

(3.7)

Spatially differentiating the equations of motion leads to the dilatational wave

equations and applying the curl operation to the rotational wave equation.

3.2.4 Wavespeed calculation

For the calculation of Biot’s wavespeed in this manuscript we use a formulation

that employs a slightly different notation from Biot’s original paper. For practical

applications Biot (1956a) and Biot et al. (1957) introduce a new set of variables. Biot

et al. (1957) gives a linear strain energy formulation, which for uniform porosity

results in equations of motion equivalent to Eq. (3.7). The wave equations then

depend on the new coefficients H, M, C, µ f r instead of P, Q, R, N. Instead of the mass

coefficients p11, p12, p22, the mass of the fluid (ρ f l) and solid (ρs) or frame (ρ f r) as well
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as the tortuosity (α) are used. Furthermore, ζ, which is the volumetric change of fluid

content is introduced (Biot, 1956a):

H = P + 2Q + R

µ f r = N

M =
R
φ2

C = BW M

BW = (
Q + R

R
φ)

ζ = φ∇ ·
(
u̇− U̇

)

m = α
ρ f l

φ

ρ = (1− φ)ρs + φρ f l

(3.8)

where BW is known as the Biot-Willis coefficient. Note that the purely geometric tor-

tuosity factor α can be related to the mass coupling coefficient by ρ12 = −(α− 1φρ f )

(Berryman, 1980).

Following Biot (1962), Stoll et al. (1970), Buchanan (2005), and Berryman (1980)

the dilatational equations then read:

∇2(Hekk − Cζ) =
∂

∂t2 (ρekk − ρ f lζ)

∇2(Cekk −Mζ) =
∂

∂t2 (ρ f lekk −mζ)− η

κ

∂ζ

∂t
.

(3.9)

The rotational wave equations read:

µ∇2∇× u =
∂

∂t2 (ρ∇× u− ρ f l∇×U)

−η

κ

∂∇×U
∂t

=
∂2

∂t2 (ρ f l∇× u + m∇×U),
(3.10)

The frequency dependent velocity v = ω
k is calculated from the the dispersion

relation in the frequency domain (Berryman, 1980; Mavko et al., 2009; Stoll, 1974):

(
ωp

kp
)−2 =

−(Hq + Mρ− 2Cρ f l)±
√
(Hq + Mρ− 2Cρ f l)2 − 4(C2 −MH)(ρ2

f l − ρq)

2(C2 −MH)

(3.11)

(
ωs

ks
)−2 =

qρ− ρ2
f l

qµ f r
, (3.12)
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where the different terms can be expressed in therm of the solid, fluid and porous

parameters as:

q =
αρ f l

φ
− iηF(ζ)

ωκ

H =
(Ks − K f r) ∗ (Ks − K f r)

D− K f r
) + K f r +

4
3

µ f r

C = Ks
Ks − K f r

D− K f r

M = Ks
Ks

D− K f r

D = Ks(1 + φ(
Ks

K f
− 1)).

(3.13)

F(ζ) expresses the frequency dependence of the viscosity. Under the assumption

of Poiseuille flow, which is assumed in Biot’s low frequency range, F(ζ) is one. For

the differentiation of the low and high frequency regimes and the high frequency

expression see Appendix A.
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3.3 Saturated Foam

3.3.1 Experimental setup

We use a rectangular Basotect® melamine resin foam of dimensions x = 30 cm, y =

18 cm, z = 12 cm, which is fully immersed in water to ensure complete saturation.

The foam exhibits a porosity between 96.7 and 99.7 % , a tortuosity between 1 and

1.02, a permeability between 1.28× 10−9 and 2.85× 10−9 m2 and a density of 8.8

± 1 kg m−3. The viscous length σ is between 1.124× 10−4 and 1.302× 10−4 µm as

indicated in the microscopic photo of the foam at the top of Fig. 3.3.1. The foam

parameters were measured using the acoustic impedance tube method (Niskanen

et al., 2017) and a Johnson-Champoux-Allard-Lafarge model (Johnson et al., 1987;

Champoux et al., 1991; Lafarge et al., 1997; Niskanen et al., 2017). These measure-

ments are independent of the presented water-saturated experiment and serve as

input to the analytic Biot model. Fig. 3.3.1 shows the setups for the S-wave (a) and

PII-wave (b) experiments. A piston (ModalShop Inc. K2004E01), displayed at the

top, excites the waves. In a), a rigid metal rod which is pierced through the sponge

ensures coupling between the rod and foam as well as transverse polarization (uz) of

the wave. Shear wave excitation is achieved in two ways. Firstly, through a pulse and

secondly, through a frequency sweep from 60 to 650 Hz. The excited S-wave propa-

gates along x-dimension (kx) exposing a slight angle due to imperfect alignment of

the rod during excitation. In b), a rigid plastic plate at the end of a rod excites the

compression wave on the upper foam surface and ensures longitudinal polarization.

The induced vibration is a Heaviside step function with a hold down time larger

than measurement time. We undertake three realizations of the experiment with

different amplitudes of the step function. In both setups, particle motion and mo-

tion of the rod are along the z-dimension. The imaging device is a 128-element L7-4

(Philips) ultrasound probe centered at 5 MHz. Fig. 3.3.1c) schematically indicates the

probe position below the foam and the z-polarization of the ultrasonic waves. The

probe is connected to a high-frame rate ultrasound scanner (Verasonics Vantage™)

which works at 3000 (S-wave) and 2000 (PII-wave) frames per second. Each frame

is obtained through emission of plane waves as in (Sandrin et al., 1999b) and beam-

forming of the backscattered signals. In order to visualize the wave propagation,

we apply phase-based motion estimation (Pinton et al., 2005) on subsequent beam-

formed ultrasound frames. Similar to ultrasound Doppler techniques, the retrieved

phase difference gives the relative displacement in the micrometer range. Due to the

finite size of our sample, boundary effects are present. Hence, we apply a directional

filter (Buttkus, 2000) in the kx − ky − f domain of the full 2D wavefield (Deffieux

et al., 2011). The resulting relative displacement for setup 3.3.1a) is a superposition of

the primary compression wave (PI) and the PII-wave. Thus, we additionally apply
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a spatial gradient in z-direction to isolate the PII-wave displacement for dispersion

measurements.

Figure 3.3.1: Schematic experimental setups of the S-wave excitation (a) and PII-
wave excitation (b). Blue arrows signify the polarization of particle motion and
red arrows the direction of wave propagation. At the center top, a microscopic
photo of a sample of the investigated melamine foam is displayed. c) High
frame rate ultrasound imaging principle: The particle velocity maps are retrieved

through correlation of subsequent ultrasound images.

3.3.2 Wave propagation

Three displacement snapshots of the S- and PII-wave are shown in Fig. 3.3.2a). The

top row is an example of the wave propagation induced by shear excitation as

schematically shown in Fig. 3.3.1a). Blue color signifies particle motion uz towards

the probe. A comparison of the wave-fields shows that the plane wave front is prop-

agating and attenuated in positive x-direction (kx). The bottom row displays the

PII-wave for 6, 7 and 8 ms. It is excited at the top and the plane wave front propa-

gates with decreasing amplitude in positive z-direction (kz). A summation along the

z-dimension for the transverse setup, and along the x-dimension for the longitudinal

setup give the resulting space-time representations in Fig. 3.3.2b). They show that

the S- and PII-wave are propagating over the whole length of the sample at near

constant speed. The PII-wave (PII) is well separated and of opposite polarity from

the direct arrival (PI) at 2.5 ms. A time-of-flight measurement through slope fitting
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gives a group velocity of 14.7 m s−1 (S-wave) and 14.4 m s−1 (PII-wave). The cen-

tral frequency is approximately 220 Hz for the S-wave, and 120 Hz for the PII-wave.

These values suggest that both speed are governed by the low elastic modulus of

the foam. The most simple porous model for the foam is an uncoupled biphasic

medium with a weak frame supporting the S- and PII-wave. In this case, the PI-wave

is supported by an in-compressible fluid, which circulates freely through the open

pores. The compressibility of the solid phase is that of the foam matrix and the first

isotropic Lamé parameter λ0 is very small compared to the shear modulus µ0. Hence,

the compression wave speeds vp1,2 become:





vp1 =

√
λ f
ρ f

; λ f >> µ f

vp2 =
√

(λ0+2µ0)
ρ0

≈
√

2µ0
ρ0
≈
√

2vs ; λ0 << µ0

(3.14)

with λ0, µ0 and λ f , µ f being the first and second Lamé parameters of the drained

sponge and the fluid. ρ0 = ρmineral(1− φ) is the density of the the drained sponge,

ρ f the fluid density, vs the S-wave speed and φ is porosity. This approximation is

in accordance with Tanaka et al. (1973) who investigated the quasi-static behaviour

of hydrogels. To assess the velocity dispersion of the two elastic waves, we apply a

fast Fourier transformation and recover the phase velocity and attenuation from the

imaginary and real part of the complex signal. For the S-wave, we use the frequency

sweep. For the PII-wave, reflections from the boundaries and mode conversions

prohibit the exploitation of a chirp and we use the Heaviside displayed in Fig. 3.3.2.

Its bandwidth is limited from 50 to 150 Hz for power spectral density values larger

than −10 dB. The phase velocity is directly deduced from a linear fit of the phase

value along the spatial propagation dimension. In order to achieve a reliable fit,

we use a Ransac algorithm (Torr et al., 2000) and display values with a R2 of 0.98

and minimum 70 % inliers. The results for the speed measurements of the S- and

PII-wave in their shared frequency band are displayed in Fig. 3.3.3. Both speeds are

monotonously increasing with frequency. In order to verify Equation 3.14 we use a

sixth-order polynomial fit (blue line) and its 95 % confidence interval as input data.

The resulting PII-wave speeds (black line) and its 95 % confidence interval (gray zone)

show that the PII-wave experimental data lie within the prediction of Equation 3.14,

and keep a ratio of approximately
√

2 with the S-wave speeds. Fig. 3.3.5 shows, that

over the entire investigated frequency range the measured S-wave speeds increase

monotonously and triple in value.
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Figure 3.3.2: Experimental wave-fields for the two setups in Fig. 1. a) Snapshots
at three time-steps of a propagating S-wave pulse (top row) and PII-wave step
(middle and bottom row). The top and middle row show the particle velocity
and the bottom row shows the z-gradient of the particle velocity. The gradient
cancels the PI-wave and its reflection because their displacements are retrieved
as nearly constant (PI-wave travels at the same speed as the tracking ultrasound)
b) Corresponding time-space representation by summation orthogonal to x (top)
and z (middle and bottom). In the top row, the S-wave (S) and in the middle and
bottom row, the first (PI) and secondary compression wave (PII) can be identified.

uz - Direction of particle motion. kx/z - Direction of wave propagation.
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Figure 3.3.3: Experimental and theoretical dispersion. Experimental S-wave
(blue dots) and PII-wave (red circles) speeds. A sixth order polynomial fit (blue
solid line) of the total available frequency band and its 95 % confidence interval
give vs for Equation 3.14. The resulting PII-wave speeds (black solid line) and its
95 % confidence interval (gray zone) are displayed. The PII-wave measurements
are the average of three realizations with the maximum deviation indicated by

the error bars.
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Infobox 3.1 PII-wave verification

We have long been thinking that guided waves could explain what we now interpret
as a PII-wave. In particular, Rayleigh/Scholte waves on the sidewalls could interfere
and form a S0-mode, also called a bar or rod wave. Our two main arguments within
the manuscript to exclude the presence of this mode are:
1. The polarity of the observed wave which is opposite to the excitation and not ex-
pected by a S0 rod wave.
2. The strong positive positive velocity dispersion retrieved in the phase velocity anal-
ysis which is in opposition to the weak negative dispersion expected by a S0 rod-wave.

In addition, we ran a 2D finite element simulation for a linear elastic solid with
wavespeeds and geometric dimensions as in the experiment (see Fig. 3.3.4). The P-wave
velocity was set to 1500 meter/s and the S-wave velocity to 14 meter/s. In this medium,
a classical soft solid, only one P-wave and the S-wave are present. As expected, the
Rayleigh waves traveling on the surface radiate inwards. However, at the frequencies
observed in elastography, they do not form a coherent wavefront parallel to the excita-
tion plate and no S0-mode of the vertical boundaries is observed. Furthermore, they
reach the region imaged by the ultrasound probe (0.08 m - 1.12 m) several milliseconds
after the excitation. In contrast to that, the PII-wave in our experiment arrives directly
after the PI-wave and no down-going waves coming from the top corners are observed.
As a conclusion of this finite element simulation in an elastic incompressible medium,
a standard elastic S0 mode (rod wave) has to be excluded.

Figure 3.3.4: 2D finite element simulation using Comsol Multiphysics®.
A solid plate is pushed downwards and coupled to a linear soft elastic
medium. The source function is a ramp with a rise time of 1 ms. Blue color
corresponds to negative particle velocity and signifies downwards particle

movement.

For the shear wave excitation, surface waves do not pose a problem since the
excited surface wave, a Rayleigh wave, travels nearly at the speed of the shear wave.
Section 3.3.4 gives further proof because guided waves do not observe the dispersion
relation.
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3.3.3 Comparison to Biot theory

The elastic model for Eq. (3.14) cannot account for viscous dissipation. Consequently,

we compare the measured dispersion with Biot theory (Biot, 1956c), as introduced in

Section 3.2. The PII- and S-wave dispersion predictions result then from the coupling

of fluid and solid. (Biot, 1956c; Biot, 1956b; Biot, 1962; Carcione, 2015; Vogelaar, 2009;

Morency et al., 2008; Mavko et al., 2009; Allard et al., 2009). One drawback of the

theory is that it requires nine porous and elastic parameters. While we use the mea-

sured porous and fluid parameters φ =0.99 %, α∞ = 1.02, k0 =1.276× 10−9 m2, ρ =

8.8 kg m−3 ± 1 kg m−3, BW = φ (Biot-Willis coefficient), E f l = 2.15× 109 kPa (fluid

Young’s modulus) and fluid viscosity η f = 0.0013 Pa s, we rely on literature values

for the elastic parameters. They range from 0.276 to 0.44 for the Poisson’s ratio and

from 30 to 400 kPa for the Young’s modulus (Geebelen et al., 2007; Allard et al., 2009;

Deverge et al., 2008; Ogam et al., 2011; Boeckx et al., 2005). Optimization by least-

squares of the misfit of the experimental and theoretical speeds within the literature

bounds gives the analytic dispersion for the S-wave and the PII-wave in Fig. 3.3.5.

The resulting Poisson’s ratio is 0.39 and the Young’s modulus 303 kPa. However,

the PII-wave is sensitive towards Poisson’s ratio with a R2 of 0.783. In contrast to

that, both waves behave similar with respect to changes in Young’s modulus. A 10 %

increase in Young’s modulus results in a R2 of 0.975 for the S-wave curves and a R2

of 0.979 for the PII-wave curves. For a detailed sensitivity analysis see Appendix B.

The analytic S-wave curve in Fig. 3.3.5 shows good agreement (R2 = 0.808) with the

experimental values between 120 and 600 Hz. Below, wave guiding, present if the

wavelength exceeds the dimension of particle motion (Royer et al., 1996), and not

taken into account by Biot’s infinite medium, might lower the measured speeds. The

PII-wave measured and theoretical speeds exhibit the same trend but the Biot model

overestimates the PII-speeds. Furthermore, it predicts that the PII-displacements of

the solid and fluid constituent are of opposite sign while they are locked together

for the PI-wave (Biot, 1956c; Geerits, 1996). This leads the PI and PII arrivals to

be out-of-phase (Nakagawa et al., 2001; Bouzidi et al., 2009), which is confirmed

by the time-space representation of Fig. 3.3.2b). Ultrasound imaging measures the

solid displacement only, hence the solid displacement of PI (blue) and PII (red), are

out-of-phase. The phase opposition of PI and PII (Nakagawa et al., 2001), and the

measured positive PII-dispersion are a strong argument to exclude the possibility of

a bar wave (S0-mode) masking the PII-wave. It should be pointed out, that there is a

crucial difference in the interpretation of the PII-wave between historic applications,

laboratory detections (Plona, 1980; Nakagawa et al., 2001; Bouzidi et al., 2009), and

this study. In geophysics and bone characterization, the PII-wave speed is close to

that of the pore liquid and the PI-wave propagates at the speed of the rigid skeleton.

In contrast to that, our results indicate that the speed of the PII-wave is governed

by the weak frame of the foam and the PI-wave propagates at the speed of sound in
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water. An equivalent interpretation was given by Smeulders (2005) for experiments

in porous granular media (Paterson, 1956).

Figure 3.3.5: Experimental S-wave (blue dots) and analytic Biot S- (blue line)
and PII-wave (red lines). The small difference between high frequency and low
frequency approximations shows that the frequency dependence of the viscosity

is negligible.

3.3.4 Attenuation & Kramers-Kronig

Attenuation To verify the dispersion results we compare them to attenuation, which

for plane waves is described by (Catheline et al., 2004):

A(x + ∆x) = A(x)e−α(ω)∆x, (3.15)

where ω is angular frequency, α(ω) is attenuation coefficient, A is amplitude and

x is measurement direction. The top left insert in Fig. 3.3.6 shows the logarithmic

amplitude decrease with distance at one exemplary frequency of the S-wave. The

bottom right insert shows the decrease at the central frequency of the PII-wave.

The observed difference between these experimental curves and the expected linear

decrease reflects the difficulties to conduct attenuation measurement by high frame

rate ultrasound imaging (Catheline et al., 2004). We apply a logarithmic fit of the

amplitude with distance to retrieve the attenuation coefficient at each frequency,

using the RANSAC algorithm described earlier. The resulting attenuation, displayed

in Fig. 3.3.6, monotonously increases with frequency.
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Kramers-Kronig Attenuation and velocity of plane waves can be related through

the bidirectional Kramers-Kronig (K-K) relations. They relate the real and imaginary

part of any complex causal response function (Toll, 1956), which we use to verify

our experimental results. While the original relations are integral functions that

require a signal of infinite bandwidth, O’Donnell et al. (1981), Waters et al. (2003), and

Waters et al. (2005) developed a derivative form that is applicable on band-limited

data and has previously successfully been applied by Urban et al. (2009) on S-wave

dispersion. Following Catheline et al. (2004) and Holm et al. (2014), the dispersion

and attenuation in complex media is observed to follow a frequency power law:

α(ω) = α0 + α1 ωy (3.16)

and can be related to velocity by (Waters et al., 2003; Waters et al., 2005):
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where ω0 is a reference frequency, α1 and y are fitting parameters and α0 is an offset,

typically observed in soft tissues (Szabo et al., 2000; Urban et al., 2009). Since veloc-

ity measurements by high frame rate ultrasound imaging are less error prone than

attenuation measurements (Catheline et al., 2004), we use Equation 3.17 to predict

attenuation from velocity. A least squares fit gives the exponent y and the attenu-

ation constant α1 that minimizes Equation 3.17 for different reference frequencies.

The resulting attenuation model is α(ω) = 21 ∗ω0.29 [Np m−1], with a reference fre-

quency of 413 Hz and a R2 larger 0.98 for frequencies between 120 Hz and 650 Hz. In

contrast to PI attenuation, which is commonly larger than one, the exponent y = 0.29

is a typical value for S-waves in biological tissues (Nasholm et al., 2012; Holm et al.,

2014). The K-K relations do not take into account the offset α0. It is introduced by

minimizing the least squares of Equation 3.16 and the attenuation measurements.

The resulting attenuation curve with α0 = −119 Np m−1 is displayed in Fig. 3.3.6. It

shows a good agreement (R2 = 0.9016) with the measured attenuation and a very

good agreement (R2 = 0.9274) with the calculated Biot attenuation. It follows from

the successful K-K prediction and its causal nature, that guided waves do not signifi-

cantly influence our measurements above 120 Hz. The remaining misfit might stem

from out-of-plane particle motion, which can introduce an error on amplitude mea-

sures by high frame rate ultrasound imaging (Catheline et al., 2004). Furthermore,

the low frequency elastic wave is imaged in the near-field, where the wave-field

does not show a power law amplitude decrease due to the coupling of transverse

and rotational particle motion (Sandrin, 2004). The good agreement between the

experimental and theoretical S-wave dispersion and attenuation indicates that the
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observed S-wave attenuation is due to the interaction between the solid and the

viscous fluid. The PII-wave attenuation measurements of the three experimental

realizations converge at the central frequency of 120 Hz only (≈ 16 Np m−1). Below,

the measurements are taken on less than two wavelengths of wave propagation and

consequently, the exponential amplitude decrease cannot be assured (Sandrin, 2004).

A reason for the failure of the Biot theory to quantitatively predict the observed

PII-wave dispersion could be viscoelasticity and anisotropy of the foam matrix itself

(Deverge et al., 2008; Melon et al., 1998). The Biot theory and the model of Equation

3.14 have different implications at low frequencies. The Biot PII-wave disappears,

whereas it persists as a decoupled frame-borne wave in Eq. (3.14). While velocity and

attenuation measurements at lower frequencies would be needed to make a definite

statement, the results presented in Fig. 3.3.3 support a decoupling into a frame- and

fluid-borne wave.

Figure 3.3.6: Attenuation measurements, K-K and Biot predictions. The inserts
show the exemplary amplitude decrease of the S-wave (left) and PII-wave (right).
Dots are attenuation measurements, solid blue and dashed red lines are the Biot
predictions and the dashed blue line is the S-wave K-K prediction for Equation

3.16: α(ω) = -119+21 ∗ω0.29 [Np m−1].

3.3.5 Conclusion

In conclusion, we have shown the first direct observation of elastic wave propagation

inside a poroelastic medium. The recorded compression wave of the second kind (PII-

wave) propagates at
√

2 times the shear wave speed and is of opposite polarization

compared to the first compression wave (PI-wave). Finally, the measured shear wave
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dispersion (S-wave) and attenuation are closely related to the pore-filling fluid. These

results might have important consequences in medical physics for characterizing

porous organs such as the lung or the liver.

3.4 Ex-vivo lung experiments

In order to get an idea about the wave propagation in an actual lung we performed

experiments on two types of porcine lungs ex-vivo. First, we took an excised pig

lung purchased from a butcher, immersed it in water and measured the elastic wave

speed similar as in Section 3.3. Second, we took a conserved pig lung (ENasco,Fort

Atkinson, WI) and studied the elastic wave propagation under different air pressure

levels using an optical correlation method.

3.4.1 Excised pig lung saturated in water

As a proof of concept we fully immersed a defrosted porcine lung in the water tank

presented in Section 3.3.1. A photo of the lung and experimental setup is shown in

Fig. 3.4.1a. Exemplary snapshots for wave propagation in the upper part of the lung

are shown in Fig. 3.4.2. The investigation depth as well the image quality are worse

than in the melamine foam. The porcine lung was much more difficult to degas

than the melamine foam and the reminiscence of air bubbles worsens the ultrasound

quality.

We performed two experiments at difference excitation frequencies. The velocity

dispersion for a low frequency sweep from 10 to 500 Hz is displayed by the blue

markers in Fig. 3.4.3. A monochromatic excitation at 500 Hz is represented by red

markers in the same figure. The geometry of the lung might introduce various effects

such as wave guiding and reflections. While the datasets expose the least error in the

frequency range induced by the piston, frequencies beyond the range of the source

excitation are excited in both experiments. The two experiments expose the same

trend, increasing from values around 1 m s−1 to more than 15 m s−1 at 500 Hz. The

difference in phase velocity of the two sets might stem from the different geometry,

difference in remaining air content or different elastic properties of the ex-vivo lung

tissue.

Fig. 3.4.1a shows that the ex-vivo lung exposes a complex geometry. The lobes

on the side thin out to less than 1 cm, while the central part is a few centimeters

thick. Due to this complex geometry, guided waves and modes are highly likely to

be present.

1Medical illustrator, CC BY 2.5, https://commons.wikimedia.org/w/index.php?curid=1496628

https://commons.wikimedia.org/w/index.php?curid=1496628
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Trachea

a: Photo showing the experimental setup
for the water-saturated ex-vivo pig lung.
The entry of the trachea into the lung tis-
sue is clearly visible. Note that the water-
saturated lung takes less volume than the
schematic drawing of an in-vivo lung on
the right suggests. Consequently, the ex-
cised lobe is thinner than an air-inflated
lung would be.

Trachea

A
pproxim

ate
probe

position

Investigated
lobe

b: Schematic drawing of the lung. The
investigated lobe (black dashed line) and
the approximate investigation zone (blue
straight line) are indicated. Adapted from
Patrick J. Lynch, medical illustrator - Patrick J.
Lynch1

Figure 3.4.1: Setup for the water-saturated ex-vivo porcine lung.

Figure 3.4.2: Snapshots for the wave propagation in the upper part of the ex-vivo
pig lung. Note the time of flight of the waves propagating at the lung surface

indicated by the white arrows is less than 1 m s−1.
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Figure 3.4.3: Phase speed measurements for two experiments in the water-
saturated ex-vivo porcine long. Red markers represent a monochromatic source
excitation at 500 Hz. Blue markers represent a low frequency sweep from 10 to

500 Hz. The error associated with each data point is indicateda.

aThe maximum error indicated by the error bars is estimated from the difference of the Ransac linear
fit and a simple linear fit along the whole ultrasound probe length.
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3.4.2 Conserved pig lung in air

For the second ex-vivo experiment we purchased a preserved pig lung (ENasco,

Fort Atkinson, WI, USA). It is connected to an artificial ventilation device to control

the pressure inside the lung. Imaging is undertaken with a high-frame rate optical

camera (Chronos 1.4, Krontech, Burnaby, BC, Canada). Fig. 3.4.4 shows exemplary

snapshots of the lung surface for each experiment. The elastic wave-field is retrieved

analogous to the previously presented ultrasound phase correlation. The ultrasonic

speckle is replaced by the optical speckle, but the same phase correlation algorithm

as presented in Section 2.3 is used to retrieve the particle velocity maps.

a: Snapshot of the lung sur-
face for 10 cm H2O

b: Snapshot of the lung sur-
face for 13 cm H2O2

c: Snapshot of the lung sur-
face for 20 cm H2O

Figure 3.4.4: Exemplary snapshots for the inflated conserved ex-vivo lung.

No secondary compression wave is observed in the wave propagation film. This

is in accordance with Dai et al. (2014b), who did not measure a slow wave on freshly

excised and blood drained pig lungs3. The coupling of the fluid and solid phase at

low frequencies is expected to be weak, suggesting a decoupling into a frame and

fluid-borne wave (Bardot et al., 1996). Bardot et al. (1996) further present a case of

air-saturation, where at low frequencies a mixing of these two waves leaves the frame

nearly motionless. In this case, no slow wave can be observed by our optical method,

which relies on the frame motion, either.

The phase velocities of the retrieved frequencies for different air pressures are

displayed in Fig. 3.4.6. The comparison of the three curves for different air pressures

indicates that the wavespeed of the lung frame is strongly depending on the inflation

of the lung. The more the lung is inflated, the faster the measured wave speeds. One

possible explanation is that the inflation of the lung results in an extension and thus

stiffening of the lung matrix. Consequently the elastic modulus and the shear wave

speed would increase with inflation. Furthermore, the peak at 140 Hz in Fig. 3.4.6a

indicates the presence of a mode or resonance. Fig. 3.4.5 shows the amplitude mea-

surements retrieved in the same way as presented in Section 3.3.4. In comparison to

2Pressure unit used in clinical applications. 1 cmH2O is the equivalent of 98.01 Pa.
3They relied on a one point measurement, using a laser Doppler vibrometer
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the phase velocity measurements, only a few frequencies expose a reliable RANSAC

fit which is reflected in the scarcity of measures displayed in Fig. 3.4.5. The poor

quality of the logarithmic attenuation fits indicate that the amplitude decrease does

not follow a power law. The present amplitude decrease could be explained if the

observed waves were guided waves and not shear body waves. The velocity differ-

ences for different air pressures would then depend on the effective plate thickness

for a Lamb mode, which might change with pressure. Furthermore, geometric effects

of the not perfectly homogeneous lung surface (see Fig. 3.4.4) could also change with

pressure. I hypothesize that the observed changes in velocity with inflation result

from a combination of stiffening of the matrix and changing effective plate thickness

on the thinner parts of the lung.
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Figure 3.4.5: Attenuation against frequency for 10 and 20 cm H2O. At 13 cm H2O,
the R2 did not exceed the cut-off value of 0.95 or less than 60 % of measurement

points were used for the RANSAC linear fit.
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b: Dispersion for 13 cm H2O
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c: Dispersion for 20 cm H2O.

Figure 3.4.6: Dispersion results for the inflated conserved ex-vivo lung
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3.4.2.a Comparison to Biot theory

Figure 3.4.7 shows the results of classical Biot theory for the Melamine foam filled by

air. As in the water filled model, the slower compression wave is highly dispersive.

Again, the faster compression wave travels close to the speed of the pore-filling

fluid. In the water-saturated experiment that was the speed of sound in water. Now,

the fast compression wave speed is close the the speed of sound in air. There is

one qualitative difference though. The solution for the primary compression wave,

which resulted in the fast wave before, now gives the solution of the slower wave.

The secondary compression wave is thus in this case the faster wave. Hence, the

terms primary and secondary wave are more suited than fast and slow wave for

general cases4. The shear wave is predicted to be nearly non-dispersive at more than

100 m s−1, much faster than in the water-saturated foam. This confirms that the shear

wave speed is strongly influenced by the pore-filling fluid, due to inertial and viscous

effects. The median elastic modulus of healthy lung tissue is expected to be lower

than that of the foam with E =0.14 kPa and µ =0.5 kPa (Liu et al., 2011), which could

explain why we measure much lower wave speeds in Section 3.4.2.
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Figure 3.4.7: Biot theory dispersion curves for the melamine foam of Section 3.3
saturated by air.

It should be noted that a purely poro-elastic model, while sufficient for water-

filled pores, is not well suited to model the velocity dispersion for the air-filled foam

or the lung. At the high compressibility of air, heat exchanges should be included.

This can be done by implementing the Champoux et al. (1991) model as indicated in

Bardot et al. (1996). Nevertheless, the poro-elastic model gives a first approximation,

guiding the interpretation of our preliminary experiments. For accurate description

of an in-vivo lung, a mixture theory is probably needed, since blood, vessels, a wet

layer surrounding the lung (pleura) and air-filled pores are present in a healthy lung.

4Primary and secondary are also the terms chosen by Biot in his 1956 paper
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3.5 The possible role of fluid viscosity in clinical applications

This section is highly speculative and presents some thought experiments that inves-

tigate the possible implications of our results on future studies and clinical applica-

tions.

3.5.1 Lung elasticity investigation

Many pulmonary diseases, e.g., Bronchiectasis and pulmonary obstructive disease

affect the elastic properties of the lung airways (Williamson et al., 2011). Fibrotic lung

tissue has been shown to be expose a three-fold increased average elastance5compared

to healthy tissue (Dolhnikoff et al., 1999). Locally this value can go up to 30 times the

median value of healthy tissue (Liu et al., 2011). Optical coherence tomography has

been suggested for invasive analysis of pulmonary tissue by Williamson et al. (2011).

Quirk et al. (2011) found that using a saline solution to saturate the pulmonary tissue

increased the image quality of the optical coherence tomography. Using a saline solu-

tion to locally flush the lung is also a clinically established practice in bronchoalveolar

lavage and used to test for interstitial lung disease (Meyer et al., 2012; Boccon-Gibod

et al., 1997). Another clinical practice which involves saturation of the lung is whole

lung flushing (Wasserman et al., 1968), where one entire lung is flushed with a saline

solution for therapeutical applications.

Ultrasound elastography might be an additional tool to access the elastic prop-

erties of saturated lung tissues. While it would not be non-invasive due to required

flushing of the lung, it has the advantage that employment of an invasive probe is

not an a priori requirement. Our results show that the properties of the saturating

fluid would need to be taken into account when interpreting the elastic properties of

a highly porous medium such as the lung from wave speed measurements.

3.5.2 Blood-rich organs

By comparing our experimental results in the melamine foam to Biot’s theory we

assumed Poiseuille flow of the fluid. Poiseuille was a physicist as well as a physiolo-

gist and the studies that led to his formulation of Poiseuille flow were motivated by

the flow of blood through capillaries (Joseph-Léonard-Marie Poiseuille, 1835; Sutera

et al., 1993). It thus seems reasonable to investigate the influence of blood viscosity

on elasticity in blood-rich organs. The most natural organ to inspect would be the

liver. The liver is drawn through by a network of very narrow blood vessels. These

vessels could be regarded as a network of connected pores and the liver thus be mod-

eled as a poro-elastic medium. Furthermore, shear wave elastography in the liver is

5Elastance - inverse of lung compliance, is a clinical measure describes the ability of lung tissue to
expand. It is measured in cm H2OmL and describes thus a change of Volume induced by a pressure
change.
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an established clinical practice and the FibroScan™device (Echosens, Paris, France)

for liver elasticity estimation was the first commercialized application of shear wave

elastography. Another blood-rich porous organ is the spleen, for which in-vivo elas-

tography measurements have recently been reported (Pawluś et al., 2016; Stefanescu

et al., 2011).

Blood is a non-Newtonian fluid, that exposes a stress dependent viscosity. How-

ever, even under the approximation of a Newtonian fluid, blood viscosity is highly

variable. It varies significantly between patients as well as for a single individual

depending on different factors, such as fitness, hydration and medicament taken.

Furthermore, it is sensitive to different pathologies (Fedosov et al., 2011) like liver

cirrhosis and non-alcoholic fatty liver disease (Yu et al., 2014; Jang et al., 2016). Rand

et al. (1963) give viscosity values for human blood ranging from approximately 3 to

60 mPa s. Hence, it is worthwhile to investigate the role of blood viscosity on shear

wave dispersion in the liver. In the following thought experiment we will take the

available literature values for the porous, elastic and fluid parameters of the liver

and analyze the dependency of the shear wave speed dispersion on these parame-

ters. Our sensitivity measure will be the simple difference of the shear wave speed

calculated by Biot theory at 500 Hz and 50 Hz.

Literature values The principal parameters of interest are porosity φ, permeability

κ, blood viscosity η and Young’s modulus E. Care has to be taken about the actual

meaning of each reported value. The porosity of interest is that of the open pores, e.i.,

the pores which allow an exchange of fluid. Because the liver is a complex organ,

classification is not evident. While the major blood vessels can safely be assumed

as open pores, each capillary vessel is a semi-permeable membrane and a simple

classification in open and closed is futile. For example, the sinusoidal liver porosity

is reported as low as 12 % (Smye et al., 2007) and the decellularized6 porosity of both

spleen and liver as high as 80 % (Xiang et al., 2015). Peeters et al. (2015) model a

healthy liver with 14.3 % and a cirrhotic liver with 24.6 % sinusoidal porosity. The

permeability defies a simple expression even more. In clinical research the term

permeability does not have the same significance as in Darcy or Biot theory7. We thus

limit our thought experiment to the reported permeability values in Darcy’s sense,

i.e., expressed in square meter. However, the permeability in a complex organ such

as the lung is far from being as isotropic and homogeneous as in our foam model. For

example, permeability in the portal vein parallel to blood flow differs significantly

from that across the hepatic sinusoids. Even for the sinusoidal permeability alone

Debbaut et al., 2012; Debbaut et al., 2014 use a permeability tensor.

Table 3.1 lists the values for the porous liver parameters and their sources that

we use in the thought experiment. The author is no physician and does not presume

6Decellulaization - Isolating the extracellular matrix and small blood vessels from the organ
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the list to be exhaustive, but for the intended thought experiment the values are

sufficient. The very high permeability values of the portal vein are excluded from the

sensitivity analysis because they represent a very localized characteristic. However,

it should be noted that in Biot’s model very high ('10× 10−8 m2) as well as very low

permeability (/10× 10−11 m2) results in shear wave dispersion which is independent

of blood viscosity.

Since the aim of this thought experiment is to investigate if porous theory would

have a measurable influence on elasticity estimates from shear wave measurements,

and by no means do an exact calculation, we assume an isotropic, homogeneous

material.

Theoretical poro-elastic liver dispersion The sensitivity analysis shows that the

shear wave speed as predicted by Biot theory is sensitive to porosity, permeability

and blood viscosity. The first two are parameters that are eligible to alteration by

illnesses, e.g., cirrhosis (Peeters et al., 2015). The most important influential factor in

the large range that was given is permeability. This is not surprising for the several

orders of magnitude the literature values span. It is however interesting, that it

exposes a high total order component8 , indicating that it is interacting notably with

the viscosity, the second most influential factor. The dependence of the shear wave

speed on viscosity is thus not a simple linear one, but depends on the combined

changes of permeability and viscosity. The maximum wave speed difference of

all 60 000 calculations from the Sensitivity Analysis is 0.26 m s−1. This might not

seem a large value, but represents about 10 % of the shear wave speed at the higher

frequency. Blood viscosity is a highly variable factor, even for healthy patients. It

is thus interesting to compare the dispersion curves of a liver with the parameters

that give the highest deviation in the sensitivity analysis and the end members of

the viscosity range. Fig. 3.5.1b depicts the shear wave dispersion curves for the

lowest and highest viscosity given by Rand et al. (1963)9. Fig. 3.5.1b shows, that

while very low and higher frequencies expose similar velocity values, the shape

of the dispersion curve highly depends on the chosen viscosity. This is significant,

because the frequency range where the variation is highest is exactly the frequency

range investigated in shear wave elastography. The parameter values resulting in

the dispersion curves of Fig. 3.5.1b are close to the values given by White et al. (2016).

We thus conclude from our thought experiment that poro-elasticity might play a

measurable role for the shear wave dispersion in the liver. Here we tested a purely

7The U.S. national library defines capillary permeability as: The property of blood capillary Endothelium
that allows for the selective exchange of substances between the blood and surrounding tissues and through
membranous barriers such as the Blood-air barrier; blood-aqueous barrier; blood-brain barrier; blood-nerve
barrier; blood-retinal barrier; and blood-testis barrier. - https://meshb.nlm.nih.gov/record/ui?name=
VASCULAR%20PERMEABILITY

8For details on the type of sensitivity analysis employed, see Appendix B.
9Measured ex-vivo. Similar values are reported by Jang et al. (2016) for in-vivo measurements.

https://meshb.nlm.nih.gov/record/ui?name=VASCULAR%20PERMEABILITY
https://meshb.nlm.nih.gov/record/ui?name=VASCULAR%20PERMEABILITY
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poro-elastic model. Previous studies, e.g., Muller et al. (2009), Tang et al. (2015),

Nightingale et al. (2015), and Barry et al. (2012), focused on modeling the liver as a

visco-elastic tissue. However, the purely visco-elastic models used have not shown

conclusive agreement with the measured variety of shear wave dispersion. For the

future, we suggest to combine visco-elasticity and poro-elasticity in a poro-visco-

elastic model to test if the observed unexplained dispersion of the shear wave in the

liver could be explained by poro-visco-elasticity. While a detailed liver model should

incorporate anisotropy and heterogeneity comparing an isotropic, homogeneous

poro-viso-elastic model with experimental results would be a worthwhile first step.

κ φ α ν η η ↔ κ
0

0.2

0.4

0.6

In
de

x

a: Sensitivity analysis for the liver liter-
ature values from Table 3.1. φ is poros-
ity, κ is permeability, η is viscosity, α is
tortuosity, E is Young’s modulus and ν
is Poisson’s ratio. η ↔ κ represents the
interaction of viscosity and permeability.
The sensitivity measure is the difference
in shear wave speed at 50 and 500 Hz.

0 200 400 600 800 1,000
1.8

2

2.2

2.4
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v s
[m s

]

vs
(η=3.3 mPas)

vs
(η=53.0 mPas)

b: Theoretical dispersion curve for the
poro-elastic shear wave. The parameter
values are κ =3.42× 10−9 m2,φ =29.87,
α =1.04, and ν =3.44× 10−1. The fluid
viscosity η is indicated in mPa s.

Figure 3.5.1: Dispersion and sensitivity analysis for a liver modeled by Biot poro-
elasticity.
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Chapter 4

Laboratory rupture observation

4.1 Introduction

Frictional sliding and the onset of rupture govern a multitude of phenomena of in-

terest for the natural and engineering sciences alike. The breaking of a car, sliding

of a ski, lighting of a matchstick and movement of a joint are all examples of sliding

friction. The scales relevant in frictional sliding range from the micro scale to the

global scale. In Earth’s sciences, friction is essential to the understanding of earth-

quake nucleation which can have global devastating consequences. For example,

the 2004 tsunami in the Indian ocean, was created by an underwater earthquake

and was responsible for more than 200,000 deaths. The deadly water wave was

created by the displacement of the ocean during the earthquake. Similar to earth-

quake nucleation, friction also governs more localized geophysical phenomena such

as landslides, avalanches and glacier break-offs.

From Leonardo da Vinci’s tribology experiments (see Fig. 4.1.1) to today’s high-

resolution asperity models, our understanding of friction has deepened, but a thor-

ough understanding of the underlying processes under laboratory conditions and

thereupon in the field has yet to be gained. Through better understanding the laws

that govern sliding friction and the onset of rupture, geophysicists can improve

earthquake rupture models in the hope to ultimately be able to predict earthquake

nucleation.

This work focuses on the elastic wave propagation associated with the onset of

rupture and stick-slip motion. The elastic wave-field created by rupture propagation

is of particular interest to seismologists, because they rely primarily on the elastic

waves recorded on the Earth’s surface to infer the location, strength and nucleation

mechanism of earthquakes.

Geophysical field observations are nearly always limited to surface motion, which

is a superposition of the elastic waves created during the complex rupture process.

Furthermore, it depends on the media which the elastic waves are traveling through

from the earthquake source position to the surface. Hence, the need for, computation-

ally intensive, inverse modeling in seismology. In the inversion of real earthquake

data, the aim is to retrieve the slip history causing the observed waveforms. It is
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thus a kinematic approach. The slip itself however is an intrinsically dynamic pro-

cess. It results from the physical laws governing the slip interface (the fault), and the

surrounding rock. Earthquake mimicking laboratory experiments allow for investi-

gating the physical processes at the small scale by controlling the material properties

at work. However, the temporal and spatial scales that ultimately govern frictional

processes defy most experimental techniques and linking them to the elastic wave

radiation and ultimately ground motion is not a trivial task.

The present work tackles this challenge by using high frame rate ultrasound

imaging as described in Chapter 2 to register the shear wave field resulting from the

onset of rupture in situ, i.e., inside a 3D laboratory sample. The technique allows for

an extremely dense array of virtual seismometers inside a sheared elastic material.

The drawback of the method, the inability to use real rocks and thus reproduce field

conditions in the lab, is compensated by the richness of the data, which in quality

and resolution is only equaled by numerical simulations.

Figure 4.1.1: Sketch by Leonardo da Vinci which illustrates the experimental
setup he designed. From Codex Arundel, British Library, London (Arundel folio

41r c. 1500–05)

4.2 Background

4.2.1 Historical studies - The friction coefficient

Friction has naturally been used by mankind for thousands of years. The neolithic

use of firestones and the fire drill (128 000-30 000 B.C. ), arctic sledges (7000 B.C. )

and the Sumerian wheel (3500 B.C. ) are examples where the increase or decrease

of frictional resistance is put to use (Feeny et al., 1997; Feeny et al., 1998). The

realization that friction is a force opposing a moving body can at least be dated back

to the central book of the Chinese Mohist school of thought, the Mo Ching or Mo Zi
(5th-3rd century BC), and the collection of Aristotle’s’ (4th century B.C. ) writings

known as Physics (see e.g. Aristotle et al. (1936)) (Selin, 2016; Feeny et al., 1997; Feeny
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et al., 1998). Themistius (4th century A.D. ) realizes that sliding friction is different

from static friction (stiction): "For what is spherical moves easily, and those bodies

which are least stable and have the smallest surface of contact are easily furthered in

their motion. Generally it is easier to further the motion of a moving body than to

move a body at rest" (Sambursky, 1962). A pioneer in experimental tribology as well

as the formulation of friction laws is Leonardo Da Vinci. Through various sketches

(see Fig. 4.1.1) and notes we know that from 1493 to 1515 he conceived various

experimental setups and discovered the two fundamental friction laws named after

Amontons (Amontons, 1699), who rediscovered them 200 years later.

• The friction force is directly proportional to the applied load.

• At the same load, the friction force is independent of the apparent area of

contact.

These laws give the expression for the coefficient of friction

µ =
FF

FN
(4.1)

where FF is the frictional force and FN is the normal force.

Furthermore, Leonardo already recognized that the friction coefficient depends

on the nature of the material although he mostly used a value of 0.25 in his calcu-

lations (Hutchings, 2016). Da Vinci, who wrote his notes in mirror mode, kept his

discovery secret and it took until the works of Amontons (1699) and Coulomb (1781)

for the friction laws to get published. Coulomb, motivated by naval applications,

conducted experiments on wood and metal realizing that:

• For most materials, the friction coefficient is independent of the sliding velocity

• Friction arises from the engaging of the asperities of two surfaces as the hairs of
two brushes do (Feeny et al., 1997) (see Fig. 4.2.1).

The first statement applies to dry friction between two idealized solids. It is different

in the case of lubricated surfaces or wet friction. John Leslie notes that the asperities

postulated by Coulomb get modified by a sliding body and friction should thus

be seen as a time-dependent process (John Leslie, 1804). It took until the works

of Bowden et al. (1939) for a physical explanation to be found for the Amontons-

Coulomb friction laws. We have to look at the microscopic scale to realize that the

real contact area is much smaller than the apparent contact area: 0.1 % for many

materials (Rubinstein et al., 2009). Speaking in Coulomb’s metaphor, only a few of

the hairs of the brush are actually in contact and when the load gets increased, more

hairs enter into contact. Under load, contacting asperities get deformed plastically

and/or elastically. The pressure on single contacts can thus be much higher than

the mean pressure on the apparent surface area. In contrast, increasing the apparent
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surface area does not increase the actual contact area and the friction force stays

constant.

Figure 4.2.1: Sketch by Coulomb (1781), showing how he imagined the surfaces
of two frictional bodies.

Summary Early friction studies led to the conclusion that friction is the force needed

to resist a relative movement. It is a resulting, path-dependent, non-fundamental

force and many empirical models exist to describe it. Historically, the friction coeffi-

cient is a material parameter characterizing the material frictional properties. It takes

different values for a moving and a static body. Sliding of a body sets in when the

ratio of shear stress to normal stress exceeds the static friction coefficient. During

sliding, the friction coefficient holds a lower value: the kinetic friction coefficient.

4.2.2 Dynamic rupture observations - Laboratory earthquakes

The field of tribology spans various fields in physics and engineering and a complete

review exceeds the scope of the present manuscript. We thus focus on experimental

setups mimicking seismic events that are most relevant to our work. For further

reading the reader is referred to the literature cited hereafter. A selection of reviews

and books is given below 1.

4.2.2.a Elastic rebound theory

The basis for much of the later work were the observations of the 1906 California

earthquake that led Reid (1910) to define the elastic rebound theory: The elastic rock

on both sides of a fault deforms until slip is initiated through strain release. The

1Marone (1998), Scholz (1998), Bizzarri (2011), TenCate (2011), and Rosakis et al. (2007), Ohnaka
(2013), Kanamori et al. (2004), Rice (1980), Olsen et al. (2002), and Rosenau et al. (2017), Scholz (2002),
Daub et al. (2010), Svetlizky et al. (2019), and Persson (2000)
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result is a block displacement along the fault. For an example of such displacement

along a fault line, see the satellite image in Fig. 4.2.2a of the Piqiang fault in China.

Accumulated slip has displaced the two halves of a previously continuous mountain

range by 3 km. Reid supported his rebound theory by laboratory experiments on

stiff jelly mimicking the elastic rock. To a non-geologist jelly might seem the most

unlikely analogue for rocks due to the ease at which it can be deformed. However, the

pressure and temperature in the earth are high enough to deform rocks in analogue

to the jelly. This becomes evident by looking at folds outcrops in mountainous

regions, such as the one of the Chartreuse mountain in Fig. 4.2.2b. The limestone

was originally sedimented flat and then deformed due to the stress-field of the the

African-European continent collision that formed the alps. Now, Reid sheared his

jelly parallel to a pre-cut fault plane (Zoback, 2006) as shown in the original sketches

in Fig. 4.2.3. By drawing lines on the jelly before deformation, after deformation

but before slip and after slip Reid was able to conclude that the total slip distance

equaled the distortion distance of the deformation.

3 km

40.259N 77.664E

a: Satellite photo of the Piqiang fault
(25.10.2018, China) 2.

b: Example of rock deformation by
a fold in the Chartreuse mountains,
France (Creative Commons from https:

//commons.wikimedia.org/wiki/File:%C3%

89coutoux-La_Frette.jpg?uselang=fr).

Figure 4.2.2

2retrieved from https://landsatlook.usgs.gov/sentinel2/viewer/ on 14.07.2019 14 : 03 : 54
CEST

https://commons.wikimedia.org/wiki/File:%C3%89coutoux-La_Frette.jpg?uselang=fr
https://commons.wikimedia.org/wiki/File:%C3%89coutoux-La_Frette.jpg?uselang=fr
https://commons.wikimedia.org/wiki/File:%C3%89coutoux-La_Frette.jpg?uselang=fr
https://landsatlook.usgs.gov/sentinel2/viewer/
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Figure 4.2.3: Original drawings from Reid (1910), showing schematically his
experiments in jelly. Two pieces of wood hold the pre-cut jelly. The cut is along
tt’. Left: The line AC was drawn on the jelly at rest. Middle: Under deformation,
the line gets distorted into A"C. After slip, the segments A"O and CO straighten
to the lines A"O" and CQ". A"O"C" is drawn after deformation but before slip.
After slip, the line is broken into the segments A"B" and C"D". Right: A’C’ is
drawn after distortion of the jelly but is then further distorted into A"C’. After
slip and breaking of the segments the total slip distance D’B’ equals the total

distortion distance applied on the gelly by the wood.

4.2.2.b Stick-slip

In laboratory experiments with rocks, frictional sliding often occurs through oscilla-

tion between a stick and a slip phase rather than a smooth sliding (Persson, 2000).

Byerlee et al. (1966) were among the first to link stick-slip to earthquake mechanisms.

Previous criticism of Reid’s theory stated that sliding is unlikely in dry friction and

fracture alone does not release sufficient energy. Byerlee et al. (1966) reason that

energy release through stick-slip is at the origin of the observed wave radiation of

earthquakes and in agreement with the elastic rebound theory.

Stick-slip models: Springs, cracks and slip weakening Burridge et al. (1967) intro-

duced a simple spring slider model for stick-slip. The elastic body and the frictional

contacts are separate entities connected by simple springs as depicted in Fig. 4.2.4.

The model met some success, also because its predictions fit the famous Gutenberg-

Richter law3, which nowadays has been shown to be a very robust property fitting a

variety of different friction models (Persson, 2000).

As a result from granite shearing experiments Johnson et al. (1973) and Johnson

et al. (1976) were the first to postulate that the transition from static friction to kinetic

friction happens at a rupture front, similar to crack propagation in Linear Elastic

Fracture Mechanics (LEFM - see Infobox 4.2 and Fig. 4.2.5). Dieterich (1972) and

Dieterich (1978) experimentally found a time dependence of static friction suggesting

3The Gutenberg-Richter law relates the total number of earthquakes to their magnitude in geograph-
ical region.
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a model in which the interface gets weakened during slip and strengthened or healed

during stick. The initial model by Dieterich led Rice et al. (1983) to the formulation

of the Dieterich-Ruina-Rice rate and state constitutive law that expresses friction as a

function of rate and state variables (see Infobox 4.1).

Figure 4.2.4: 2D spring-block model of
Burridge and Knopoff. The frictional
contacts are connected to each other via
springs (spring constant k1). The up-
per interface surface is connected to the
frictional contacts by a second set of
springs (k2).

k2
k1

I II III

tensile opening in plane shear out of plane shear

Figure 4.2.5: The three basic crack modes from LEFM. In seismology, only modes
II and III are assumed, since mode I seems highly unlikely due to the high
pressures inside the earth (Latour et al., 2011a). Figure created based on (Scholz,

1998)
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Infobox 4.1 Rate and state friction

Rate and state friction models the shear strength depending on the sliding velocity and
the time-dependant properties of frictional contacts. In the form of Dieterich-Ruina-
Rice it is also called slowness law:

τ = (µ0 + a ln
(

V
V0

)
+ b ln

(
V0θ

L

)
)σ̄ (4.2)

dθ

dt
= 1− θV

L (4.3)

The variables are slip velocity V, reference velocity V0, critical slip distance L, shear
(τ) and effective normal (σ̄) stress, material parameters a and b and a state variable θ,
describing the time evolution (Scholz, 1998). The state variable θ can be interpreted as
the characteristic lifetime of the frictional contacts (Marone, 1998). The variable L is the
critical slip distance needed for the shear stress on the fault to reduce to a residual shear
stress. In other words, if the patch on the fault slipping is smaller than L, no stick-slip
instability develops. Ohnaka (2004b) gives an estimation for about 1 m for a magnitude
8 earthquake. The larger the earthquake, the larger L . The constitutive law shows, that
the differentiation into a static and kinetic friction coefficient gets abandoned in favor
of a continuum of friction values. Rate and state models have been successfully applied
on various materials such as granite (Dieterich, 1978), PMMA (Baumberger et al., 1999)
and granular fault gouge (Mair et al., 1999).

L

a b

τ

u

V1 << V2 >> V1

Figure 4.2.6: Schematic development of shear stress under rate and state friction
for a sliding velocity V changing from slow V1 to fast V2 to slow. Figure modified

after Scholz (2002).

4.2.2.c Pulse-like propagation

Schallamach (1971) were probably the first to observe, that besides uniform sliding,

macroscopic displacement between two frictional bodies can also take the form of

detachment waves. In their experiment of rubber on glass, the motion of the detach-

ment wave is similar to a propagating wrinkle in a carpet (Andrews et al., 1997).

Brune et al. (1991) and Brune et al. (1993) obtained similar detachment fronts during
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stick-slip of foam rubber on foam rubber sliding. Weertman (1980) showed theo-

retically that for bimaterial interfaces unstable slip or a localized group of fast moving
dislocations can exist under the Amontons-Coulomb friction law. Kinematic models,

which assume that slip takes place in a short time after the passing of the rupture

front, match seismological data well (Aki, 1968; Heaton, 1990). Based on his analysis

of earthquake waveforms, Heaton (1990) speculated that moving dislocation mod-

els are successful because self-healing slip-pulses might be the process governing

interface failure for earthquakes.

Figure 4.2.7: Distortion of the surface of
a transparent rubber slab by a spherical
slider. The initially regular, rectangular
grid shows a distortion like the wrin-
kle in a carpet. Photo from Schallamach
(1971).

Pulse

Pulse

Crack

Crack

umax

tpulse - pulse width

vmax

Figure 4.2.8: Displacement u and rupture velocity v against rupture time t for a
crack-like and pulse-like rupture model. Modified from Bizzarri (2011)

4.2.2.d Real contact area dynamics

Many friction studies assume either a perfect rigid body (Coulomb-Amontons) or

an elastic body and rigid contacts (Burridge-Knopoff spring-block) during frictional

sliding. However, both assumption are easily shown not to hold true in ice. In

experiments where ice is sliding on a granite surface, it is observed that the ice it-

self deforms elastically (Persson, 2000). The interfacial strength is larger than the

shear strength of ice and the stress required for stick-slip to set in is actually a mea-

sure of the material strength (Persson, 2000). Furthermore, small applied stresses
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already lead to deformation of the frictional contacts, due to the high creep rate of ice

(Persson, 2000). Thus, ice shows that the concept of a truly static friction coefficient

is misleading. How do these findings relate interfaces without material contrast?

Recent experiments by Ben-David et al. (2010) in PMMA (Plexiglass, acrylic glass)

show that the local static friction coefficient at one asperity can far exceed the macro-

scopically measured friction coefficient without slip setting in. Furthermore, the

macroscopic friction coefficient can vary with loading conditions. This leads to the

conclusion that the ratio of shear and normal stress at which sliding sets in is not

a pure material constant (Ben-David et al., 2011). If the rigid body assumption is

not valid, simple one spring and slider models cannot be representative of rupture

dynamics. In fact, the high resolution contact area measurements by Ben-David et al.

(2010), Ben-David et al. (2011), and Rubinstein et al. (2004) (see Fig. 4.2.9) show that

spatio-temporal dynamics are at play in frictional sliding. In this context, slip is not

seen as the detachment of a whole sliding surface, but is nucleated at specific points

in space and time followed by propagation as a rupture front. In homogeneous mate-

rials there are two types of consecutive rupture fronts. The first one does not traverse

the entire interface, but gets arrested before. These arrested ruptures can precede a

second type, a rupture that breaks the entire interface after which overall sliding sets

in. It is the second type which releases the elastic energy stored in tectonically loaded

rocks that causes the ground motion observed in the wake of earthquakes (Svetlizky

et al., 2019).

80
m

m

6mm

50
-

20
0m

m

Figure 4.2.9: Setup of quasi-one-dimensional frictional contact area measure-
ments by the group of Fineberg at the Racah Institute of Physics (e.g. (Shlomai
et al., 2016; Svetlizky et al., 2019)). Adapted from Rubinstein et al. (2004) and

Rubinstein et al. (2009)
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Infobox 4.2 Linear elastic fracture mechanics - LEFM

Rupture propagation in homogeneous materials can be described through linear elastic
fracture mechanics (LEFM), a continuum mechanics approach. In this context, rupture
propagation is described by the propagation of a shear crack, where the crack is ide-
alized as perfectly flat, cohesionless plane in a linear elastic medium. It has its basics
in the work of Griffith (1921) who investigated the failure of steel during World War
I. Realizing that brittle materials fail under stresses below the values of their atomic
strength, he developed an energy criterion for an initial crack (a pre-existing material
weakness) to extend. Crack propagation is sustained through external forces against
the cohesive forces of the unbroken material and leads to an increase of the crack sur-
face energy, while the mechanical energy of the material decreases (Scholz, 2002). Three
basic modes describe the LEFM crack mechanism. Tensile opening (mode I), in-plane
shear (mode II) and anti-plane shear (see Fig. 4.2.5) (Scholz, 2002). Under the assump-
tions of a plane, sharp, cohesionless interface, the stress and displacement find a simple
analytic expression for which I refer the interested reader to Scholz (2002) p.10-12. The
propagating crack has a stress singularity at the crack tip. Rupture propagation is sus-
tained as long as the kinetic and elastic strain energy flux to the tip are sufficient to
rupture the frictional contacts (exceeding the local friction coefficient) and create new
crack surfaces (Xia et al., 2004; Rosakis et al., 1999).

It should be pointed out that the LEFM theory does not properly describe the crack
tip in experiments with polyacrylamide gels. This is probably due to the nonlinear
elastic behavior of gels at the crack tip (Livne et al., 2008; Boué et al., 2015). Since the
hydrogels used in elastography expose similar properties as polyacrylamide gels, this
probably holds true for the experiments in the present manuscript as well. LEFM has
also faced criticism in terms of its applicability to real-world faults. In comparison to
laboratory experiments they are heterogeneous and often show a bi-material contrast.
Furthermore, the frictional interface of faults exhibit cohesive forces that vary along the
interface. In the words of Ohnaka (2004b) "no such unrealistic stress singularity" exists,
but a zone behind the rupture tip over which shear stress decreases. Dugdale (1960)
and Barenblatt (1962) developed a cohesive zone model (CZM), in which cohesive
forces are considered. When the two walls of the interface are pulled or sheared apart
there is cohesive fracture zone in front of the crack tip, instead of a stress-singularity at
the crack-tip.

4.2.2.e Supershear rupture propagation

Theoretical prediction In the LEFM context, the maximum crack propagation speed

for a perfectly linear elastic material and crack mode III is the Rayleigh wave speed.

Beyond, no energy would arrive at the tip because only shear stresses are present at

the rupture tip (direction of propagation orthogonal to shearing). Ruptures propagat-

ing faster than this limiting Rayleigh wave speed have been predicted by Burridge

(1973) and Andrews (1976) for mode II cracks. In their framework, an initial crack

accelerates towards the Rayleigh wave speed and the rupture tip then nucleates a
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secondary rupture at supershear speed. Furthermore, they showed that stable rup-

ture speeds in fracture mechanics are either inferior to the Raleigh wave speed or

superior to
√

2Vs, where Vs is the shear wave speed. Freund (1979) found that a

mode II crack tip singularity in the intersonic range
√

2Vs < Vr < Vp
4 is only greater

than the subsonic singularity for the speed
√

2Vs. The only stable intersonic rupture

speed is thus
√

2Vs. Eshelby (1949) found the same limiting speeds for an edge dislo-

cation moving at constant speed in an elastic isotropic material taking into account

the atomic structure. The limiting velocity is the Rayleigh wave speed but an isolated

solution for a supershear speed exists at
√

2Vs. However, it cannot be reached from

sub-Rayleigh speeds. The existence of this singular solution is due to the fact that the

moving dislocation is radiation free at this speed. For a supershear rupture moving

at exactly that speed, the shear Mach cone would thus vanish (Mello et al., 2016).

Experimental proof Archuleta (1982) inferred possible supershear speeds for crustal

earthquakes, but the existence of supershear ruptures remained a disputed question

until the first experimental proof in the 1990s.

The first direct observation for supershear rupture on a bi-material interface with-

out application of stress at the crack tip itself is reported by Rosakis et al. (1998). They

use photo-elasticity and high-speed imaging to visualize a 2D rupture propagating

faster than the shear wave speed of the softer material (see Fig. 4.2.10a). Using the

same technique, Rosakis et al. (1999) show that supershear ruptures can be sustained

in homogeneous materials as well. Following up on the insights from these labora-

tory experiments, Bouchon et al. (2001) report supershear propagation on a 200 km

segment for two 1999 earthquakes in Turkey.

In contrast to the described crack-like ruptures in homogeneous materials, bi-

materials favor pulse-like ruptures. They are pulse-like, because only a small area

of the interface behind the rupture tip is sliding and heals before the rupture has tra-

versed the entire interface. The sliding thus takes place step-by-step. Using contact

area and strain measurements, Shlomai et al. (2016) show that ruptures in bi-materials

have a preferred direction of propagation. This direction is the direction of slip of the

material with the lower wave speed. These ruptures propagate pulse-like and at a

well-defined speed, which is equivalent to the shear wave speed of the softer material.

Secondary pulses exist and contact area and stress across the interface continuously

evolve, thus no steady-state rupture is reached. In the opposite direction, the direc-

tion of relative motion of the stiffer material, the ruptures take two forms. Either,

they propagate like cracks at sub-Rayleigh speed, similar to rupture propagation

in homogeneous materials, or as supershear cracks. The occurrence of supershear

ruptures dominates in this direction. The contact area decreases during rupture for

homogeneous as well as bi material systems. However, in the direction of the motion

4Vr - rupture speed; Vp - compression wave speed
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of the softer material, the real area of contact can drop to 3 % after an increase just

before the rupture arrives. In the opposite direction and in homogeneous materials

the contact area does not reach values below 60 %. In a different setup of Polystyrene

on glass Weber et al. (2019) find that the real contact area in their experiments in-

creases during sliding. They measure the contact area using fluorescent molecules

that, if confined by a real contact of sphere and glass, emit an increased fluorescence

intensity. Their result implies, that a mechanical weakening of the asperities and thus

a decrease in the interface strength must compensate the increase in contact area to

allow for sliding.

Supershear propagation in rocks has been investigated by Passelegue et al. (2013)

on an upper-crust mimicking triaxial granite on granite experiment. They measured

supershear propagation speeds ( 6=
√

2Vs) using the Mach front arrivals times at

different acoustic sensors along the fault line. They show a transition from sub-

Rayleigh to supershear speed on a few centimeters. The average rupture velocity

is correlated to the ratio of initial shear stress (τ0) and normal stress (σN) as well as

the final stress drop. For sub-Rayleigh ruptures the ratio is τ0
σN

< 0.6 and the stress

drop lower 1.5 MPa. For supershear ruptures the ratio is τ0
σN

> 0.7, and the stress

drop is larger than 3 MPa. These results are coherent with the experimental results

of Ben-David et al. (2010) on polymers, as well as results for the Kunlunshan super-

shear earthquake (Robinson et al., 2006). The authors point out, that in contrast to

field observations, supershear is a common phenomenon in their setup. Possible

reasons are the smoothness of the plane fault and high normal stresses. Real faults

kink and exhibit a gouge layer. Furthermore, energy dissipation at the rupture front

producing off-fault damage could play a bigger role in real-world faults. The short

transition length for supershear ruptures in these experiments indicate that supers-

hear might be a common phenomenon at asperity size. Using the same experimental

setup, Marty et al. (2019) back-projected the measured energy and revealed that high-

frequency radiation stems from a zone close behind the rupture front and travels

along with it. Higher normal stress and higher rupture velocity lead to an increase in

high frequency radiation. This is consistent with field observations, where high fre-

quency energy release corresponds to deeper portions of the fault. Possible reasons

for the high frequency emissions are off-fault damage in the vicinity of the rupture

front or accelerations and decelerations of the rupture front.

Supershear across scales Abraham et al. (2000) and Abraham (2001) showed that

atomic/molecular dynamics simulations can also describe secondary supershear

crack nucleation from sub-Rayleigh crack propagation. In their simulations, the crack

accelerates up to sonic speed. Gao et al. (2001) compared these atomic simulations to

elastic continuum simulations and found very good agreement. The characteristics

of crack propagation seem thus to be comparable from the atomistic to the fault scale,

over 11 orders of magnitude (Gao et al., 1999). Ruptures propagating faster than the
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Rupture trigger:
Exploding wire

a: Experimental setup: A pre-cut PMMA plate is vertically confined under controlled
stress conditions. A rupture is induced by an exploding wire at the indicated point.
The rupture propagation is filmed by photo-elasticity.Original figures from Xia et al.
(2004)

b: Photo-elasticity snapshot of a left
traveling supershear rupture. The su-
pershear cone, its angle to the fault line,
the spherical shear wave front and a
trailing sub-Rayleigh rupture are indi-
cated. Figure from Mello et al. (2016)

Figure 4.2.10: Setup and example of the rupture experiments by the group of
Rosakis et al. at the California Institute of Technology.
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√
2Vs speed have also been observed in the laboratory by Xia et al. (2004), Rubinstein

et al. (2004), and Latour et al. (2011b). Their experiments indicate that weak interfaces

favor faster supershear ruptures due to energy dissipation.

4.2.3 Slow slip

So far, we have seen experiments modeling the rapid energy release of earthquakes

through fast frictional sliding. This has been the main priority of rock mechanics

and seismologists for decades since it is responsible for what we experience as an

earthquake: The strong ground motion associated with the arrival of elastic waves

at the surface. However, this is not the only mechanism through which faults release

energy. Observation of creep, i.e., very slow motion on faults, can at least be traced

back to Tocher (1960) and Steinbrugge et al. (1960). These events are also called aseis-

mic events because in contrast to fast events they are not accompanied by seismic

wave radiation. However, the results of, e.g., King et al. (1973) indicated that they

release large amounts of strain energy, comparable to large magnitude earthquakes.

Kato et al. (1991) performed the first rock on rock sliding experiments I am aware of.

The results indicated that these slow-slip, slow earthquake or creep events are likely

to occur in the lower crust and the upper mantle. Heslot et al. (1994) studied slow

slip of paper on paper and found, similar to rock mechanics, that creep is govern-

ing the slow process. Furthermore, they defined a crossover from the creep regime

to an inertial regime when the velocity dependent friction coefficient changes from

slip weakening to slip strengthening. Voisin et al. (2008) experimentally modeled a

subduction zone and found that with further displacement, the acoustic emissions

in their experiment evolve from strong and short signals (comparable to seismic

signals of fast earthquakes) to small and long signals. Kaproth et al. (2013) sheared

Serpentinite, a fault zone material, and observed slow stick-slip events. Their slips

are independent of fault stiffness and indicate that slow slip could depend on the fric-

tion characteristics of the fault gouge (see Fig. 4.2.11 for an example of fault gouge).

Furthermore, they observed changes in acoustic travel-time through the fault zone

indicating wave speed changes of up to 21 %. This is of particular interest for mon-

itoring of real faults. The mechanisms of slow slip remain even more elusive than

those of fast slip. For Ide (2014) slow earthquakes are qualitatively different from

fast earthquakes while for Voisin et al. (2008) and Peng et al. (2010) the fast and slow

modes present a slip continuum.

Nucleation phase Ohnaka et al. (1990) and Ohnaka et al. (1999a) observed that

rupture nucleation on pre-existing laboratory faults can be divided into a quasi static

phase and an acceleration phase. Furthermore, the observed shear ruptures highly

depended on the surface geometry. Latour et al. (2013a) also found two phases

for experiments in polycarbonate using photo-elasticity and acoustic emissions for
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monitoring. However, the rupture velocity grows exponentially during the quasi-

static nucleation phase in their experiments which is in contrast to the claimed steady

growth of previous observations. The difference might actually not be due to a

different process but due to higher resolution of their data revealing an exponential

growth which appeared as apparently linear previously. They define a characteristic

time of the nucleation phase tc = L0/V0r, where L0 and vr0 are the nucleation zone

length and velocity at the time of transition from the quasi-static to the acceleration

phase. The characteristic time scales inverse to the slip weakening rate and becomes

shorter with growing observation scale due to fault heterogeneity. Rubinstein et al.

(2006) observe that slow rupture fronts (2 order of magnitude below the Rayleigh

wave speed) are present in all their PMMA contact area measurements. They are

emitted upon arrest of sub-Rayleigh fronts and can be arrested or traverse the entire

frictional interface. In the last case they account for a quarter of the observed overall

sliding. These slow fronts on PMMA scale well with the nucleation phase observed

by Ohnaka et al. (1999a) and might thus be a universal mechanism. Trømborg et

al. (2014) suggest that slow fronts are connected to slow slip in the following way:

Slow slip occurs immediately after normal rupture front arrest and loads the front

tip so that the rupture front continues slowly to propagate instead of being arrested

completely.

4.2.3.a Granular friction

Figure 4.2.11: Field observations from an exhumed fault. The fault contains a
layer of a finely crushed fault gouge (dark material), and the slip in the gouge is
localized in a narrow shear band (yellow arrows). Figure from Daub et al. (2010),

fig.4.



4.2. Background 61

Earthquakes occur along fault lines, but these faults are not perfect planes. They

rather consist of layer of granular material, the fault gouge, separating two rock bod-

ies. Fig. 4.2.11 shows an example of a fault, where the granular gouge material can be

identified between the two solid rock blocks of the fault. A granular material, the ice

stream till, is also present in observed ice stream stick-slip (Leeman et al., 2016). In

the laboratory, stick-slip friction has been observed to be a common phenomenon for

sheared granular layers. Scottl et al. (1994) undertook a double-direct-shear experi-

ment, which showed that the apparent friction coefficient depends on the thickness

of the gouge layer. Gu et al. (1994) observed that in a sheared ultra fine quartz layer

localization of shear took place before sliding was initiated and is a condition for

stick-slip.

Particle rearrangements Granular media do not behave linearly elastic under load.

The responsible process are microscopic particle rearrangements leading to the for-

mation of force chains. Force chains form in a granular medium under compression,

because the stresses are only transferred via individual particle contacts and not

via the bulk material. A chain of particles supports the load while others can be

completely unstressed. This leads to a hardening of the material for small defor-

mations. Only when the stresses are high enough for more and more particles to

enter into contact, the material enters a linearly elastic regime (Hidalgo et al., 2002).

Using photo-elastic particles, Daniels et al. (2008) imaged the force chains develop-

ing in a deforming granular medium as an analogue to fault gouge deformation.

Fig. 4.2.12 shows their observation: The deformation in the granular fault model

is accompanied by a rearrangement of the particles which carry most of the load.

This rearrangement occurs prior to stick-slip setting in. Daub et al. (2010) describe a

model of shear transformation zones (STZ). Rearrangement of the grains under shear

produces plastic strain. The strain is localized and deformation takes place in a small

zone/band and not throughout the whole material. Simulations with the STZ model

reproduce crack, pulse and supershear ruptures (Daub et al., 2010). Through STZ

modeling of laboratory data, Lieou et al. (2017) connect the STZ-theory to rate and

state friction laws.

Acoustic emissions from granular friction The earth is never quiet. Acoustic sen-

sors placed on its surface always register a background noise, that can stem from

sources as various as tides, rivers, cars and even elephants. However, this back-

ground can also contain useful signals. Acoustic emissions, have long been linked

to the cracking of brittle materials as well as to the failure of soils (Koerner et al.,

1976) and the initiation of landslides (Cadman et al., 1967). Soil is a granular mate-

rial, which becomes evident if one looks at the Unified Soil Classification System,

where soils are classified according to particle form and grain size (Astm et al., 2006).

More recently, Herwijnen et al. (2011) showed the presence of acoustic emissions
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at the onset of avalanche rupture. In avalanches, slab avalanches are responsible

for most casualties. In many cases, a small layer of angular grains, formed under

specific weather conditions, is responsible for the mechanical failure of the snow

pack. The first to show a clear link between acoustic emissions and the displacement

of granular particles in the forming and breaking of force chains in the laboratory

were, to my knowledge, Hidalgo et al. (2002). They measured the acoustic emissions

of glass beads under load and found a good agreement of their proposed model of

rearrangement and the experimental results.

In the laboratory, slip precursors to major slip events have been reported that can

be related to acoustic emissions from granular materials. Ferdowsi et al. (2013) report

microslips before the onset of major slip from 3D discrete finite element simulations.

Johnson et al. (2013) showed the same mechanism experimentally in a biaxial setup

through shear stress measurements. They combined the shear stress measurements

with recordings of acoustic signals and showed that slip events are not only preceded

by microslip but also by coincident acoustic emission precursors.

Triggering Johnson et al. (2016) report that gouge material is essential to earth-

quake triggering. Using the biaxial apparatus in Fig. 4.2.13a they find that a critically

stressed fault can instantaneously fail at the arrival of an acoustic pulse. The failure

is accorded to the fact that the wave breaks the intergranular force chains, weakening

the material.

Figure 4.2.12: Photo-elastic evidence of
force chains from Daniels et al. (2008).
The stress is concentrated along lines of
rearranged grains (brighter grains). The
grains outside the chains (dark grains)
can be completely free of stress, without
contacting each other. The higher the
stress, the more grains enter into con-
tact. The material approaches the elas-
tic behavior of the bulk material when
all grains are in contact.
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a: Left: The bi-axial double shear apparatus with maximum force indicated. Adapted
from https://www.rockmechanics.psu.edu/apparatus.html. Right: Schema of the
central part from Johnson et al. (2013).

Coincidence of microslip and
acoustic emissions

b: Results of Johnson et al. (2013) for a granular double-shear experiment as shown in
Fig. 4.2.13a. The shear stress curve in (a) of the original Figure shows that each major
slip event is preceded by microslips (indicated by blue arrow). The rate of acoustic
emissions (AE) in (b) shows an increase coincident with the measured microslip, as
becomes evident through the correlation coefficient plot in (c). Adapted from Johnson
et al. (2013).

Figure 4.2.13: Double shear setup and results from Johnson et al. (2013)
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4.2.3.b Ultrasound wave propagation imaging

Apart from the photo-elasticity experiments by Rosakis et al., all previous laboratory

set-ups are based on strain gauges, acoustic emissions or contact area measurements

but none bridges the gap between rupture creation and the associated elastic wave

radiation. Direct observation of shear waves from a propagating rupture has only

been done in the 2D setup of Rosakis et al., where the propagating wavefront is

filmed with a high-speed camera. Latour et al. (2011a), Latour et al. (2011b), and

Latour et al. (2013b) used ultrafast ultrasonic speckle interferometry or high frame-

rate ultrasound imaging to image the elastic wavefield inside a 3D sample during

interface failure. They performed three types of experiments:

• Hydrogel on sandpaper

• Hydrogel on a single layer of sand on a glass-plate

• Hydrogel on glass plate with large pebbles as asperities.

For the sandpaper they found abrasion of the gel and linked the depinning of

sandpaper-gel contacts to slow slip and tremor. The observed waves were well mod-

eled by a unidirectional point source and the elastic Green’s function in an isotropic,

homogeneous, elastic medium. For the sand mono-layer they found exclusively su-

pershear ruptures. They accord this to a very homogeneous interface between the

glass plate and the sand pebbles. They assume that the sliding friction is between

the sand pebbles, that are stuck to the gel by hydrostatic forces, and the glass plate.

In the asperity setup, they relieve that on a heterogeneous interface the rupture and

wave radiation depend strongly on the barrier (asperity) type. A barrier can stop

a rupture, increase or lower its velocity and a sub- to supershear transition can be

induced. Under equal conditions the ruptures may vary for the same interface. These

experiments were the first experiments done on friction using high frame rate ultra-

sound imaging. To our knowledge they were also the first to directly image a 3D

rupture in a 2D imaging plane in situ an elastic body.

4.2.3.c And the real world?

One of the main issues associated with laboratory earthquakes experiments is scala-

bility. To which extend are earthquakes and rupture propagation self-similar? Seis-

mic faults are not smooth homogeneous layers as is the case for many laboratory

experiments. They exhibit asperities or barriers on which strain accumulates and

it is their breaking that releases large amounts of elastic energy (Ohnaka, 2004a).

However, the above reported laboratory experiments show that a number of charac-

teristics found in real-world earthquakes can be reproduced in the laboratory. These

include for example supershear, creep, stick-slip and fault healing (Marone, 1998).
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As already mentioned, kinematic models of a moving dislocation fit a large num-

ber of earthquake records surprisingly well. Among the first to show this were Aki

(1968) for the 1968 Parkfield earthquake. This fit is an indicator for the slip-pulse

mechanism in earthquakes (Heaton, 1990). Lu et al. (2010) suggested that a low stress

level along faults may support pulse-like behavior (Rosenau et al., 2017).

The sub-Rayleigh and supershear dichotomy known from crack-like rupture

propagation was shown by Bouchon et al. (2001) and Bouchon et al. (2002) for the

1999 Izmit and Düzce earthquakes in Turkey. On a nearly planar part of the fault (less

than one meter wide), the rupture speed was inferred to be supershear and close to

the prediction by Freund (1979) of
√

2Vs. On a more complex part of the fault, the rup-

ture was inferred to have propagated at sub-Rayleigh speed. Furthermore, the two

sides of the fault exhibit a material contrast. For the 2001 Kunlunshan earthquake,

Bouchon et al. (2003) inferred a sub-Rayleigh to supershear transition during the first

100 km of a 400 km long surface rupture. These results fit the experimental results of

Rosakis et al. (1998) and Rosakis et al. (1999) astonishingly well. From experimen-

tal evidence (e.g. (Latour et al., 2013b; Latour et al., 2011a)) it was suggested that

fault heterogeneity inhibit supershear while homogeneous faults facilitate it. This

relation seems to hold true for real faults as well. The observed supershear ruptures

for real-world earthquakes happened on smooth, planar fault segments (Bouchon

et al., 2010). The granite experiments by Passelegue et al. (2013) presented earlier

were reproduced successfully using dynamic rupture simulations originally applied

at the large real-world scale. This is another indicator for self-similarity of supershear

rupture propagation.

Several earthquakes have been showed to be dynamically triggered, even over

large distances. The 1992 Landers earthquake (magnitude 7.3) and the 1999 Hec-

tor Mine earthquake (magnitude 7.1) , triggered earthquakes in the same locations

(Gomberg et al., 2001). For the Landers event triggering as far as 280 km away from

the fault has been shown (Scholz, 2002).

The presence of a nucleation phase, as shown in the laboratory by Ohnaka et al.

(1999b), was discussed for real-world earthquakes by Beroza et al. (1996), Iio (1995),

and Latour et al. (2013b). Bouchon et al. (2011) found a precursor phase for the

1999 Izmit earthquake. The earthquake was preceded for 44 minutes by a phase of

slow slip occurring at the base of the brittle crust. This slip accelerated slowly at

the start and then rapidly accelerated in the 2 minutes preceding the earthquake. A

slow slip just before a fast event was also observed by Kato et al. (2012) for the 2011

Tohoku-Oku earthquake. Early detections of slow earthquakes in the field depended

on the use of strainmeters, buried for example in borehole at the San Andreas fault

(Linde et al., 1996). The number of detections grew quickly when GPS stations

for fault monitoring were introduced. Thus, Rogers et al. (2003) could reveal that

small seismic signals (tremor) correlate with slow crustal slip in a subduction zone.

Although slow earthquakes themselves are not a natural risk, they happen in the
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same areas as fast earthquakes and, because they result in stress changes, likely play

a role in triggering fast earthquakes.

As already mentioned, acoustic emissions are indicators for landslide and avalanche

failure (Michlmayr et al., 2012). Kwiatek et al. (2013) used acoustic emission sensors

in boreholes in the frequency range from 1 to 60 kHz to monitor aftershock sequences

of a magnitude 1.9 earthquake. The results indicated a large number of events with

a tensile component. Thus, the source mechanism strongly deviated from the pure

mode II or III crack idealization.

Figure 4.2.14: AE sources for geologic
materials from Michlmayr et al. (2012):
(1) liquid bridge rupture, (2) crack de-
velopment, (3) release of force chains,
(4) grain friction, (5) grain cementation
fracture, and (6) rupture of soil fiber

In recent years, stick-slip has been shown to be present in other geophysical

sliding events than earthquakes. Glacier stick-slip has been reported for Antarctica

(Anandakrishnan et al., 1993; Walter et al., 2015), Greenland, (Nettles et al., 2003) and

possibly for alpine glaciers (Helmstetter et al., 2015). For the case of basal sliding,

the material contrast of ice to the glacial till and underlying rock is much stronger

than for seismic faults. This fact is of particular interest for us, since most of the

friction experiments presented in this work also exhibit a strong bi-material contrast.

Walter et al. (2015) directly compared laboratory experiments with homogeneous,

solid sliding PMMA blocks to seismic data from the antarctic Whillans Ice plain.

The simple laboratory setup reproduces several features of the bi-daily ice stick-slip.

In the field, the observed rupture nucleates below the Rayleigh wave speed and

slows down during propagation. In the laboratory experiment it nucleates around

the Rayleigh wave speed and slows down during propagation. The sub-Rayleigh

rupture velocity covaries with loading conditions in both case. In the ice plain the

varying loading conditions are due to the ocean tides. Both, high and low tides

nucleate rupture. The stress-dependence is in agreement with the LEFM description

of ruptures. The author’s accord the successful matching of laboratory and field

experiments to the fact that the ice plain is an isolated system of homogeneous
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material. In contrast to earthquake faults, which exhibit branches and a complex

geometry, it is a simple plane. Furthermore, triggering by seismic events from nearby

fault segments can be excluded. Lipovsky et al. (2017) use a rate and state friction

law to model the slow slip on the the same ice plain. When the fault dimension of the

Whillans ice plain is approximately equal to the nucleation length, they reproduce

slip occurring as slow slip similar to subduction zone slow-slip events.

4.2.4 Kinematic source models

Seismologists have historically tried to relate the seismic waveforms observed by

seismometers in the far-field to the source mechanism of the earthquake. In contrast

to the laboratory, real-world seismology until recently entirely relied on recording

elastic waves5. The complex dynamic rupture propagation is thus approximated

by kinematic models which reproduce the observed elastic wavefield. Kinematic

rupture propagation is a first approximation that ignores stress dependence and only

includes the space-time development of a displacement continuity on the rupture

surface. It links the displacements in the body of interest to the physical quantity

which created it. These are body forces, frictional forces and displacement. As

we know from classic elasticity, the equation of motion for an external force in an

isotropic, elastic medium is (Landau et al., 1986; Aki et al., 2009; Pujol, 2003):

ρü = (λ + 2µ)∇∇ · u− µ∇× (∇× u) + f , (4.4)

where ρ is density, µ is shear modulus, λ is Lamé’s first parameter, u is the displace-

ment vector and f is the force term. Before detailed rupture models were available,

seismologists, aware that earthquakes happen along fault planes, faced the following

question: “What is the equivalent body force that in the absence of the fault will

cause exactly the same displacement field as slip on the fault?” (Pujol, 2003). The so-

lution is the famous double-couple and was derived in the 1960s by T (1963), Haskell

(1964), and Burridge et al. (2003). It is the force equivalent in space and time for the

earthquake source which creates the observed displacement and radiation pattern.

For details see also Box 4.3.

An intuitive kinematic rupture model used to describe seismic waveforms in

the far-field is Haskell’s unidirectional rupture model of a propagating dislocation,

schematically shown in Fig. 4.2.15a. The parameters at the source responsible for

the elastic displacement in the medium in Haskell’s model are the fault length, fault

width (<< length), permanent slip distance, rise time and a constant rupture velocity

(Aki et al., 2009). Numerically the model can be represented by a point source moving

along the discretized rupture length L at a constant speed vr. The elastic wavefield in

5In recent years, deformation measurements through GPS stations near natural faults enrich the
available seismology data
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the medium of interest can be calculated by convolution of the point source function

with the Green’s function of the medium and summation in space and time. One of

the first to do so for a rectangular fault model with double and simple couple sources

was Ben-Menahem (1961). In the next section I will first present the Green’s function

for a unidirectional point force as the equivalent to a point dislocation source. Since

natural strike-slip earthquakes are however better described by a double couple as

the equivalent body force we then present the Green’s function for a double couple

source.
z

y
x

LW

Rupture front

dx

a: Schema of a fault in Haskell’s model. W is the fault’s width, L the length, dx is the
slip distance in the ruptured part of the fault.

b: Azimuthal variability of the source time function for a unilaterally rupturing fault.
The duration changes, but the area of the source time function is the seismic moment
and is independent of azimuth. Extracted from Figure 9.9 in Lay et al. (1995).

Figure 4.2.15: Haskell’s unilateral rupture model.
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Infobox 4.3 Seismic moment tensor

In global seismology the rupture complexity is often further reduced by collecting the
properties of the rupturing fault in the seismic moment tensor that describes the slip
mechanism in terms of a nine independent force (couples) shown in Fig. 4.2.16. The
equivalent surface force for an infinitesimal surface element can always be expressed
as a combination of these nine couples (Aki et al., 2009).

Figure 4.2.16: Illustration of the force couples that make up the seismic moment
tensor. From Shearer (2009)

The energy radiated through the elastic wavefield is described by the scalar seismic
moment, which is defined as the product of the rupturing surface A, the slip length l
and the local shear modulus µ:
M0 = Aµl. The seismic moment and moment tensor are related through M0 =

1√
2
(∑ij Mi j2)

1
2 .

For an explosive source the moment tensor is

∣∣∣∣∣∣∣

M0 0 0
0 M0 0
0 0 M0

∣∣∣∣∣∣∣
, and for a double couple

∣∣∣∣∣∣∣

0 M0 0
M0 0 0
0 0 0

∣∣∣∣∣∣∣
. Through the moment tensor, the earthquake source is thus approxi-

mated as a point source with a specific radiation pattern.

4.2.4.a Point dislocation source

The displacement field for a Delta function is the elastodynamic impulse response

or Green’s function. As can be observed on earthquake outcrops, ruptures are direc-

tional and as such the displacement at a Receiver at a point in time and space u(x, t)
depends on Source direction and Receiver polarization. The Green’s function is thus
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a tensor Gij(x, t; ζ, τ) where i is the displacement in direction i due to an impulse in

direction j, t is the arrival time, τ the source time and ζ the source location. Following

Haskell’s model of a unilaterally rupturing fault, the earthquake source function is

not a delta function but a time dependent displacement. A simple appropriate source

in terms of displacement is thus a ramp, leading to particle-velocities as depicted in

Fig. 4.2.15b. Due to the inherent property of the delta function

∫ +∞

−∞
f (x)δ(t− τ)dt = f (τ), (4.5)

the displacement uij(x, t) due to the Source function X0(t) in xj-direction at the

source position becomes:

ui(x, t) =X0 ∗Gij

=
1

4πρ
(3γiγj − δij)

1
r3

∫ r
b

r
a

τX0(t− τ)dτ

+
1

4πρα2 γiγj
1
r

X0(t−
r
α
)

− 1
4πρ

β2(γiγj − δij)
1
r

X0(t−
r
β
),

(4.6)

where r is the distance from the source to the receiver, ρ is density, α and β are the

compression and shear wave speeds, r is distance to the source and γ is a direction

cosine defined as γi =
xi
r = δr

δxi
. A thorough derivation is given in Aki et al. (2009)

Chapter 3 and 4.

4.2.4.b Double couple source

The kinematic source that best models Seismic waves observed in the far field has

been an open question for a long time (Pujol, 2003). A simple shear point force

as given in Eq. (4.6) does not explain the seismic radiation patterns observed from

most fault slips. Under the approximation that earthquakes are caused by pure

shear faulting, the equivalent force system for an isotropic medium causing the shear

displacement are two force couples with no net torque. This leads to the widely

used double couple (DC) point source expression that well explains a displacement

continuity across a fault plane buried in a 3D-body in the far field (see Fig. 4.2.17).

Here the source is modeled as two force couples acting on the surfaces of the fault

plane. The displacement continuity across the fault can thus be given equivalently

as the surface force acting on an infinitesimal surface element. This force in turn can

be described by a combination of nine force couples.

In the case of a strike-slip event in an isotropic body the two couples are sufficient

to describe the radiation pattern and the displacement continuity can be described

by a double-couple.
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The convolution of a force with a Green’s function has its equivalent in the con-

volution of the moment tensor with the derivative of the Green’s function. This

gives the force-displacement equivalent. With X0 being the amplitude of a force in p
direction we find that:

un(x, t) = X0 ∗ Gnp = Fp ∗ Gnp = Mpq ∗ Gnp,q. (4.7)

Hence, the displacement field induced by a shear dislocation can be described as

a convolution of the seismic Moment tensor with the Green’s function which in polar

coordinates gives:

un =Mpq ∗ Gnp,q

u(x, t) =
1

4πρ
AN 1

r4

∫ r
b

r
a

τM0(t− τ)dτ

+
1

4πρα2 AIP 1
r2 M0(t−

r
α
) +

1
4πρβ2 AIS 1

r2 M0(t−
r
β
)

+
1

4πρα3 AFP 1
r

Ṁ0(t−
r
α
) +

1
4πρβ3 AFS 1

r
Ṁ0(t−

r
β
),

(4.8)

where the radiation patterns of the near, far and intermediate field terms are

described by:

AN = 9 sin 2θ cos φr̂−6(cos 2θ cos φθ̂− cos θ sin φφ̂)

AIP = 4 sin 2θ cos φr̂−2(cos 2θ cos φθ̂− cos θ sin φφ̂)

AIS =−3 sin 2θ cos φr̂−3(cos 2θ cos φθ̂− cos θ sin φφ̂)

AFP = sin 2θ cos φr̂

AFS = cos 2θ cos φθ̂− cos θ sin φφ̂.

4.2.4.c Non-double-couples and damage terms

DC sources are routinely used for earthquake modeling. However, in many cases

non DC-sources might be more appropriate. Such examples include landslides and

volcanic earthquakes as well as earthquakes in the upper mantle (Julian et al., 1998).

Ben-zion et al. (2009) find that changes in elastic moduli of the source region con-

tribute additionally to the classic moment term. For, example a decrease due to

brittle fracture increases seismic energy radiation into the bulk. They argue that the

energy stemming from this change can even be larger than the energy stemming

from the classic moment tensor. Although I do not tackle these questions in the

present manuscript, they are noteworthy. Because shear wave imaging is a unique

tool to investigate the near-field, our experimental setup is ideal to investigate these

questions. Even more so, if elasticity mapping as is done in the medical field was

included through, e.g., passive elastography (Catheline et al., 2013).
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Figure 4.2.17: Radiation pattern of
the double-couple point source in
the far field. The direction of particle
movement, displacement and force
are indicated by arrows. Adapted
from Aki et al. (2009) and Igel (2017).
Note that in ultrasound shear wave
imaging one often retrieves what

seismologist call the near field.

4.2.5 Summary

The presented works show, that seismic rupture is inherently a dynamic process,

depending on material properties and their stress history. This conclusion derives

mainly from the laboratory. At the real world scale seismologist rely largely on the

rupture models developed in theory and the laboratory. However, dynamic rupture

simulation is computationally expensive, especially at a fault’s scale. Hence, the de-

veloped models representing the seismic source in real world seismology were and

still predominantly are simpler kinematic models. Acknowledging that many rup-

ture phenomenon are scale invariant, one could ask the question if global seismology

numeric models should not be scaled to and validated in the laboratory before ap-

plying them on the earth’s scale. The work presented by Latour et al. (2011a) bridges

the gap between laboratory friction experiments that seldom examine the emitted

elastic wavefield and global seismology data which is nearly entirely far-field elastic

wave data. In this work we build on the preceding works of Latour et al. (2011a),

Latour et al. (2011b), and Latour et al. (2013b) using new methodology, hard- and

software as well as new experimental setups. Using ultrafast ultrasonic imaging we

exploit the fact that we can investigate 3D experimental setups in-situ. While many

experimental configurations are possible and worthwile exploring, we concentrate

on the case of a small frictional patch on an otherwise smooth interface. This allows

us to image the elastic wavefield during the rupture as well as its propagation in

the wake of the rupture. Furthermore, by keeping a distance between the frictional

patch and the boundaries we isolate it as much as possible from these boundaries.

The spatial isolation allows us to reduce the variation of rupture processes in a single

experiment. These variations are for example caused by the not perfectly homoge-

neous interface and material. Thus, we facilitate detection and statistical analysis

of rupture events. Finally, this setup is truly three-dimensional, and plane-stress or
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plane-strain assumptions do not hold inside the gel. If we want to draw a comparison

to earthquake language we would describe this as an asperity on a smooth fault.
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4.3 Experimental setup

Following the work by Latour et al. (2011a) we build a strike-slip fault mimicking

experiment. The basic idea is that an elastic 3D-sample is sheared until slip initiates

and the resulting wave-field is imaged through shear wave imaging. Shearing is

assured through a glass plate driven by a stepper motor. The sample is confined

except for a small part close to the shearing surface that is left free to allow for

deformation. A layer of sand which gives rise to granular friction is posed in between

the glass plate and the sample to ensure frictional sliding.

The main changes compared to the previous setup by Latour et al. are:

Hardware

• New stepper motor

• New imaging system: Verasonics™ Vantage, ability to use up to 10000 frames

per second and compounding (angular plane wave emission) for better illumi-

nation.

Software

• User friendly Matlab interface, allowing for acquisition and data treatment in

the same environment

• Separation of acquisition, reconstruction and data treatment allows for re-

peated execution without breaks

• Fast reconstruction through the built-in beamforming which results in high

quality, complex IQ-data

• Phase correlation instead of speckle tracking → retrieval of total displace-

ment6from particle velocity (
∫ tend

t0
vpdt).

6 The tracking algorithms used by Latour et al. (2011a) used windowing functions to retrieve the
particle velocity. While they work perfectly fine for particle velocity imaging they are known to have
limitations in retrieving the total displacement. By loosing the high spatial resolution of the ultrasound
through the averaging done by the windowing, errors accumulate when integrating over time. This
explains why Latour et al. (2011a) relied on an optical sensor to retrieve the gel displacement on one
extremity of the gel. There is one main difference of displacement measurements by an optical sensor
or by ultrasound. While the optical sensor retrieves the true displacement of one physical point in the
Lagrangian sense, the ultrasound measures from an Eulerian point of view. For the particle velocity
this is generally negligible, since the displacement between two time-steps is very small. Throughout
the entire experiment however, displacement in the gel is in the millimeter range. Strictly speaking we
see the displacement passing through a spatial coordinate, not the displacement of a physical point.
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Setup

• Small, isolated sand patch that does not cover the entire gel surface to reduce

boundary effects and isolate the rupture → Equivalent to an asperity on a

smooth fault

• Gel-on-plate and gel-on-gel sliding.

In the following I present the sample preparation, friction bench, asperity, imag-

ing device and the experimental workflow.

4.3.1 Samples

We use homemade polyvinyl-alcohol (PVA) hydrogels. These gels are commonly

used to mimic biological tissue. In comparison with gelatin and agar-gels they have

the advantage of a much longer lifetime if stored in water. The production process

consist the following steps:

• Solution of PVA-powder in hot water under constant stirring.

• Addition of 0.1-0.5 % of graphite powder to introduce the scatterers that assure

the ultrasonic speckle.

• Rapid cool-down in an ice-bath of the viscous solution until gelification sets in.

• Freezing at −18 ◦C until complete gelification is reached.

• Complete thawing of the gel.

The last two steps are repeated until the gel has the desired elasticity. In experiments

requiring large investigation depth it is essential to degas the solution before solidi-

fication. Less air means less scattering and can lead to a gain of several centimeters

with the 5 MHz ultrasound probe. Many more hydrogels are possible. These include

gelatin, agar-agar, cellulose and polyacrylamide gels. In this manuscript we do not

tackle the question of brittle versus elastic versus ductile material and consequently

the relevant property for us is the average shear wave speed. Most presented ex-

periments are gel-on glass experiments in which the material contrast of the gel and

the glass is orders of magnitude above the difference in elastic parameters of the

gels. It should be noted, that the homemade gels are not homogeneous. During the

production of the large samples required for the setup, incomplete solution of the

PVA-powder could not be avoided and the long time needed for complete solidifi-

cation led to deposition of graphite and PVA-powder at the bottom of the gel. An

example of an inhomogeneous hydrogel is shown in Fig. 4.4.1 of Section 4.4.1.a.
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4.3.2 Friction bench

The motor is a Kollmorgen® AKM™ stepper motor, depicted in Figs. 4.3.2a and 4.3.3.

It is piloted through a LabVIEW (National Instruments) interface which ensures

synchronization with the imaging device. The motor drives an endless screw, which

in turn drives a glass plate through a wagon that is sliding on low-resistance bills on

two rails. The motor controls the rotation rate of the screw and thus the driving speed

of the wagon. It can be driven at constant speed or user specified speed profiles. In

this work we focus on a constant driving speed. The movement of the glass plate

and the friction of the asperity lead to deformation of a hydrogel, which is hold in a

fixed position on the friction bench. A force gauge in between the driving unit of the

endless screw and the wagon allows the measurement of the total average force on

the glass plate. For the longest time of the work the friction bench was badly aligned,

the motor introduced lateral movement in the system and the force gauge(s) were

broken. It took until the end of the third year to overcome these experimental issues.

Table 4.1 gives a quick overview of the development of the friction bench and the

imaging system. It serves the reader as a reference of the state of the experimental

setup in which the data-sets presented in this manuscript were acquired.

4.3.3 Asperity

In contrast to the work of Latour et al. (2011a) I concentrate on a spatially limited

sand asperity that gives rise to granular friction. A small patch of fine to medium

sand (<0.5 mm), and in the case of Section 4.4.2.c, coarse sand is placed on the glass

plate in the center of the hydrogel position. The sand is not completely dry, because

PVA hydrogels loose water, especially under stress. In the case of the fine sand

this becomes evident in the cohesion of sand grains after the experiment (see, e.g.,

Fig. 4.4.1b).

4.3.4 Imaging device

The imaging probe is a 128-element L7-4 (Philips) ultrasound probe centered at

5 MHz. A photo of the probe is shown in Fig. 4.3.2b during an experiment where

a x− z-plane inside a hydrogel is imaged. The probe is connected to a high-frame

rate ultrasound scanner (Verasonics Vantage™)7 which works at up to 10 000 frames

per second. Fig. 4.3.2c shows the scanner with its host computer. The host computer

ensures sequence programming as well as registration and treatment of the acquired

data through a Matlab™ interface. Each ultrasound frame is obtained through emis-

sion of plane waves as in Sandrin et al., 1999b and beamforming of the backscattered

signals. In addition to emission of plane waves with a propagation angle of 90° to

the probe surface, the setup allows for compound imaging with up to 20° offset. To

7See also Section 2.2
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achieve this, an emission delay is introduced from one element to the next. The su-

perposition of the waves emitted by each element is then a plane wave propagating

with an angle relative to the probe surface. For coherent results an impair number of

angles is emitted, one at 0° and two for each required angle value. The effected pulse

repetition frequency (PRF) is thus the emitted PRF divided by the number of angle

values.

Figure 4.3.1: Experimental setup of the friction bench. From left to right: A
stepper motor drives an endless screw which displaces a strain gauge connected
to the wagon with the glass plate. A hydrogel is posed on the glass plate with a
frictional layer of sand in between. Normal load is applied on top via weights.
The gel is blocked in the direction of movement of the plate and a small part
at the bottom is left free to deform. The strain gauge continuously measures
the force exerted on the glass plate to induce the demanded movement. An
ultrasound imaging probe is placed on the side or top of the gel with a layer of
echography gel in-between to ensure coupling and omit stress induced by the

probe.

Table 4.1: Evolution of the friction bench

2016 no security electronic noise
no synchronization complicated workflow
force gauge broken speckle tracking

mechanical noise: movement in the bench
2017 synchronization electronic noise removed Section 4.4.1.a

security phase correlation Section 4.4.1.b
force gauge eventually working simplified workflow Section 4.4.3

mechanical noise: movement in the bench Section 4.4.2.a
2018 new frame→ Section 4.4.2.b

no mechanical noise Section 4.4.2.c
force gauge working

2019 frame for well-aligned,
in production fast US-probe positioning
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a: The friction bench with the motor, strain gauge, wagon and the glass plate.

b: Vertical probe position c: Ultrafast ultrasound scanner

Figure 4.3.2: Photos of the experimental setup. In a, the new version of the friction
bench is shown.
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Vertical Acquisition
Horizontal Acquisition

Vertical Acquisition

Upper part:
Blocked
Lower part:
Free-frictional

Figure 4.3.3: Schema visualizing the investigated observation configurations.
Left: Gel on gel sliding. Two blocks of gel are superposed with a sand layer
in-between. The lower gel is moved synchronous with the glass plate.Both gels
deform and stick-slip is observed by the probe, which is positioned on top of
the gels. The z-component of the particle velocity shows a higher quality above
the sand layer. Although the ultrasound has to pass the sand barrier, some infor-
mation can be retrieved in the lower halfspace. Middle: Horizontal observation
for gel on glass with a sand layer in-between. The x-component of the particle
velocity is retrieved. Right: Same as left but with gel on glass instead of gel on

gel sliding.

4.3.5 Imaging method

In order to visualize the wave propagation, we apply phase-based motion estima-

tion (Pinton et al., 2005) on subsequent beamformed ultrasound frames. Similar

to ultrasound Doppler techniques, the retrieved phase difference gives the relative

displacement in the micrometer range. For details on the algorithm, see Section 2.3.

It should be noted that in terms of computational efficiency this is a large advan-

tage over classic speckle tracking methods, because the beamforming performed

by the Verasonics software results in complex IQ-Data. The correlation becomes a

simple point by point multiplication in the frequency domain and time-consuming

windowing is not required.

Due to the very high resolution of the probing ultrasound waves of 3× 10−5 m

and the high frame rate, the retrieved particle velocity can be locally integrated

over time to get the total displacement along the ultrasound propagation direction.

Furthermore, taking the spatial gradient of the accumulated displacement allows

for estimation of one component of the strain tensor. Likewise, time differentiation

leads to particle acceleration which is advantageous when continuous deformation

masks simultaneous wave propagation. In Fig. 4.3.4, particle velocity snapshot of a

wave-field and the corresponding particle velocity (vz(t)), displacement (uz(t)) and

z-strain ( ∂
∂z uz(t)) waveforms in one space location are plotted against time.
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One (out of 140 000) measurement
point over time

One frame in time

Figure 4.3.4: A timesnap of a propagating wave-field, imaged in the vertical
configuration, is displayed. The snapshot is composed of 140 000 measurement
points. The normalized particle velocity, displacement and z-strain in one mea-

surement point are displayed on the right.

4.3.6 Workflow

The Acquisition of raw RF-Data, beamforming and phase correlation can each be

undertaken independently. This permits rapid succession of experiments. The length

of the experiment is hereby only limited by the frame size of the raw data and the

available memory of the host computer. The total time needed for one experiment is

not limited by data treatment but by the time needed to transfer the raw data frames

to the hard-disk of the host-computer. Hence, automated acquirement of multiple

experiments is possible. The beamforming and phase correlation are done equally

automated in a second and third step. The complete workflow is schematically

indicated in Fig. 4.3.5
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4.4 Results

Some representative experimental which illuminate the variety of phenomena ob-

servable with ultrafast ultrasound imaging. are shown. The section is structured by

observation mode. First, the vertical or fault-normal observation mode is presented,

followed by the horizontal or fault-parallel observation mode. Each observation

mode is subdivided into different experiments which illuminate different rupture

phenomena. Table 4.2 shows an overview of the parameters of each experiment pre-

sented in the present manuscript. To help the interpretation of the observed fields,

some of the experimental results are confronted with the analytic results for a moving

point source as presented in Section 4.2.4. These comparisons are purely qualitative

and intended to guide the physical interpretation of the experimental results. The

simulation parameters can be found in Appendix D. For most experiments, a prelim-

inary version of the friction bench was used. The alignment of the wagon and rails

and the stability of the bench were not optimal, leading to movement in the system.

The temporal evolution of the system might thus be biased by the experimental setup.

For the last two experiments presented, the new friction bench with properly aligned

rails and a stable case for the motor has been used.

With the current experimental setup, tens of experiments, each containing nu-

merous rupture events can be performed in a single day. A robust workflow is a

prerequisite for a statistical analysis of these ruptures. I started investigating possi-

bilities of automated image treatment and data analysis. The preliminary results are

presented following the respective experiment from which they were acquired.

Furthermore, the interested reader finds a selection of further observations and

ideas in Appendix C.
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Infobox 4.4 Color code

Blue is defined as the negative phase difference of two consequent ultrasound images.
Consequently it represents particle movement towards the probe. Hence, if the probe
is positioned on top of the gel, blue represents upwards particle movement. Red rep-
resents particle movement away from the probe. We thus choose the same convention
as astrophysics. Like for the redshift in an expanding universe, red in our experiments
signifies elongating movement.

Table 4.2: Summary experimental parameters

Experiment Gel PRF Angles Drive speed Normal load Duration
Ref. Nr. [ f rame

s ] [-] [ mm
s ] [kg] [s]

Section 4.4.1.a Gel 2 3000 1 1 ≈ 4.0 2
Section 4.4.1.b Gel 2 2000 3 2 ≈ 2.75 3
Section 4.4.3 Gel 2+4 3000 1 2 ≈ 2.5 3

Section 4.4.2.a Gel 4 3000 1 3 ≈ 4.0 3
Section 4.4.2.b Gel 4 3000 1 2 ≈ 4.0 2
Section 4.4.2.c Gel 4 3000 1 3 3.1 2

4.4.1 Rupture seen from above the fault

In this section we will see rupture observations imaged in the (x − z) plane. The

ultrasound probe is hold in a fixed position on top of the hydrogel by the friction

bench frame as shown in Fig. 4.3.2b. The gel is placed on the glass plate with a sand

asperity in-between. It is blocked on the side opposite to glass-plate motion, with

a small part close to the glass plate left free to deform. Normal load is induced by

weights that are placed on top of the frame which hold the hydrogel in position. The

setup is thus the one depicted in Fig. 4.3.3 on the right and the elastic wave radiation

is recovered through the fault normal particle velocity. The most significant change in

the experimental setup compared to the work of Latour et al. (2011a) is the frictional

interface. I concentrate on a small patch of fine to medium sand (<0.5 mm) placed in

the center of the imaging plane. An example of such a sand patch before and after

an experiment is shown in Fig. 4.4.1.
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Figure 4.4.1: Photos of the experimen-
tal setup. Note the inhomogeneity of
the gel due to insufficient solution of
PVA-particles that get deposited dur-
ing the first freeze-thaw cycle when

the gel is not yet solidified.

a: Sand patch before the experiment

b: Sand patch after the experiment

4.4.1.a Experiment 1 - Passing supershear front

Setup The sand patch in-between the glass plate and the hydrogel is no more than

1 cm wide (y-axis). The length (along x) of the sand patch slightly exceeds the probe

length. Normal loading was ≈ 2.75 kg, shearing speed was 1 mm s−18 and total

duration of the experiment was 3 s.

Wavefield The snapshots in Fig. 4.4.2 show one example of a slip event. The di-

rection of plate movement is indicated by a black arrow in the first snapshot. Four

events can be identified: Two weak localized events at 2 millis (Event 1 and 18 ms

(Event 3) and one strong localized event at 6 ms (Event 2) precede a rupture front

that passes the whole probe length at 22 ms (Event 4). The rupture nucleation spot

of the the event 4 lies just outside the imaging region. This becomes evident in the

dilatational field lobe, which can be identified at 22 ms. Subsequently, a high ampli-

tude wavefront is traversing the entire imaging plane. It is nearly linear, suggesting

wavefront superposition similar to a Mach cone and thus supershear rupture. In

total, during the three second long experiment 22 supershear fronts are identified.

While event 4 traverses the entire asperity, the other events are much shorter in time

8The minimum speed which resulted in seismic wave radiation under the conditions which I tested.
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and space. Event 1 and 3 happen each 4 ms before the next event and a manual in-

vestigation of the entire wave propagation film shows that large ruptures are always

preceded by smaller events. This raises the question if the low amplitude events

could be a sign of the following large amplitude events and thus a type of precursor.

Event 1 Event 2

Event 3 Event 4

asperity

Figure 4.4.2: Particle velocity snapshots of a 34 ms long extract of the experiment.
The direction of plate movement is indicated by a black arrow in the first snap-
shot. The schematic experimental setup with the probe position is indicated by
the inset in the same snapshot. Note that blue color denotes upwards polar-
ization of the z-component of the particle velocity and red denotes downwards

polarization of the z-component of the particle velocity.

In order to analyze the mechanism of event 1 and 3, event 3 is compared to a

simulation in Fig. 4.4.3. The source is a Gaussian point force in positive x-direction.

It gets convolved with the Green’s function of Eq. (4.6)9. The top row shows the

particle velocity scaled by its maximum, the bottom row the displacement and the

middle row shows event 3 of Fig. 4.4.2. The qualitative fit of the polarization of the

field indicates that the source mechanism is well described by a force directed in

positive x-direction. All four events show the same polarization of the leading field

lobe. The events could thus be microslips that do not develop into a full rupture of

the asperity. They could be due to are rearrangements of grains in the sand layer or

small slips of of the gel, induced by stress conditions that are not elevated enough to

break the entire asperity.

It is interesting to note, that the simulated displacement qualitatively fits the par-

ticle velocity data better than the simulated particle velocity. The reason might be the

difference of the source between the analytical solution and the experiment. Eq. (4.6)

convolves an elastic source with the corresponding Green’s function. However, if the
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small event actually is a microslip which exposes a continuous displacement at the

source, an elastic source of the Dirac or Gaussian type is physically not justified. If

the physical source in the experiment is better described by, e.g., a ramp, this could

partly explain why the time-integral of the Gaussian force maps the wavefield better

than the Gaussian force itself.

Noise /
reflections

Shear
wave

Near field
lobe

Vp

Vp

Dpl

Figure 4.4.3: Particle velocity snapshots event 3 at 18 ms in Fig. 4.4.2 compared
to a simulation with a Gaussian force source function in x-direction. The top
row shows simulated particle velocity and the bottom row shows the simulated
displacement. The middle row shows the experimental particle velocity. A
median filter was applied to visually highlight the coherent wavefronts. All

values are scaled by their extreme values.

The supershear interpretation of event 4 is justified by the qualitative comparison

with the analytical solution of a Gaussian directional force moving at supershear

speed displayed in Fig. 4.4.4 top and bottom. Although the rupture speed of the

simulation was arbitrarily chosen to propagate at
√

2vs, the simulation qualitatively

fits the experimental result. Apart from the supershear rupture, the near-field lobe

containing dilatational components and a rupture arrest front can be identified in

both, simulation and experiment. Again, as for the singular source, the experimental

data seems to be better mapped by the simulated displacement than the simulated

particle velocity.

While Eq. (4.6) is simulated with a Gaussian force, Eq. (4.8) uses the displacement

discontinuity↔ body force equivalent for a pure shear slip to convolve a displace-

ment source function with the denoted Green’s function. How does this double

couple (DC) of forces equivalent to a shear slip compare to our experiments?

The superposition of a moving double couple source is shown in Fig. 4.4.5. For

both, experiment and simulation the particle velocity is shown. The near field lobe,

9For details on the source parameters of this and the following simulations, see Appendix D.
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Near field
lobe

Supershear
front

Rupture
arrest front

Dpl - Sim.

vp - Sim.

vp - Exp.

Figure 4.4.4: Particle velocity snapshots of the event starting at 18 ms in Fig. 4.4.2
compared to a simulation with a x-directional Gaussian force moving in x-
direction just above

√
2vs. The top row shows simulated particle velocity and

the bottom row shows the simulated displacement. The middle row shows the
experimental particle velocity. A median filter was applied to visually highlight

the coherent wavefronts. All values are normalized by their extreme values.

supershear front and rupture arrest wave from the experiment are present in the

simulation. The qualitative fit is good, also the first part of near-field in the DC-

simulation which is downwards polarized (red) seems missing in the experiment.

One physical reason for this could be that the gel is not in a static state but gets

continuously deformed. The global deformation happens fast enough to be retrieved

by the correlation and in parallel to the elastic wave propagation. This becomes

obvious when considering that the average of the particle velocity in our snapshots

is non-zero, even when no wavefield is present. Since the near field is not a sharp

and well defined wavefront, it might get masked in the global deformation. The

DC-field as well as the experiment show more complexity behind the supershear

front than the Gaussian force field. Furthermore, the DC field which uses a ramp-

displacement source shows a fit for the particle velocities while it is the integral of

the particle velocity that fits the experimental data best for the Gaussian force. The

double-couple being a combination of four forces, the true source mechanism might

neither be one or the other but a combination of directional forces.

Rupture speed In order to measure the average rupture speed of a supershear

rupture it is sufficient to know its angle to the horizontal and the shear wave speed.

Both are related by:

sin β =
cs

vr
, (4.9)
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DC

Exp.

Near field
lobe

Supershear front

Figure 4.4.5: Particle velocity snapshots of the event starting at 18 ms in Fig. 4.4.2
compared to a simulation with a x-directional Double-couple moving in x-
direction just above

√
2vs. The top row shows simulated particle velocity and

the bottom row shows the experimental particle velocity. A median filter was
applied to visually highlight the coherent wavefronts. All values are normalized

by their extreme values.

where β is the front angle to the horizontal, cs is the shear wave speed and vr is

the average rupture speed.

The time of flight of one of Event 3 in 4.4.2 allows us to calculate the average

shear wave speed of the gel, which we assume in the following to be constant in time.

Any possible non-linear effects due to the deformation of the gel are thus neglected.

Fig. 4.4.6 shows a combined representation of two snapshots in time of a precursory

event10. Below the white dashed line the data belongs to snapshot t1. Above the

white line to snapshot t2. The resulting time of flight gives a shear wave speed of

6.9 m s−1.

We employed a linear Hough transform (Hough, 1962; Duda et al., 1972) on

the snapshots of the particle velocity to automatically measure the angle of the su-

pershear front. Fig. 4.4.7 shows an example of image segmentation and successful

detection of a rupture front using the Hough transform 11. For each rupture event the

supershear front is detected for several consequent snapshots. The measured angle

varies slightly from early to late snapshots in one rupture, but the median angle of

the different snapshots stays constant for all ruptures. All detected events expose

an angle of 21.8°. It follows from Eq. (4.9), that the apparent rupture velocity vr is

18.6 m s−1 or 2.7vs.

10Precursory in the sense that it is happening prior to the passing of the main rupture front that
breaks the entire asperity. This does not imply that is has to be a precursor in the sense of an earthquake
precursor

11For more information on the Hough transform see Infobox 4.5
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Figure 4.4.6: Example of the time
of flight measurement of the shear
wave speed on a composite image
of two snapshots. The part below
the white line shows a snapshot at
t1 and the upper part shows a snap-
shot at t2. The shear wave speed
is calculated from vs = dr

t2−t1
as

6.9 m s−1.

t1

t2

d r

Saturated vp
snapshot

Binarize
gradient

Hough detection
on intersection

Binarize
zero-crossing0

1

-

+

Figure 4.4.7: Example for a detection by applying the linear Hough transform.
A zero crossing and gradient thresholding are applied to retrieve two binarized
maps. The hough transform is run on the binarized snapshot and the slope is

extracted from the coordinates of the Hough transform line.
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Close to the fault surface, the rupture tip can be followed through the energy it

is radiating. In a measurement point close to the tip, the displacement is measured

directly at the source of the emitted elastic waves. Thus, rupture speed can also be

measured from a seismogram parallel to the fault surface. Fig. 4.4.8 shows an exam-

ple of such a seismogram. The rupture does not propagate at a constant speed. On

the first segment at the top, the rupture speed seems to defy the temporal resolution

and it appears as occurring immediately. On the second segment the measured speed

is 10.6 ± 1 m s−1. Because the rupture is traveling from left to right (in positive x-

direction) the measurements indicate that the rupture travels faster in the beginning

and continues with a speed in the vicinity of
√

2vs.

Figure 4.4.8: Example of the time
of flight measurement of the rup-
ture speed. The speed along the
profile is not constant. The rup-
ture speed on the indicated segment
is calculated from: vr = dx

(t2−t1
,

as 10.6 m s−1. The white trans-
parent bars indicate the time and
space-window correlation size for

Fig. 4.4.9.

dt

dx

We additionally tested a second method for rupture speed detection. We take

the seismogram and correlate the temporal 1D waveforms of the measurment points

along x. Thus, we extract the time lag between the different arrival times of the rup-

ture front at different x-positions. The velocity is then calculated as a time of flight

from the lag and the distance. The method is limited by the ultrasound imaging

frequency. Very fast ruptures or ruptures that would nucleate inside the imaging

plane and propagate both ways are thus difficult to measure. The minimum window

size was set to 8.9 mm, because below, the error introduced by the time discretization

of dt = 0.3 ms is too large. Furthermore, the recorded bandwidth of the elastic waves

radiation might limit the available resolution. Fig. 4.4.9 shows the resulting speed

measurements of the 22 ruptures in a histogram plot. Five bins, subshear, supershear

<
√

2vs, supershear 10 - 15 m s−1 and supershear > 20 m s−1 have been chosen. The

fault segment was divided into 10 bins and the speed measures were counted for

each x-segment and speed bin. The x-axis denotes the start point of the measured
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segment. The total segment is thus the startpoint plus the indicated window size.

In contrast to the supershear angle measurement, the result is not robust, with mea-

surements varying according to window-size and seismogram segment. In general,

larger window sizes seem to favor faster speeds. We assign this to the fact, that the

smaller window sizes are not robust enough for a successful correlation. As for the

exemplary seismogram in Fig. 4.4.8, Figs. 4.4.9a and 4.4.9b show that supershear

speeds >
√

2vs concentrate on the early segments of the seismogram. The bin for vs

to
√

2vs shows a lower count than higher speeds. This would be in agreement with

the forbidden zone for a stable speed predicted by LEFM. Sub-shear speeds do not

show a clear trend. For the smaller window size there is a high count at 15 mm, but

it is completely missing in the higher window size. It is thus likely due to erroneous

correlations on a small part of the segment which get smoothed out in the larger

window size..

a b

Speed measurements from correlation of x-segments as indicated in Fig. 4.4.8 in
time. The window size indicates the length of the segments which are correlated

with each other over the time indicated in Fig. 4.4.8.

Figure 4.4.9

How does it slip? Displacement over time Fig. 4.4.10 shows the local time inte-

gral12 of the data in Fig. 4.4.2 relative to−2.3 ms. The gel gets continuously deformed

and the events 1-3 nucleate at the point where the sign of the deformation changes,

an indication for the point of stress concentration. For the supershear rupture this

is not the case. It nucleates presumably outside or right at the limit of the imaging

plane as a comparison of the snapshots at 21.7 and 23 ms shows.

The long term temporal dynamics of this experiment become more evident in

Fig. 4.4.11. The cumulative displacement (uz) in three points close to the fault surface

12Local in the sense that the integration is done over a short time interval only. Hence, tintegral
0 6= t0
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Loc. in
4.4.11
and 4.4.12

asperity

Event
1

Event
2

Event
3

Event
4

Figure 4.4.10: The cumulative displacement of the rupture cycle of Fig. 4.4.2
relative to −2.3 ms. The blue points in snapshot 2 indicate the approximate
locations of the 1D displacement curves in Figs. 4.4.11 and 4.4.12. The three
precursory events nucleate at the point of stress concentration, where the fault
normal displacement changes sign. The supershear rupture however nucleates
outside the imaging region and possibly not at a visible point of stress nucleation.

is plotted against time. The overall trend is a slow increase in displacement on the left

part of the fault, interrupted by rapid events of negative displacement that appear

as a characteristic sawtooth pattern. The trend is opposite on the right part of the

fault. Thus, while the left part globally gets compressed, the right part gets lifted or

stretched away from the fault. The final 2D displacement in z-direction shows that

the gel is folded. I explain this folding due to the varying boundary conditions along

the z-axis. At the side opposite to the motor (and charging), the gel is free at the

bottom and blocked at the top. At the side from which it gets charged, it is free. The

bottom part of the gel moves away from the motor and entrails the deformation of

the rest of the gel. The global trend of increasing deformation reveals the non-elastic

deformation due the induced shear stress. It is not surprising that this stress, which

is applied by the stepper motor in x-direction, gets transferred to the the z-axis. In

hydrogels, one nearly always faces the full stress and strain tensors and plane stress

or strain assumptions are rarely justified.

Each sawtooth corresponds to the passing of a supershear rupture front, where

curvature represents charging and the vertical part represents slip. The displacement

pattern is thus a typical stick-slip pattern.

Fig. 4.4.12 shows a zoom on the displacements at the times presented in Figs. 4.4.2

and 4.4.10. Comparing the slips at different x-positions shows a small delay in
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Figure 4.4.11: Displacement curves of the entire experimental time for selected
points on the rupture surface. Positive is downwards displacement, away from
the probe as in Fig. 4.4.10. The overall trend is continuous deformation of the gel.
The black dashed lines indicate successful supershear front detections by image
segmentation and the Hough transform (see Infobox 4.5). Each sawtooth in the

displacement curves represents thus a rupture as in Fig. 4.4.12.

displacement. This indicates that the rupture is propagating pulse-like (see Fig. 4.2.8)

and slip is thus segment per segment. The PVA-gel is a soft elastic solid, similar to the

rubber investigated by Schallamach (1971). It is thus suggesting, that the observed

ruptures expose a similar mechanism.

Figure 4.4.12: Displacement against
time for several points along x on
the rupture surface. The points are
as close as possible to the fault, pos-
sibly partly inside the granular ma-
terial. Positive is downwards dis-
placement, away from the probe
as in Fig. 4.4.10. The cycle from
Fig. 4.4.10 is shown. In the dis-
placement, the time-space evolu-
tion of the slip becomes evident.
The first measurement point shows
charging but no slip, indicating that
the nucleation point of the rup-
ture at 22 ms appears to lie in the
first few millimeters of the imaged
fault. Note the event at x=3.78 cm
and 6 ms. It represents Event 2 of

Figs. 4.4.2 and 4.4.10.
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Andrews et al. (1997) numerically modeled such wrinkle-like slip pulses on a

rupturing asperity in a bimaterial with 20 % material contrast. During slip, the softer
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Figure 4.4.13: Snapshot of the to-
tal accumulated displacement at the
end of the experiment. At the
free side of the gel, it gets lift-

ed/stretched.

medium moves away from the fault, like a wrinkle in a carpet. This effect is visu-

alized in the 2D particle velocity snapshot of Fig. 4.4.14, where the 1D fault extents

along x. At the center of the slip pulse, the polarization of the fault-normal particle

velocity changes sign. The particle velocity (Fig. 4.4.2) and displacement (Fig. 4.4.10)

data presented in this chapter suggest the same mechanism. Especially the snapshots

at 21.7 to 28.3 ms show the propagation of this polarity change. The reasoning that

slipping occurs pulse-like is in accordance with Baumberger et al. (2003), who found

this mode for another hydrogel friction experiment. They observed gelatin on glass

sliding. Likewise, Latour et al. (2013b) already deduced the same mechanism from

observations in the x− y plane 8 mm above the interface.

Figure 4.4.14: Figure 6 from An-
drews et al. (1997): Particle ve-
locities of selected points interpo-
lated in a two-dimensional compu-
tational grid at a given time. The
thick line along the fault at y - 0
marks the current extent of slip

pulse propagating to the right.
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Infobox 4.5 Hough transform

The Hough transform is a pattern recognition method commonly used in computer
vision. While the original formulation was intended for detection of straight lines in
2D bubble chamber photographs and patented by Hough (1962), Duda et al. (1972)
proposed a more general form. In the simple case of the detection of straight lines, a
parameter space in which each line can be represented by the parameters r and θ is
created . r is the shortest line connecting the origin of the coordinate axis with the line
of interest and θ is the angle of the line to the x-axis (see Fig. 4.4.15a). The basic idea
is, that finding a straight line in an image is identical to finding the largest number
of pixels of a certain characteristic (color, intensity threshold) on a straight line. In a
binarized image, the problem is thus to find the largest number of pixels with value 1
lying on a common straight line. Fig. 4.4.15b shows an example of the principle behind
the Hough transform: Through each point of the image lines with different orientations
are drawn. As soon as two points lie on the same line, e.g., the blue and red circle, this
line gets a count. The higher the count of a line, the more points lie thus on the line.
The lines with most counts get identified as straight lines in the image.

θ2

θ1

r1

r2

a: Example of two lines in the r− θ pa-
rameter space.

θ

r

b: Two points mapping to the same line.

Figure 4.4.15: Explanatory sketches for the Hough transform

Outlook A generalized form of the Hough transform, applicable on ellipses and

circles exist. I started implementation of automatic detection of the precursory events,

but so far did not succeed in reliable fits. A reason might be the much lower signal-

to-noise level of the precursory events. It demands more elaborate data processing

than the simple gradient threshold used for the detection of the supershear events13.

13A promising method for image segmentation is presented in Section 4.5.
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4.4.1.b Experiment 2 - Nucleation of a rupture front

Setup For this experiment, setup and observation plane are similar to the previous

experiment. The sand patch is no more than 1 cm wide (y-axis) and the length (along

x) of the sand patch is approximately equal to the probe length. Normal loading is ≈
2.75 kg, shearing speed is 2 mm s−1 and duration is 3 s. In contrast to Section 4.4.1.a,

the probe is positioned directly above the preferred rupture nucleation position. We

are thus able to observe the nucleation of the supershear rupture. Furthermore, each

snapshot acquired is a superposition of three angles emitted in the compound mode.

Consequentially, The displayed z-component of the particle component is an average

of −20, 0, and 20° and reveals more details of the shear wave field.

Wavefield Fig. 4.4.16 shows the retrieved particle displacement for one rupture.

Event 1 results from a reflection at the top of the gel, which was created in a previous

rupture a (see Infobox 4.6). The main rupture is identified by the very flat supers-

hear wavefront and appears to nucleate at about 3 cm. In contrast to the previous

experiment, which showed a single near-field lobe of a supershear rupture which

nucleated outside the imaging plane, both near field lobes and three polarizations of

the wavefield can be identified. The near-field lobe is followed by two wavefronts of

alternating polarity (see Fig. 4.4.16 6 ms). This is what we would expect for a single

source double-couple source mechanism as the simulation of the vertical component

of the particle velocity for a point double couple source in Fig. 4.4.17b shows. In

contrast to the directional force in Eq. (4.6), the double couple solution contains three

near field terms, where two terms, the purely shear and purly dilatational near field,

are often called intermediate field terms. The separate parts of the field are indicated

in Fig. 4.4.17. Fig. 4.4.16b exemplifies a strong folding of the gel similar to the pre-

vious experiment. It starts before rupture nucleation, intensifies with the near field

and does not get totally released by the supershear rupture front.

The improvement in image quality becomes evident by comparing the near field

lobes in the displacement snapshots with the previous experiment. They appear

much sharper.

Temporal evolution The displacement in Fig. 4.4.16b shows the charging of the gel.

At about 2 cm, the direction of cumulative displacement changes from up to down-

wards. Qualitatively the pattern is clear. The imaging plane is split into two parts,

one of upwards and one of downwards particle movement. The gel gets deformed,

with stress concentrating at the center of the imaging plane. The global evolution is

thus similar to the local evolution observed in Fig. 4.4.16b. Since the normal stress is

hold constant by the weight, this deformation in the vertical component shows that

the stress is not transferred parallel to the fault plane. It contains large components

in z-dimension, as in the previous experiment.
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Near field
lobes

Event 1

Supershear
cone

asperity

a: Particle velocity snapshots

Supershear
cone

b: Displacement snapshots

Figure 4.4.16: Example of the nucleation of a rupture directly below the ultra-
sound probe.
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Near field

Intermediate
S-wave field

Far S-wave
field

DplVp

a: Double-couple terms containing a transverse component. Top: Near-field term;
Middle: Intermediate field shear wave term; Bottom: Far field shear wave term.

Whole field DplVp

b: Double-couple full field, including the compressional terms.

Figure 4.4.17: Particle velocity and displacement snapshots for a double-couple
point source. The left shows particle velocity and the right shows displacement.
A cut-off amplitude has been introduced for each sub-dataset to highlight the
weak elements of the field. The values are normalized by these cut-off ampli-

tudes.
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In total we count 59 slip events, as can be seen from the saw-teeth in the displace-

ment curves in Fig. 4.4.18 left. The slip-rate increases with time and the total dis-

placement seems to approach a plateau after about 1.6 s, where the slip rate stabilizes.

The well-defined saw-teeth of the individual stick-slip events might for one part

be attributed to the better imaging technique and for the other part to the changed

loading conditions. The faster shear loading probably favors large repetitive events.

The right of Fig. 4.4.18 shows a zoom on the displacement curves. They are smooth

for the right part of the imaging plane (bottom right in Fig. 4.4.18) suggesting that

the rupture process is a single slip event. On the left side of the imaging plane (top

right in Fig. 4.4.18) an oscillation immediately after the slip is visible. Comparing

with Fig. 4.4.16 we see that this oscillation corresponds to the complex wavefield that

follows the supershear rupture. The absence of this wave-field at the probe position

of 3.25 cm indicates that the rupture nucleates in the vicinity of this point.

Figure 4.4.18: Displacement (uz) over time for three points along the fault. Each
sawtooth represents an event similar to the one depicted in Fig. 4.4.16. The
lifting/stretching is strongest at the edge of the asperity and nearly zero in the

center.
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Infobox 4.6 Note on event 1

The low-amplitude wave (event 1) appears similar to the depinning events already de-
noted by Latour et al. (2011b). However, the comparison with the Green’s function of
a directional point force indicates that the force of this event has a vertical component.
This becomes evident in the qualitative comparison of Fig. 4.4.19. Here, the Green’s
function simulation was performed with a source oriented in z-direction. The top row
shows an upwards directed source and the bottom row a downwards directed source.
The first wavefront of the experimental data (middle row) cannot unambiguously be
identified. I interpret the polarity of the first arrival as the near-field term of a down-
wards directed force. The deviation with the simulation right above the nucleation
center might stem from the fact that in the experiment the average of three angles is
displayed while the simulation contains only the 0° angle to the vertical. A manual
investigation of the entire particle velocity film confirms the downwards-directed force
hypothesis. The event appears to happen at a constant time interval before each rupture.
However, a close look at the first events, temporally more elongated than later ones,
shows that it is actually happening at a constant time interval after the previous rupture.
It results from a reflection of the upper gel boundary. Consequently, the downwards
directed source is the proper mechanism. The time-of-flight of the event is 7.0 m s−1,
which shows that in the four month between the experiment in Section 4.4.1.a and this
experiment the characteristic time of flight has not changed.

Accel.-z

Accel.-z

Accel.-z

Upwards
Force

Downwards
Force

z± 20◦

Figure 4.4.19: Comparison of the particle acceleration of Event 1 at 0.5 ms
in Fig. 4.4.16 with a vertical Gaussian force simulation. The top row shows
a Gaussian force directed towards the probe and the bottom row shows a
Gaussian force directed away from the probe. Note that while the simula-
tions show the pure z-component of the acceleration, the experimental data
was acquired using compounding, e.i., three angles at −20, 0 and 20° were

emitted.
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4.4.2 Rupture seen parallel to the fault

In this section, the observation plane is parallel to the glass plate. The rupture is

imaged in the x − y plane, as depicted in the center of Fig. 4.3.3. Its z-position is

0.5 to 1 cm above the glass plate, the lowermost possible position. The retrieved

component of the particle velocity is thus the x-component, the fault parallel particle

velocity. We will see three different experiments, with the main distinction among

them being the nature of the asperity.

4.4.2.a Experiment 1 - Small asperity

Setup The sand patch is short and narrow with dimensions of ≈0.5×2 cm, as

shown in Fig. 4.4.20. This geometry allows for isolation of the rupture induced

wavefields from its reflections off the gel borders. Normal load is 4 kg and the plate

is driven at 3 mm s−1 for three seconds.

Figure 4.4.20: Photo of the lower gel
surface and the sand asperity. The
asperity is located as far from each
border as the ultrasound penetra-

tion depth allows.

Sand asperity

Heterogeneity

Gel - lower
surface

Wavefield Fig. 4.4.21 shows an example of a rupture cycle via particle velocity,

accumulated displacement and the x-derivative of the displacement. A precursory

signal consisting of very localized (a few pixel), very large amplitude events of vary-

ing polarization precedes the rupture. The first two milliseconds show, that slip is

preceded by a charging phase. As the strain and displacement in Fig. 4.4.21c show,

the stress concentrates at about x=7 cm, in the center of the asperity. Slip starts at

2 ms and reaches its final value 1.7 ms later, when the rupture passed the entire as-

perity. Afterwards, the continued movement of the plate re-deforms the gel until the

next rupture. Some interpretations of the rupture characteristic are indicated in the

snapshots. At 2 ms, the wavefield takes a cone-like shape. At 2.7 and 3.3 ms, two

wavefronts can be identified in negative x-direction. These are the rupture initia-

tion and rupture arrest fronts. From their distance and the shear wave speed, one

could calculate the average rupture speed, knowing the length of the asperity - and

vice-versa. The slowing down or end of the rupture can be identified at 3.3 ms. The
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wavefront is neither cone-like nor circular but ellipsoidal: The shear waves are catch-

ing up with the rupture tip. The axis of rupture propagation can also be identified

in the post-rupture pure shear wave field at 5.3 ms. The amplitudes of the circular

waves are stronger in y-direction, the exact property acoustic radiation force imaging

takes advantage of in medical imaging.

The particle velocity and displacement snapshots show that the gel is constantly

deformed towards the probe (blue background). However, periods of global defor-

mation in opposite direction exist in the full film of the experiment (see Fig. C.1.1.

This indicates that sometimes the gel slowly slips backs. At least one of these events

appears to be initiated by a left-traveling rupture, which is shown in Fig. C.1.1. Note

that the polarization of particle movement is the same as for the rupture presented

above. The main front of left-, as well as Right-traveling ruptures is polarized with

a particle velocity away from the probe. The movement of the slip is thus equal,

independent of the side on which the rupture start. If we set a simple dipole force as

the source mechanism, one case represents a dilatation mechanism, while the other

represents a compressional mechanism14. The generation of ruptures traveling in

both directions is probably favored by the setup of a small asperity that better equi-

librates the stress conditions throughout the gel. However, left-traveling rupture

propagation might also be promoted non-uniform shear stress induced by the mo-

tor. This effect of the imperfect alignment and unstable frame causing friction on

the rails is shown in the next section, which analyses the long term evolution of the

displacement.

Source mechanism Due to the symmetry of the Green’s function towards the x− z
plane, the simple line source was a sufficient equivalent to the frictional interface for

the vertical observation plane. In the present experiment however, the experimental

data does reveals the extension of ≈5 mm in y of the asperity. Furthermore the

nucleation of the asperity rupture is resolved in space and time. The simulation of

the x-component of the wavefield in the x − y plane through a line source is thus

less evident than the previous was the case for the previous simulations in the x− z
plane. Fig. 4.4.22 shows two exemplary simulations using the singular-force and the

double-couple solution in the fault-parallel observation plane, 1 mm above the fault.

For the singular-force, the same parameters as in Fig. 4.4.4 were used, but with a

shorter source-line of 2.6 cm. The nucleation phase of the experimental ruptures (see

also Fig. C.1.1) is not well retrieved. The rupture and consequent wave propagation

match better: The amplitudes of the shear wave are larger orthogonal to the rupture

direction and an overall negative polarization of the particle velocity in the wake of

the rupture is observed.

14In the case of a wrinkle-like rupture the dilatation can be visualized by the pulling of a carpet
wrinkle and the compression as the pushing of a carpet wrinkle
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a: Particle velocity snapshots.
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b: Displacement relative to 0 ms.
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c: x-gradient of the displacement.

Figure 4.4.21: One cycle in the horizontal observation plane. Black arrows indi-
cate plate movement and the schematic inset visualizes the experimental setup.
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For the DC-simulation the best match was found for a rupture starting at 3×vs

and decelerating to vs (6.9 m s−1). The nucleation phase matches the experimental

results slightly better, especially compared to Fig. C.1.1a. I hypothesize that during

the experimental rupture nucleation different forces are present, possibly containing

a y-component. The true mechanism is thus more complex than a single-force but

not a pure double-couple either. For a numerical analysis corresponding to the

complexity of the experimental setup, a parameter sweep over the source types rise

time and rupture speed including the y-extension of the asperity would be needed.

a: A singular-force rupture at constant (1.6vs) speed.

b: A DC rupture starting at 3vs and decelerating to shear wave speed.

Figure 4.4.22: Moving sources of the single-force and DC type. The fault parallel
particle velocity is simulated 1 mm above and parallel to the frictional interface.
Note that while the experimental asperity has a width y, the simulated source is

a line of discrete point sources.
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Temporal evolution In the horizontal observation plane the accumulated displace-

ment should give us an idea of the long term dynamics of deformation and the slip

of the bottom part of the gel and potentially of the sand patch. Fig. 4.4.23 shows the

displacement curves for selected points (see inset on the left) on the asperity. Two

main features are observed.

• The deformation approaches a plateau at about 1.5 s.

• The deformation shows an oscillation pattern throughout the whole experi-

ment.

The oscillation is very likely due to the imperfect alignment and fixation of the

preliminary friction bench. We will see that in the first experiments undertaken with

the new friction bench, the oscillations vanish. Even though the experimental setup

is flawed, the plateau indicates that the system develops into a stable state of stick-

slip. The short term dynamics become evident in the time-zoom of the inset on the

right. Each long-term oscillations contains several ruptures comparable to the one

shown in Fig. 4.4.21. In total, there are more than 200 ruptures, propagating in both

directions (see Fig. C.1.1).

Figure 4.4.23: Displacement against time. The main plot shows the displacement
in the indicated points of the left inset. The right inset shows a time-zoom of the

same displacement curves.

Image detection As was the case for the vertical plane, the wavefield data in the

horizontal plane, which is shown in Fig. 4.4.21, is highly resolved and shows a variety

of phenomena. However, the cycle represents just 2 ‰ of the experiment, and longer

experiments are possible. Thus, automated or semi-automated data analysis is crucial

for exploitation of the entire potential of the experimental setup. Ideally, the entire

x − y data is analyzed, Here we will start with a simplification and represent the
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central part of the asperity as a seismogram. We thus average over a few probe

elements along y at the y-position of the asperity and plot the data along x and time.

The rupture nucleation point and the wavefield traveltime can easily be identified

in Fig. 4.4.24. Similar to Section 4.4.1.a we use image segmentation and the Hough

transform to extract the rupture velocity from the wave-field. In contrast to the

vertical observation plane however, where we investigate the elastic wave-field in

the gel, the events close to the rupture surface in the horizontal plane bear a strong

signature of the source. This is reflected in inclination changes in the seismogram.
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Figure 4.4.24: Detection examples of x− t seismograms.

Events get clustered by their spatial position and inclination by help of hierarchi-

cal clustering to prevent double detections. The results are shown in Fig. 4.4.25. Each

point represents a speed measurement. The x-location indicates the central point

of the segment on which the speed was measured and the y-location the measured

speed. Each point does thus represent a speed measurement of a segment of a rup-

ture. A rupture and its associated shear wave field can thus be represented by more

than one point. Large dots signify left-traveling events and small dots signify right-

traveling events. Red color characterizes super-shear speed and blue color speeds

below the shear-wave speed of 6.9 m s−1. The histogram on the right shows results

measured with the same methodology but in y−direction, along the line indicated

in Fig. 4.4.21a. Due to the large ratio x
y of the asperity, the measurements along this
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line are expected to be close to the shear wave speed of the medium. The histogram

confirms that on average the shear wave speed is well reproduced.

While false detections and over- or under-estimations cannot be excluded, the

plot reproduces the essential characteristics of the full wave propagation film.

• Ruptures propagate in both directions (see Appendix C.1 for snapshots).

• Ruptures starting from a central point as well as reflecting ruptures from the

end of the asperity exist. Ruptures propagating very fast or propagating both

ways appear as nearly straight lines in the seismograms. In the last case the

center point of the segment is also the nucleation point. These ruptures are

represented as >20 m s−1.

• Shear waves speeds are measured nearly entirely outside the rupture zone,

indicating that no or very few sub-Rayleigh ruptures exist.

• The pyramidal form of the supershear speeds reflects the deceleration of rup-

tures traveling from one end of the asperity to the other or from the center of

the asperity.

Propagating in
positive x-direction

Too fast for measurement
→ propagating both ways

Propagating in
negative x-direction

Asperity Zone

vy measurement
distribution:

Main Nucleation
Zone

time of flight S-wave

Figure 4.4.25: Speed profile of all detected rupture events. Each point represents
the speed measured for a segment that has its center in the x−position against
which it is plotted. Large dots represent events traveling to the left, small dots
represent events traveling to the right. The histogram on the right shows the
speeds measured with the same technique orthogonal to the rupture direction,

starting in the center of the asperity.

The precursory signal visible in Fig. 4.4.21 is of an interesting nature. It exposes

high amplitudes and very localized polarity changes. Thus, in a local region of inter-

est comprising the precursory signal, the Variance of the signal is higher than in the
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rest of the imaging plane comprising background noise or coherent wavefronts. The

main rupture events also have a characteristic footprint in their statistical moments.

I took advantage of this to automatically classify events into ruptures and precursors

based on the geometric distribution of their statistical moments. Fig. 4.4.26 shows

the results for 1.5 ms. Although false positive and missed events cannot be excluded,

a pattern is clearly identifiable. The precursory signal start at exactly the same time

lag (3 ms) before the main rupture event traverses the asperity for most detections.

Combining this knowledge with the fact that the signal seems to move along the

asperity line in rupture direction leads to several possible interpretations.

• The asperity emits pulsed high frequency acoustic signals that disturb the ul-

trasonic signal, leading to a decorrelation bewteen consecutive snapshots and

thus to the localized high-amplitude events. For this, the signals would have to

be >4 MHz, the approximate cut-off frequency of the probe. The acoustic emis-

sions observed by, e.g., Hulbert et al. (2019) and Goebel (2013) are in the kHz to

MHz range. These are experiments with very high confining stresses though

and to assume the same for the present setup would be highly speculative.

• Movement in the experimental setup of the preliminary friction bench moves

the probe vertically and the ultrasonic beam hits the sand or glass plate, leading

to decorrelation. However, this does not explain the coincidence of the signal

with rupture events (see Fig. 4.4.26) and why a similar signal is observed with

the new friction bench as we’ll see in the next section.

• Grains move due to the vertical displacement in the gel that we have seen in

Section 4.4.1

• Grains or patches of grains move or get rearranged due to a redistribution of

force chains.

=⇒ In the last two cases the movement would be in the sand layer, below the ideal-

ized imaging plane of the probe. The ultrasonic beam however is not a perfectly flat

plane and at the distance of 7 cm from the probe at which the precursors are observed,

it is quite likely that sand movement might be sensed by the beam. This interpreta-

tion would also explain why some precursors expose weak diffraction mustaches.
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Figure 4.4.26: Variance based event classification into precursory events and
main ruptures. The precursory events are detected nearly exclusively at one

well-defined time-lag (3 ms) before the main ruptures.

4.4.2.b Experiment 2 - Larger asperity

Setup The setup is similar to the previous one. The main difference is that the sand

path is now ≈4 cm long and initially 0.5 cm wide15. Furthermore, the initial sand

patch is thicker (<3 mm), ensuring several layers of grains in between the gel and the

plate. Consequently, the type and shape of the rupture events changes. Furthermore,

the new, stabilized and well aligned friction bench was used.

Wavefield Fig. 4.4.27 and Fig. 4.4.28 show the particle velocity and displacement

in x−direction of two rupture events. Fig. 4.4.27 additionally shows an extract of the

x−derivative of the displacement. In both setups, the main rupture clearly propa-

gates along the sand patch. It is preceded by a singular event nucleating at about

2 cm. As the event propagates, it transform into or triggers the main rupture. The

main rupture is a supershear event which is clearly identified by the transformation

of the circular shape into a cone-shape. The displacement snapshots on which the

continuous movement on the asperity becomes visible confirm further confirm the

interpretation. A comparison of the wavefields after the rupture traversed the entire

interface of both examples (Fig. 4.4.27 and Fig. 4.4.28) shows qualitatively different

radiation patterns. They indicate not only the rupture speeds but also the rupture

direction varies between events. While the rupture in Fig. 4.4.28 seems to advance

in a straight line, the wavefield of the rupture in Fig. 4.4.27 indicates a slightly de-

viated path: directed downwards-right in the beginning and upwards-right in the

end. Furthermore, the event in Fig. 4.4.28, which clearly is right-traveling in the

beginning (2 millis), has its maximum of radiated energy at ≈ 7 cm while the event

in Fig. 4.4.27 has its maximum at ≈8 cm. The earlier maximum in Fig. 4.4.28 could

be either induced by rupture arrest or a re-rupturing of the surface from left to right.

The x−gradient of the displacement in Fig. 4.4.27c is an indicator for the x−component

of the strain. It suggests, that stress is concentrating at 4-5 cm, at the approximate

center of the asperity.

15Due to the larger extension in z of the sand layer it gets spread during the experiment
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precursory signal

acceleration

mach cone

Max

1st nucleation

a: Particle velocity snapshots of an exemplary rupture

no slip

slip initiation

micro slip

b: Displacement snapshots relative to t0.

plate
movement

x-strain

c: x-component of gradient of displacement.

Figure 4.4.27: One cycle in the horizontal observation plane. Black arrows indi-
cate plate movement and the schematic inset visualizes the observation plane.

Annotations in the wavefield are interpretations.
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1st nucleation apparent arrest

2nd nucl.

Max

a: Particle velocity snapshots of an exemplary rupture

slow slip

fast slip

b: Displacement snapshots relative to t0.

Figure 4.4.28: A second cycle showing slightly different rupture dynamics
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The high-amplitude events of changing polarity which I interpreted as possible

movement in the granular layer in the previous experiment are now spatially more

extended. This becomes more evident by substraction of the continuous deformation

present in the gel. Fig. 4.4.29 shows the acceleration of a third rupture and visual-

izes that these precursory events are present on the asperity prior to arrival of the

supershear wavefront.

Figure 4.4.29: Particle acceleration snapshots of a third rupture. Note that the
time interval between the snapshots is not regular.

Temporal evolution Fig. 4.4.30 shows the accumulated displacements in three re-

gions of interest (ROI), indicated on the snapshot in the top right of the same Figure.

The red curves show the displacement as measured with the ultrasonic probe and

the blue curve shows the normalized response of the force gauge. While the displace-

ments curves are very localized characteristic of specific ROIs in the gel, the force

gauge response is the average response of the system,e.g., the force exerted on the

glass plate. In both curves the oscillations, present in the old motor, are absent. The

saw-teeth visible in the displacement curves and representing stick-slip events get

flattened in the force gauge response and are not discernible from the noise. Both

measures exhibit the same trend. This confirms the value of the displacement mea-

surements, which strictly speaking are always taken from an Eulerian viewpoint and

are thus not true point displacements. Hence, it appears that the particle velocity of

approximately the same speckle is measured, and the error introduced by the Eule-

rian viewpoint is negligible. Fig. 4.4.31 shows a zoom on the force gauge response

and the displacement curve of ROI2 for the time interval of Fig. 4.4.28. It can be

seen that the main slip, visible in the high peak with a rise time of 1 ms is preceded
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by a slower slip of a rise time of 3 ms. As Fig. 4.4.28a shows, this first slip does not

produce a discernible wavefield, it appears aseismic.

Figure 4.4.30: Red curves: Displacement throughout the whole experiment at
specified regions of interest (ROI) on the imaging plane shown in the inset. Each
sawtooth represents a rupture event similar to the one shown in Fig. 4.4.27. Blue
curve: Normalized response of the force gauge against time. At constant driving
speed the force gauge response is a direct indicator for the stress of the driving

system.

Fast slip
Slow slip

Force
gauge
response

Figure 4.4.31: Zoom on the displacement data of Fig. 4.4.30 for the event in
Fig. 4.4.27.

Event detection The image detection of Section 4.4.2.a demanded a lot of time-

consuming manual adjustment of filtering and segmentation parameters. Here I

show a detailed workflow for user-guided analysis to include more general, easily
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available parameters less prone to false positives and false negatives. The data qual-

ity of the new friction bench facilitates this task. In a first step a combination of peak

detection on the velocity and displacement data is used to identify the main rupture

events. Fig. 4.4.32 shows the resulting detections and a zoom on the detections, in-

cluding the time-interval of Fig. 4.4.31. In total, 52 events are detected with no false

positives.

a: Entire experiment.

Fast slip
Slow slip

b: Zoom on the event in Fig. 4.4.27.

Displacement, particle velocity and rupture detections by a combined maximum
finder. The vertical dashed lines indicate the events classified as ruptures.

Figure 4.4.32
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In a second step, one detected event is chosen by the user to define the filter and

detection parameters for speed measurements in the x− t space as presented in the

Section 4.4.2.a. If the asperity was more complex, this would have have to be done

in the complete x− y− t space. Fig. 4.4.33a shows the displacement data in such a

3D space for one rupture. For the asperity extending mainly in x−direction, a x− t
representation is sufficient. Fig. 4.4.33b shows exemplary space-time representations

for one rupture. Depending on which dynamics one is interested in, displacement,

particle velocity or acceleration can be chosen.

a: 3D representation of seismograms in x and y.

b: 2D representation of seismograms in x− t

Figure 4.4.33: Exemplary input data for detection.
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Once the user has chosen a satisfying set of parameter for the detection by the

Hough transform, the detection algorithm is run on the whole data using the chosen

parameters.

Fig. 4.4.34 shows a result using an edge detector on the displacement data for

image segmentation. Four groups can be identified in the plot.

• Very fast supershear ruptures between 2.5 and 6.7 cm. They are represented by

the main rupture events in Figs. 4.4.27 and 4.4.28.

• Very slow events of ≈2 m s−1 between 1 and 2 cm. They are probably corre-

sponding to the first events in Figs. 4.4.27 and 4.4.28. The very low speeds

are explained by the fact that the edge detection is done on the displacement

time-space data. Hence, the slow nucleation phase is retrieved.

• Left-traveling supershear ruptures < 20 m s−1. They probably represent rup-

tures that nucleate in the center and propagate both ways. The fact that these

speeds are nearly absent in positive x−direction shows a clear speed dichotomy

between left- and right-traveling ruptures.

• Speeds between 2 and 6 m s−1. They might be a sign of rupture slow down and

arrest at the asperity borders.

I hypothesize that the very slow events between 1 and 2 cm are due to a secondary

asperity. This secondary asperity is most likely formed by undissolved PVA particles

that expose different frictional properties than the rest of the gel. The stark contrast

of the propagation speed at this asperity with the rupture speed on the main asperity

could be related to the difference in friction between the glass-gel and gel-sand-glass

interfaces. Indeed, the slow rupture propagation of the first type reminds the slow

slip with depinning events observed by Latour et al. (2011b) for sandpaper friction.

The fast propagation of the second type are then associated with the properties of the

granular interface. In a second paper, Latour et al. (2013b) noted that an asperity can

modify the velocity of a propagating rupture, e.g., trigger a transition from subshear

to supershear rupture velocity. The dichotomy between the events at 1 to 2 cm and

2.5 to 6.7 cm could reflect a similar mechanism. The first, sub-Rayleigh event triggers

a delayed supershear rupture on the main asperity.

K-means clustering As a proof-of-concept I employed the standard Matlab k-means16

algorithm (Arthur et al., 2007) to test the performance of this machine learning al-

gorithm on rupture event classification. By using skewness, variance and mean of

one ROI on the asperity and one ROI outside of the asperity as the input data for

each timestep, classification into snapshots containing early and late ruptures and

16K-means clustering sorts the observations of the input data into a specified number of groups based
on, e.g., Euclidian distance calculation of the observations.



4.4. Results 117

nucleation phase of
the primary event

left-traveling
ruptures

main events

main rupture
end

Figure 4.4.34: Speed profile of the detected rupture events. Each point represents
the speed measured for a segment that has its center in the x−position against
which it is plotted. Large dots represent events traveling to the left, small dots
represent events traveling to the right. In contrast to Fig. 4.4.25 the image seg-
mentation has been performed with an edge detector on the displacement x− t

map.

snapshots containing no events was successful. Very few false negatives or positives

were present for the experiments of Section 4.4.2.a and this section17. Appendix C.4

contains an example of classification for several groupnumbers as well as exemplary

snapshots from three different k-means groups.

4.4.2.c Experiment 3 - Coarse sand

Setup The gel and observation plane are the same as in Section 4.4.2.b. However,

the asperity is now 7 cm long and the sand used is much coarser, with a diameter of

≈2-3 mm. In contrast to the previous experiments, a thicker layer of sand (≈4 mm) is

used. At the start of the experiment, the asperity ends about 4.5 cm from the probe18.

Temporal evolution Fig. 4.4.35a shows the displacement and force gauge response

against time. In contrast to the previous experiments, the curves are qualitatively dif-

ferent. While the force gauge response reaches a plateau at ≈1.8 s, the displacement

curves show an inverted trend from 1.2 ms onward. Thus, while the force exerted on

the glass plate increases, the gel slides more than it gets deformed in-between two

slide-events. One reason could be alteration of the sand layer. Indeed, after experi-

ment we observe that the sand patch has been displaced. During the experiment it

17Verification was done by manual investigation of the particle velocity film.
18The displacement of the glass plate of 3 mm s−1 might entrail the asperity.
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probably gets spread out and flattened. Due to the difference in grain size, the coarse

sand shows less cohesion than the fine sand which is likely to change the frictional

properties further.

Fig. 4.4.35 shows a zoom on the displacement during one rupture event of four

points on the asperity and two points outside of the asperity. The rupture advances

from right to left, shown on the snapshot inset into Fig. 4.4.35. Note that sand asper-

ity extends several centimeters further than the imaging plane and the rupture could

nucleate in the center of the asperity. Due to the continuous charging it is difficult

to make a definite statement on the nature of the observed rupture. Nevertheless,

several important observations are made. The points on the asperity and the first

points outside exhibit a similar inclination of the displacement curve at the approxi-

mate time of the rupture 1.274 ms. The curves of the points at 4.6 and 6.3 cm coincide

indicating synchronous slip. In contrast, the point at 8 cm sets in earlier. All three

however finish displacement in slip directions at the same time, indicating either

crack-like propagation or a wide pulse. The point at 2 cm, which is located outside

the sand asperity shows a delayed onset of motion in slip directions but nearly the

same inclination. This indicates that sliding speed on the smooth interface behind the

asperity only slightly decreases and that the rupture either changes pulse width or

changes from crack- to pulse-like rupture. The point at 0.59 cm exposes much slower

dynamics, justified by the fact that it is several centimeters away from the asperity,

on the smooth part of the interface.
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Zoom of Fig. 4.4.35

a: Red curves: Displacement throughout the whole experiment at specified regions
of interest (ROI) on the imaging plane shown in the inset. Blue curve: Normalized
response of the force gauge against time. At constant driving speed the force gauge
response is a direct indicator for the stress of the driving system.

b: Zoom on the event at 1.3 s for five points along the x−dimension. 0.59 cm is outside
the asperity, all the other points are within. Each point’s displacement curve is scaled
by its maximum to facilitate the interpretation of the temporal dynamics.

Figure 4.4.35: Displacement curves for the coarse sand.
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4.4.3 Gel-gel rupture

The aforementioned experiments are all glass-sand-gel friction. Hence, they expose

a huge material contrast in terms of shear elasticity. For example, glass exposes a

shear modulus of approximately 26.2 GPa (Crandall, Dahl, 1959), but the used PVA

gels differ by 5 orders of magnitude (Genisson et al., 2007). This material contrast

explains the prelavent supershear nature of the present ruptures (Shlomai et al., 2016).

In the following we overcome this limitation of the previous setup by producing a

gel-sand-gel rupture.

Setup Instead of sliding a gel on a glass plate, the gel is sliding on another gel. The

sandpatch is positioned between the two gels. Thus, the material contrast between

the two half-spaces is reduced by orders of magnitude and elastic deformation is

allowed in both half-spaces. The probe is positioned on top, permitting to retrieve

the vertical component of the particle velocity. Fig. 4.4.36 shows the ultrasound

reflection image of this setup. The sand patch can clearly be discerned from the high

intensity spot in the center. There is sufficient ultrasound reflection from below the

sand to allow for imaging in both half-spaces. In the ultrasound reflection image,

both gels show an inhomogeneity, as if each gel would consist of two layers. This

can be explained by the gel production process. During the first freeze-thaw cycle

needed for solidification of the PVA gels, graphite accumulates at the bottom of the

gel, which is still in a viscous fluid state. This graphite leads to higher ultrasound

reflection intensity. Furthermore, in the production of these relatively large gels we

observe incomplete solution of PVA particles that also deposit at the bottom.

Figure 4.4.36: Ultrasound reflection
image of the gel-gel setup. Dark
spots indicate low reflectivity and
white spots indicate high reflectiv-
ity. The sand layer can be discerned
from the highest reflectivity in the
center of the image. Above and be-
low, a small layer of increased re-
flectivity compared to the rest of
the gel reflects the fact that the
gel is not perfectly homogeneous.
Gavity leads to an accumulation of
graphite at the bottom of the gel

during gel production.
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Wavefield Fig. 4.4.37 shows an extract of 5 ms from the experiment. Wave propa-

gation can be observed in both half-spaces, although image quality is largely deterio-

rated in the lower half-space. At 0 and 3.7-4.0 ms a noisy layer at the the approximate

position of the sand layer can be identified. The noisy layer is thinning towards its

center, reminding a diffraction mustache. It is possibly induced by local failure of the

correlation algorithm due to varying strong diffraction of the ultrasound in the sand.

The varying diffraction could be induced by rapid movement of the sand, which

results in different diffraction between two images.

Three events of two types can be discerned in the snapshots. Event 1 starts at

0 ms. It is nucleating at about 2.6 cm and followed by wavefronts advancing in both

directions in the upper half-space. The bad image quality in the lower half-space

does not allow identification of sharp wavefronts, but the smeared image still shows

that the polarization of the propagating wave in the lower half-space stays the same

as in the upper half-space. The particle velocity snapshots of Fig. 4.4.37 don’t show a

full wave cycle, only the downgoing component (red) can be identified in the upper

half-space. In the lower half-space, the upgoing component can be identified at 0, 1

and 1.3 ms. The upgoing component of the particle velocity probably gets masked

in the upper layer by the continuous deformation of the gel. The right- and left-

travelling waves expose a different inclination, with the left-traveling wave exposing

a larger angle to the vertical. Since the right-traveling wave has a higher amplitude,

a supershear rupture is unlikely for the left-traveling waves. A possible explanation

is, that we observe a right-traveling sub-Rayleigh rupture and the corresponding

left-traveling shear waves. Event 2 exposes a different radiation pattern than event

1. From 3 to 4 ms, a quadripolar radiation pattern whose upper and lower lobes

get displaced along x relative to one another is observed. At 4.3-4.7 ms, the event is

followed or transforms into an event 3, which shows a similar radiation pattern as

event 1. In contrast to event 2 however, event 3 appears to be left-traveling.

Rupture type The 1D analysis in Fig. 4.4.38 confirms the sub-Rayleigh hypothe-

sis. Fig. 4.4.38a shows the waveforms at nucleation depth and time (indicated on

the inset) against x. The nucleation position in x can clearly be discerned by the

growing peak at 0 and 0.3 ms. The diffraction mustaches do not allow to follow the

event at nucleation depth further in time. Fig. 4.4.38b shows thus the associated

waveforms a few millimeters above along the x-axis. The maxima of the right- and

left-traveling waves at each timestep show the exact same distance to the nucleation

position. However, the right-traveling wave exposes a larger amplitude and its peak

is more narrow. This is a strong indicator for a right-traveling sub-Rayleigh rupture.

Furthermore, the form of the waveforms qualitatively reminds the signature of the

source time function of a unilateral rupturing fault depicted in Fig. 4.2.15b: One can

imagine that without the varying noise underlying the signal, the integral of the left-

and right-traveling waves could be identical.
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Event 1

Event 2

Event 3

asperity

Figure 4.4.37: Particle velocity snapshots for the gel-gel rupture.

a: Waveforms during nucleation against
x at the source point.

0
ms

Leading near-field
upwards polarized

1.7
ms

Leading near-field downwards
polarized

Rupture Dir. S-wave field

Rupture Dir. S-wave field
S-wave field
opposite Dir.

S-wave field
opposite DIr.

b: Waveforms after nucleation against x. The z-position is indicated in the insert.

Figure 4.4.38: Particle velocity evolution for the event at 0 ms in Fig. 4.4.37.
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Fig. 4.4.39a shows a qualitative comparison of the event with a right-traveling DC-

source at sub-Rayleigh speed (0.6vs). Considering that the downwards component

of the near-field is masked in the experimental data and that inhomogeneities in the

sand layer or gel, as well as the local stress-field at the nucleation point, might lead to

a rupture exposing a slight angle to the x- or even z-axis, the DC-source qualitatively

maps the rupture quite well.

This type of event, a right-traveling sub-Rayleigh rupture, seems to be repeated

at 4.3/4.7 ms. However, this second occurrence is preceded by another event which

strongly resembles the near-field of a Gaussian force source function. Fig. 4.4.39b

shows a comparison of the experimental snapshots with the snapshots of a 4 ms long

Gaussian source. The main qualitative difference is that the experimental lobes seem

to be offset from 3 to 3.3 ms. There are two possible explanations. Either the half-

spaces have slipped against each other or the rupture exposes a diagonal offset to

the x-axis and or the nucleation point exposes an offset in y to the imaging plane. In

combination with the speed difference of the two half-spaces, this deviation from an

idealized x− z geometry could produce the observed effect.

A visual investigation of the whole particle velocity film (3 s) shows that most

events start at the central part of the imaging plane and thus the central part of the

sand patch. Fig. 4.4.37 is an extract at around 2.4 s, quite late in the experiment.

The lower gel already moved 5 mm, explaining why the nucleation happens shifted

slightly to the right of the center of the image.
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a: Top row: Experimental particle velocities for the event at 0 ms in Fig. 4.4.37. Bottom
row: Right-traveling sub-Rayleigh DC rupture. The upwards component of uz as
well as the leading near-field seem non-existent or masked in the experimental results.
The dark blue line denotes the rupture extension simulated by the superposition of
DC-sources traveling along x-direction.

b: Top row: Experimental results for the event at 3 ms in Fig. 4.4.37. Bottom row:
Left-directional Gaussian point source . The Source duration is 4 ms. Note that the
simulation is done in a homogeneous medium while the two gels of the experiment
expose a small material contrast. Futhermore, the experimental rupture might not be
perfectly aligned in x-direction and nucleate at y =0.

Figure 4.4.39: Comparison of the two events in Fig. 4.4.37 with analytical solu-
tions.
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4.5 Work in progress: 2D wavefield detection

Because in a kinematic framework a rupture is a moving source, the shape of the

waveforms vary with rupture speed. For example, the wavefield superposition ob-

served for a decelerating source changes from cone-like to elliptical. , as the simula-

tion in Fig. 4.4.22b shows.

I thus started investigating parabolic fits in the x− y-plane. The crucial part which

has prevented a successful implementation so far is the image segmentation, which

has also been the biggest challenge in the analysis of the space-time representations.

In comparison to these representations, which were averaged along a few probe

elements in the direction orthogonal to propagation, the Signal to Noise ratio in one

2D snapshot is much lower (see Appendix C.2 for an example). Recently, I started

exploiting the use of wavelet transforms. These facilitated largely the processing of

the x− t-seismograms as well as the x− y-snapshots. Fig. 4.5.1 shows the results for

the phase congruency (top, x− t) and phase symmetry (bottom, x− y) methods. The

improvement in terms of Signal to Noise ratio and segmentation is obvious. From

these preliminary results I strongly suggest to include the wavelets into the detection

workflow in future studies. Both results are achieved through Matlab functions by

Peter Kovesi19 (Kovesi, 1997; Kovesi, 1999).

19https://www.peterkovesi.com/matlabfns/index.html#phasecong

https://www.peterkovesi.com/matlabfns/index.html#phasecong
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Figure 4.5.1: Wavelet transform methods applied on the x − t (top) and x −
y(bottom) data of Section 4.4.2.b. The transformations allow more robust seg-

mentation, opening up the possibility for further automated analysis.
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4.6 Conclusion

The experimental setup initiated by Latour et al. (2011a) was successfully reproduced,

improving data quality as well as manageability of the experiment. We notably in-

troduced local displacement measurement inside the sliding body, which was made

possible by a change of the correlation algorithm. Section 4.4 illuminates the rich-

ness of phenomenons observed and the potential of ultrafast ultrasound imaging for

rupture observation. Using particle velocity, acceleration and displacement, different

aspects of the physics of rupture are investigated through the dense grid of virtual

in situ sensors provided by the ultrasound image correlation.

The five gel-on-glass experiments I have presented confirm the conclusions al-

ready drawn by Latour et al. (2011a). For the gel-on-glass setup, rupture preferably

propagates from the blocked side to the free side of the gel. However, spontaneously

nucleating as well as reflected ruptures are observed in the opposite direction as well.

The results indicate that the setup most likely favors pulse-like ruptures, which is

in accordance with previous observations. While the gel-on-glass setup exposes a

strong bimaterial contrast and favors supershear ruptures, the newly introduced gel-

on-gel sliding allows for equal order of magnitude deformation in both half-spaces.

As a result we observe the nucleation of sub-Rayleigh and the associated radiation

pattern in both half-spaces.

The goal of automated detection, identification and analysis on a large number

of controlled experiments has not been reached, yet. The strength of the setup is

the observation of 3D rupture effects at very high spatial resolution. In terms of

automated data analysis this is also its weakness. The quantity of the data and

number of different phenomena observed have been an obstacle which has not been

fully overcome so far. However, I have shown that despite the use of non perfectly

homogeneous hydrogels and varying experimental conditions, rupture events are

reproducible. By reducing the spatial complexity to a small asperity, the rupture type,

interval and direction develop into a stable pattern for the gel-on-glass setups. In

terms of event detection thus I suggest two paths to be taken in the future:

First, image segmentation and computer vision for 2D-waveforms can further

identify and classify rupture fronts, rupture arrest fronts and precursory events.

The change of shape of the rupture wave-front for example gives information on

acceleration, de-acceleration as well as nucleation position.

The second approach is a purely data-driven one. Since the wavefield data is

highly resolved, each phenomenon bears specific characteristics in terms of its sta-

tistical modes. The data seems thus predestined for detection and classification of

events by machine learning algorithms. The application of a simple k-means algo-

rithm has shown the effectiveness of such an approach. In combination, the two

approaches would be a powerful tool to statistically analyze experimental results.
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In a further step, numerical modeling using either dynamic rupture or kinematic

models could be compared to the experimental data. The access to the near-field

would allow for inversion of the full20 transverse wave field. Ideally, the experiment

would be performed with two or three observation planes simultaneously. In such a

3D-setup, schematically shown in Fig. 4.6.1, fault-parallel and fault-normal particle

velocities could be compared. Apart from the already presented observation modes,

the fault-parallel particle velocity in the vertical plane and the fault-orthogonal par-

ticle velocity could be investigated. The retrieval of two or more components of

the gradient of displacement might allow for a better estimation of the strain tensor.

Thus, the stress-strain conditions under which ruptures nucleate could possibly be

better characterized.

Once these methods are sufficiently developed, the experimental setup offers

many possibilities to change the initial conditions. For example, the shear stress

can be varied through the driving speed, e.g., inducing accelerations, pauses and

oscillations. Shape and material of the asperity are also highly variable. Varying

grain sizes, layer thicknesses and asperity geometries should be investigated. The

limitation for the phantom material is a soft elastic solid. Apart from PVA, more

brittle hydrogels such as Agar- or Polyacrylamide could be used. This would be

particularly interesting combined with monitoring of the elastic properties of the gel,

e.g., through passive elastography. If the wavefield in the wake of the rupture is

not sufficiently diffuse and long, the gels could be probed continuously with low

amplitude waves to create a diffuse wave-field. At last, the experimental setup could

always be extended by, e.g, adding acoustical sensors for P-wave monitoring or

optical sensors for monitoring of the granular layer.

Figure 4.6.1: Schematic setup for
a pseudo 3D - configuration with
crossing observation planes. Fault-
parallel and fault-normal particle
velocity can be measured simultane-

ously.

4.7 Relevance for real-world cases

The presented experiments illustrate several phenomena that have been shown for

hard elastic materials in the laboratory and real-world earthquakes as well. These in-

clude for example supershear and rupture arrest fronts and a slow nucleation phase

20Full in the sense that near- and far-field components are inverted for
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prior to rupture propagation. However, it is clear that the strong bimaterial contrast

present in the gel on glass experiments is difficult to scale to natural faults. While

the use of hydrogels is not uncommon, Corbi et al. (2013) for example use a gelatin

hydrogel to model a seismic subduction zone, this apparent contrast with a natural

earthquake setting is the most obvious weakness of our setup. A situation much

closer to our experimental setup is the sliding of ice on rock. As detailed in Sec-

tion 4.2.2, many phenomena known to occur on earthquake faults have also been

observed for glacial sliding. In this comparison, the glass plate mimics the rock, the

sand the glacial till and the hydrogel the ice mass. The geometry of the frictional

interface chosen in this work might be another parallel. I have named it an asperity

on a smooth fault. Nettles et al. (2003) report that icequakes have been linked to

sliding motion on so-called sticky spots - patches of resistance to slip along the glacier
base and Winberry et al. (2013) associate the observed frequency spectrum of ice

stick-slip with the repeated rupturing of a single asperity. This description fits our

asperity setup astonishingly well. Nettles et al. (2003) further note that pore pres-

sure21variations or nonlinear weakening of deforming till may be responsible for the

growth of a slipping patch and the consequent motion of the glacier. In the case of

the Whillains ice plain in the Antarctica, Winberry et al. (2013) state that “the elastic

strain is stored primarily within the ice, and motion is concentrated just beneath in a

narrow (<10m) fault zone of unconsolidated sediments (functionally and genetically

a fault gouge)”. Again, the similarity with the gel-sand-glass setup is apparent. Net-

tles et al. (2003) report another feature of glacial sliding that resonates well with the

here presented results. Using a standard moment tensor inversion (Harvard-CMT)

they do not manage to match the observed phases. Following Kawakatsu (1989),

who modeled landslide ruptures, they employed a single force centroid inversion

(CSF) and improved their inversion results. My comparisons of a double-couple and

singular-force source mechanism to the experimental data have been purely qualita-

tive, but have the unique advantage of being compared to the full transverse field,

including the near-field. While an inversion would be needed to cover the possible

range of rise times and rupture kinematics, let us summarize what the comparisons

have shown so far. Both source mechanisms qualitatively explain different aspects of

the observed ruptures. Both solutions reproduce the near-field lobe, supershear rup-

ture front and rupture arrest front of the gel-on-glass experiments. The complexity of

a double-couple seems to better reflect the nucleation phase, while the simplicity of

the singular-force describes the wave field of the advancing rupture sufficiently well.

In the gel-gel setup we observe one event with a radiation pattern best described

by a one singular-force point source but the continuity of the rupture front in both

half-spaces of another event is only described by the double-couple. All experimen-

tal near-fields seem to miss a near-field phase present in the double-couple solution,

which might be masked in the global deformation of the gel. The true mechanism
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most likely varies in the gel-on-gel and gel-on-glass setups and is a different combina-

tion of forces, possibly including tensile opening. I hypothesize that due to the elastic

deformation of both half-spaces the gel-gel rupture mechanism is a double-couple,

while the gel-on-plate mechanism is best described by a simpler mechanism, e.g., a

combination of two forces. A next step could be to use the radiation patterns of the

non- double-couple sources of, e.g., Kwiatek et al. (2013), in a full shear wave field

inversion.

Due to the just mentioned similarities between our experimental setup and glacial

sliding, I further suggest to compare the source mechanisms and rupture types of

glaciers to a well-designed laboratory friction experiment. An ideal natural study

object would be the Argentière glacier, which has recently been equipped with a

dense array of seismic and electric sensors in the course of the RESOLVE project22.

This is probably as close as we can get in terms of data richness in the field to the

ultrafast ultrasound experiment.

22https://resolve.osug.fr/?lang=fr
22While the role of pore pressure in hydrogel is beyond the scope of this work, it should be empha-

sized that during the experiments the hydrogels are observed to slowly become dryer and the sand is
wet after the experiment. In Section 3.3 I noted that Tanaka et al. (1973) reported a slow wave similar
to Biot’s secondary compression wave for hydrogels. It is thus suggesting to regard the hydrogel-sand
ensemble under the imposed normal and shear stress in our experiment as porous.
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Chapter 5

Conclusion

In the present work I have shown that by its unique feature of in situ wave-field

observation shear wave imaging can be used to tackle various questions in distinct

fields of research.

First, the existence of three elastic waves in porous melamine foams was exper-

imentally demonstrated and their attenuation and dispersion was analyzed. The

possible implications for characterization of soft porous organs in medical imaging

are straightforward: The consideration of fluid viscosity in elasticity characterization

of soft porous tissues.

Second, the nucleation of laboratory earthquake ruptures was directly imaged in

the near field. By comparing the analytic solution for kinematic rupture propagation

to the experimental wave field it has been shown that the presented laboratory ex-

periment combined with shear wave imaging is an excellent tool to investigate the

dynamics of rupture propagation.

Apart from the scientific results that were reported and already summarized

in the conclusion of each chapter I aimed to establish how the physics of wave

propagation underlay such varying applications as rupture propagation and porous

characterization. Furthermore, it was my intention to make the work accessible to

readers from different backgrounds. Since many methods in medical and geophysical

imaging share a common basis, both fields can highly profit from each other. For

example, without the works of early seismologists shear wave elastography would

probably not be a standard practice in hospitals today. Namely the book by Aki et al.

(2009) has been an invaluable source in understanding the elastic wave field. Without

the exchange between seismology, ultrasound imaging and biophysics the present

work would not have been achieved.

Chapter 3 introduces Biot’s theory of elastic wave propagation for the charac-

terization of soft tissues. The theory is yet another example of knowledge transfer

across the disciplines. It was originally developed in the earth sciences to character-

ize soils and hydrocarbon reservoirs and later extended for different applications.

Our experimental results confirm that it is applicable to soft tissues as well.
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In medical imaging the scientist’s ultimate goal is to acquire in-vivo results, thus

imaging human tissue under the conditions which the medical practitioner encoun-

ters. Likewise, the seismologist aims to analyze real earthquake data at the global

scale. In medical imaging, the controlled laboratory scale is a necessary and useful

prerequisite to in-vivo imaging. Chapter 4 shows that stepping down a scale in seis-

mology does not have to mean to take a step back. Imaging at the laboratory scale

using spatially dense arrays, as is common practice in the medical field, adds unique

insights to seismology as well.

Finally, I want to present another linkage of chapters Chapter 3 and Chapter 4

as an outlook for further research. Poro-elasticity plays an important role in differ-

ent rupture nucleation scenarios. While it is investigated for landslides (Viesca et al.,

2010) and fault slip (Scuderi et al., 2015), its most prominent role is in induced seismic-

ity - small earthquakes triggered by geothermal or hydrocarbon reservoir exploita-

tion (Shapiro et al., 2009; Galis et al., 2017). For the presented Poly-Vinyl-Alcohol

samples and at the wavelengths typically encountered in shear wave imaging, clas-

sic elasticity was assumed. However, at the micro-scale hydrogels are poro-elastic

materials and different types of porous hydrogels can be designed (Ahmed, 2015).

Maybe in the future, a poro-elastic rupture experiment using ultrafast ultrasound

imaging can be thought of.
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Appendix A

Biot theory

A.1 Idealized fluid: Wave propagation in the absence of vis-

cosity

Similar to the wave equation in an elastic solid, the wave equation for a porous

aggregate can be defined. First, the equations of motion are developed for a fluid-

solid aggregate represented by an elementary cube (REV). In contrast to classical

linear elasticity, inertial coupling has to be taken into account. For simplicity, we start

with an ideal fluid and will derive the role of viscosity at a later point.

As for the notation:

u = u(r) = (ux uy uz) = ui and
3
∑

i=1
uiUi = uiUi = u1U1 + u2U2 + u3U3.

A.1.1 Stress-strain relations

The total displacement of the elementary cube is divided into two components: the

average displacements of the solid u(r, t) and of the fluid U(r, t). The forces acting

on each side of the solid parts of the cube give the solid nine element stress tensor

(σij) ∈ R3×3. The fluid stress tensor resulting from the forces acting on the fluid parts

of the cube is a diagonal tensor comprising the fluid pressure p scaled by porosity:

(φpδij). The strain tensor in the solid is defined as (eij) ∈ R×, where eij =
1
2 (

∂ui
∂xj

+
∂uj
∂xi

)

and eij = eji. In the fluid the strain is εkk =
∂Ux
∂x +

∂Uy
∂y + ∂Uz

∂z
1

Next, similar to classic linear elasticity, a poroelastic strain-energy function W,

which relates stress and strain and is exact differentiable is posited (Biot, 1956c; Biot,

1962):

W = W(eij, ε)

σij = σji =
∂W
∂eij

φp =
∂W
∂ε

.

(A.1)

1We use the Einstein summation convention, where repeated indizes are summed over, except if
specified otherwise. The indices i, j, k take the values of the cartesian coordinates x, y, z.
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For isotropic materials the stress-strain relations can then be expressed as:

σs
ij = 2Neij + Aekkδij + Qεkkδij ; A = P− 2N

σ f
ij = −φpδij = (Qekk + Rεkk)δij

(A.2)

P,Q and N are the Biot’s poroelastic coefficients and are a function of the fluid

as well as the solid properties. P − 2N and N represent the Lamé parameters. R
expresses the pressure needed for the fluid to enter the aggregate without change

in total volume. Q expresses the coupling between volume of solid and fluid phase.

Deriving a potential energy of interaction for a linear model E f l/s = Q(∇ · us)(∇ ·
U f ) results in Q appearing in both stress-strain relations. In practice, the coefficients

are calculated using the Gedankenexperiments presented by Biot et al. (1957) (see

Appendix A.1.2). Since fluids do not support shear motion, N is equal to the shear

modulus. The other coefficients are defined in terms of the solid, frame and fluid

bulk moduli as presented in.

A.1.2 Poroelastic coefficients - Gedankenexperimente

The Gedankenexperimente are presented as in Allard et al. (2009) based on (Biot,

1956c; Biot et al., 1957). An equivalent derivation can be found in Carcione (2015).

Gedankenexperiment 1: If the aggregate is sheared, only the frame is sheared

because the fluid does not support any shear motion. Hence, the poroelastic second

Lamé parameter N equals the shear modulus of the frame.

Gedankenexperiment 2: The solid-fluid aggregate is surrounded by a flexible

jacket (jacket in the sense of covering structure). The pressure in the fluid is p0. The

jacket is then subjected to a hydrostatic pressure p1. The jacket allows the pressure

of the fluid inside the jacket to remains constant at p0. Hence, only the solid frame

is deformed by the pressure increase. Consequently, the frame bulk modulus K f r is

defined as:

K f r =
−p1

ekk
(A.3)

The stresses in the solid are equal to −p1 and the stress-strain relation can be

redefined:

−p1 = (P− 4
3

N)εkk

0 = Qekk1 + Rεkk.
(A.4)

Gedankenexperiment 3: No jacket is present. The pressure in the fluid is increased

by p1 and transmitted to the solid. The frame stress tensor is subject to the pressure
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change and becomes:

σs
ij = −p f (1− φ)δij. (A.5)

The stress-strain relations for this case are:

−p f (1− φ) = (P− 4
3

N)ekk + Qεkk

−φp f = Qekk + Rεkk.
(A.6)

Equivalent to the frame bulk modulus, the solid bulk modulus Ks (bulk modulus

of the material which makes up the frame) and fluid bulk modulus K f are defined:

Ks =
−p f

ekk

K f =
−p f

εkk
.

(A.7)

Through rearranging the equations resulting from the Gedankenexperiments, a

system of three equations is written, which can be solved for the unknown parame-

ters:

P =
(1− φ)(1− φ− K f r

Ks
)Ks +

φKsK f r
K f l

1− φ− K f r
Ks

+ φKs
K f l

+
4
3

µ f r

Q =
(1− φ− K f r

Ks
)φKs

1− φ− K f r
Ks

+ φKs
K f l

R =
φ2Ks

1− φ− K f r
Ks

+ φKs
K f l

.

(A.8)

The common denominator 1− φ− K f r
Ks

+ φKs
K f l

is also known as effective porosity.

A.1.3 Inertial coupling - nonviscous fluid

For a solid-fluid aggregate the acceleration of one phase creates an inertial force or

a drag on the other element. This effect holds true for an idealized fluid without

viscosity as well and is known as added mass or apparent weight. It states that a

body moving in a fluid moves in the same way that the same body, but with an

added mass, would move in vacuum (Landau et al., 1987; Oman et al., 2016). The

added mass has to be taken into account in energy considerations and consequently

the kinetic energy of a porous material cannot simply be expressed by the sum of the
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fluid and solid macroscopic accelerations. Instead:

Ec =
1
2

ρ11|u̇2|+ ρ12u̇U̇ +
1
2

ρ22|U̇2|. (A.9)

The added mass and thus the mass coefficients ρ11, ρ12, ρ22 depend on the density of

the porous aggregate and geometry of the pores. ρ22 represents the total effective

mass of the solid moving in the fluid, ρ22 that of the fluid in the solid and rho12 is the

coupling coefficient or the negative apparent mass. Its negative sign becomes appar-

ent if we picture the following Gedankenexperiment: We induce soid displacement

but prevent fluid displacement. To do so we need a force working on the fluid in

direction oppposite to the solid acceleration. Hence, the sign of the mass coupling

coefficient ρ12 is negative. Expressed in terms of the kinetic energy, the force exerted

on the solid respectively fluid equals the change in energy of the fluid respectively

solid and hence:

f s
i =

∂

∂t
∂Ec

∂u̇i
= ρ11üi + ρ12Ü i

f f
i =

∂

∂t
∂Ec

∂U̇ i
= ρ12üi + ρ22Ü i.

(A.10)

In the idealized case that both phases move together at the same particle velocity

u̇i = U̇i the kinetic energy can be simplified to:

Ec =
1
2
(ρ f r + φρ f l)|u̇2

s/ f |. (A.11)

The force exerted on the fluid can be expresses as:

f f
i = φρ f l

∂2Ui

∂t2 . (A.12)

It follows from Eq. (A.10) and A.12 that:

φρ f l = ρ22 + ρ12

ρ f r = ρ11 + ρ12.
(A.13)

The three mass coefficients can thus be expressed in terms of the frame density,

fluid density and the porosity.

A.1.4 Equations of motion

Expressing the forces in Eq. (A.10) as stress gradients yields the porous equations of

motion:
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∇jσ
s
ij =

∂2

∂t2 (ρ11ui + ρ12Ui) ; ∇j =
∂

∂xj

∇σ
f
ij =

∂2

∂t2 (ρ12ui + ρ22Ui).

(A.14)

Making use of Eq. (3.1) which relates stress σ to displacement u we retrieve:

N∇2ui + (A + N)
∂ekk

∂xi
+ Q

∂εkk

∂xi
=

∂2

∂t2 (ρ11ui + ρ12Ui) ; A = P− 2N

Q
∂ekk

∂xi
+ R

∂εkk

∂xi
=

∂2

∂t2 (ρ12ui + ρ22Ui).
(A.15)

A.1.5 Wave equations

Now we can proceed as in classical elasticity and apply the divergence and curl

operators to retrieve dilatational and rotational wave motion. For simplicity we

will use the vector notation for the rotational equations with u = (ux uy uz) and

U = (Ux Uy Uz)

Shear wave Taking the curl, Eq. (A.15) becomes:

∂

∂t2 (ρ11∇× u + ρ12∇×U) = N∇∇× u

=⇒

 N

ρ11(1− ρ12
2

ρ11ρ22
)


∇2∇× u =

∂2∇× u
∂t2

∂

∂t2 (ρ12∇× u + ρ22∇×U) = 0

=⇒ ∇×U =
ρ12

ρ22
∇× u

(A.16)

Hence, only one rotational equation remains and the fluid rotation is proportional

to the solid rotation scaled by ρ12
ρ22

.

√√√√ N

ρ11(1− ρ12
2

ρ11ρ22
)
= Vs (A.17)

By comparing Eq. (A.17) to the purely elastic shear wave velocity
√

µ
ρ , we see that the

difference stems not only from the additional mass of the fluid (ρ11 = ρsolid + ρapparent)

but the apparent mass effect gets weakened due to a rotation induced in the fluid.
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Compression waves Applying the divergence operator to Eq. (A.15), two equa-

tions remain, explaining mathematically the existence of two dilatational waves:

∇2(Pekk + Qεkk) =
∂2

∂t2 (ρ11ekk + ρ12εkk)

∇2(Qekk + Rεkk) =
∂2

∂t2 (ρ12ekk + ρ22εkk)

(A.18)

Reformulating Eq. (A.18) using a reference velocity Vre f , the coefficient H =

P + R + 2Q and the mass of the aggregate ρ = (1− φ)ρs + φρ f l = ρ f r + φρ f l we get:

∇2(Pekk + Qεkk) =
1

V2
re f

∂2

∂t2 (
ρ11

ρ
ekk +

ρ12

ρ
εkk) ; V2

re f =
H
ρ

; P = A + 2N

∇2(
Q
H

ekk +
R
H

εkk) =
1

V2
re f

∂2

∂t2 (
ρ12

ρ
ekk +

ρ22

ρ
εkk).

(A.19)

Assuming plane wave propagation, the solutions of Eq. (A.19) are in the isotropic

case:

ekk = ∇ · u = Ap1ei(kx+ωt)

εkk = ∇ ·U = Ap2ei(kx+ωt)
(A.20)

with a wave velocity v = ω
k , which can be determined by substituting the solu-

tions of Eq. (A.20) into Eq. (A.19) and solving the resulting system. The two resulting

roots have each two amplitudes associated. Biot notes, that these satisfy an orthog-

onality such that the amplitudes Ap1s , Ap1 f of the first waves are in phase and the

amplitudes of the second wave Ap2s , Ap2 f are out of phase 2. The solutions for the

compression wave velocities will be given at the end of the next section, including

the effect of viscosity.

A.2 Viscous fluid: Wave propagation in the presence of dis-

sipation

To account for dissipation Biot assumes Poiseuille flow to hold true in a low frequency

regime defined by a cross-over frequency fc (see Appendix A.3). Above, Poiseuille

flow breaks down. Assuming isotropy and that the flow in microscopic pores is com-

pletely determined by the velocitues u̇i and U̇i, Biot defines a disspipation function

2A physical explanation for the secondary longitudinal wave is due to out of phase motion of the
solid and fluid constituent. Fluid flow balances local pressure gradients induced by the primary p-
wave. The pressure gradients develop because the pore size is much smaller than the wavelength of
the primary seismic wave.
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Dvisc:

2Dvisc = b[
3

∑
i=1

(u̇i − U̇i)
2] (A.21)

b = η f
φ2

κ

where η f is fluid viscosity and κ is permeability. The permeability characterizes how

well the solid allows for fluid flow. It is independent of the fluid and measured in m2.

The equations for the purely viscous fluid flow and consequently Darcy’s equation

are defined as follows:

∂σ
f
ij

∂xj
= b

∂

∂t
(Ui − ui)

∇i(Qekk + Rεkk) = b
∂

∂t
(Ui − ui).

(A.22)

Since the Poiseuille flow depends only on relative fluid-solid motion the dissipa-

tion vanishes in its absence. The same reasoning we applied to Eq. (A.11) is applied

to the dissipation function, leading to the new equations of motion, now including

viscosity:

N∇2ui + (A + N)
∂ekk

∂xi
+ Q

∂εkk

∂xi
=

∂2

∂t2 (ρ11ui + ρ12Ui) + b
∂

∂t
(ui −Ui) ; A = P− 2N

Q
∂ekk

∂xi
+ R

∂εkk

∂xi
=

∂2

∂t2 (ρ12ui + ρ22Ui)− b
∂

∂t
(ui −Ui).

(A.23)

Spatially differentiating the equations of motion leads to the dilatational wave

equations:

∇2(Pekk + Qεkk) =
∂2

∂t2 (ρ11ekk + ρ12εkk) + b
∂

∂t
(ekk − εkk)

∇2(Qekk + Rεkk) =
∂2

∂t2 (ρ12ekk + ρ22εkk)− b
∂

∂t
(ekk − εkk).

(A.24)

because ∇u = ekk;∇U = εkk

The rotational wave equation is retrieved by applying the curl operation and in

vector notation we get:
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N∇2∇× u =
∂2

∂t2 (ρ11∇× u + ρ12∇×U) + b
∂

∂t
(∇× u−∇×U)

=
∂2

∂t2 (ρ11∇× u) + b
∂

∂t
(∇× u)

0 =
∂2

∂t2 (ρ12∇× u + ρ22∇×U)− b
∂

∂t
((∇× u−∇×U)

=
∂2

∂t2 (ρ12∇× u)− b
∂

∂t
((∇× u).

(A.25)

A.2.1 Wavespeed calculation

For the calculation of Biot’s wavespeed in this manuscript we use a formulation

that employs a slightly different notation from Biot’s original paper. For practical

applications Biot (1956a) and Biot et al. (1957) introduce a new set of variables. Biot

et al. (1957) gives a linear strain energy formulation, which for uniform porosity

results in equations of motion equivalent to Eq. (A.23). The wave equations then

depend on the new coefficients H, M, C, µ f r instead of P, Q, R, N. Instead of the mass

coefficients p11, p12, p22, the mass of the fluid (ρ f l) and solid (ρs) or frame (ρ f r) as well

as the tortuosity (α) are used. Furthermore, ζ, which is the volumetric change of fluid

content is introduced (Biot, 1956a):

H = P + 2Q + R

µ f r = N

M =
R
φ2

C = BW M

BW = (
Q + R

R
φ)

ζ = φ∇ ·
(
u̇− U̇

)

m = α
ρ f l

φ

ρ = (1− φ)ρs + φρ f l

(A.26)

where BW is known as the Biot-Willis coefficient. Note that the purely geometric

tortuosity factor can be related to the mass coupling coefficient by ρ12 = −(α− 1φρ f )

(Berryman, 1980). α generally varies between 1 (uniform cylindrical pores) and 3

(random pore orientations).

Following Biot (1962), Stoll et al. (1970), Buchanan (2005), and Berryman (1980)

the dilatational equations read:
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∇2(Hekk − Cζ) =
∂

∂t2 (ρekk − ρ f lζ)

∇2(Cekk −Mζ) =
∂

∂t2 (ρ f lekk −mζ)− η

κ

∂ζ

∂t

(A.27)

and the rotational wave equations read:

µ∇2∇× u =
∂

∂t2 (ρ∇× u− ρ f l∇×U)

−η

κ

∂∇×U
∂t

=
∂2

∂t2 (ρ f l∇× u + m∇×U)

(A.28)

Considering plane waves, the deformation due to a rotation or dilatation and conse-

quently the solution to Eqs. (A.27) and (A.28) can be expressed as:

∇ · u = Ap1ei(kx+ωt)

∇ ·U = Ap2ei(kx+ωt)

∇× u = As1ei(kx+ωt)

∇×U = As2ei(kx+ωt) = 0.

(A.29)

with A being the respective constant for each solution. The frequency dependent

velocity v = ω
k is calculated from the the dispersion relation (Berryman, 1980; Mavko

et al., 2009; Stoll, 1974) in the frequency domain:

∣∣∣∣∣∣

ρ− H
(ωp/kp)

2 ρ f l − C
(ωp/kp)

2

ρ f l − C
(ωp/kp)

2 q f − M
(ωp/kp)2

∣∣∣∣∣∣
= 0 (A.30)

∣∣∣∣∣∣
ρ− µ f r

(ωs/ks)
2 ρ f l

ρ f l q f

∣∣∣∣∣∣
= 0. (A.31)

The velocities can then be expressed as solutions of the exponential function

v = Re
√
(ω

k )
−2 :

(
ωp

kp
)−2 =

−(Hq + Mρ− 2Cρ f l)±
√
(Hq + Mρ− 2Cρ f l)2 − 4(C2 −MH)(ρ2

f l − ρq)

2(C2 −MH)

(A.32)

(
ωs

ks
)−2 =

qρ− ρ2
f l

qµ f r
(A.33)
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where the different terms can be expressed in therm of the solid, fluid and porous

parameters as:

q =
αρ f l

φ
− iηF(ζ)

ωκ

H =
(Ks − K f r) ∗ (Ks − K f r)

D− K f r
) + K f r +

4
3

µ f r

C = Ks
Ks − K f r

D− K f r

M = Ks
Ks

D− K f r

D = Ks(1 + φ(
Ks

K f
− 1)),

(A.34)

where κ is permeability, α is tortuosity and F(ζ) expresses the frequency dependence

of the viscosity (see Appendix A.4). Under the assumption of Poiseuille flow, which

we have assumed until now F(ζ) is one. The frequency dependence becomes relevant

for frequencies larger than Biot’s crossover frequency (see Appendix A.3).

A.3 Crossover frequency between high and low frequency

range

The theory distinguishes two frequency dependent flow regimes separated by Biot’s

critical or crossover frequency ωc

ωc =
ηφ

ρ f lκ0α∞
(A.35)

where α∞ is dynamic tortuosity, η is fluid viscosity and κ is permeability. In the low

frequency regime the viscous skin depth

δskin =
2η

ωρ f l

1/2
(A.36)

is smaller than the pore radius and Poiseuille dominates inertial flow. Above the criti-

cal frequency however, inertial forces dominate and the viscosity becomes frequency

dependent (Biot, 1956b). Further extensions also assume a frequency dependence for

permeability and tortuosity values (Champoux et al., 1991; Johnson et al., 1994).

A.4 High frequency approximation

For high frequencies above the crossover frequency given in Eq. (A.35), the flow

profile of the fluid deviates from a classic Poiseuille flow. In other wirds, the higher

the frequency, the more inertial effects dominate over viscous effects. Hence, the
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viscosity needs to be corrected by a frequency dependent factor, which is given by

F(ζ):

F(ζ) =
1
4
(

ζT(ζ)

1 + 2i T(ζ)
ζ

) (A.37)

T(ζ) =
ber′(ζ) + ibei′(ζ)
ber(ζ) + ibei(ζ)

ζ =

√
ω

ωc
.

with ber() the real part of the Kelvin function and bei() the imaginary part of the

Kelvin function and ωc being the angular crossover frequency.
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Appendix Sensitivity Analysis

To verify the influence of the two free parameters within the given literature bounds,

we ran a global sensitivity analysis of the Sobol type, using the SALib library (Her-

man et al., 2017). Our sensitivity measure is the misfit of the experimental values and

Biot’s prediction. We performed it separately for the shear wave and the PII-wave

(see Table B.1). The resulting sensitivity indexes are Sobol’s first and total order in-

dexes, which give the dependence of the misfit for each parameter (first order index)

and the level of interactions between the parameters (ratio of total order index and

first order index).

Table B.1: Results for a global sensitivity analysis of the Sobol type using the SALib
library (Iooss et al., 2015; Wainwright et al., 2014; Herman et al., 2017). The misfit of the
experimental wave speeds and Biot’s prediction is the sensitivity measure and gives the
sensitivity indexes. If the total order index approximately equals the first order index,
the dependence is linear. If the total order index is higher than the first order index, the
joint effect on the output is different from the sum of the individual effects and higher
order interactions are present.

S-wave P-wave
Young Poisson Young Poisson

First order 0.97640753 0.00095548 -0.000055294 0.91035
Total order 1.00208442 0.03074983 0.000293239 1.45568

The results presented in Table B.1 show that there is a difference in sensitivity

for the S-wave and the PII-wave. While the misfit of the S-wave is predominately

dependent on changes in the Young’s modulus (high first order index), the misfit of

the PII-wave is predominately dependent on changes in Poisson’s modulus. For the

S-wave, first order indexes approximately equal second order indexes and thus the

misfit is linear dependent on changes in the parameters. For the PII-wave, the total

order index of Poisson is higher than its first order index and consequently higher

order interactions are present.1

The sensitivity analysis shows that our result for the shear wave fit is robust with

regard to Young’s modulus but less robust for Poisson’s ratio. At the same time,

the Biot’s PII-wave dispersion at the measured low frequencies is dominated by a

non-linear dependence on the variation of Poisson’s modulus. However, changes in



146 Appendix B. Appendix Sensitivity Analysis

Poisson’s modulus do not alter the general trend of the PII-wave. The predictions by

Biot theory are still overestimating our experimental measures.
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Appendix C

Further experimental results

C.1 Further rupture examples

The following two Figures show snapshots from the experiment in Section 4.4.2.a.

They exemplify the presence of left-going ruptures as well as reflected ruptures.
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a: Right-traveling

b: Left-traveling and reflected rupture

Figure C.1.1: Further rupture examples from Section 4.4.2.a.
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C.2 2D wavefield detection

Fig. C.2.1a shows two examples of filtered snapshots and superimposed parabolic

fits. The right shows the parabolic fits for each snapshot superimposed. Only for

the central part of the rupture, the fits appear reliable and expose a clear dichotomy

between fault-parallel and fault-orthogonal propagation direction. Fig. C.2.1b shows

an example of the binarized data the fit is performed on. We notice, that the binarized

data scarcely resembles the segmentation we would have performed by eye.



150 Appendix C. Further experimental results

x

y

x

y

x

‖ rupture
⊥ rupture

a: Left: Parabolic fits on a wavefield from Section 4.4.2.a. Right: The four fits of each
snapshot superimposed.

b: Example of the binary data retrieved
through image segmentation used as in-
put for the parabolic fit.

Parabolic fit
downgoing

Parabolic fit
right

Parabolic fit
up

Center of
preliminary ellipse

fit

Precursor
position

Parabolic fit
left

Figure C.2.1: Examples of a parabolic fit attempt. The image segmentation quality
prevents reliable fits.
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C.3 Frequency content

In the present manuscript I have analyzed the space and time properties of the

wavefield. In the future it would be interesting to analyze the frequency content of

the observed ruptures. In the following I show several examples of the frequencies

present in two experiments.

Fig. C.3.1 shows the spectrograms of one measurement point inside and one

measurement point outside the asperity for the rupture in Section 4.4.2.a. With the

onset of asperity ruptures, the point inside the asperity exposes a higher frequency

content than the point outside. This feature in combination with other could facilitate

automatic detection in the future. It is probably due to the undersampled precursory

events.

Figs. C.3.2 to C.3.4 show the frequency content of Section 4.4.2.b for the ROIs

indicated in Fig. C.3.2. The rupture starts at the top and travel downwards. Fig. C.3.3

shows that the power spectra of two ROIs on the asperity expose a more bell-like

shape, while the points outside and on the edge of the asperity two distinctive peaks.

It is interesting to note that from ROI3 to ROI4 the frequency increases with the

power.

Figure C.3.1: Frequency analysis of two points from the experiment presented
in Section 4.4.2.a. On the right, the particle velocity and displacement curves
of the two indicated points in the imaging plane on the right are shown. The
middle part shows a spectrogram. The frequency content from 1.1 s onwards is

only increasing for the point on the asperity.
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Figure C.3.2: Power spectra for all ruptures and different ROIs of Section 4.4.2.b.
The time vector for each rupture is 30 ms, with the main event at the center. The
inset schematically shows the ROI position on the imaging plane. Top left is

x = 0, y =3.8 cm and bottom right is x = 8.5, y =0 cm

Figure C.3.3: Power spectra of the average of all detected ruptures for each ROI
of Section 4.4.2.b. The time vector for each rupture is 30 ms, with the main event

at the center.
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Figure C.3.4: Spectrograms for each ROI in Section 4.4.2.b. The input data is the
particle-velocity data of 30 ms around the rupture detection. For each ROI all

ruptures get averaged and the average spectrogram is calculated.

The high frequency radiation during laboratory earthquakes has been the topic

of a recent study by Marty et al. (2019). One key finding is that the sources of high

frequency radiation travel with and are located just behind the rupture front. It

would be worth investigating if the conclusions they draw from acoustic emissions

hold true for the here presented experiments and their characteristic frequencies as

well.

C.4 K-means

I quickly mentioned the testing of a K-means algorithm for classification of rupture

events in Section 4.4.2.a. In Fig. C.4.1 the results for different numbers of clustering

groups applied on the results of Section 4.4.2.b are shown. The input parameters

for the K-means algorithm are skewness, variance and mean for one large region

on the asperity as well as one small region outside of the asperity. Fig. C.4.2 shows

examples of snapshots that got sorted into the same group.
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Figure C.4.1: K-means classifications for different group numbers for the experi-
ment in Section 4.4.2.b.



C.4. K-means 155

a: Examples for snapshots classified into the same group by kMeans,

b: Examples for snapshots classified into the same group by kMeans,

c: Examples for snapshots classified into the same group by kMeans,

Figure C.4.2: Snapshots from the experiment presented in Section 4.4.2.b which
got classified into the same group by the K-means clustering algorithm.
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Appendix D

Simulation sources
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Figure D.0.1: Source function for Fig. 4.4.19
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b: Source function for Fig. 4.4.4

Figure D.0.2: Source function for the singular-force simulations in Section 4.4.1.a
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b: Source function for Fig. 4.4.5

Figure D.0.3: Source function for the DC simulations in Section 4.4.1.a
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Figure D.0.4: Source function for the simulations in Section 4.4.3
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We experimentally observe the shear and secondary compression wave inside soft porous water-
saturated melamine foams by high frame rate ultrasound imaging. Both wave speeds are supported
by the weak frame of the foam. The first and second compression waves show opposite polarity, as
predicted by Biot theory. Our experiments have direct implications for medical imaging: Melamine
foams exhibit a similar microstructure as lung tissue. In the future, combined shear wave and
slow compression wave imaging might provide new means of distinguishing malignant and healthy
pulmonary tissue.

The characterization of wave propagation in porous
materials has a wide range of applications in various
fields at different scales. In contrast to classical elas-
tic materials, poroelastic materials support three types
of elastic waves and exhibit a distinctive dispersion in
the presence of viscous fluids [1–3]. The first thorough
theoretical description of poroelasticity that included dis-
persion was developed by M. Biot [1, 4]. He predicted a
secondary compressional wave (PII-wave), which is of-
ten named Biot slow wave. His theory was soon applied
in geophysics at large scale for hydrocarbon exploration
[5]. It was later extended to laboratory scale for bone
and lung characterization through numerical modeling
and medical imaging [6–11]. While poroelastic models
have been used to characterize materials and fabrics such
as textiles [12], anisotropic composites [13], snow [14]
and sound absorbing materials [15], experimental detec-
tion of the PII-wave remains scarce [2, 16]. In medical
imaging, the characterization of the porous lung surface
wave has only recently been emphasized [17–19, 27].
Experimental detection of poroelastic waves is difficult
due to their strong attenuation and the diffuse PII-wave
behaviour below a critical frequency [1, 16, 20]. We over-
come this challenge by using in situ measurements from
medical imaging. We apply high frame rate (ultrafast)
ultrasound for wave tracking [21], the technique underly-
ing transient elastography [21–24], on saturated, highly
porous melamine foams. A very dense grid of virtual
receivers is placed inside the sample through correlation
of backscattered ultrasound images, reconstructing the
particle velocity field of elastic waves. The resolution is
thus only determined by the wavelength of the tracking
ultrasound waves, which is several orders of magnitude
lower than the wavelength of the tracked low-frequency
waves [24, 25]. Two factors allow us thusly to visualize
S- and PII-wave propagation and measure phase speed

and attenuation, which, to the best of our knowledge,
has not been done before. Firstly, simple scattering of ul-
trasound at the foam matrix ensures the reflection image.
Secondly, the imaged elastic waves propagate several
times slower (< 40 m s−1) than the ultrasonic waves (≈
1500 m s−1). The measured low-frequency speeds are
in agreement with a first approximation that views the
foam as a biphasic elastic medium. To take solid-fluid
coupling into account, we compare the measured speeds
and attenuations with the analytic results of Biot’s the-
ory. The S-wave results show a good quantitative pre-
diction, while the PII-wave speeds show a qualitative
agreement. Melamine foams have already been used
to simulate the acousto-elastic properties of pulmonary
tissue due to their common highly porous, soft struc-
ture [3, 19, 26]. We thus postulate that our results have
possible future implications for lung characterization by
ultrasound imaging.

We use a rectangular Basotect R© melamine resin foam
of dimensions x = 30 cm, y = 18 cm, z = 12 cm, which
is fully immersed in water to ensure complete satura-
tion. The foam exhibits a porosity between 96.7 and
99.7 %, a tortuosity between 1 and 1.02, a permeability
between 1.28 × 10−9 and 2.85 × 10−9 m2 and a density of
8.8 kg m−3 ± 1 kg m−3. The viscous length σ is between
11.24 × 10−5 and 13.02 × 10−5 m, as indicated in the mi-
croscopic photo at the top of Fig. 1. The foam param-
eters were independantly measured using the acoustic
impedance tube method [28] and a Johnson-Champoux-
Allard-Lafarge model [7, 8, 28, 29]. These measurements
serve as input to the analytic Biot model. Figure 1
shows the setups for the S-wave (a) and PII-wave (b)
experiments. A piston (ModalShop Inc. K2004E01),
displayed at the top, excites the waves. In a), a rigid
metal rod which is pierced through the sponge ensures
rod-foam coupling, as well as transverse polarization
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FIG. 1. Schematic experimental setups of the S-wave (a) and
PII-wave excitation (b). Blue arrows signify the polarization of
particle motion and red arrows the direction of wave propaga-
tion. At the center top, a microscopic photo of the investigated
melamine foam is displayed. c) Ultrafast ultrasound imaging
principle: The particle velocity maps are retrieved through
correlation of subsequent ultrasound images.

(uz) of the wave. Excitation is achieved in two ways.
Firstly, through a pulse and secondly, through a fre-
quency sweep from 60 to 650 Hz. The excited S-wave
propagates along x-dimension (kx) exposing a slight an-
gle due to imperfect alignment of the rod. In b), a rigid
plastic plate at the end of a rod excites the compression
wave on the upper foam surface and ensures longitudi-
nal polarization. The induced vibration is a Heaviside
step function. We undertake three experiments with
different excitation amplitudes. In both setups, particle
and rod motion are along the z-dimension. The imaging
device is a 128-element L7-4 (Philips) ultrasound probe
centered at 5 MHz. Fig. 1c) schematically indicates the
probe position below the foam and the z-polarization of
the ultrasonic waves. The probe is connected to an ultra-
fast ultrasound scanner (Verasonics VantageTM) which
works at 3000 (S-wave) and 2000 (PII-wave) frames per
second. Each frame is obtained through emission of
plane waves as in [21] and beamforming of the backscat-
tered signals. In order to visualize the wave propaga-
tion, we apply phase-based motion estimation [30] on
subsequent ultrasound frames. Similar to Doppler ultra-
sound techniques, the retrieved phase difference gives
the relative displacement on the micrometer scale. Due
to the finite size of our sample, reflections from the
opposite boundary can occur. Therefore, we apply a
directional filter [31] in the kx − ky − f domain of the
full 2D wavefield [34]. For setup 1a) (S-wave) the filter
effect is negligible, but for setup 1b) (P-wave), a reflec-
tion at the boundary opposite of the excitation plate is

attenuated (see Ref. [32] and [33]). The resulting rela-
tive displacement for setup 1b) is a superposition of the
primary compression wave (PI) and the PII-wave. Thus,
we additionally apply a spatial gradient in z-direction
to isolate the PII-wave displacement.

FIG. 2. Experimental wave-fields for the setups in Fig. 1. a)
Snapshots at three time-steps of a propagating S-wave pulse
(top) and PII-wave step (bottom). The top row shows the parti-
cle velocity and the bottom its z-gradient. b) Corresponding
time-space representation by summation orthogonal to x (top)
and z (bottom). In the top row, the S-wave (S) and in the
bottom row, the first (PI) and secondary compression wave
(PII) can be identified. uz - Direction of particle motion. kx/z -
Direction of wave propagation. The displacement films are in
Ref. [32] and the unfiltered PII-wave snapshots in Ref. [33].

Three displacement snapshots of the S- and PII-wave
are shown in Fig. 2a). The top row is an example of
the wave propagation induced by shear excitation as
schematically shown in Fig. 1a). The blue color signifies
particle motion uz towards the probe. A comparison of
the wave-fields shows that the plane wave front prop-
agates in the positive x-direction (kx). The bottom row
displays the PII-wave for 6, 7 and 8 ms. It is excited
at the top and propagates with decreasing amplitude
in positive z-direction (kz). A summation along the
z-dimension for the transverse setup, and along the x-
dimension for the longitudinal setup, result in the space-
time representations of Fig. 2b). They show, that the
S- and PII-wave are propagating over the whole length
at near constant speed. The PII-wave (PII) is well sepa-
rated and of opposite polarity from the direct arrival (PI)
at 2.5 ms. A time-of-flight measurement through slope
fitting gives a group velocity of 14.7 m s−1 (S-wave) and
14.4 m s−1 (PII-wave). The central frequency is approx-
imately 220 Hz for the S-wave, and 120 Hz for the PII-
wave. These values suggest that both speed are governed
by the low elastic modulus of the foam. The simplest
porous foam model is an uncoupled biphasic medium
with a weak frame supporting the S- and PII-wave. In
this case, the PI-wave is supported by an in-compressible
fluid, which circulates freely through the open pores.
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The porous compressibility is that of the foam matrix,
and its first Lamé parameter λ0 is very small compared
to the shear modulus µ0. Hence, the compression wave
speeds vp1,2 become:




vp1 =

√
λ f
ρ f

; λ f >> µ f

vp2 =
√

(λ0+2µ0)
ρ0

≈
√

2µ0
ρ0

≈
√

2vs ; λ0 << µ0

(1)

with λ0, µ0 and λ f , µ f being the first and second
Lamé parameters of the drained sponge and the fluid.
ρ0 = ρmineral(1 − φ) is the density of the the drained
sponge, ρ f the fluid density, vs the S-wave speed and φ
is porosity. This approximation is in accordance with Ref.
[35] who investigated the quasi-static behavior of hydro-
gels. To assess the dispersion of the observed waves,
we apply a fast Fourier transformation and recover the
phase velocity and attenuation from the imaginary and
real part of the complex signal. For the S-wave, we use a
frequency sweep. For the PII-wave, reflections from the
boundaries and mode conversions prohibit the exploita-
tion of a chirp, hence we use the Heaviside displayed
in Fig. 2. Its −10 dB bandwidth is limited from 50 to
150 Hz. The phase velocity is directly deduced from
a linear fit of the phase value along the propagation
dimension. We use a Ransac algorithm [36] and dis-
play values with a R2 of 0.98 and minimum 70 % inliers.
The speed measurements of the S- and PII-wave in their
shared frequency band are displayed in Fig. 3a). Both
curves are monotonously increasing with frequency. To
verify Equation 1 we use a sixth-order polynomial fit
(blue line) and its 95 % confidence interval as input data.
The resulting PII-wave speeds (black line) and its 95 %
confidence interval (gray zone) show that the PII-wave
experimental data lie within the prediction of Equation
1, with a ratio of approximately

√
2 with the S-wave

speeds. Figure 3b) shows the entire frequency range of
the measured S-wave speeds.

The elastic model for Equation 1 cannot account
for viscous dissipation. Consequently, we compare
the measured dispersion with a second approach, the
Biot theory [1]. This theory uses continuum mechan-
ics to model a solid matrix saturated by a viscous
fluid. The Biot dispersion and PII-wave result from
the coupling of fluid and solid displacement [1, 4, 6, 38–
42]. One drawback is that the theory requires nine
parameters. We reduced the degrees of freedom to
two by fixing the porous parameters to the values
measured by the acoustic impedance tube method in
air: φ = 0.99 %, α∞ = 1.02, k0 = 12.76 × 10−10 m2,
ρ = 8.8 kg m−3 ± 1 kg m−3, BW = φ (Biot-Willis coef-
ficient), and the fluid parameters to literature values
for water: E f l = 2.15 × 109 kPa (fluid Young’s modulus)
and fluid viscosity η f = 1.3 × 10−3 Pa s. We optimize the

FIG. 3. Experimental and theoretical dispersion. a) Experi-
mental S-wave (blue dots) and PII-wave (red circles) speeds. A
sixth-order polynomial fit (blue solid line) of the full frequency
band and its 95 % confidence interval give vs for Equation 1.
The resulting PII-wave speeds (black solid line) and its 95 %
confidence interval (gray zone) are displayed. The PII-wave
results are the average of three experiments with the maximum
deviation indicated by the error bars. b) Experimental S-wave
(blue dots) and analytic Biot S- (blue line) and PII-wave (red
dashed line).

two remaining elastic parameters within literature val-
ues of 0.276 to 0.44 for Poisson’s ratio and 30 to 400 kPa
for Young’s modulus [6, 15, 43–45]. To avoid local min-
ima, we first run a parameter sweep in the literature
bounds and use the best fit as input to an unconstrained
least squares optimization, described in [46]. The re-
sulting Poisson’s ratio is 0.39 and the Young’s modulus
303 kPa. However, it should be noted that the optimiza-
tion is not very sensitive to the Poisson’s ratio. For exam-
ple, a 10 % increase in Poisson’s ratio, results in a R2 of
0.998 between the optimal S-wave solution and the devi-
ation. However, the PII-wave is sensitive to the Poisson’s
ratio with a R2 of 0.783. In contrast, both waves exhibit a
similar sensitivity with a R2 of 0.975 (S-wave) and 0.979
(PII-wave) for a 10 % increase in Young’s modulus. For a
detailed sensitivity analysis see Ref. [47]. The analytic S-
wave curve resulting from the minimization is displayed
in Fig. 3b). It shows good agreement (R2 = 0.808) with
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the experimental values between 120 and 600 Hz. Below
this frequency, wave guiding, present if the wavelength
exceeds the dimension of particle motion [37], and not
taken into account by Biot’s infinite medium, might
lower the measured speeds. Biot’s model overestimates
the experimental PII-speeds, but exhibits the same trend.
Furthermore, it predicts that the PII-displacements of
the solid and fluid constituent are of opposite sign while
they are phase locked for the PI-wave [1, 48]. This leads
the PI and PII arrivals to be out-of-phase [49, 50], which
is confirmed by the time-space representation of Fig. 2b).
Ultrasound imaging measures the solid displacement
only, hence the displacement of PI (blue) and PII (red)
is out-of-phase. The phase opposition [49] and the mea-
sured positive PII-dispersion are strong arguments to
exclude the presence of a bar wave (S0-mode). It should
be pointed out, that there is a crucial difference between
previous interpretations of the PII-wave [2, 49, 50] and
this study. In geophysics and bone characterization, the
PII-wave travels close to the fluid sound speed and the
PI-wave close to the sound speed of the rigid skeleton.
In contrast to that, our results indicate that the PII-wave
speed is governed by the weak frame of the foam and
the PI-wave propagates at the speed of sound in water.
An equivalent interpretation was given by Ref. [16] for
experiments in porous granular media [51].

To verify the dispersion results we compare them to
attenuation, which for plane waves is described by [25]:

A(x + ∆x) = A(x)e−α(ω)∆x (2)

where ω is angular frequency, α(ω) is attenuation coef-
ficient, A is amplitude and x is measurement direction.
The top left inset in Fig. 4 shows the logarithmic am-
plitude decrease with distance at one frequency of the
S-wave. The bottom right inset shows the decrease at
the central frequency of the PII-wave. The difference be-
tween these experimental curves and the expected linear
decrease reflects the difficulties to conduct attenuation
measurement by ultrafast ultrasound imaging [25]. We
apply a logarithmic fit of the amplitude with distance
to retrieve the attenuation coefficient at each frequency,
using the RANSAC algorithm described earlier. The
resulting attenuation, displayed in Fig. 4, monotonously
increases with frequency.

Attenuation and velocity of plane waves can be re-
lated through the bidirectional Kramers-Kronig (K-K)
relations. They relate the real and imaginary part of any
complex causal response function [52], which we use
to verify our experimental results. While the original
relations are integral functions that require a signal of
infinite bandwidth, Ref. [53–55] developed a derivative
form that is applicable on bandlimited data and has
previously been applied by Ref. [56] on S-wave disper-

sion. Following Ref. [25, 57], the attenuation in complex
media is observed to follow a frequency power law:

α(ω) = α0 + α1 ωy (3)

and can be related to velocity by [54, 55]:

1
c(ω)

− 1
c(ω0)

=

{
α1 tan(π

2 y)(ωy−1 − ω
y−1
0 ) ; 0 ≤ y ≤ 2

−2
π α1ln ω

ω0
; y = 1

(4)

where ω0 is a reference frequency, α1 and y are fitting
parameters and α0 is an offset, typically observed in soft
tissues [56, 58]. Since velocity measurements by ultrafast
ultrasound imaging are less error prone than attenua-
tion measurements [25], we use Equation 4 to predict
attenuation from velocity. A least squares fit gives the ex-
ponent y and the attenuation constant α1 that minimizes
Equation 4 for different reference frequencies. The result-
ing attenuation model is α(ω) = 21 ∗ ω0.29 [Np m−1],
with a reference frequency of 413 Hz and a R2 larger
0.98 for frequencies between 120 Hz and 650 Hz. The
attenuation exponent y = 0.29 is an expected value
for S-waves in biological tissues [57, 59]. The K-K re-
lations do not take into account the offset α0. It is in-
troduced by minimizing the least squares of Equation
3 and the attenuation measurements. The resulting at-
tenuation curve with α0 = −119 Np m−1 is displayed in
Fig. 4. It shows a significant agreement with the attenu-
ation measurements (R2 = 0.9016) and Biot predictions
(R2 = 0.9274). The successful K-K prediction implies
that guided waves have little influence on our measure-
ments above 120 Hz. The remaining misfit might stem
from out-of-plane particle motion, which can introduce
an error on amplitude measures by ultrafast ultrasound
imaging [25]. Furthermore, the low-frequency elastic
wave is imaged in the near-field, where it does not show
a power law amplitude decrease due to the coupling
of transverse and rotational particle motion [60]. The
good agreement between the experimental and theoreti-
cal S-wave dispersion and attenuation indicates that the
observed S-wave attenuation is due to the interaction
between the solid and the viscous fluid. The PII-wave
attenuation of the three experiments converges only at
the central frequency of 120 Hz (≈ 16 Np m−1). Below
this frequency, the measurements are taken on less than
two wavelengths of wave propagation and consequently,
the exponential amplitude decrease cannot be ensured
[60]. A reason for the failure of the Biot theory to quanti-
tatively predict the observed PII-wave dispersion could
be viscoelasticity and anisotropy of the foam matrix it-
self [44, 61]. The Biot theory and the model of Equation
1 have different implications at low frequencies. The
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Biot PII-wave disappears, whereas it persists as a de-
coupled frame-borne wave in Equation 1. Our velocity
measurements support the decoupling hypothesis, but
measurements at lower frequencies would be needed to
make a definite statement.

FIG. 4. Attenuation measurements, K-K and Biot predic-
tions. The insets show the exemplary amplitude decrease of
the S-wave (left) and PII-wave (right). Dots are attenuation
measurements, solid blue and dashed red lines are the Biot pre-
dictions and the dashed blue line is the S-wave K-K prediction
for Equation 3: α(ω) = -119+21 ∗ ω0.29 [Np m−1].

In conclusion, we have showed the first direct obser-
vation of elastic wave propagation inside a poroelastic
medium. The recorded compression wave of the sec-
ond kind (PII-wave) propagates at

√
2 times the shear

wave speed and is of opposite polarization compared to
the first compression wave (PI-wave). Finally, the mea-
sured shear wave dispersion (S-wave) and attenuation
are closely related to the fluid viscosity. These results
might have important consequences in medical physics
for characterizing porous organs such as the lung or the
liver.
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