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10 CHAPTER 1. INTRODUCTION

Inertial confinement fusion (ICF) is a process designed for achieving thermonuclear fusion ignition between

deuterium and tritium nuclei. A deuterium (D) - tritium (T) nuclear fusion reaction emits two fusion products: a

fast neutron n and an alpha particle α

D + T → n + α. (1.1)

To carry out such nuclear reaction, a sufficient amount of energy is needed to unbind particles inside the reacting

DT nucleus. The most energetically economical way to achieve reaction (1.1) is to cluster DT at sufficiently high

temperature and density. Once they are emitted, α particles interacts with electrons and release their energy to the

DT mixture over a given range. If the DT cluster is larger than this range, only a few fraction of alpha particles

escape and almost all of their energy is released into the DT cluster. The same happens for neutrons, but their

mean free path is much larger than that of alpha particles. As a consequence, neutrons release their energy on a

much larger range. The rate of change of energy E into the reacting DT cluster evolves as

dE
dt

= Pfus + Pext + Ploss, (1.2)

where Pfus, Pext and Ploss stands for the power deposited by fusion products, the power provided by an external

source and the power losses, respectively. As the DT cluster is heated to a few keV, it forms a plasma that loses

its energy mostly via electron heat conduction and radiation emitted by electrons (Bremsstrahlung radiation). At

temperatures considered here, a few keV, the DT plasma is transparent toward radiation, so radiation escapes from

the DT cluster and does not heat the plasma.

Thermonuclear fusion. The self-sustained regime, called thermonuclear fusion, is met when Pfus exceeds Ploss

without external heating Pext. To achieve such an objective, ICF aims at compressing and heating DT fuel into a

spherical pellet. The external power Pext corresponds to mechanical work. As it would require too much energy

to ignite reactions in the whole pellet, the goal is to create a small region inside the compressed DT fuel sphere

where thermonuclear ignition conditions are met. This hot spot region is sufficiently large regarding alpha particles

range for being heated by alpha particles, but is too small regarding neutron mean free path for neutron energy

deposition. Once thermonuclear reactions are ignited, a burn wave will propagate to the surrounding cold fuel.

A criterion for self-heating, based on a minimal value of the parameter

ρh th Th, (1.3)

is derived from the above mentioned physical phenomenon and known as the Lawson criterion (Atzeni and

Meyer-ter-Vehn, 2004, §2.4), where ρh, th and Th stand for the hot spot density, confinement time and tempera-

ture, respectively. In the case of ICF, the Lawson criterion writes analogously in terms of the areal mass (Atzeni

and Meyer-ter-Vehn, 2004, §4.2) as

ρh Rh > f (Th), (1.4)

where Rh denotes the hot spot radius. The function f is a threshold depending only on the hot spot temperature.

As the self-heating process takes a finite time to set in, the external power source has to confine the DT plasma

over a time exceeding this self-heating time. In addition, the hot spot must remain more or less spherical in order

to limit energy losses at external surface. In a nutshell, ICF faces the challenge of confining a small amount of DT

fuel at sufficiently high temperature, for sufficiently long duration, in a sufficiently spherical volume, surrounded

by a denser and colder mantle of fuel. Orders of magnitude of hot spot parameters are given in Tab. 1.1.
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Table 1.1: Orders of magnitude of hot spot parameters (Atzeni and Meyer-ter-Vehn, 2004).

Areal mass (ρhRh) ∼ 0.5 g/cm2

Hot-spot temperature (Th) ∼ 10 keV

Hot-spot confinement time (th) ∼ 100 ps

Ratio of initial to final shell radius (convergence ratio) 25− 45

Hot-spot pressure (Ph) 250 Gbar

Fuel compression process and hydrodynamic instabilitites. To achieve such a high compression, the DT fuel

is placed in a fusion target, an example of which is shown on Fig. 1.1a. The fusion target is composed of a dense

outer shell (‘Diamond’on Fig. 1.1a), filled with DT fuel. A fraction of the DT fuel is in solid phase on the inner

walls of the shell (‘DT solid’) while the rest of it forms a gaseous phase inside the target (‘DT gas’). The dense and

opaque outer part of the shell containing the fuel, called the ablator (Fig. 1.1a), is exposed to a strong irradiation flux

(Fig. 1.2). This flux is absorbed in the ablator and drives shocks into the target while the external wall of the target

is ablated, converted into plasma, and enters in expansion (light orange on Fig. 1.2). In reaction to the plasma

outflow, the shell is accelerated inward, driving in the implosion which compresses the fuel. The shell acts as a

piston for the fuel. Several approaches exists for shell compression. Here we focus on laser driven compression

for which two main alternative approaches have been proposed:

• Direct-drive ICF: laser beams illuminate directly the target. A large number of overlapping laser beams pro-

vide a sufficiently uniform illumination of the target, heating its external surface. Direct-drive ICF experi-

ments are carried out on the OMEGA laser at the Laboratory for Laser Energetics since the mid 90s’.

• Indirect-drive ICF: the shell is placed in a cavity ‘holhraum’ whose inner walls are illuminated with laser

beams, heating them (Fig. 1.1b). The cavity walls are designed to absorb most of the incident laser energy

and to re-emit X-rays. The shell is therefore immersed in a high ambient radiation bath which heats its

external surface. This indirect-drive ICF process has been tested on the National Ignition Facility at Lawrence

Livermore National Laboratory, US, since 2009 (Lindl et al., 2004). The SG-III, China, is another facility built

to achieve indirect-drive ICF (Gu et al., 2018), as well as the Laser Mégajoule which is under completion at

CEA, France (Miquel, 2016).

Even though the energy deposition process at the shell surface differs, the expected effect is similar: the heated

ablator mass expands outward resulting in a thrust pressure that accelerates the shell walls inward. This ablative

pressure, which actually drives the implosion, arise in an expansion flow resulting from the shell external irra-

diation, which falls into the family of ablation flows. Such flows are strongly accelerated and highly stratified.

They present a situation favourable to the development of Rayleigh–Taylor like instabilities, potentially damaging

compression efficiency and hot spot symmetry.

As the efficiency of the fuel compression and its symmetry is crucial to ignition, hydrodynamic instabilities in

ICF has been identified as a threat to ignition since the early works of Nuckolls on laboratory DT thermonuclear fu-

sion, in the 1950s (Lindl, 1995). The idea was to ‘create the smallest possible fusion explosion’. Although laser was

not yet invented, the principle already relied on achieving thermonuclear ignition conditions by compression. The

compression was supposedly driven by radiations. Nuckolls et al. (1972) first predicted ignition with a 1kJ laser
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(a) (b)

Figure 1.1: (a) Cross section of an ICF target. Orange: ablator, outer light blue: solid DT, inner light blue: gaseous
DT. Dimensions and composition of the layers are given on an indicative basis. (b) Setup for indirect-drive ICF
(Lindl et al., 2014): laser beam cones (half-transparent) enter the cavity (holhraum) by two laser entrance holes and
heat the inner walls (green). The shell is represented at the center of the cavity, which is vacuum or gas filled (as
represented here).

energy from a simple Rayleigh–Taylor model with ablation. But the first two–dimensional numerical simulations

of these instabilities revised the 1 kJ prediction upwards (Lindl and Mead, 1975). According to these computations,

indirect-drive would lead to a weaker growth of Rayleigh–Taylor instabilities, compared to direct-drive, mainly

because of a higher ablation rate and smaller illumination asymmetries.

In the 1960s, scientists rapidly took advantage of the novel laser technology and came up with experimental

setup to test target implosions in both direct and indirect-drive processes. The first experiments at LLNL (1974)

saw the production of neutrons. Following that campaign, the prediction for ignition reached 200kJ of laser energy.

Subsequent experiments touched on other limitations such as plasma (parametric) instabilities or hot electrons

preheating the target. The NOVA laser built in 1984 at LLNL delivers 100 kJ in 2 to 4 ns laser pulses. Experiments

on NOVA allowed a quantitative analysis of Rayleigh–Taylor growth and the improvement of engineering features

on targets and cavities. These experiments led to an even larger prediction of laser energy to achieve ignition:

ideally 5 to 10 MJ of laser energy would be necessary to reach ignition, but 1 to 2 MJ could be enough provided

high implosion velocities are reached. The NIF (1.8 MJ) has been designed according to these predictions. In the

mean time, simulation capabilities also greatly developed. However, the National Ignition Campaign (Lindl et al.,

2014; Peterson et al., 2015), focused on indirect-drive experiments, failed to reach thermonuclear ignition. Here are

a short list of obstacles:

• Cross beam energy transfers: laser beams overlap when entering in the laser entrance hole (Fig. 1.1). Some

energy transfers take place from one beam to another, resulting in a power imbalance between laser beams

(Lindl et al., 2014);

• Parametric instabilities: the inner wall of the hohlraum is heated and expands as a plasma progressively

filling the hohlraum. Laser beams propagating inside the cavity interact with this plasma which gives rise to

parametric scattering instabilities. These instabilities develop as ion sound waves or electron plasma waves
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over time scales of 0.1 to 10 ps (Lindl et al., 2004, §III). Undesirable effects include laser light reflection,

illuminating directly the target, and hot electron preheating the DT fuel and thus reducing its compressibility;

• Laser filamentation: in an intense laser beam, the light pressure may not be neglected. Some nonlinear ef-

fects become significant and modify the refractive index causing small-scale self-focusing of the laser beam.

Filamentation modifies the propagation of laser inside the hohlraum (Lindl et al., 2004, §III);

• Hydrodynamic instabilities: flow perturbations develop during the shell implosion from defects at the surfaces

of, or inside, the shell, or from pressure or illumination asymmetries of the target. Hydrodynamic insta-

bilities directly endanger the compression of the fuel, regardless of the above mentioned difficulties. These

instabilities may result in the breakup of the DT fuel confinement, a loss of the spherical symmetry and the

mixing of ablator elements into DT fuel. Each of these consequences reduce the efficiency of the compression,

inhibit ignition of degrade the burn.

The above mentioned obstacles were investigated by means of theoretical, experimental and simulation studies.

The present works addresses the problem of hydrodynamic instabilities during the shell compression. While the

shell is irradiated, the combination of the converging shock fronts with the inward accelerated dense part of the

shell and the expanding hot plasma forms a complex flow which is time changing and strongly non-uniform. For

a broad study of hydrodynamic instabilities, the flow may not be considered as frozen in time and thus requires

an adequate description of time scales that are comparable to the implosion duration (∼ 10 ns) and a resolution of

a wide range of spatial scales (from one to 10−5 target radius).

Regarding hydrodynamic instabilities during ICF compression, many works have been devoted to the study

of the acceleration phase (Fig. 1.2b). During this stage, the converging shock front (red circle on Fig. 1.2b), has

already crossed the shell and propagates inside the fuel, and the ablator (orange region) is strongly accelerated.

The acceleration phase is therefore highly favourable to a strong amplification of small disturbances. However

the acceleration phase follows the shock transit phase (Fig. 1.2a), during which the converging shock front, together

with the ablation process, compress the ablator and set the ablator into motion. After the first instant of the

illumination of the ablator a deflagration regime sets up: a subsonic thermal front (green) propagate inversely to the

flow direction, following a forerunning shock wave front (red). Any perturbation developing during this shock

transit phase will seed the subsequent acceleration phase.

Ablation waves and their stability. Hydrodynamic stability of the shock transit phase is often studied through

the intermediary of the following model problem: a semi-infinite, cold, dense and opaque body, in slab symmetry,

is suddenly exposed to a growing irradiation flux (Fig. 1.3). Heat is transported thanks to nonlinear heat conduc-

tion. After the first instant, a deflagration regime sets up, describing the ablation flow, or ablation wave, that mimics

the shock transit phase. An ablation flow (Fig. 1.4) is composed of a forerunning shock front (sf), propagating

inward through the ablator at rest, followed by a subsonic ablation front (af) or ablation layer, corresponding to the

leading edge of an expansion wave and the foot of a thermal front. Ablation flows are non-stationary, compress-

ible, expanding and strongly non-uniform. In the ablation front the material is heated and accelerated before it

expands in the conduction region. The acceleration of the heated fluid due to its expansion results in an ablative

pressure that compresses the target, similarly to the rocket effect.

Over the last decades, the drastic development of computational capabilities has enabled multidimensional

simulations coupling the physics of the multiple phenomena at stakes in ICF implosions (laser and plasma physics,

hydrodynamics, nuclear physics, etc.). Such simulations are carried out with numerical multiple physics codes that
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a) SHOCK TRANSIT PHASE
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b) ACCELERATION PHASE

DT fuel

Accelerated compressed ablator

Figure 1.2: Schematic view of the target during (a) the shock transit phase and (b) the acceleration phase.
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Figure 1.3: Ablation of a semi-infinite slab.

attempt to incorporate all the physical processes which are thought to be influential in these implosions. Being

aimed at simulating experimental configurations, these codes have been preferentially used as tools for designing

implosion targets and hohlraums rather than investigating the physical mechanisms at stake in ICF implosions.

Additionally, these codes are resource intensive which is an important limitation when numerous computations

are needed. From the beginning of works on the concept of ICF, dedicated approaches, besides these multiple
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Figure 1.4: Schematic side profile of an ablation flow.

physics codes, have been developed in order to address specific problems that are critical to achieving fusion.

Hydrodynamic instabilities are the most emblematic example since a large number of published works has been

devoted to the subject since the 1970s.

These works, in their vast majority, have adopted a simplified modeling of ablation flows consisting of the

equations of motion for a compressible inviscid fluid (or Euler equations) with nonlinear heat conduction. How-

ever progress towards analytical or semi-analytical models could only be made upon using additional simplifying

assumptions: i.e., flow steadiness, isobaric approximation, discontinuous ablation front, unconfined flow regions,

isothermal expansion of the ablated fluid, etc. The recourse to such assumptions has become a standard practice in

ablation flow analysis which has led to numerous models, presently designated as standard models. These models

have undoubtedly helped in getting a better understanding of ablation flows and of their instabilities. When con-

sidering ablation waves characteristic of the shock transit phase of a target, this standard model approach leads

to the conclusion that, in the linear perturbation regime, ablation and shock front distortions induced by initial

surface defects grow linearly with time for wavelengths larger than the depth of the conduction region (Nishihara

et al., 1998; Velikovich et al., 1998; Goncharov, 1999; Goncharov et al., 2000). Such a behavior, first inferred from

multi-dimensional simulations (Nishihara et al., 1998; Velikovich et al., 1998), was later observed in dedicated ex-

periments (Aglitskiy et al., 2010). However for such rather slow perturbation dynamics, improved quantitative

results do require taking into account the base-flow time evolution (Goncharov et al., 2006; Abéguilé et al., 2006).

For a self-similar unsteady ablation waves, the growth of long wavelength perturbations thus turns out to be alge-

braic in time (Abéguilé et al., 2006; Clarisse et al., 2008, 2016) rather than linear as predicted by stationary ablation

modeling. Mean flow unsteadiness also induces finite durations of the different regimes of perturbation evolu-

tions and logically leads to the question of short-term perturbation dynamics (Clarisse et al., 2016). From another
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point of view, a parallel with thermoacoustic instabilities indicates that ablation flows could be prone to non-modal

transient growth as a consequence of flow acceleration and non-trivial boundary conditions (Nicoud et al., 2007;

Wieczorek et al., 2011). Up to now, short-term perturbation dynamics in ICF ablation flows have never been in-

vestigated and the present work aims at changing this fact by performing the first non-modal linear analysis of an

ablation flow. This analysis is carried out in the context of the shock transit phase of an ICF target implosion since

the possible occurrence of rapid transient growth of perturbations during this phase could change significantly

the current understanding of hydrodynamic instabilities in ICF implosions and the methods that are required for

their prediction.

The rest of this thesis dissertation is organised as follows. After an overview of the standard models (Chap. 2),

we introduce an intermediate approach, between simplified standard models and multiple physics simulations,

that uses unsteady self-similar solutions to the Euler equations with non-linear heat conduction as base-flows.

Some of these self-similar solutions are well-suited for a stability analysis and are therefore adopted for our study.

In Chap. 3 we present the framework of these self-similar solutions in slab symmetry, the evolution equations of

their three-dimensional linear perturbations and the numerical methods that have been devised for their compu-

tation. Changes in the numerical method for linear perturbations that have been brought for the present goal of

a non-modal stability analysis are summarized (§ 3.3.3). Two self-similar ablation waves driven by radiation, rel-

evant to indirect-drive ICF, that are used in the present work are then prensented (§ 3.4): one with a nearly sonic

expansion, the other with a supersonic expansion. With the goal of a better understanding of linear perturbation

evolutions in ablation flows, a numerical investigation of linear waves propagating in the self-similar ablation

wave with a supersonic expansion is carried out and results are analysed in terms of a set of pseudo-characteristic

variables (§ 3.5 and App. A). The non-modal analysis of ablation waves is then considered (Chap. 4). After a

brief review of non-modal tools for hydrodynamic stability analysis (§ 4.1), we advocate for the use of non-modal

analysis for ablation waves (§ 4.2). The question of the perturbation measure, which is central to hydrodynamic

stability analyses, is then discussed and objective functionals used in the present work are presented (§ 4.3). A first

non-modal local analysis assesses the presence of non-modal effects in ablation flows at small scales (Sec. 4.4) and

further justifies to the subsequent global analysis. Dealing with a time dependent mean flow, we have recourse to

a direct-adjoint method. We put the emphasis on the derivation of the adjoint problem (Sec. 4.5). Optimal pertur-

bation results are then given for the self similar ablation wave with nearly sonic expansion (§ 4.6). Optimal growth

mechanisms are identified on some of the optimal responses with the help of the pseudo-characteristic variables

introduced in § 3.5. In addition, optimal responses are compared with perturbation growth in the configuration of

an initial surface defect. Finally, we discuss the results that have been obtained, together with computational is-

sues, and conclude on the perspectives that these results open up regarding the stability of ablation waves related

ICF.



CHAPTER 2

Ablation waves in inertial confinement fusion (ICF)

Chapter Abstract

Ablation waves form when a dense and optically thick medium is suddenly exposed to an intense irradiation

flux. By describing the phenomenology of ICF, we argue that planar ablation waves are representative of the

critical stage of an ICF shell implosion. Therefore, studying the linear stability of planar ablation waves provides

insights about the stability of ICF induced flows. In that sense, ablation waves are central to the achievement of

ICF. After discussing the approximations commonly used to model the physics of ablation flows, we describe the

existing models of ablation waves. Finally we present the arguments in favor of the use of self-similar solutions to

accurately model realistic ICF ablation waves.
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When the external surface of the ablator is being exposed to the growing irradiation flux, a thermal wave starts

to run inward. The compression process of ICF relies on the propagation of this thermal wave in the ablator.

A model problem: thermal waves in a cold body. Before presenting the phenomenology of an ICF implosion,

we consider the following example case: a cold body is suddenly exposed to a growing temperature Tes at its

external boundary, following a temporal law Tes ∝ tq, q > 0, that provokes the inward propagation of a nonlinear

heat wave (example taken from Zel’dovich and Raizer (1967), vol. II, §X). Neglecting the motion of the fluid, we

only consider the diffusion of temperature

∂tT = ∇ ·ϕ, and ϕ = −χ∇T with χ ∝ Tν, ν > 1, (2.1)

where ϕ is the heat flux. A supersonic thermal front starts to propagate inward, followed by a shock wave. The

heat front moves at the velocity

vhf ∝
(χ

t

) 1
2 ∝

(
Tν

t

) 1
2

∝ t(νq−1)/2, (2.2)

while the shock wave velocity evolves as

vsf ∝
√

T ∝ tq/2. (2.3)

Two possibilities arise, illustrating actual situations where the flow motion is considered:

• Supersonic regime: if the rise of the external temperature is fast, i.e. for q > 1/(ν− 1), then vhf > vsf and the

supersonic regime persists (Fig. 2.1a). In the supersonic regime the medium is not set into motion.

• Subsonic or ablation regime: if the rise of the external temperature is sufficiently slow, i.e. q < 1/(ν − 1),

then at some time the heat wave becomes subsonic (vhf < vsf) and a shock wave eventually overtakes the

heat front. The cold material is compressed across the shock wave. Downstream in the compressed medium,

the heat flux propagates from the external surface. If vacuum is assumed outside of the body in the simplest

case, an expansion wave sets up. The leading edge of this expansion wave coincides with the foot of the

thermal front and is called the ablation layer or ablation front. In the ablation regime (Fig. 2.1b), the medium is

set into motion.

Model problem: heat waves with nonlinear heat-diffusion

(a) Supersonic regime vhf > vsf (b) (Subsonic) ablation regime vhf < vsf

Temperature
Temperature

Density

TesTes

Shock
wave

Ablation
frontHigh temperature

bath

Initially cold body Supersonic
thermal front

Figure 2.1: A cold body (blue) in contact with a heated medium (red). (a) Temperature profile in the supersonic
regime. (b) Temperature and density profiles into the subsonic regime. Adapted from Dastugue (2013).

Through the ablation layer, the density drops and the fluid expansion velocity strongly increases. Heat conduction
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dominates in the expansion wave, denominated as the conduction region. The ablation layer is the locus where

a significant part of the irradiation energy is converted into kinetic energy, thus producing an ablative pressure

thrusting the shell inward.

Thermal waves in ICF. In the context of ICF, the high temperature bath is replaced by a growing irradiation

heat-flux (Fig. 1.4). The supersonic stage is representative of the early illumination of the shell, which is rapidly

followed by the subsonic ablation regime. The compression of the ablator material by the forerunning shock

front is advantageous as the subsequent ablation and expansion occurs on a denser material, transferring more

momentum to the shell. Indeed, for a higher heat flux, the forerunning heat front remains supersonic which

inhibits the birth of the shock front compressing the medium. Therefore, compared to the amount of incident

irradiation energy, the kinetic acceleration transferred to the shell is higher in the case of a subsonic ablation than

in the case of a supersonic regime (see discussion in Atzeni and Meyer-ter-Vehn, 2004, §7.7.3).

2.1 Phenomenology of inertial confinement fusion (ICF) implosions

An ICF target implosion takes place in successive steps (Saillard, 2000):

1. Shock transit phase (0 to 12 ns in Fig. 2.3): after the target illumination has started, the subsonic ablation

regime, preceded by the supersonic regime, compresses the ablator during the transit of the shock front up

to the inner surface of the ablator (Fig. 2.2a).

2. Acceleration phase (12 to 21 ns): the ablator is strongly accelerated while rarefaction waves, originating from

the forerunning shock interactions with the ablator-fuel interface and the inner solid-fuel surface, travel

backward to the external surface, crossing the ablation layer. Some reflected shock fronts may form during

that phase (Fig. 2.2b).

3. Inertial phase (21 to 24 ns): at some point, the irradiation flux no longer affects the accelerated ablator and the

shell enters a phase of inertial motion (Fig. 2.2b),

4. Deceleration phase (around 24 ns): the increasing inner pressure and reflected shock waves counterbalance the

inertia of the accelerated shell, and decelerate the shell.

5. Stagnation phase (around 24 ns): together with the shell compression, multiple inward propagating shock

waves converge at the center of the target, heating the DT fuel and creating a hot spot (Fig. 2.2c).

6. Burn phase (from 25 ns): if the confinement time, corresponding to the implosion duration, exceeds the fusion

charateristic time, then conditions are met for thermonuclear ignition in the hot spot (Lawson criterion), and

a burn wave then propagate to the rest of the DT fuel (Fig. 2.2d).

The flows resulting from the different stages of the implosion are strongly stratified and develop instabilities.

These instabilities are conceivable in terms of production (or destruction) of vorticity through the baroclinic term,

the right hand side of the evolution equation of vorticity ω (Hirsch, 1988)

∂tω +∇× (ω× v) =
1
ρ2∇ρ×∇p, (2.4)
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Figure 2.2: Principle of ICF implosion: (a) shock transit and acceleration stages, (b) convergence and deceleration
of the shell, (c) stagnation and creation of the hot spot and (d) ignition and propagation of the burn wave (Atzeni
and Meyer-ter-Vehn, 2004).

where v, ρ, p denote the velocity, density and pressure, respectively. Vorticity tends to increase, or decrease,

the amplitude of the deformations of a layer. Therefore a change in the production of vorticity influences the

amplitudes of the deformations.

Rayleigh–Taylor instabilities. During the acceleration phase, the heated light external corona of the ablator

is pushed against the denser inner part of the ablator. This situation is favourable to the development of the

Rayleigh–Taylor instability which arises in regions where the density gradient and the acceleration are opposite,

i.e. for a non-zero baroclinic term in (2.4). Various parameters influence the growth rate of the Rayleigh–Taylor

instability (e.g. viscosity, surface tension, heat conduction, stratification, etc., cf. Chandrasekhar, 1961), the main

ones being the acceleration and the Atwood number. An example is given by the case of a heavy fluid, density ρ1,

‘falling’ on a lighter fluid, density ρ2, due to gravitational or inertial acceleration g. The Atwood number reads

At =
ρ1 − ρ2

ρ1 + ρ2
. (2.5)

The position of the perturbed interface may initially be described by linear perturbations which correspond to the

‘linear phase’ (Figs. 2.5a-c). In the case of two inviscid and non-conducting fluids, the linear growth rate reads

σ =
√

g At k, with k the wavenumber of the interface deformation. (2.6)

Any small perturbation of the interface will grow in time, forming bubbles and spikes. The perturbation growth is

then subject to a saturation phenomenon (Figs. 2.5d-g) which results from nonlinear effects. The ultimate stages of

the instability (Figs. 2.5h-l) see the appearance of rolling round resulting ‘mushroom’ patterns and further on, fully

turbulent flows. In the case of ablation waves, material flows through the unstable region (ablation layer), which

defines the ablative Rayleigh–Taylor instability. The earliest analysis of ablation front instabilities (Bodner, 1974)

drew the parallel between ablative Rayleigh–Taylor instability and flame front instability, where an expansion
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(1) (2) (3)

(4) (5)

(6)

ablator

DT solid

DT gas

Figure 2.3: Adapted from Atzeni (1987), Fig. 4. Laser power law (PLASER) and fusion power (PFUSION) across time
(a) and implosion diagram (b): radial trajectories of fluid elements across time. Clustered lines represent dense
regions while spaced lines represent rarefied regions. The ‘CH shell’ is the ablator, ‘frozen D-T’ is the fuel in solid
phase an d ‘D-T vapor’ is the gaseous fuel. Red lines and numbering correspond the stages listed in § 2.1.

wave forms from the propagation of a burn wave in a dense and cold medium (see Bychkov et al., 2015 and

references therein).

Richtmyer–Meshkov instabilities. Some hydrodynamic instabilities may also arise in stratified flows when a

planar (respectively perturbed) shock front crosses a perturbed (resp. planar) strong density gradient zone (e.g.

an interface). The shock front delivers a baroclinic impulse to the stratified region which results in an impulsional

acceleration of existing deformations of this region. In the limiting case of an interface between two inviscid

fluids, small initial perturbations of this interface initially grow linearly in time after the shock front crosses the

interface (Chandrasekhar, 1961). This instability was theoretically predicted by Richtmyer (1960) before being

experimentally observed by Meshkov (1969), and is named after them: the Richtmyer–Meshkov instability. Any
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Figure 2.4: Example of laser power law and the resulting radiation temperature at the shell surface for an indirect-
drive implosion (Lindl et al., 2004).

Figure 2.5: Cross-section of a 3D Rayleigh–Taylor instability growth with two miscible fluids in a tank accelerated
(13 to 23 m/s2) observed in a non-inertial frame, At = 0.15. Times relative to the beginning of acceleration: (a)
46.7 ms, (b) 80 ms, (c) 113.3 ms, (d) 146.6 ms, (e) 179.9 ms, (f) 213.2 ms, (g) 246.5 ms, (h) 279.8 ms, (i) 313.1 ms, (j)
346.4 ms, (k) 379.7 ms, (l) 413 ms (Wilkinson and Jacobs, 2007).

stratified flow is favourable to this instability, whether it is accelerated or not, as soon as a shock wave goes across

the flow. The Richtmyer–Meshkov instability may occur during ICF implosions when a perturbed shock front

eventually reaches the inner interface of the shell, or when an unperturbed shock front crosses inhomogeneities

inside the shell. Wouchuk (2001b) derived expressions of asymptotic growth rate depending on the shock intensity,

in situations of interest for ICF.

Richtmyer–Meshkov like instabilities. An important point to consider is that the ablation layer, the inner and

outer interfaces of the shell are coupled due to various waves traveling into the shell thickness and to heat diffu-

sion. For example, a defect on the outer surface of the shell can perturb the forerunning shock front, which will
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in turn perturb the inner surface of the shell: this is the ‘feedthrough’ mechanism. Alternatively, when one of the

converging shock fronts comes out on the inner interface of the target, any defect at this interface will perturb the

reflected rarefaction wave travelling back to the external surface, which will, in turn, perturb the ablation layer:

this is the ‘feedout’ mechanism (Aglitskiy et al., 2010). Characteristic dimensions, implosion velocity and duration

of an ICF implosion are given in Tab. 2.1.

Table 2.1: Charateristic features of an ICF shell implosion (Atzeni and Meyer-ter-Vehn, 2004).

Peak implosion velocity 350 km/s

Implosion duration 25 ns

Shock transit time duration 3–10 ns

Supersonic stage duration ∼ 1 ns

Shell initial radius 2 mm

Ablator initial thickness 0.04 mm

Ablator initial density 1.2 g/cm3

Surface defect amplitude (Smalyuk et al., 2015) O(10) to O(100) nm

The hydrodynamic stability of shell implosions has been identified as playing a key role in ICF success. During

the acceleration phase (Fig. 2.3), ablative Rayleigh–Taylor instabilities strongly develop and form bubbles burning

through the ablator. This causes a loss of the confinement. At larger scales, it may result into the loss of symmetry

of the implosion. During the deceleration phase (4 in Fig. 2.3b), Rayleigh–Taylor instability forms spikes mixing

some ablator material into the fusible, decreasing the burn efficiency. Studying the resulting flows proves to

be intricate due to the complexity of the phenomena at stake and the multiplicity of sources of perturbations.

Many theoretical and experimental works have focused on the acceleration and deceleration stages (Sakagami

and Nishihara, 1990). The present work is focused on the stability of ablation flows presented in Chap. 1, that are

representative of the shock transit phase. Although the acceleration (2 in Fig. 2.3b) and the deceleration phases

are more subject to instability growth, the ablator undergoes a smaller but still consequent acceleration during the

shock transit phase, making it sensitive to ablative Rayleigh–Taylor instabilities. Additionally, the shock transit

phase is subject to ablative Richtmyer–Meshkov instabilities (Aglitskiy et al., 2010). Besides, the shock transit

phase is crucial to ICF stability as it precedes the acceleration phase: any perturbation developing, even slightly,

during the shock transit phase will seed the subsequent acceleration phase.

2.2 Modeling ablation flows and their stability

The first common assumption adopted in ablation wave models is that the flow is close to the thermodynamic

equilibrium and is accurately described by a fluid model. As it is impossible to access to the velocity distribution

inside the shell, the justification relies on the comparison of the particle mean free path and the characteristic time

between collisions (Tab. 2.2) to the characteristic dimensions and durations of the implosion. It follows that a

fluid description is adapted to describe dense regions of the ablator plasma. In addition, experimental measures

of hydrodynamic quantities, such as shock front velocity in the ablator and ablator velocity, are in satisfactory

agreement with results from ICF hydrodynamics codes (Lindl et al., 2014, § V.B.4,6). Needless to say, the compu-
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Figure 2.6: Perturbed interfaces in a planar ablation wave. The length of the conduction region is denoted lcond,
and X̂a’s, a=es, af or sf, denote the Fourier coefficients of the perturbation of the external surface (resp. ablation
front and shock front) of transverse wavenumer k⊥.

tational cost of a kinetic model of ablation flows over durations and dimensions representative of ICF implosions

is prohibitive. Radiative temperature at the surface of the shell indicates that the medium forms a plasma and

that radiative transport cannot be neglected (Fig. 2.4). Such a situation is described by the equations of radiation

hydrodynamics: the motion of a viscous fluid with radiation pressure and energy, supplemented by evolution

equations for radiation, electron and ion internal energies, taking into account ion, electron and radiation heat

transfer, energy exchanges between electrons and radiation.

Table 2.2: Characteristic collision distance (mean free path l) and time τ of atoms in the ablator cold part (Atzeni
and Meyer-ter-Vehn (2004), Tab. 6.1).

l τ

1 nm 10−5 ns

The ablator must be opaque toward the incoming irradiation in order to be set into motion. In the case of

direct-drive (Chap. 1), this means that, at some point in the flow, the electron density exceeds the critical density

above which laser photons cannot propagate deeper into the ablator. Laser light propagates in the expansion

region up to the critical surface (referred to as the external surface, es, in Fig. 1.4). The laser energy is transmitted

to electrons in the ‘energy deposition’ region. From the critical surface up to the ablation layer, the irradiation

energy is transmitted mainly through electron heat transport (‘conduction region’). The fluid model is adapted to

describe this second region. Electron and ion temperatures differ in the conduction region away from the ablation

layer, but converge when approaching the ablation front (e.g. Takabe et al., 1978). Therefore many models assume

that electrons and ions are thermalized, i.e. a single ion–electron temperature is retained in the ablation wave.

In addition, laser irradiation is sufficiently high so that electron heat transport dominates other diffusive effects:

viscosity effects and radiation conduction. Finally, in the conduction region the electron mean free path is shorter

than characteristic lengths of our system so that electron transport is approximated by electron heat conduction

(Atzeni and Meyer-ter-Vehn, 2004, §7.2), i.e.

ϕ = −κelec(T)∇T, (2.7)

where the electron heat conductivity κelec depends on electron temperature.

In the case of indirect-drive, the driving irradiation is due to thermal radiation. Therefore, indirect-drive ICF



2.2. MODELING ABLATION FLOWS AND THEIR STABILITY 25

is often referred to as radiation-driven ICF. The Rosseland mean free path of photons is small compared to the

characteristic size of the ablation wave and local gradient lengths. Therefore radiative transport is approximated

by radiation heat conduction (Zel’dovich and Raizer, 1967, §II.10), i.e.

ϕ = −κrad(ρ, T)∇T4, (2.8)

where the radiative heat conductivity κrad depends on the fluid density and radiative temperature. In this case

no critical surface is identified as in the direct-drive case, so that the ‘external surface’ corresponds to the actual

external surface of the flow. As a consequence, there is no ‘energy deposition’ region (Fig. 1.4) in radiation-driven

ablation flows. The validity of radiation heat conduction approximation is questionable in the low density tail

of the expansion region (low density corona) at sufficiently long times because the Rosseland mean free path of

photons ceases to be negligible. But our objective is to have an accurate description of the unstable region located

close to the ablation front. Temperature at the external surface rises well above many thousands Kelvin (or 0.1

eV) but remains under a few million Kelvin (or a few hundreds eV), cf. Fig. 2.4. As a consequence, radiative

energy gradients (radiation flux) dominate viscosity and thermal conduction effects, but radiation energy level

and radiation pressure are negligible compared to internal energy and material pressure.

In both direct and indirect-drive cases, the flow dependent variables comprise the density, ρ, the velocity, v, a

single pressure, p, and temperature, T, defining a specific internal energy, ε. Heat transport is accounted for by

means of a nonlinear heat-conduction flux ϕ. In a Cartesian system of coordinates (O, x, y, z), motion equations

write (Hirsch, 1988)

∂tρ +∇(ρv) = 0, (2.9a)

∂t(ρv) +∇ · (ρv⊗ v + pI) = 0 (2.9b)

∂t(ρe) +∇ · (ρve) = ∇ · [ϕ− pv] + qH , (2.9c)

with the specific total energy

e = ε + v2/2, (2.9d)

the laser photon energy deposition at the critical density surface in the case of direct-drive ICF qH , and I the unit

tensor. The material is considered to be a polytropic gas obeying the equation of state

p = ρ R T, ε = R T/(γ− 1), (2.10)

with R the gas constant and γ the adiabatic gas exponent. Finally, most of the models discard the spherical shell

curvature effects. This assumption is reasonable in so far as the shell thickness is small compared to its radius,

which is the case during the shock transit phase when the ablator has not converged. Additionally, the orthoradial

characteristic size of the perturbation considered must be small compared to the shell radius.

The relative amount of acceleration g, due to the ablative pressure, with respect to convection effects is mea-

sured by the Froude number,

Fr =
ua√
g L

, (2.11)

where ua is the material velocity, with respect to the ablation layer, at the ablation layer, and L a characteristic

length. This non-dimensional number is a key parameter for the growth of ablation front instabilities, as explained

in the next section. The whole shade of difference lies in the choice of the characteristic length L. Another non-
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dimensional number important to ablation flow modeling is the Mach number,

M =
vx

cs
, (2.12)

with vx the fluid velocity and cs the isentropic acoustic velocity at a given location. It measures the importance of

compressibility effects. Finally, the Péclet number which measures the relative importance of heat convection over

heat diffusion, is defined as

Pe =
Lvx

χ
, (2.13)

with χ the diffusivity.

Various models exist for analysing the stability of ablation waves. In the following section we describe their

common foundations and discuss their particularities.

Despite the arrival of numerical simulations taking into account multiple physics couplings, designed to sim-

ulate the complete implosion of the target, some models have been derived to model the hydrodynamics of some

specific stage of the implosion. These models provide a refined understanding of the key phenomena at stake. In

that purpose, the stance is committed to work at the fluid scale and focus on hydrodynamics with nonlinear heat

conduction. These models comprise evolution equations for a base flow and linear perturbations around it. The

problem of the stability of linear perturbations often boils down to a dispersion relation obtained from a normal

mode analysis.

2.2.1 Standard models of ablation flows

Models for steady laser ablation. The first published models of ablation flows and ablation front instabilities,

assumed a stationary base flow. Bodner (1974) proposed to model the ablation layer as a rippled surface discon-

tinuity with jump relations. The absence of heat conduction leads to the introduction of a closure relation ad hoc.

The growth rate of the ripples arises as the classical Rayleigh–Taylor growth rate with a correction term

σ =
√

g k⊥ − k⊥ va, (2.14)

where k⊥ is the ripple wavenumber (Fig. 2.6), g is the external acceleration seen by the ablation layer and va

the velocity of the fluid through the ablation front. Expression (2.14) displays a damping, relatively to the classical

Rayleigh–Taylor growth rate (2.6), and the existence of a cut-off wave number. Kull and Anisimov (1986) introduce

heat conduction into a discontinuous model assuming that pressure variations are small compared to temperature

variations (quasi-isobaric, or low Mach-number, approximation), in a narrow region about the ablation front. A

dispersion relation is obtained for arbitrary heat diffusion rates on each side of the discontinuity. In the limit of

strong and negligible diffusions in, respectively, the conduction and compressed-fluid regions, a generalization of

(2.14) for arbitrary Atwood number (2.5) is obtained along with a cut-off wavenumber. Due to the introduction of

a surface discontinuity, these models are limited to small and moderate Froude numbers (Tab. 2.3). In (Kull, 1989),

steady isobaric, yet continuous, ablation flows are considered with variations on the temperature exponent ν of the

heat diffusivity (2.1). Linear instability growth rates are obtained as eigenvalues of linear perturbation boundary

problems. Kull (1989) relaxes the assumptions, keeping the isobaric one, and investigates the influence of the

functional form of heat-diffusion law. Sanz (1996) keeps the isobaric assumption but derives a continuous model

of ablation front thanks to a matching of asymptotic expansions. The ablation front is considered as an isotherm,
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following the flame front analogy (Baker, 1978): as combustion ignites at constant temperature, material ablates

at constant temperature. Therefore, a perturbed ablation front element keeps its temperature while moving. A

dispersion relation points out the role of heat conduction as a stabilization mechanism: the crest of the rippled

ablation front, closer to the heat source, ablates at a higher rate than the trough. This generates a counter pressure

that drives the crest back to the mean position of the ablation front. This description is also proposed by Piriz et al.

(1997), who derive an evolution equation for the ablation front deformation, z, based on a two fluid model similar

to Bodner (1974), but taking into account heat conduction:

d2

dt2 z + η
d
dt

z + ω2z = 0, where ω2 ∝ (k v2
a/g− β) and η ∝ k va, (2.15)

where β is a coefficient taking into account the density jump across the ablation layer. Equation (2.15) gives another

outlook, where the stability of the ablation front depends on the sign of ω which is driven by the dynamical

pressure v2
a, while material convection through the ablation layer acts only as damping. Goncharov et al. (1996b)

take into account nonlinear heat-conduction in the isobaric approximation to derive a growth rate in the limit

Fr > 1. In the opposite case (Fr � 1, Goncharov et al., 1996a), accounting for compressibility in addition to heat

conduction leads to a stabilization wavelength smaller than the ablation layer thickness. Betti et al. (1998) perform

a numerical fitting of the growth rate obtained from Goncharov et al. (1996a) with the ablation parameters (Froude

number, thermal exponent, ablation front thickness, etc.) to compute expression of the growth rate known as Takabe

formulas. Clavin and Masse (2004) derive a single model that describes a transition from flame front to ablation

layer when varying the Froude from values much smaller to 1 to values close to 1. Based on a two-length-scale

model, they found, amongst other results, that thermal relaxation plays a key role in the stabilization.

A key parameter is the characteristic size of the conduction region lcond (Fig. 2.6), between the ablation layer

and the surface of energy deposition. In the isobaric approximation of stationary laser-driven ablation flows,

Goncharov et al. (2006) find that ablation front modes localized in the conduction region (i.e. of wavelength smaller

than lcond) oscillate and are stabilized by a restoring force due to thermal conduction. The longer wavelengths are

not stabilized and grow as a result of Richtmyer–Meshkov and Darrieus–Landau mechanisms.

k⊥lcond > 1 : damped oscillations (2.16a)

k⊥lcond < 1 : growth. (2.16b)

Under the same assumptions, a dispersion relation valid for all wavelengths and accounting for the acceleration

regime through the Froude number is derived in (Sanz et al., 2006).

If the base flow is not stationary, an alternative consists in using a frozen time assumption (FTA) of the flow,

i.e. assuming that the characteristic evolution time of perturbations is much smaller than the characteristic time of

the base flow. Such an assumption allows the consideration of more realistic base flows obtained from multiple

physics simulation, frozen at a given time. Takabe et al. (1985) derive and solve an eigenvalue problem from a

numerical fitting of flow simulations in spherical symmetry. Bychkov et al. (1991) point out the role of realistic

boundary conditions in the derivation of an eigenvalue problem for linear perturbations. They confirm that the

primary stabilizing effect is the convection of material through the ablation layer. In addition they show that

this mechanism is more effective when the critical surface is close to the ablation layer, the position of the critical

surface depending on the laser light wavelength. Bychkov et al. (1994) take into account a laser energy deposition

term of finite size at the critical surface. They chose a characteristic length L (2.11) defined as the total thickness
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of the ablation layer, which is evaluated thanks to an integration of the stationary energy conservation equation

across the ablation layer. For wavelengths large with respect to the ablation region, they recover the shape of the

dispersion relations obtained with discontinuous models. For small wavelengths with respect to the ablation layer

thickness, the stability depends on the Froude number. At moderate acceleration, Fr < 1, the ‘discontinuous-

model’ dispersion relation remains valid, while at high acceleration, Fr� 1, the growth rate is much intricate, and

in particular is Froude-dependent. It follows that for wavelengths smaller than the ablation region but larger than

the heat-diffusion scale, the growth rate is independent of the thermal conduction. Gardner et al. (1991) perform

extensive numerical integrations of perturbations for various ablator materials and laser wavelengths and recover

most of the previous results. The growth rate is given by the mass perturbation: the integration of the density

across the ablation wave.

Confinement effects. However, the ablation layer cannot be considered in actual ICF configurations as a strat-

ified region between two semi-infinite slabs. The influence of the external or critical surface, downstream, of

the forerunning shock front or material interface, upstream, at finite distances, and of travelling waves between

these flow ‘interfaces’ must be taken into account. Such ‘confinement effects’ are especially important during the

shock-transit phase of an implosion (item 1. of § 2.1) where the distances between these interfaces may be much

smaller than perturbation transverse wavelengths. Nishihara et al. (1998) derive a model for the temporal evo-

lution of shock front and ablation layer oscillations through a linear wave equation of perturbations in the shock

compressed region. They successfully compare their modeled shock front ripples, ablation surface growth rate

and areal mass perturbation with experimental data. They also point out that temperature and density perturba-

tions whose wavelengths are larger than lcond are not smoothed by thermal diffusion. Goncharov (1999) defines

the ‘ablative Richtmyer–Meshkov’ instability (ARM) as the result of a distorted shock front created by the ablative

pressure at a corrugated ablation front. The main stabilizing mechanism is found to be the dynamic overpressure

resulting from thermal conduction. Wouchuk (2001a) derives an analytical model for the asymptotic growth rate

of the Richtmyer–Meshkov instability resulting from the shock reflected by an incident planar shock on a corru-

gated interface, and when a rarefaction wave is reflected in the same conditions (Wouchuk, 2001b). These models

accurately take into account the acoustic interactions between the corrugated surface and the reflected wave. Ap-

plied to ICF implosions, these works pave the way to the control of velocity perturbations by tuning an initial

external pressure perturbation. Using a stationary model composed of two iso-density regions, Goncharov et al.

(2000) isolate the effect of the confinement of the flow between the shock front and the ablation layer. This effect

dominates over classical Rayleigh–Taylor growth for long distortion wavelengths of the ablation front with respect

to the size of the post-shock region. The stretching of the post-shock region (increasing ablation layer – shock front

distance) with mass conservation increases the perturbation growth. They recover the classical stabilizing effect of

mass convection across the ablation layer, but for large wavelengths, the finite thickness is found to enhance this

stabilization.

Compressibility effects. Compressibility effects are rarely taken into account in the above described models,

which rely on a low-Mach approximation (Piriz, 2001; Boudesocque-Dubois et al., 2008; Clarisse et al., 2018; By-

chkov et al., 2015, § 4.3)

γM2 � 1, Fr�
√

γM2, Pe� γM2. (2.17)

Such inequalities are satisfied in the ablation layer, close to the peak density, but are not met at other locations,

especially for self-similar flows obtained with growing external heat-flux in the range of ICF-like implosion, as



2.2. MODELING ABLATION FLOWS AND THEIR STABILITY 29

described by Boudesocque-Dubois et al. (2008) and Clarisse et al. (2018).

Table 2.3: Main features of standard models for ablation flows: discontinuous models, ‘base’: base-flow model,
‘pert’: linear perturbation model. Columns: ‘solutions’: ‘given’: parameters (i.e. uniform state), ‘ODEs’: so-
lutions to ordinary differential equations, ‘PDEs’: solutions to partial differential equations, ‘IBVP FTA’: Frozen
Time Assumption of a base flow simulated through a multiple physics hydrocode, ‘piecewise’: piecewise solu-
tion, ‘self-consistent’: ‘no’ if necessary to use of an ad-hoc closure relation or source term, ‘acc. ’: additional
term (ext.) for the acceleration or inherent (int.) to the flow description, ‘perturbation scale’: domain of validity
of perturbations wavelength, ‘stab.’: type of stability analysis (for perturbations only), ‘NM’: normal-mode ap-
proach. Abbreviations: ‘stat.’: stationary, ‘incomp.’: incompressible, ‘LM’: low-Mach, ‘isoT’: isothermal, ‘isoS’:
isentropic, ‘abiab.’: adiabatic.

self Flow regions perturbation
Model solutions consist. acc. cond comp. scale stab.

Bodner (1974) base
given
stat. no ext. incomp.

incomp.
LM

pert PDEs LM incomp. laf � λ⊥ � lcond NM

Kull and
Anisimov (1986) base ODEs stat. no ext. LM LM

pert PDEs laf � λ⊥ NM

Manheimer and
Colombant (1984) base

given
stat. no ext.

iso T or
adiab.

adiab.
incomp.

pert PDEs incomp. laf � λ⊥ NM

Bychkov et al.
(1994) base ODEs stat. yes int. LM LM

pert PDEs laf � λ⊥ NM

Goncharov (1999);
Goncharov et al.
(2000, 2006)

base
given

uniform yes int.

pert
PDEs

piecewise laf � λ⊥ NM

Piriz (2001) base stat. yes ext. LM LM

pert PDEs isoT isoS λ⊥ < laf NM

Clavin and Masse
(2004) base ODEs stat. yes ext LM LM

pert PDEs ldi f f ,cold � λ⊥ � lcond NM

Models for steady radiation-driven ablation. All the above mentioned models describe laser ablation, represen-

tative of direct-drive ICF, where electron heat conduction is the main transport phenomenon. Fewer works are

dedicated to radiative ablation (Tab. 2.5). Nozaki and Nishihara (1980) propose a model of stationary radiation-

driven ablation in planar symmetry. The ablation flow is decomposed into an undisturbed uniform region, a shock

compression, a deflagration region — i.e. the ablation layer, locus of the strongest opposite gradients in density

and temperature — and an isothermal expansion region (cf. Fig. 1 in Nozaki and Nishihara, 1980). The point

at which the expansion velocity exceeds the isothermal acoustic velocity — isothermal Chapman–Jouguet (CJ)

point — defines the boundary between the steady deflagration and the necessarily unsteady isothermal expan-

sion. Two types of ablation waves are distinguished: (1) subcritical deflagrations, characterized by radiation not

in thermodynamic equilibrium with the expanding plasma, and (2) supercritical deflagrations for which radiation

is in thermodynamic equilibrium throughout the expansion region up to the CJ point. Subcritical deflagrations

are found to be more efficient than supercritical ones, in terms of fluid compression. Nishihara (1982) focuses on
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Table 2.4: Main features of standard models for ablation flows: continuous models. Terminology similar to Tab. 2.3.
Additional abbreviations: ‘assymp.’: solution in an assymptotic limit, ‘isoV’: isochoric, ‘NL’: nonlinear, ‘exp.’:
fitted exponential growth rate.

self Flow regions perturbation
Model solutions consistent acc. cond af comp scale stab.
Barrero and
Sanmartín
(1977);
Sanmartín
and Barrero
(1978)

base
ODEs self-sim.

piecewise yes int.

Takabe et al.
(1985) base IBVP FTA self int.

pert PDEs λ� lcond NM

Kull (1989) base ODEs stat yes ext. LM LM LM isoV

pert PDEs piecewise NM

Bychkov et al.
(1991) base IBVP FTA yes int.

pert PDEs NM

Gardner et al.
(1991) base IBVP FTA yes int.

pert NL IBVP exp. NM

Sanz (1996) base assymp. stat. yes ext. LM LM adiab.
LM

pert assymp. laf � NM

Goncharov
et al.
(1996b,a);
Betti et al.
(1998)

base ODEs stat. yes int. LM LM LM

pert PDEs laf � or� laf NM
Le Métayer
and Saurel
(2006)

base ODEs stat. yes no

Clavin and
Masse (2004) base ODEs stat. yes ext LM LM

pert PDEs ldi f f ,cold � λ⊥ � lcond NM

subcritical deflagrations and obtains scaling laws for the ablation essential parameters. Hatchett (1991) considers

the deflagration region as a discontinuity and radiation in thermodynamic equilibrium. The supersonic (detona-

tion) and subsonic (deflagration) regimes are analyzed with scaling laws for the heat wave parameters. Saillard

et al. (2010) further refine stationary ablation modeling using the same ablation-wave decomposition as Nozaki

and Nishihara (1980) but assuming thermodynamic equilibrium radiation. Approximate analytical expressions

are provided for the ablation essential parameters and for the density and temperature spatial profiles in the ex-

pansion and deflagration regions, as functions of the radiation drive law.

These models share the same assumptions of planar symmetry and of an isothermal expansion which are nec-

essary to a stationary ablation flow. Stability analysis of such model flows has never been specifically addressed,

contrasting with the many works devoted to laser-driven ablation. Rather, the parametrized formulas of Betti

et al. (1998) for ablative Rayleigh–Taylor instability, developed in the case of laser-driven ablation, are considered

as relevant and directly applicable to radiative ablation (cf. Lindl et al., 2004, § VI.C and Lindl et al., 2014, § V.B.8).
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Another approach to the stability of radiation-driven ablation flows builds up from considering self-similar abla-

tion waves.

Table 2.5: Base flow models for radiation driven ablation. Terminology similar to Tab. 2.3.‘regularity’: continuity
of the ablation front, ‘jump’: jump relations between the conduction region and the compression region.

self Flow regions
Model solved acc. consist. regularity cond af comp
Nozaki and
Nishihara (1980) ODEs stat. int. yes continuous

Nishihara (1982) – stat. int. yes jump

Saillard et al.
(2010) ODEs piecewise stat. int. yes jump LM. isoT. LM. isoS

2.2.2 Self-similar ablation waves

The standard models of steady ablation reviewed above rely on assumptions that are not necessarily met in realistic

ablation flows. In addition to the unfulfilled low-Mach conditions throughout an ablation wave, the expansion

flow is not treated in instability models of laser-driven ablation Bychkov et al. (2015). This truncation of the base

flow, or the restriction of the flow modeling to a low-Mach number region, imposes constrains on the perturbation

wavelength that are problematic when treating the shock-transit phase of an implosion. Ablation steadiness, and

therefore the assumption of an isothermal expansion in the modeling of radiation-driven ablation, is also hardly

justified for this early implosion stage for which numerical simulations indicate that the corresponding flows

are more akin to self-similar than to steady behaviors (Velikovich et al., 1998). Relaxing such assumptions is

possible upon exploiting unsteady self-similar solutions to the Euler equations with nonlinear heat conduction,

first identified by Marshak (1958).

The solutions studied by Marshak (1958) correspond to the configuration discussed at the beginning of the

present chapter (see Fig. 2.1): a semi-infinite slab of a cold inviscid gas, initially at rest, expands into vacuum

under a strong irradiation of its external surface. Self-similarity is obtained provided that the irradiation flux

follows some specific time-power laws. This peculiar situation is recovered with the simplified analysis leading to

(2.1)–(2.3) for the particular value q = 1/(ν− 1). The heat-front velocity, driven by heat transport, and shock-front

velocity, driven by hydrodynamics, evolve then similarly. The respective positions of these fronts, and therefore

the flow regime that they depict, are determined, in this case, by the constant factors that are omitted from (2.2),

(2.3) (Zel’dovich and Raizer, 1967, vol. II, § X). This simple example just gives a flavor of the interest presented by

Marshak’s solutions: the full range of nonlinear heat-wave regimes is covered with the full complexity of the non-

viscous compressible fluid equations with nonlinear heat conduction, without any compromise in its description

(i.e. without isobaric, steadiness, discontinuous, uniformity, etc. assumptions). Self-similarity is a valuable feature

since the base-flow problem boils down to a system of ordinary differential equations (ODEs), rather than of partial

differential equations (PDEs).

Building on Marshak’s solutions, Bajac (1973) is interested in radiative shock waves in general, more than in

the ablation regime. He computes solutions that describe the shock front taking over the supersonic thermal front.

Barrero and Sanmartín (1977) derive a two-temperature (electron and ion) model for laser ablation plasma. They

compute solutions in the limiting cases of a heating (i) dominated by electron heat conduction, resulting from a

very intense external irradiation leading to a supersonic regime, and (ii) dominated by convection, resulting from
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a moderately intense external irradiation, which gives rise to a forerunning shock front and therefore corresponds

to the subsonic ablation regime. In the latter case, electron and ion temperatures are very close.

Through the point explosion problem with nonlinear heat conduction, Reinicke and Meyer-ter-Vehn (1991)

compute numerical solutions to the self-similar equations in spherical coordinates. Their solutions describe the

early supersonic phase and the later subsonic ablation regime, with a disruption denoting the transition between

these two regimes (the shock front overtaking the thermal front). Sanz et al. (1992) propose a model where the

expanding plasma is tamped by a wall. Numerical solutions are computed in the asymptotic case of large Pe,

i.e. for high ratio of heat convection to heat diffusion, describing the subsonic ablation regime, for the conduction

region and the compression region. However these solutions cease to be valid close to the ablation front and do

not describe the ablation front.

Figure 2.7: External surface (es), ablation front (af) and shock front (sf) perturbations for k⊥ = 0 and k⊥ = 1 (from
Clarisse et al., 2016). External heat flux perturbation starting at t0 = 10−7.

Numerical solutions to self-similar ablation flows, representative of either direct or indirect-drive ablation,

with none of the above restrictions, are actually computed in (Boudesocque-Dubois, 2000; Boudesocque-Dubois

et al., 2001, 2008; Abéguilé et al., 2006; Clarisse et al., 2018) for wide ranges of heat flux and pressure at the fluid

external boundary. These solutions are obtained with the numerical method outlined in § 3.3.2 which is capable

of describing accurately the whole flow structure of the ablation, or subsonic heat wave, regime, i.e. from the

forerunning shock front up to the external surface. As for all self-similar solutions presented here, they are free

of the isobaric, isothermal, low-Mach, stationary, etc. assumptions. But their main benefit is that they are not

computed only in asymptotic cases of low heat-conduction and that they describe accurately the ablation layer. A

complete hydrodynamic characterization of ICF ablation flows is provided in Boudesocque-Dubois et al. (2008);

Clarisse et al. (2018). Dastugue et al. (2012) and Dastugue (2013) pursue this study by computing a series of self-

similar solutions describing the transition between the supersonic thermal wave to the subsonic ablation regime.

The numerical quality of these solutions is sufficient to compute the evolution of three-dimensional linear per-

turbations. Shock front and ablation layer oscillations are in qualitative agreement with standard models (Fig. 2.7).

However the inherent stretching, or expansion, of ablation flows, accounted for in self-similar solutions, results in

an algebraic growth in time of these oscillations (in the growth case) rather than a linear growth and an adaptation

of the stability criterion (2.16) (Abéguilé et al., 2006; Clarisse et al., 2008, 2016). Perturbation propagation in the

post-shock region is characterized in terms of Kovásznay modes in (Lombard et al., 2008).
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The importance of the short term development of perturbations, before the extensively described oscillating

behavior sets up, is stressed in (Dastugue, 2013; Clarisse et al., 2016). In the further developments, we make the

most of self-similar solutions to conduct the linear stability analysis.
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CHAPTER 3

Linear perturbations of self-similar ablation waves

Chapter Abstract

Starting from the Euler equations with nonlinear heat conduction, we recall some useful information about self-

similar solutions and the reduced coordinate system (§ 3.1). Governing equations, together with boundary con-

ditions, for three-dimensional linear perturbations are obtained from the Eulerian representation and then formu-

lated in mass coordinate according to the reduced coordinate (§ 3.2). We then illustrate the relations between the

three different coordinate systems used.

In § 3.3 we outline the principal numerical methods used for space discretization and time integration. The present

work looks upon two different radiation-driven base-flows presented in § 3.4 and illustrated with numerical fea-

ture. A new set of pseudo-characteristic variables is finally introduced and allows us to present a first physical

analysis of linear perturbation propagation in ablation waves (§ 3.5).

35
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3.1 Self-similar ablation waves

In Chap. 2 we have argued that ablation waves representative of ICF ablation could be adequately described by

an inviscid fluid model in slab symmetry (Fig. 1.3), with nonlinear heat-conduction (2.7)–(2.8) and without taking

into account radiative, or laser photon, pressure. The fluid obeys the equation of state (2.10) and its motion is

described in a Cartesian coordinate system (O, x, y, z), along the x direction. The external surface (es on Fig. 3.1) is
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Figure 3.1: Geometry of the problem.

a material interface, i.e. it is linked to a given fluid element, unlike the shock front. The evolution of the external

surface is easily described in the Lagrangian variable m defined as dm = ρ̄dx, where f̄ stands for the Lagrangian

dependent variable corresponding to the Eulerian dependent variable f . A coordinate m corresponds to a given

fluid element, therefore the external surface is at fixed m = mes, and we arbitrarily choose mes = 0. At the external

surface we assume that the pressure (respectively heat flux) is time dependent and reaches a reference value p∗
(resp. ϕ∗) at some reference time t∗ > 0. We assume that at t = 0 the fluid occupies the half-space m ≥ 0 and is in

a state at rest (Fig. 3.1), given by


ρ̄

v̄x

T̄

 =


ρ∗

0

0

 , with ρ∗ = const > 0. (3.1)

The heat flux is assumed to follow a power-law dependency

ϕ̄x ≡ κ∗Ψ(ρ̄, T̄, ρ̄∂mT̄), (3.2a)

Ψ(ρ̄, T̄, ρ̄∂mT̄) = −
(

ρ̄

ρ∗

)−µ ( T̄
T∗

)ν

ρ̄∂mT̄, (3.2b)

where κ∗ and T∗ are reference values for the heat conduction coefficient and temperature, and µ and ν are constants

such that

κ∗ > 0, T∗ > 0, µ ≥ 0, ν > 1. (3.3)
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3.1.1 Dimensionless formulation

The initial and boundary value problem (2.9), (2.10) depends on seven parameters: ρ∗, p∗, ϕ∗, γ, κ∗, t∗ and the

ideal gas constant R. From the Π-theorem (Barenblatt, 1979), we may retain ρ∗, t∗, κ∗ and R as reference quantities

and define three dimensionless numbers

γ, Bϕ = ϕ∗

√
ρ∗

(
t∗R
κ∗

)3
and Bp = p∗

t∗R
κ∗

. (3.4)

The gas exponent γ is fixed in our study. The two remaining parameters, Bϕ and Bp drive the intensity of the

heat flux and pressure at the external surface. Let f̄ now denote the dimensionless variable of the corresponding

dimensional variable. Differentiation operators in Lagrangian coordinate write

∂t f̄ = ∂t f + vx∂x f and ρ̄∂m f̄ = ∂x f . (3.5)

Evolution equations (2.9), with the above conventions, come in dimensionless form (Clarisse et al., 2008) as

∂t(
1
ρ̄
)− ∂m v̄x = 0, (3.6a)

∂t v̄x + ∂m p̄ = 0, (3.6b)

∂t

(
CvT̄ + v̄2

x/2
)
+ ∂m( p̄v̄x + ϕ̄x) = 0, with Cv =

1
γ− 1

, (3.6c)

and

ϕ̄x = Ψ(ρ̄, T̄, ρ̄∂mT̄). (3.6d)

External heat flux and dimensionless boundary conditions at the external surface are taken of the form

p̄(0, t) = Bptβ, (3.7a)

ϕ̄(0, t) = Bϕtδ, (3.7b)

and the dimensionless equation of state closes the system

p̄ = ρ̄T̄. (3.8)

Other dimensionless formulations can be chosen (Clarisse et al., 2018). The interest of the present one lie sin

the general formulation of the evolution equations which do not depend on the parameters Bϕ and Bp. These

dimensionless driving parameters are ascribed to the boundary conditions (3.7).

3.1.2 Self-similar solutions

The set of self-similar solutions that we consider for modeling shock-transit phase flows, proceeds from the family

of density invariant solutions to (3.6) detailed in (Boudesocque-Dubois et al., 2008). These solutions depend on a

single reduced independent variable

ξ =
m
tα

, where α = (2ν− 1)/(2ν− 2). (3.9)
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Dimensionless dependent variables ρ̄, v̄x, T̄, p̄ and ϕ̄x, corresponding to this set of solutions, are related to the

reduced variables Ū = (Ḡ V̄x Θ̄ Φ̄)> and P̄ through the relations

ρ̄(m, t) = Ḡ(ξ), (3.10a)

v̄x(m, t) = tα−1V̄x(ξ), (3.10b)

T̄(m, t) = t2(α−1)Θ̄(ξ), (3.10c)

p̄(m, t) = t2(α−1) P̄(ξ), (3.10d)

ϕ̄x(m, t) = t3(α−1)Φ̄(ξ). (3.10e)

The reduced variables Ū are solutions to the nonlinear differential equation

dξŪ = F (ξ, Ū), (3.11)

where the function F is given in (Boudesocque-Dubois et al., 2008), Eq. (2.18). The reduced variables satisfy the

dimensionless equation of state

P̄ = ḠΘ̄, (3.12)

and the reduced heat flux come as

Φ̄ = Ψ(Ḡ, Θ̄, ḠdξΘ̄), with Ψ(Ḡ, Θ̄, ḠdξΘ̄) = −Ḡ−µΘ̄νḠdξΘ̄. (3.13)

Boundary conditions are given by

P̄(ξ = 0) = Bp, Φ̄(ξ = 0) = Bϕ, (3.14a)

Ḡ(ξ→ +∞) = 1, V̄x(ξ→ +∞) = Θ̄(ξ→ +∞) = 0. (3.14b)

The ordinary differential equation (3.11) presents three kinds of singularities, each of them representing a par-

ticular feature of the propagation of a thermal wave (Reinicke and Meyer-ter-Vehn, 1991; Boudesocque-Dubois

et al., 2008; Clarisse et al., 2018):

• an isothermal sonic point at ξsp = Ḡ2Θ̄/α,

• a thermal-wave front at ξth where Ḡ(ξ)→ 1+, V̄(ξ)→ 0+, Θ̄(ξ)→ 0+ and Φ̄(ξ)→ 0+, as ξ→ ξ−th,

• an ablation front in an infinitely dense medium at ξρ∞ , where Ḡ(ξ) → ∞, Θ̄(ξ) → 0+, ḠΘ̄ < ∞ and

Φ̄(ξ)→ 0+ as ξ→ ξ−ρ∞ .

The isothermal sonic point and the thermal-wave are the singularities relevant to the modeling of our problem.

Marshak (1958) noted that both singularities may exist: the sonic point corresponds to an isothermal shock front

at ξsp and the compressed fluid radiates through the latter, so that an ‘infinitesimal radiation wavelet’ (Marshak,

1958) precedes the isothermal shock front at ξth and preheats the unshocked cold fluid. This ‘Marshak wavelet’

when negligible, as it is the case for not too high values of the heat flux parameter Bϕ, may be combined with the

isothermal shock front into a non-isothermal shock front at ξsf ≈ ξsp ≈ ξth (Marshak, 1958; Boudesocque-Dubois

et al., 2008; Clarisse et al., 2018). Boundary conditions at ξ→ +∞ (3.14b) are therefore replaced by non-isothermal
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Rankine–Hugoniot relations at ξsf, in the strong shock approximation, between the unshocked region

(Ḡu V̄xu Θ̄u) = (1 0 0) , for ξ > ξsf, (3.15)

and the shocked fluid domain ξ < ξsf (3.16). These non-isothermal Rankine–Hugoniot relations are given by

(Boudesocque-Dubois et al., 2008, Eq. A2)

Ḡ|sf− =
(γ + 1)W̄
γW̄2 −R

, V̄x|sf− =
W̄2 +R
(γ + 1)W̄

, P̄|sf− =
W̄2 +R

γ + 1
. (3.16a)

with

R =
√

W̄4 − 2(γ− 1)(γ + 1)W̄Φ̄(ξ−sf ) (3.16b)

where W̄ is the shock front reduced velocity, defined as

W̄ ≡ t1−α (∂tx(m, t)) |ξsf =

(
αξsf

Ḡ(ξsf)
+ V̄x(ξsf)

)
.

The only heat flux at the shock front, Φ|sf− , is not given by Rankine-Hugoniot jump relations.

Second law of thermodynamics at the shock front. The radiation transport has a strong impact on the structure

of the shock front. For a sufficiently high temperature of the compressed fluid T̄comp, the unshocked fluid is

heated by the radiation wavelet up to T̄− and jumps to a peak temperature T̄+ as a result of compression. The

compressed fluid then cools down by the emission of radiation energy over a few photon mean free path to reach

T̄comp. Although T̄− increases with the strength of the compression, T̄− can at most reach T̄comp but never exceed

it. Indeed, the case T̄− > T̄comp implies a spontaneous energy transfer from a region of low temperature to a region

of high temperature, which contradicts the second law of thermodynamics (Zel’dovich and Raizer, 1967, VII, §14).

In our case, radiation heat transfer is considered under the radiation heat conduction approximation, which

is valid in the compression region close to the shock front. In such a case, phenomena occurring at distances less

than the scale of photon mean free path are not considered, which results in a "cut off" of the peak temperature

T̄+. The temperature profile corresponds to that of an isothermal shock front, i.e. continuity of the temperature

through the front, preceded by the preheating wavelet. The entropy distribution reaches a peak value in the shock

front, but its downstream value is higher thant its value upstream from the shock front (Zel’dovich and Raizer,

1967, VII, §3).

Coordinate systems

The corresponding abscissa x of a fluid element m∗ is given by

x(m∗, t) = tα

(
ξ∗

Ḡ(ξ∗)
+

V̄x(ξ)

α

)
+ x(0, 0) = tαX̄(ξ∗) + x(0, 0), ξ = m∗/tα, (3.17)

with X̄ the reduced position in the reference frame. Equation (3.17) indicates that lengths scale as l(t) = tαL,

where L is a reduced length. Self-similar ablation waves develops at t = 0 from a point located at ξ = 0, or

m = 0, or x = x(0, 0) (Fig. 3.2). In the Eulerian coordinate (x, t), the shock front (sf) and the ablation layer

propagate upstream (growing x), while the external surface (es) may propagate inward or outward depending
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on the external pressure strength. The trajectories of a fluid element located at m∗ are represented in the three

different coordinate systems on Fig. 3.2: x = x(m∗, t), m = m∗ and ξ = m∗/tα. Each of these coordinate system

has its own interest:

• Cartesian coordinate system (x, y, z, t): it is the natural coordinate system to obtain the evolution equations for

the base flow and the linear perturbations (§ 3.2).

• Lagrange coordinate system (m, y, z, t): or ‘mass variable’, such that dm = ρ̄dx. The coordinate transformation

(x, t) → (m, t) incorporates the fluid motion, meaning that fluid particles move at constant m, i.e. describe

vertical lines in the (m, t) diagram (Fig. 3.2). This point is of interest in order to characterize the advection of

perturbations at the fluid velocity, which describes vertical lines in the (m, t) diagram (i.e. constant m). The

mass coordinate is the natural independent variable for describing the motion of a material interface such as

the external surface.

• Self-similar coordinate system (ξ, y, z, t): the coordinate system for which base flow profiles are time homoth-

etic. The external surface, shock front and ablation layer velocities follow the same time dependency. This

property is inscribed into the definition of the reduced coordinate ξ = m/tα, α > 1, which takes into account

the expanding nature of the ablation wave and is exemplified by the fact that trajectories of the flow external

surface, ablation front and shock front are vertical lines in a (ξ, t) diagram. The ablation front is defined as

the location of the minimum of the temperature gradient length, located in the ablation layer.

x, m, ξ
t = 0

t

x(0, 0)

xes xsfxaf

0, 0

mes, ξes msfmaf

t0 > 0

ξaf ξsf

x∗m∗

ξ∗

Figure 3.2: Representation of the ablation wave extents in the three coordinate systems that are used: hatched for
the coordinate system (x, t), dotted for (m, t) and in gray for (ξ, t). Plain lines: trajectories of the external surface
(es), ablation front (af) and shock front (sf) in the coordinate system (x, t), (m, t) and (ξ, t) in blue, red and green,
respectively. Dashed lines: trajectories of a fluid particles m∗ in the three coordinate system, same color code.
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3.2 Linear perturbations of a self-similar ablation wave

The linear stability analysis starts by obtaining the evolution equations of first-order perturbations of base flow

variables. Any Eulerian dependent variable now write

f (x, y, z, t) = f (0)(x, t) + ε f (1)(x, y, z, t) +O(ε2), (3.18)

where f (0) is the Eulerian dependent variable corresponding to the solution to (3.6), (3.7), and f (1) denotes its

three-dimensional linear perturbation. The linear perturbation f (1) is a good approximation of small fluctuations

of f around f (0), i.e. for infinitesimal values of the parameter ε.

Linear perturbations in the coordinate system (m, y, z, t). Assuming that f̄ is solution to (3.6), the Euler equa-

tions with nonlinear heat conduction for f leads to evolution equations for the linear perturbations in Lagrangian

variable, f̃ , which write

∂tρ̃ + ρ̄
(
∂mρ̄ ṽx + ρ̄ ∂mṽx + ∂mv̄x ρ̃ +∇⊥ · ṽ⊥

)
= 0, (3.19a)

∂tṽx + ρ̄ ∂mv̄x ṽx + ∂m p̃− ∂m p ρ̃/ρ̄ = 0, (3.19b)

∂tṽ⊥ +
1
ρ̄
∇⊥ p̃ = 0, (3.19c)

Cv
(
∂tT̃ + ρ̄ ∂mT̄ ṽx

)
+ ρ̄ ∂mv̄x T̃ + p̄ ∂mṽx + ∂m ϕ̃x (3.19d)

− ∂m ϕ̄x ρ̃/ρ̄ +
(

p̄∇⊥ · ṽ⊥ +∇⊥ · ϕ̃⊥
)
/ρ̄ = 0,

where ṽ⊥ denotes the transverse component (i.e. in the (O, y, z) plane) of the velocity linear perturbation. The

longitudinal component of the heat-flux perturbation ϕ̃ expands as

ϕ̃x = ρ̃ Ψρ + T̃ ΨT + ρ̄ΨT′∂m T̃ (3.20)

where Ψρ, ΨT and ΨT′ stand for the partial derivatives of Ψ (3.2a) with respect to density, temperature and tem-

perature gradient. The equation of state (2.10) yields its linearized form as

p̃ = ρ̃ p̄ + ρ̄ p̃. (3.21)

The transverse component of the heat-flux linear perturbation is defined by

ϕ̃⊥ = ΨT′∇⊥T̃. (3.22)

In (3.19) we have used the transverse gradient, ∇⊥ =
(
∂y ∂z

)>, and the transverse divergence, ∇⊥·. Following

a Helmholtz decomposition of the transverse velocity field ṽ⊥, the rotational part is conserved according to the

conservation equation

∂t∇⊥ × ṽ⊥ = 0, (3.23)

and (3.19c) is replaced by

∂t∇⊥ · ṽ⊥ +
1
ρ̄

∆⊥ p̃ = 0, where ∆⊥ = ∇⊥ · ∇⊥. (3.24)



42 CHAPTER 3. LINEAR PERTURBATIONS OF SELF-SIMILAR ABLATION WAVES

(O, y, z)-Fourier transformation of linear perturbations. Equations (3.19) are Fourier transformed in the (O, y, z)

plane as the base flow dependent variables do not depend on (y, z) coordinates. The Fourier component f̂ of

the linear perturbation f̃ depends on the transverse wave number k⊥ =
√

k2
y + k2

z. We introduce the Fourier

component d̂⊥ of the transverse divergence of the transverse velocity ∇⊥ · ṽ⊥. Evolution equations for Fourier

components read

∂tρ̂ + ρ̄
(
∂mρ̄ v̂x + ρ̄ ∂mv̂x + ∂mv̄x ρ̂ +∇⊥ · v̂⊥

)
= 0, (3.25a)

∂tv̂x + ρ̄ ∂mv̄x v̂x + ∂m p̂− ∂m p ρ̂/ρ̄ = 0, (3.25b)

∂td̂⊥ + k2
⊥

1
ρ̄2 p̂ = 0, (3.25c)

Cv
(
∂tT̂ + ρ̄ ∂mT̄ v̂x

)
+ ρ̄ ∂mv̄x T̂ + p̄ ∂mv̂x + ∂m ϕ̂x (3.25d)

− ∂m ϕ̄x ρ̂/ρ̄ +
(

p̄∇⊥ · v̂⊥ +∇⊥ · ϕ̂⊥
)
/ρ̄ = 0,

Equation (3.25c) represents the evolution of the irrotational part of the transverse velocity field.

Linear perturbations in the coordinate system (ξ, t). Linear perturbations are now rewritten in (ξ, t) variables

using the following definitions

Ĝ(ξ, t) = ρ̂(m, t), (3.26a)

V̂x(ξ, t) = v̂x(m, t), (3.26b)

D̂⊥(ξ, t) = d̂⊥(m, t), (3.26c)

Θ̂(ξ, t) = T̂(m, t), (3.26d)

P̂(ξ, t) = p̂(m, t). (3.26e)

With the definition (3.9) of the reduced coordinate ξ, partial derivatives of the dependent variable f̂ (m, t, k⊥) are

transformed into partial derivatives of the dependent variable F̂(ξ, t, k⊥) as

∂t f̂ (m, t, k⊥) = ∂t F̂(ξ, t, k⊥)−
αξ

t
∂ξ F̂(ξ, t, k⊥), and ∂m f̂ (m, t, k⊥) = t−α∂ξ F̂(ξ, t, k⊥). (3.27)

The evolution equation for Û =
(

Ĝ V̂x D̂⊥ Θ̂
)>

reads then as

∂tÛ +AAA∂2
ξÛ +BBB∂ξÛ +CCCÛ = 0 ⇔ ∂tÛ = LLL(ξ, t)Û, (3.28a)

where

AAA =


0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 t−1C−1
v Ḡ Ψ̄Θ′

 , (3.28b)
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BBB =


−αξ/t t−α Ḡ2 0 0

tα−2 Θ̄ −αξ/t 0 t−α Ḡ

0 0 −αξ/t 0

t2α−3 C−1
v Ψ̄G tα−2 C−1

v P̄ 0 t−1 (−αξ+ C−1
v [dξ(ḠΨ̄Θ′) + Ψ̄Θ]

)

 , (3.28c)

CCC =


t−1 ḠdξV̄x t−α ḠdξḠ Ḡ 0

−tα−2 Θ̄dξḠ/Ḡ ḠdξV̄x/t 0 t−α dξḠ

−t2(α−1) k2
⊥Θ̄/Ḡ 0 0 −k2

⊥
C41 tα−2ḠdξΘ̄ t2(α−1) C−1

v Θ̄ C‖44 + k2
⊥C⊥44

 , (3.28d)

C41 = t2α−3 C−1
v

(
dξΨ̄G − Ḡ−1 dξΨ̄

)
, C‖44 = t−1 C−1

v [ḠdξV̄x + dξΨ̄Θ] , C⊥44 = −t2α−1 Ḡ−1 Ψ̄Θ′ .

We define the matrices CCC⊥ and CCC‖ such that

CCC‖ = CCC|k⊥=0, and CCC = CCC‖ + k2
⊥CCC⊥. (3.28e)

In (3.28) we have used the linearized equation of state (3.21) in the variables (3.26), namely

P̂ = ḠΘ̂ + t2α−2ĜΘ̄. (3.29)

System (3.28) forms a linear reaction-advection-diffusion equation. The partial derivatives of the heat flux (3.13) with

respect to Ḡ, Θ̄ and ḠdξΘ̄ are denoted Ψ̄G, Ψ̄Θ and Ψ̄Θ′ . The transformation (3.27) used in (3.28) introduces an

advection velocity

vadv = −αξ/t,

in (3.27) and consequently in the definition (3.28c) of the matrix BBB. Accordingly, a fluid element initially located at

(ξ0, t0) will follow a trajectory ξ(t) = ξ0(t/t0)
−α in a (ξ, t) diagram (green dashed line in Fig. 3.2).

Equations (2.9) can be written in a quasi linear formulation where quadratic terms in spatial first derivatives

are present. As a consequence, (3.28) contains products between base-flow and perturbation spatial derivatives:

cf. the coefficients (BBB)41 and (BBB)44.

3.2.1 Mathematical properties of the perturbation evolution equation

System (3.28) rewrites as

∂t

 ÛI

ÛII

+

0 0

0 AAA22

 ∂2
ξ

 ÛI

ÛII

+

BBB11 BBB12

BBB21 BBB22

 ∂ξ

 ÛI

ÛII

+

CCC11 CCC12

CCC21 CCC22

 ÛI

ÛII

 = 0, (3.30)

where ÛI =
(

Ĝ V̂x D̂⊥
)>

and ÛII = Θ̂. The submatrices AAAij, BBBij and CCCij are conformal to the subvectors ÛI, ÛII.

This system is composed of:
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• a parabolic scalar subequation since AAA22 = (AAA)44, with (AAA)44 < 0 as a consequence of (3.13). This equation

corresponds to a diffusion equation along the longitudinal direction of the temperature linear perturbation

Θ̂.

∂tÛII +AAA22∂2
ξ2 ÛII = 0, (3.31)

• a hyperbolic subsystem for which a Kreiss symmetrizer exists Kreiss (1970), of size 3× 3, and corresponding

to isothermal gas dynamics,

∂tÛI +BBB11∂ξÛI = 0. (3.32)

The existence of the hyperbolic subsystem is tightly linked to the compressible aspect of the model.

The eigenvalues of the matrix BBB11 are indeed real and come as

λ1 =
ḠCT − αξ

t
, (3.33a)

λ2 = −αξ

t
, (3.33b)

λ3 = − ḠCT + αξ

t
. (3.33c)

with CT =
√

Θ̄, the isothermal sound velocity. The diaginal form DDD of BBB11 is then given by

BBB11 = RRR11DDD11RRR11
−1, with DDD11 = diag{λi, i = 1..3}. (3.33d)

where RRR11 is the matrix of right eigenvectors. The eigenvalues λi are associated to characteristics along which

conserved quantities are advected:

(RRR11
−1)ijdÛI j = 0 along dξ/dt = λi, for i = 1, 2, 3. (3.34)

At ξ = 0 (respectively ξsf), the incoming characteristics are those along which the conserved quantity enters the

domain, i.e. of positive (resp. negative) eigenvalues, and the outgoing characteristics are those of negative (resp.

positive) eigenvalues. We define the projectors on the incoming characteristics of the hyperbolic subsystem

P in
11es = BBBin

11es
= RRR11|esDDD+

11|esRRR−1
11 |es, DDD+

11 = diag{max(λi, 0)}, (3.35a)

at the free surface, and

P in
11sf = BBBin

11sf
= RRR11|sfDDD−11|sfRRR−1

11 |sf, DDD−11 = diag{min(λi, 0)}, (3.35b)

at the shock front. Consequently the system

∂t

 ÛI

ÛII

+

0 0

0 AAA22

 ∂2
ξ

 ÛI

ÛII

+

BBB11 BBB12

BBB21 BBB22

 ∂ξ

 ÛI

ÛII

 = 0, (3.36)

constitutes an incompletely parabolic system (Strikwerda, 1977). A boundary value problem for this system is well

posed if, at each boundary (Strikwerda, 1977; Gustafsson and Sundström, 1978):

1. one condition is enforced on each parabolic subequations,
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2. one condition is enforced on each incoming characteristic waves of the hyperbolic subsystem and outgoing

characteristics are left free from any constraint.

System (3.30) differs from the strictly incompletely parabolic system (3.36) as it includes reaction terms through

the matrix CCC. These terms do not affect advection velocities or the heat-diffusion process. They only introduce

couplings between dependent variables and do not change the properties of the incoming and outgoing charac-

teristics. We assume that the well-posedness result of Strikwerda (1977) remains valid in such conditions. This

has been empirically verified along the computations we carried out. The numerical method chosen to enforce

boundary conditions needs to comply with the above mentioned well-posedness properties.

To our knowledge there exists no analytical expressions for the eigenvalues vi of the matrix BBB, which are

therefore determined numerically. However, for all the different ablation flows treated, we have always found

real-valued eigenvalues for BBB. Therefore we may define at any location

BBB = RRRDDDRRR−1, DDD = diag{vi, i = 1..4}, (3.37a)

and

BBB± = RRRDDD±RRR−1, DDD+ = diag{max{vi, 0}}, DDD− = diag{min{vi, 0}} (3.37b)

with RRR the matrix of right eigenvectors of BBB. We also define the projectors

P in
es = BBBin

es = BBB+|es, (3.37c)

and

P in
sf = BBBin

sf = BBB−|sf, (3.37d)

at the external surface (es) and shock front (sf).

3.2.2 Boundary conditions

Both the external surface and the shock front are perturbed about their mean base-flow positions. The value f̂es of

a Lagrangian dependent variable f̂ at the external surface is related to the value at the base-flow position through

the linear expansion

f̂es(t) = f̂ (0, t) + X̂es(t)ρ̄(0, t)∂m f̄ (0, t), (3.38)

where X̂es denotes the amplitude of the linear deformation of the external surface X̂es(t)ei(kyy+kzz) : see Fig. 2.6.

Cases of an external density perturbation, i.e.

ρ̂es = ρ̂(0, t) + X̂es(t)ρ̄(0, t)∂mρ̄(0, t), (3.39a)

or of an external pressure perturbation, i.e.

p̂es = p̂(0, t) + X̂es(t)ρ̄(0, t)∂m p̄(0, t), (3.39b)
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are considered, while the continuity of the heat flux leads to

ϕ̂es = ϕ̂(0, t) + X̂es(t)ρ̄(0, t)∂m ϕ̄x(0, t). (3.39c)

As the external surface is a material surface, the following kinematic relation holds

˙̂Xes(t) = v̂xes = v̂x(0, t) + X̂es(t)ρ̄(0, t)∂mv̄x(0, t). (3.39d)

The position of the shock front is also disturbed around its base position msf(t), with an amplitude X̂sf (Fig. 2.6).

Similarly to the base flow, the linear perturbations are discontinuous at the shock front. Jump relations are obtained

from a linear perturbation of Rankine–Hugoniot relations (see 3.42) which link perturbations ‘upstream’ (m+
sf ) and

‘downstream’ (m−sf ) to the shock front. It must be noted that perturbed Rankine–Hugoniot relations inherently

includes an evolution equation for the shock front deformation X̂sf, similarly to (3.39d). Boundary conditions are

expressed in (ξ, t) coordinates using the variable reductions (3.10) and (3.26) under the generic form

B̂BBa(Û, X̂a) = NNNa∂ξÛ|a +MMMaÛ(a, t) + Sa,0X̂a + Sa,1 ˙̂Xa − F̂a(t) = 0 with a = es, sf, (3.40)

where F̂es(t) = (ρ̂es(t) 0 ϕ̂es(t))
> or ( p̂es(t) 0 ϕ̂es(t))

> depending on whether an external density or pres-

sure disturbance is applied, and F̂sf(t) represents the contribution of an upstream perturbation in the unshocked

region. The matrices NNNa, MMMa and the vectors Sa,0, Sa,1 are defined for the external surface and the shock front as

follows:

At the external surface (es), we have

MMMes =

 MMMes
11 MMMes

12

MMMes
21 MMMes

22

 , MMMes
par =

(
MMMes

21 MMMes
22

)
, Ses,0 =

 Ses,0
I

Ses,0
II

 , (3.41a)

with

MMMes
11 =


t2α−2Θ̄ 0 0

0 1 0

0 0 1


∣∣∣∣∣∣∣∣
es

, MMMes
12 =


Ḡ

0

0


∣∣∣∣∣∣∣∣
es

, Ses,0
I =


t−αḠdξP̄

t−1ḠdξV̄

0


∣∣∣∣∣∣∣∣
es

(3.41b)

in the case of an external pressure disturbance, and

MMMes
11 =


1 0 0

0 1 0

0 0 1


∣∣∣∣∣∣∣∣
es

, MMMes
12 =


0

0

0


∣∣∣∣∣∣∣∣
es

, Ses,0
I =


t−αḠdξḠ

t−1ḠdξV̄

0


∣∣∣∣∣∣∣∣
es

(3.41c)

in the case of an external density disturbance. Heat conduction related terms write, whatever the case,

MMMes
21 =

(
t3α−3ΨG 0 0

)∣∣∣
es

, MMMes
22 = tα−1ΨΘ|es, Ses,0

II = t2α−3ḠdξΦ̄|es (3.41d)

Ses,1 = (0 − 1 0 0)>
∣∣∣
es

, (3.41e)
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and

NNNes =


0 0 0 0

0 0 0 0

0 0 0 tα−1ḠΨΘ′


∣∣∣∣∣∣∣∣
es

. (3.41f)

At the shock front (sf): the linear perturbation of the Rankine–Hugoniot relations (3.16), including a perturbation

of the shock front position X̂sf, is obtained in (Lombard, 2008). The corresponding vectors and matrices are given

by

MMMsf =

 MMMsf
11 MMMsf

12

MMMsf
21 MMMsf

22

 , MMMsf
par =

(
MMMsf

21 MMMsf
22

)
, Ssf,0 =

 Ssf,0
I

Ssf,0
II

 , Ssf,1 =

 Ssf,1
I

Ssf,1
II

 (3.42a)

with

MMMsf
11 =


tα−1Ūx −Ḡ 0

t2α−2(ŪxV̄x − Θ̄) tα−1Ḡ(Ūx − V̄x) 0

0 0 1


∣∣∣∣∣∣∣∣
sf

, MMMsf
12 =


0

−Ḡ

0


∣∣∣∣∣∣∣∣
sf

, (3.42b)

Ssf,0
I =


t−1Ḡdξ(ḠŪx)|d

tα−2Ḡdξ(ḠV̄xŪx − P̄)|d
tα−1k2

⊥ [V̄x]
u
d


∣∣∣∣∣∣∣∣
sf

, Ssf,1
I =


[Ḡ]

u
d

tα−1 [ḠV̄x]
u
d

0


∣∣∣∣∣∣∣∣
sf

, (3.42c)

(3.42d)

MMMsf
21 =


(γ− 1)(W̄ − γV̄x)Θ̄ + ŪxV̄2

x /2−ΨG

ḠV̄x(Ūx − V̄x/2)− CP P̄

0


>∣∣∣∣∣∣∣∣∣

sf

, (3.42e)

Ssf,0
II =

(
t2α−3Ḡdξ

[
((γ− 1)P̄ + ḠV̄2

x /2)Ūx − P̄V̄x − Φ̄
]

d

)∣∣∣
sf

, (3.42f)

Ssf,1
II =

(
t2α−2

[
(γ− 1)P̄ + ḠV̄2

x /2
]u

d

)∣∣∣
sf

, (3.42g)

and

NNNsf =


0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 −tα−1ḠΨΘ′



∣∣∣∣∣∣∣∣∣∣∣
sf

,

where W̄ is the shock front velocity in the reference frame and V̄ = W̄ − V̄x is the shock front velocity with respect

to the the fluid.
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3.2.3 Domains of resolution

Sections 3.1.2 and 3.2 define two problems. The first one is the Cauchy problem (3.11)–(3.14b)–(3.16), for ξ in Ω =

[0, ξsf), which defines the base-flow solutions. In the unshocked region, the solution is uniform. As a consequence,

the boundary conditions at ξ→ ∞ (3.14b) are taken into account together with Rankine–Hugoniot relations (3.16).

The solution is smooth over Ω.

The second problem is the initial and boundary value problem (IBVP) (3.28)–(3.40) together with initial per-

turbations, for (ξ, t) in Ω× [t0, ∞ ) with t0 > 0 (gray area on Fig. 3.2). The solution to this problem describes the

evolution of linear perturbations of a given base flow.

In the general case, which we are interested in, no analytical solution are known for the base-flow boundary

problem and for the perturbation IBVP. As a consequence, numerical methods are needed to obtain solutions. Base-

flow solutions obtained numerically have to be sufficiently accurate for a proper computation of perturbations. In

particular these solutions exhibit steep gradients in the ablation layer, owing to the heat conduction nonlinearity,

thus requiring a suitable description.

3.3 Methods of solution

Numerical methods employed to solve the boundary value problem (3.11), (3.14a), (3.16) relative to the base flow

and the IBVP (3.28), (3.40) together with initial conditions, relative to the linear perturbations, have been developed

in preceeding works. The self-adaptative domain decomposition method with a pseudo-spectral discretization

solving to compute the base flow has been developed in (Gauthier et al., 2005; Boudesocque-Dubois et al., 2013).

Outlines of this procedure are given in § 3.3.2. Boudesocque-Dubois (2000); Boudesocque-Dubois et al. (2003);

Lombard (2008) and Dastugue (2013) devised the method for solving linear perturbations of the above mentioned

base flow. The current section only emphasize key information the existing methods to focus on the modifications

brought to the linear perturbation code. These changes affect the boundary condition handling (§ 3.3.3), the time

integration (§ 3.3.3) and require an adjustment of the critical time step (§ C.2). The new numerical method is

verified on test-cases (App. D).

Why spectral methods? Ordinary or partial differential equations that possess solutions with steep variations

are often classified as stiff equations (Gear, 1971, §11). Solutions to such equations are subject to instabilities if the

numerical method is not adapted. An elementary improvement consists in refining the spatial discretization in

the regions of steep gradients. However, in addition to increasing the number of points, a finer spatial resolution

could lead to a smaller time step for time dependent solutions, as it is the case for the numerical schemes used

in this thesis. When dealing with ablation waves representative of ICF implosions, the spatial resolutions needed

by a first-order finite difference scheme to describe accurately a stiff solution would lead to a prohibitively small

time step for computing time dependent perturbations. An alternative possibility is to use high order numerical

schemes able to describe stiff solutions with a relatively low spatial resolution compared to lower order schemes.

The choice to use pseudo-spectral methods for the spatial discretization is motivated by the fact that these methods

have an exponential spatial convergence and that they are characterized by low dissipations and low dispersions.

As (3.28) contains advection terms, low levels of dissipation and dispersion are a necessity in order to have a high

fidelity description of perturbations. For these reasons, among others, spectral methods has been widely used for

hydrodynamic stability analysis.
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3.3.1 Spectral methods

Spectral methods fall within the scope of weighted residual methods (Canuto et al., 1988). We consider an ordinary

differential equation under the general form

A (F(ζ)) = g(ζ), for ζ ∈ Ω, (3.43)

where A contains derivatives in ζ, g is a given right hand side and F is the solution. We define PN , a projection

operator

FN(ζ) = PN F(ζ) =
N

∑
i=0

anΦn(ζ), (3.44)

which projects any function F on the finite dimension space span
n=0..N

{Φn}, where {Φn}06n6N is a set of expansion

functions and (an)06n6N some expansion coefficients. Finally, we define the inner product

〈F1, F2〉 =
∫

Ω
F1(ζ)F2(ζ)p(ζ)dζ, for ζ ∈ Ω, (3.45)

where p(ζ) is a weight function. A weighted residual method amounts to finding an approximation FN in span
n=0..N

{Φn}

for which the residual RN = A(FN)− g vanishes on average, i.e.

〈RN , ψn〉 = 0, 0 6 n 6 N,

where {ψn}06n6N is a set of test functions.

Collocation methods

The expansion functions can be chosen as Chebyshev polynomials Φn(ζ) = Tn(ζ), which form an orthogonal set

relatively to the inner product (3.45) with the weight function p(ζ) = 1/
√

1− ζ2. The Chebyshev polynomial of

order n is defined by

Tn : [−1, 1]→ R

ζ → cos(n arcos(ζ)).

A ‘collocation method’ combines polynomials as expansion functions and test functions being Dirac functions

centred on ‘collocation points’. In the present work we use a Chebyshev collocation method, for which the Gauss-

Lobatto collocation points ζi are the extrema of the largest order polynomial TN , i.e.

ζi = cos
(

iπ
N

)
, i = 0..N. (3.46)

Boundary conditions are enforced at ζ0 and ζN collocations points.
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Computing derivatives

Chebyshev polynomials satisfy a relation between derivatives (Canuto et al., 1988)

Tn(ζ) =
1
4

(
T′n+1(ζ)

n + 1
−

T′n−1(ζ)

n− 1

)
, n > 1, (3.47)

whereupon computing the derivative dζ FN at collocation points conveniently comes down to a matrix product

dζ FN |ζi =
N

∑
j=0

DDDN
ij FN(ζ j). (3.48)

Entries of the matrix DDDN follow from the combination of the relation (3.47) and the expansion (3.44) and are given

in (Canuto et al., 1987, § 2.4).

As mentioned at the beginning of the present section, spectral methods present many advantages over other

numerical schemes. The other side of the coin is that the matrix DN is not sparse, as for the above mentioned

methods, but full and is ill-conditioned. Such drawbacks are of importance when performing an implicit resolution

for time dependent problems and are detailed later.

Coordinate transformation and dynamical adaptation

Chebyshev polynomials are defined on the interval [−1, 1] and the density of collocation points ζi is higher close

to the endpoints of this interval, leaving the region close to ζ = 0 with a poor resolution. These two limitations

are overcome by a coordinate transformation, such as the one proposed in (Renaud, 1996; Renaud and Gauthier,

1997) depending on a parameter L

h : [−1, 1]→
[
ξinf, ξsup

]
ζ → ξ =

ξinf + ξsup

2
+

L ζ√
1 +

(
2 L

ξsup − ξinf

)2
− ζ2

. (3.49)

This coordinate transformation presents the advantage of changing the length of the domain, from [−1, 1] to[
ξinf, ξsup

]
, and adapting the distribution of collocation points, i.e. the mapping, inside the domain to the needs of

the resolution.

Multiple domain method. The present work uses a multiple domain method where several subdomains Ωi are

juxtaposed, such that

Ω =
Ndom⋃
i=1

Ωi, (3.50)

each Ωi =
[
ξi

inf, ξ
i
sup

]
with its own coordinate transformation. The dynamical adaptive method (Renaud, 1996;

Renaud and Gauthier, 1997; Peyret, 2002) takes advantage of the flexibility provided by the coordinate transfor-

mation and the multiple domain method to build a grid that minimizes a functional Jproj measuring the projection

error (Bayliss and Turkel, 1992). This dynamical adaptive method is performed during the resolution of the base

flow problem and computes an optimal grid dedicated to a given base flow. A new grid has to be computed for

any new base flow. We here give the outlines of the dynamical adaptative method, computing an optimal grid
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composed of Ndom subdomains (Boudesocque-Dubois et al., 2013)

1. The interface ξi
sup = ξi+1

inf between subdomains Ωi and Ωi+1 is tested for a set of predefined positions {zk},

(a) For each position zk, the optimal parameters Li and Li+1 are found by computing the projection error

Jproj.

2. The position zk∗ of the interface ξi
sup minimizing the projection error Jproj is selected,

3. The interface ξi+1
sup is dealt with similarly.

As each interface is adapted independently from the others, this procedure is repeated several times until the

positions of the interfaces reach convergence.

3.3.2 Numerical computation of the base flow

The nonlinear ODE (3.11), together with boundary conditions (3.14a)–(3.16), has to be numerically integrated. The

solution needs to be sufficiently smooth as its first and second derivatives enter as coefficients in the perturbation

evolution equation (3.28). The operator F in (3.11) is approximated thanks to the Chebyshev collocation method

described in § 3.3.1 on a Ndom subdomain grid, containing Ncheb collocation points each. The 4Ncheb × 4Ncheb

resulting matrix is block defined with full blocks and is ill conditioned due to the presence of the spectral approx-

imation of a first-order differential operator: the ratio of its largest to its smallest eigenvalue is very large. The

resolution uses an iterative algorithm until convergence is reached (Orszag, 1980), see (Boudesocque-Dubois et al.,

2013) for details.

A sophisticated precedure has been developed to (i) find an initial guess to initiate the iterative relaxation

method mentioned above, and (ii) run the multiple domain dynamical adaptive method outlined in § 3.3.1 to

provide an optimal grid (Gauthier et al., 2005; Boudesocque-Dubois et al., 2013).

3.3.3 Numerical integration of perturbations

Once the base flow is computed, the IVBP (3.28), (3.40) is ready to be integrated in time from initial conditions

Û(ξ, t0), t0 > 0. In § 3.2.1 we have characterized the numerical properties of this system, i.e. an incompletely

parabolic system, and relevant boundary conditions ensuring the well-posedness of the IBVP. Knowing these in-

formation, we present the numerical procedures complying with these conditions, namely the matching conditions

between subdomains and the boundary conditions. The critical time step of the new temporal integration scheme

is obtained in App. C.2.

Matching conditions between subdomains

Equation (3.28) is solved on each subdomain. Suitable matching conditions are applied at interfaces between each

subdomain to transmit the relevant information:

• for the parabolic subequation, the continuity and differentiability of ÛII is enforced,

• for the advection part, matching conditions has to ensure that information travelling along characteristics,

upstream and downstream are moved across subdomain interfaces appropriately. Therefore, at each sub-

domain interface the advection term is split and the following equations are integrated (Kopriva, 1986;
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Boudesocque-Dubois et al., 2003)

∂tÛi
∣∣∣
ξi

sup
+
(

AAAi∂2
ξ2 Ûi

)∣∣∣
ξi

sup
+
(

BBB+i
∂ξÛi

)∣∣∣
ξi

sup
+ BBB−i

∣∣∣
ξi

sup
∂ξÛi+1

∣∣∣
ξi+1

inf

+
(

CCCiÛi
)∣∣∣

ξi
sup

= 0, (3.51)

∂tÛi+1
∣∣∣
ξi+1

inf

+
(

AAAi+1∂2
ξ2 Ûi+1

)∣∣∣
ξi+1

inf

+ BBB+i+1
∣∣∣
ξi+1

inf

∂ξÛi
∣∣∣
ξi

sup
+
(

BBB−i+1
∂ξÛi+1

)∣∣∣
ξi+1

inf

+
(

CCCi+1Ûi+1
)∣∣∣

ξi+1
inf

= 0,

where BBB± are defined in (3.37), and the uperscript i denotes the approximation over the domain Ωi of the

corresponding matrices and dependent variables.

Penalized boundary conditions for the hyperbolic subsystem

The above described method is also suited to enforce boundary conditions. Such a method is known as Thomp-

son’s method (1987; 1990) and has been previously used to solve (3.28) (Lombard et al., 2008). However, this

requires computing time derivatives of dependent variables in (3.40). This is a cumbersome task, especially for the

heat flux ϕes, which implies computing cross derivatives, in space and time, of the temperature.

Penalty methods make the enforcement of boundary conditions systematic, whatever the type of boundary

equations to which they are applied (e.g. density, pressure, heat flux, or combinations of the three) and do not

require the computation of time derivatives. For this reason, and having in mind the fact that we will also have to

compute another linear system of a form similar to (3.30), with its own boundary conditions, we have chosen to

apply such a method to our problem. The principle of penalized boundary conditions is to enforce the evolution

equation at boundary nodes — in addition to internal nodes — rather than boundary relations. Such a scheme

is admissible provided the evolution equation is modified to include a term accounting for the residual error

between the value of the solution at the boundary and the boundary set point. The solution does not strictly match

boundary conditions. However the norm of the boundary error decays in time, and Funaro et al. (1988) showed

that, for hyperbolic problems solved with a spectral method, the penalty method preserves the exponential decay

of the global projection error with respect to the number of polynomials. Finally, the projection error in the case

of penalized boundary conditions could be lower than the projection error resulting from a strict enforcement of

boundary conditions at boundary nodes.

In order to comply with the requirement that boundary conditions for the hyperbolic part of the system § 3.2.1

should only be applied on the incoming characteristics of this system (§ 3.2.1), the boundary condition obtained

from (3.40) are projected on the subspace spanned by the eigenvectors corresponding to the incoming characteris-

tics. Care needs to be taken to leave the subspace spanned by the eigenvectors of the outgoing characteristics free

from any constraints, unless the problem becomes ill-posed. Let us build

Π̂
a
= τaP in

a

(
Û− Ûa(t)

)
, a = es, sf, (3.52a)

which takes into account the boundary residual error. The vector Ûes(t) (respectively Ûsf(t)) is the set point

obtained from (3.40), P in
es (resp. P in

sf ) a projector on the incoming characteristics (3.37) and τes (resp. τsf) a penalty

weights to be determined for stability. The evolution equation (3.28) is modified to include the above defined
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terms

∂tÛ = LLLÛ + ∑
a=es,sf

δaΠ̂
a
= LLLπ(Û), (3.53)

with δes and δsf are Dirac functions centred on 0 and ξsf. The method ensures the stability if the penalty weights

are chosen such that

τa ≥ πaNcheb(Ncheb + 1) for a = es, sf, (3.54)

where πa depends on the coordinate transformation (3.49). A derivation of this result and values of πa are given

in App. C.1.

Boundary conditions for the parabolic subequation

Following the second requirement of § 3.2.1, one boundary condition needs to be applied at each boundary on the

parabolic subequation which corresponds to the linear perturbation of the energy conservation equation. These

boundary relations arise, at the external surface, from heat-flux continuity (3.40), and at the shock front, from

the total energy conservation component of perturbed Rankine–Hugoniot relations (3.42). In both cases, these

boundary conditions are of mixed — or Robin — type.

Penalty method has been tried to enforce boundary conditions on the parabolic subequation. However, nu-

merical tests presented in App. D.2 show that the penalty method for the parabolic subequation gives poor results

compared to the exact enforcement of boundary conditions on the 0th and Nchebth points of the domain. As

a consequence, boundary conditions are applied on the parabolic subequation via an exact enforcement at each

boundary node.

Implicit-explicit time integration

Perturbations are integrated in time using a low-storage three-steps Runge-Kutta (RK3) scheme (Williamson, 1980;

Renaud, 1996). With (3.28) under the form

∂tÛ = LLLπ(Û) = F̂FF + ĜGG, (3.55)

this RK3 scheme integrates Û from t to t + ∆t as

Q̂r+1 = ∆t F̂FFr − cr+1Q̂r (3.56a)

Ûr+1 = Ûr + ar+1Q̂r+1 + br+1∆t
(

ĜGGr
+ ĜGGr+1)

, (3.56b)

for r = 0, 1, 2, Q̂0 = 0 and Ûr stands for Û(ξ, tr). Coefficients ar, br, cr are given in Dastugue (2013). This temporal

scheme is semi-implicit of second order. Its purely explicit part is of third order.

The previous works have used a temporal splitting between the equations of gas dynamics and the heat-

diffusion equation. This temporal splitting is devised in (Lombard, 2008; Dastugue, 2013) and has furnished the

results presented in (Abéguilé et al., 2006; Clarisse et al., 2008; Lombard et al., 2008; Clarisse et al., 2016). The gas

dynamics system was integrated purely explicitly (i.e. ĜGG = 0), while the heat conduction equation was integrated

with a semi-implicit part (i.e. ĜGG 6= 0) The necessity of the temporal splitting followed from the use of Thompson’s

method for boundary conditions (§ 3.3.3) but is no longer relevant when using of a penalty method. Therefore the

full system (3.25) is integrated in time simultaneously with the following definitions of F̂FF and ĜGG. For stability pur-
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pose, the longitudinal and transverse diffusion related terms of the total energy perturbation equation constitutes

the semi-implicit part, so that

ĜGG(ξ, t) = −

0 0

0 AAA22

 ∂2
ξÛ−

0 0

0 k2
⊥C⊥44

 Û, (3.57)

The remaining terms, which form a hyperbolic system, are integrated explicitly:

F̂FF(ξ, t) = LLLπ(Û)− ĜGG(ξ, t). (3.58)

The withdrawal of temporal splitting allows to improve the convergence in time of the scheme from being of order

one in time with the splitting to second order.

The presence of an explicit integration step requires the time step to remain under a critical value ∆tc. It is

a consequence of the following heuristic stability requirement: when dealing with advection phenomena, the

time step needs to be lower than the time required by a fluctuation to travel from a grid point to its neighbour

(MacCormack, 1971). Boudesocque-Dubois et al. (2003) derive a critical time step based on the gas dynamics

system. Dastugue (2013) improve that stability criterion by adding a correction term taking into account the

advection term of the internal energy perturbation equation (3.26a). In App. C.2 we derive a stability criterion

based on actual advection velocities (i.e. eigenvalues of matrix BBB), which are determined numerically, and the

eigenvalues of Chebyshev first-order differential operator modified by penalty terms.

The semi-implicit part (3.56b) of the RK3 scheme requires solving an implicit equation, which only affects

ÛII = Θ̂, by definition of ĜGG. The corresponding equation is reformulated under the general form of the Helmholtz-

type equation (Dastugue, 2013) (
∂2
ξ − σr+1(k⊥)

)
Θ̂r+1 = f r(Θ̂r, Q̂r+1

4 ). (3.59)

The multi-domain discretization perfectly combines with the influence matrix method (M. G. Macaraeg, 1986; Puli-

cani, 1988) for an efficient inversion, taking into account boundary conditions including first-order space deriva-

tives, such as heat-flux continuity (3.39c). The implementation of the influence matrix method is described in

Lombard (2008); Dastugue (2013). In particular, it employs a relaxation method similar to that used for the base

flow (Boudesocque-Dubois et al., 2013).

The numerical code solving the perturbations performs computations over each subdomain in parallel using

the MPI paradigm with a single process per subdomain (Perron, 2015). The computation of perturbations has been

verified on a series of test cases listed in Tab. 3.1 and detailed in App. D.

3.4 Base flows

We present two radiation driven ablation flows solution to (3.11) and their characteristics. The base-flow profiles

are displayed in Fig. 3.4. In the approximation of the non-isothermal shock front, i.e. combined infinitesimal

preheating tongue and isothermal shock front at sf, the ablation flow is uniquely defined by the ablation front and

shock front positions (ξaf, ξsf), or the external heat flux and pressure parameters (Bϕ,Bp). These parameters, Bϕ

and Bp, define the external pressure and heat flux laws driving the ablation wave. The resulting ablation flow is

analysed in terms of Mach number M and Froude number Fr, which are defined as (Boudesocque-Dubois et al.,

2008):
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Name Base flow Portion tested

Acoustic periodic Uniform & stationary Explicit part ∂tÛ = F̂FF

Acoustic forced Uniform & stationary Explicit part ∂tÛ = F̂FF & penalty method

Heat conduction Uniform & stationary Semi-implicit part ∂tÛ = ĜGG

Thermoacoustic periodic Uniform & stationary Full part ∂tÛ = F̂FF + ĜGG

Munro’s rippled shock Uniform & stationary Perturbed RH relations and X̂sf

with Ûu = (1 0 0 0)>

and penalty method

Translation Ablation wave RC-1 Full system, for k⊥ = 0, ϕ̂es = p̂es = 0

and Ûu = 0.

Table 3.1: Test cases carried out to verify the numerical methods. These test cases are detailed in App. D.

• M(ξ) =
|V̄x(ξ)− V̄x(ξaf)|√

γΘ̄(ξ)
: ratio of the fluid velocity relatively to the ablation front, to the isentropic sound

velocity,

• Fr(ξ) =
|V̄x(ξ)|√

ā(ξ)L∇T (ξ)
, where ā is the ablation front acceleration and L∇T =

Θ̄
ḠdξΘ̄

is the local temperature

gradient length.

Subsonic ablation flows necessarily implies M(ξaf) < 1. Ablation flows representative of ICF implosion are char-

acterized by a low external pressure, which induces a high expansion velocity as the fluid expands in a quasi-

vacuum. A Chapman–Jouguet point may form in the expansion wave, which is the case for the RC-3 ablation flow

(Tab. 3.2), while the RC-1 ablation flow is close to be sonic at the end of the conduction region. As a consequence of

the rather low external pressure, the ablation front is steeper, i.e. presents high base-flow gradients. These steeper

gradients results in a larger range of characteristic lengths to be described, from the total length of the flow Ltot to

the smallest gradient length min L∇T . The ratio of these two lengths defines the stiffness of the ablation flow.

Table 3.2: Characteristics of the base flows considered in this present work: values of the boundary parameters
(Bϕ,Bp), positions of the ablation front ξaf and shock front ξsf, heat conduction exponents (µ, ν), stiffness of the
ablation front, values at the ablation front and maximum value of the Mach number (M) and Froude number (Fr)
at the ablation front (Dastugue, 2013). Numerical parameters: number of subdomains Ndom, number of points
Ncheb per subdomain, and critical time-step ∆tc.

(Bϕ,Bp) (ξaf, ξsf) (µ, ν) Lcond min
L∇T
Ltot

M|ξaf max M Fr|ξaf Ndom Ncheb ∆tc

RC-1 (3.33, 1.15) (1.06, 1.5) (2, 13
2 ) 1.15 4.0 10−3 0.32 0.95 12.2 189 50 1.3 10−7

RC-3 (0.8, 0.31) (0.51, 1) (2, 13
2 ) 1.29 2.74 10−5 0.22 1.12 80.3 39 50 9. 10−9

EC (0.12, 0.12) (0.118, 0.3) (0, 5
2 ) 0.26 7.3 10−3 0.13 0.45 2.0 4 50 3.34 10−5

A stiff ablation wave requires a spatial resolution sufficiently fine to describe the whole range of characteristic

lengths. This constraint is adequately handled with the adaptive multidomain method. Subdomains are refined

in the the ablation layer to describe the steep gradients, and become larger in the conduction region and the post

shock region where gradients are smoother (Fig. 3.3). However, the size of two adjacent subdomains cannot differs
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Figure 3.3: Ablation wave RC-1. Density of collocation points across the computational domain at t = 1, with a
grid (Ncheb, Ndom) = (50, 39).

by orders of magnitude. Indeed, a perturbation, well described on a given subdomain, and propagating into an

adjacent coarser subdomain, may become under-resolved if the ratio of the coarser to the finer domain sizes is

too large. From the spectral-method point of view, the higher modes existing on the refined subdomain are not

described by the polynomial basis of the coarser subdomain. Therefore, the refinement has to be gradual. In

practice the ratio of the sizes between two adjacent subdomains is constrained to be within the range [1/2, 2].

The critical time step ∆tc (App. C.2) explicitly depends on the grid refinement: a locally finer grid results in

a locally lower ∆tc. Penalty coefficients (§ 3.3.3 and App. C.1) also tend to lower the local the value of ∆tc in

the boundary subdomains. The value retained is the lowest ∆tc over the whole grid, which is usually attained

in the ablation layer, close to the location of the minimum gradient length where collocation points density is

the highest (Fig. 3.3). The limitation in handling ablation waves with faster expansion – i.e. more realistic – is

therefore constrained, on the one hand, by the ability to construct a grid correctly describing the stiffness of the

ablation wave, and on the other hand, by the smallness of ∆tc.

The ablation wave RC-3 is used in § 3.5 and § 4.4. For computational issues, the ablation wave RC-1 is used

instead of RC-3 in § 4.5. The ablation wave EC, with electron heat conduction, has served to test the numerical

tools. This base flow is also used in App. B to produce a first global non-modal analysis.

3.5 Linear wave propagation

The present section summarizes the main results of an article submitted to Physical Review E (App. A). Wave

propagation is influential in the cases of ablative Richtmyer–Meshkov instabilities (ARM) and irradiation asym-

metries (Goncharov et al., 2006; Lombard et al., 2008; Aglitskiy et al., 2010). This propagation of waves is classically

analysed in terms of Kovásznay modes (Chu and Kovásznay, 1958), namely pressure, vorticity and entropy per-

turbations. However, these modes prove to be not suited for analyzing wave propagation in a stratified flow, and

particularly in the conduction region (Lombard et al., 2008). In the conduction region, the standard models of

radiative ablation, because of an isothermal assumption, ascribe wave propagation to isothermal acoustic waves,

while temperature perturbations are only diffused (Nozaki and Nishihara, 1980; Nishihara, 1982; Saillard et al.,
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Figure 3.4: Base flow variables of the ablation waves (a) RC-1and (b) RC-3 in coordinate m at t = 1.

Table 3.3: Identification of the characteristic waves in the conduction region and the post-shock region of an abla-
tion flow (adapted from Tab. 6 in Clarisse et al., 2018).

Conduction region Post-shock region

C1 Heat conductivity Upstream quasi-isentropic acoustic

C2 Upstream quasi-isothermal acoustic Quasi-entropy

C3 Transverse velocity Transverse velocity

C4 Downstream quasi-isothermal acoustic Downstream quasi-isentropic acoustic

2010). However, a one-dimensional local analysis of linear wave propagation in radiation driven ablation waves

has identified the existence, in the conduction region, of supersonic upstream propagating wave, termed heat con-

ductivity waves (Clarisse et al., 2018). These linear waves carry fluctuations of the heat flux perturbation. They are

a direct consequence of nonlinear conduction, together with temperature stratification in the conduction region.

As a consequence, heat conductivity waves cannot be describe by the standard models of radiative ablation.

Here we investigate linear wave propagation in the radiation-driven ablation wave RC-3 (Tab. 3.2) by comput-

ing linear perturbations responses to external pressure or heat flux perturbations. In other words we examine the

feedthrough, or ‘transmission mechanism’ described in § 2.2. This analysis confirms the existence of heat conduc-

tivity waves for perturbations whose longitudinal characteristic lengths are of the order of — or larger than — the

conduction region size lcond and transverse wavelengths exceeding this size. For this range of wavelengths, advec-

tion is the dominant propagation mechanism over diffusion and couplings, which are exactly taken into account.

The advection velocity of the heat conductivity wave is supersonic (see λ1 on Fig. 3.6). The direct consequence

is that any hydrodynamic perturbation at the external surface may be advected through the conduction region,

beyond a potential Chapman–Jouguet point, up to the ablation front. Therefore, consequences of acoustic-like

events taking place outside an ICF target may not be omitted when studying ablation front perturbations, even
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in the case of supersonic expansion flows. Heat conductivity waves consist in an additional feedthrough mecha-

nism. In particular, the presence of heat-conductivity waves explains how the feedthrough may be modified by

the history of external disturbances after the formation of the ablation flow.

sfafCJ

m

t

>>> >>
>

>>

>>

>
>
>

>
>

>
>

<
<
<

<<<

<
<

<

<

<

Figure 3.5: Schematic representation of perturbation propagation in the (m, t) plane originating from a heat flux
perturbation at the external surface. Perturbation trajectories are sketched as colored lines: C1 (green), C2 (cyan)
and C4 (red). Arrows indicate the propagation direction. The thickness and number of arrows render the intensity
of the corresponding signal. Trajectories of CJ point, ablation front (‘af’ ) and shock front (‘sf’ ) are also indicated.

From a broader point of view, heat conductivity waves take part into a set of four pseudo-characteristic vari-

ables, (see App. A). These pseudo-characteristics furnish a relevant set of variables to describe perturbation prop-

agation in ablation waves, an example of which is given in Fig. 3.5 for an impulse external perturbation in heat

flux. The nature of these pseudo-characteristics is identified in Tab. 3.3. Pseudo-characteristic variables Ŵ1, Ŵ2

and Ŵ4, supplemented by vorticity perturbations ω̂, will be used in Chap. 4 to analyze optimal responses of (3.28).

−2

0

4

8
12
16

0 0.25 0.5 0.75 1
m

λ1

λ2λ
ˆd⊥

0

λ4

ρ̄(v̄af− v̄x)

Figure 3.6: Eigenvalues of the matrix BBB for the RC-3 base flow and fluid expansion momentum relatively to the
ablation layer (v̄af is the ablation front velocity).



CHAPTER 4

Non-modal effects in ablation flows

Chapter Abstract

In this chapter we advocate for the necessity for a non-modal analysis of perturbations in ablation waves, the major

argument being the multiplicity of perturbation sources. We then determine the initial conditions leading to the

maximum growth rate of perturbations, from a local non-modal analysis (§ 4.4), and to the maximum amplification

of perturbations, from a global non-modal analysis (§ 4.5). The latter result follows from an iterative direct adjoint

resolution. The adjoint problem is derived using the Lagrange multipliers technique (§ 4.5.1). We stress the correct

inclusion of boundary conditions (3.40) in the Lagrange functional. This point is linked to the compressibility

and the presence of deformations of the external surface and shock front. Optimal initial perturbation (OIP) are

computed for various terminal times, transverse wavenumbers and initial distributions of the perturbation. The

analysis unveils two different optimal amplification mechanisms depending on the terminal time.

59
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(a) (b) (c) (d)

Figure 4.1: Vector example of transient growth, from Schmid (2007), Fig. 2. From (a) to (d), the length of the linear
combination f = Φ1 −Φ2 increases transiently although it is the superposition of two vectors Φ1 and Φ2 whose
length monotonously decays.

4.1 A brief review of non-modal tools for stability analysis

In the field of hydrodynamic stability, the term ‘non-modal’, or ‘non-normal’, analysis is used in reference to

‘modal’, or ‘spectral’, analysis. Modal stability analysis focuses on the eigenspectrum of the evolution operator of

flow perturbations, in order to assess the stability of a given flow. Eigenvalues and eigenfunctions are considered

separately without considering interactions between them. This classical approach has been widely used to predict

the stability of flows (Drazin and Reid, 1981; Trefethen et al., 1993). For a dynamical system described by a (vector)

state variable Û and obeying the linear equation

∂tÛ = LLLÛ, (4.1)

the evolution operator LLL is normal if it commutes with its adjoint, i.e.

LLLLLL† = LLL†LLL, (4.2)

where the adjoint LLL† is properly defined (e.g. the transconjugate in finite dimension). In such a case, the set

of eigenfunctions of LLL forms an orthogonal basis of the space of solutions and the knowledge of the least stable

eigenvalue and its associated eigenfunction is sufficient to assess the potential instability mechanisms. However,

if LLL is non-normal, its eigenfunctions are not orthogonal. In such a case, the linear combination of two decaying

(i.e. stable) eigensolutions may yield an initially amplified solution, as it is illustrated in Fig. 4.1, i.e. the operator is

not monotonously stable (Schmid and Henningson, 2001, def. 4). This transient amplification cannot be predicted

by a spectral analysis as interactions between eigenfunctions are not considered. In the context of hydrodynamic

stability analysis, transient amplifications can lead to an earlier onset of nonlinear evolution than that inferred from

the sole knowledge of the eigenvalues. In short, the spectrum provides us with information about the asymptotic

behavior at long times, while information driving short-term dynamics is additionally contained in the set of

eigenfunctions (Trefethen et al., 1993; Reddy et al., 1993). The principle of non-modal analysis is precisely to

combine the information of eigenvalues and eigenfunctions to investigate the amplification of solutions at all time

horizons. These methods have been successfully applied to many hydrodynamic stability problems (see Schmid,
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2007 and references therein).

Non-normality indicates the sensitivity of an operator to small perturbations. Let E be a random perturbation

of LLL, such as ‖E‖ 6 ε for a given norm ‖ · ‖. Each eigenvalue λi of LLL is shifted by a quantity δλi (Schmid and

Henningson, 2001, §3.3) such that

|δλi| 6 $ε, where $ is a constant. (4.3)

For a normal operator LLL, $ tends to 1+ as ε tends to 0. If LLL is non-normal, $ is as large as LLL is sensitive to per-

turbations. In the context of hydrodynamics, the evolution operator represents the structure of the flow and its

non-normality indicates if the flow is prone to fast growth of small disturbances, i.e. faster than predicted by

the eigenvalues. Some scalar measures of the non-normality of an operator have been proposed in (Henrici, 1962;

Trefethen, 1999). These measures can be refined to reflect the sensitivity of each eigenvalue to a perturbation of

the operator (Reddy et al., 1993; Trefethen, 1999). Still, these scalar measures only reveal a potential for transient

growth. Another indicator is the numerical range of an operator LLL, which is defined in the complex plane as the

set of Rayleigh quotients

d(LLL) =
{〈

Û,LLLÛ
〉/〈

Û, Û
〉

: Û 6= 0
}

, with 〈·, ·〉 a scalar product. (4.4)

If LLL is normal, then d(LLL) is the convex envelope of the spectrum in the complex plane (Horn and Johnson, 1990). If

LLL is non-normal, then d(LLL) is larger than the convex envelope of the spectrum. In the case of a dynamical system,

the numerical range d(LLL) may protrude in an unstable region of the complex plane while the spectrum is confined

in a stable region. In that case, the numerical abscissa

max {< (d(LLL))} , (4.5)

gives the maximum attainable growth rate of 〈Û, Û〉. The maximum initial growth rate of perturbations in an ablation

wave is studied in § 4.4.

The optimal initial perturbation (OIP) is the initial (non zero) perturbation Û|t0 maximizing the gain

G(T) =

∥∥∥Û|T
∥∥∥∥∥∥Û|t0

∥∥∥ (4.6)

at a given terminal time T. To address the OIP problem, we consider the fundamental solution operator defined

by (Schmid and Henningson, 2001, § 6.4.2)

Û|T = MMM(T)Û|t0 . (4.7)

If LLL does not depends on time then MMM corresponds to the operator exponential

MMM(T) = exp(LLLT). (4.8)

In such a case, the OIP is the principal singular vector of MMM(T) and the gain is its associated principal singular

value (Schmid and Henningson, 2001, § 4.4). However, if LLL is time dependent then the computation of a satisfac-

tory numerical approximation of MMM(T) is intricate. Rather than working with the operator MMM itself, an alternative

approach uses iterative solutions to converge to the OIP. Such a method is called direct-adjoint (see § 4.5).

Another application of non-modal analysis is the receptivity problem, which aims at determining an optimal
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external forcing maximizing (or minimizing) a quantity (Cossu, 2014), e.g. air blowing or suction on a wing profile

to delay the loss of lift. Receptivity problems may also have recourse to direct-adjoint looping for determining the

optimal forcing.

4.2 Why non-modal analysis for ablation waves?

Nicoud et al. (2007) and Wieczorek et al. (2011) noticed that the non-modal behavior of thermoacoustic instabilities

is favoured in accelerated flows or in flows with complex boundary conditions. Ablation flows present these

particularities because of pressure gradient and the deformed external surface and shock front. Although ablation

flow perturbations do not exactly correspond to thermoacoustic perturbations, they are somewhat similar to them:

a superposition of acoustic, vorticity and nonlinear heat-flux perturbations. As a consequence we can expect some

non-modal behaviors of ablation flow perturbations.

In ICF implosions, sources of perturbations are multiple. The target may present surface defects, density in-

homogeneities of the ablator material or some defects at the inner interfaces of the target. Moreover the target is

immersed in an uncontrolled environment (the hohlraum cavity in the case of indirect-drive ICF, Fig. 1.1). The

external pressure applied to the target can be inhomogeneous and driving irradiation can display asymmetries.

In practice ICF codes furnish computations of the amplification of some initial perturbations. Due to the mul-

tiplicity of perturbation sources, experiments and ICF code simulations have often focused on studying a specific

source of perturbation (e.g. internal density inhomogeneities or surface defects) for a given wavelength. In dedi-

cated experiments, an initial perturbation is artificially introduced in the shell to control its shape and size. In such

cases ICF code simulations have been found in good agreement with experiments (Raman et al., 2014; Peterson

et al., 2015). However, implosion simulations of ‘native roughness’ shells still fail to produce satisfactory agree-

ments with experiments (Raman et al., 2014; Smalyuk et al., 2017). Native roughness shells are designed to achieve

ignition. The spectrum of each kind of defect has to comply with specifications derived from experiments and sim-

ulations. For such shells, initial defects, individually considered as acceptable regarding the implosion process,

may interact and lead to an amplification level not predicted by experiments and simulations. Additionally, some

sources of perturbations not considered in experiments and simulations have turned out to be significant (Haan

et al., 2015; Smalyuk et al., 2017). It appears that current limitations of studies on ICF implosion instabilities come

predominantly from the omission of certain sources of perturbations and of the interactions between shell surface

defects and material inhomogeneities.

Hoping to remedy to such limitations by sampling the entire range of admissible initial condition and terminal

time T by a sufficiently large number of amplification computations is simply unrealistic. Sensitivity analysis

regarding initial conditions has never been performed for ablation ICF implosions. Non-modal analysis is able to

face the challenge of the multiplicity of perturbation sources: not missing out the most dangerous initial perturbations.

The other approach that has been used to study the stability of particular phases of implosion flows (see Fig. 2.3)

is normal-mode analysis. The linear stability of ablation waves has extensively been studied by means of the

normal-mode approach (cf. Tabs. 2.3-2.5). In addition to assumptions on mean flow unsteadiness, uniformity and

compressibility, these works focus on the least stable eigensolutions, omitting possible transient growth phenom-

ena proper to non-normal operators. In that context, non-modal analysis provides us with a systematic tool to

determine the OIPs, unobtainable by modal methods or by simple amplification computations from simulations.
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4.3 Perturbation measure

Measuring the ‘size’ of perturbations requires the use of a metric. For convenience, we have used the norm

symbol ‖ · ‖ to denote this measure. To gain in generality, this metric is now designated by a functional J. On the

one hand J has to respect some mathematical properties and on the other hand it is desirable for this functional

to be physically meaningful. The early non-modal stability analyses dealt with incompressible flows for which

perturbation kinetic energy furnishes a relevant measure (Schmid and Henningson, 2001, § 1.2). Analyses taking

into account compressibility have incorporated the acoustic energy in addition to the kinetic one (Cantrell and

Hart, 1964). For more complex flows presenting sources of entropy it is necessary to adapt the measure in order to

account for entropy (Chu, 1965; Myers, 1991). The choice of a functional J rendering faithfully the non-normality

of a flow, and not "spurious growth" due to the choice of J rather than intrinsic to the flow, has been a matter

of discussions (Hanifi et al., 1996; George and Sujith, 2012). To the question of whether transient growth is due

to the choice of J or to the flow, Blumenthal et al. (2017) answer that although different functionals display non-

normality differently, the non-modal dynamics is not affected by the choice of J. These authors propose a "system"

point of view, in which non-normality is not considered with respect to the sole evolution operator of the flow,

but relatively to an observation tool which is the functional J. This framework follows from Foures et al. (2012):

it is sufficient that J (i) is a norm, or a semi-norm, for the state variable, and (ii) the set of control parameters is

normalized by a sum of semi-norms ∑k Ik defined so that the direct sum of the kernels of the semi-norms Ik may

span the whole space of control parameters, i.e. the sum∑k Ik is a full norm.

Following these considerations, other stability problems were addressed, where J is not an ‘energy’ built as an

integral of an energy density over the flow domain, or over a period of periodic disturbances, but rather a localized

measure in the flow (Foures et al., 2013). For example in the case of flame front stability, the quantity of interest

is localized in the region of the highest reaction rate (Lemke et al., 2014). Similarly, in the case of ablation flows

one of the quantities of interest is the distortion of the ablation layer, locus of the highest variation of specific total

energy. The different objective functionals considered in the present work are as follows (see Tab. 4.1).

Table 4.1: Objective functionals J considered here and their complementary semi-norms J∗. The integration win-
dows qaf and q∗af are defined in App. E.3.

Name J J∗

L2-norm
1
2

(∫ ξsf

0
j2dξ+ X̂2

es + X̂2
sf

)

Chu’s energy
1
2

∫ ξsf

0
jCdξ

X̂2
es + X̂2

sf
2

Myers’ energy
1
2

∫ ξsf

0
jMdξ

X̂2
es + X̂2

sf
2

Ablation layer deformation
1
2

∫ ξsf

0
qaf(ξ)X̂2

Tdξ
X̂2

es + X̂2
sf

2

+
1
2

∫ ξsf

0

(
Ĝ2 + V̂2

x + D̂2
⊥ + q∗af(ξ)Θ̂

)
dξ
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• L2-norm constitutes the most simple objective functional but bears little physical meaning. However the L2-

norm remains interesting to account for an amplification of the solution to (3.25) from a mathematical point

of view. The L2-norm of the state variable Û is defined by the L2-norm density

j2 = ρ̂2 + v̂2
x + d̂2

⊥ + T̂2 = Û>WWW2Û, with WWW2 the 4× 4 identity matrix, (4.9)

supplemented by the squares of the boundary deformations.

• Chu’s energy. The energy of Chu (1965) is derived from conservation equations and corresponds to the

energy density

ρ̄
(

v̂2
x + d̂2

⊥/k2
⊥

)
+ p̂2/(ρ̄c̄s) +

(γ− 1)
γ

ρ̄T̄ŝ2

or

jC = Û>WWWCÛ, with WWWC = tαḠ−1


t2α−2Θ̄/Ḡ 0 0 0

0 Ḡ 0 0

0 0 Ḡ/k2
⊥ 0

0 0 0 t2−2αCpḠ/Θ̄

 , for k⊥ > 0. (4.10)

Chu’s energy is conserved for a uniform base flow without external source of perturbations. This energy

includes terms accounting for kinetic energy, acoustic energy and entropy (entropy perturbation reads ŝ =

Cv(T̂/T̄ − (γ− 1)ρ̂/ρ̄) ). This norm has been classically used in thermoacoustics. Chu’s energy is a full norm

over the computation domain [0, ξsf] but does not account for deformations X̂a. Therefore, if Chu’s energy is

used for normalization it needs to be supplemented by a complementary norm J∗ measuring the boundary

deformations.

• Myers’ energy. The energy of Myers (1991) is given by the density

ρ̄
(

v̂2
x + d̂2

⊥/k2
⊥

)
+ 2ρ̂v̄x v̂x + p̂2/(ρ̄c̄s) +

(γ− 1)
γ

ρ̄T̄ŝ2

or

jM = Û>WWWMÛ, with WWWM = tαḠ−1


t2α−2Θ̄/Ḡ tα−1V̄x 0 0

tα−1V̄x Ḡ 0 0

0 0 Ḡ/k2
⊥ 0

0 0 0 t2−2αCvḠ/Θ̄

 , for k⊥ > 0.

(4.11)

This energy is also conserved for uniform base flows without external source of perturbations, but may take

negative values in case of negative base-flow velocities v̄x. Myers’ energy also loses its positiveness in the

case of a supersonic mean flow (George and Sujith, 2012). Similarly to Chu’s energy, if used for normalization,
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Myers’ energy needs to be augmented by a complementary norm J∗ measuring the boundary deformations.

• ‘Ablation layer deformation’ . This is defined as the integral of the deformation of the isotherm lines in the

ablation layer. The function qaf(m) is an integration window
[
m−af, m+

af

]
encompassing the maximum of the

specific total energy variation rate q̄0 with smooth matching at its boundaries (see App. E.3 for a complete

definition). This objective functional is inspired by flame front stability analysis (Lemke et al., 2014). Ablation

layer deformation is defined as

X̂T = − T̂
ρ̄∂mT̄

= −tα−2 Θ̂
ḠdξΘ̄

, for dξΘ̄ 6= 0. (4.12)

For normalization purpose, the ablation layer deformation needs to be supplemented by a norm of boundary

deformations, a norm on T̂ outside
[
m−af, m+

af

]
and a norm on (ρ̂ v̂x d̂⊥) over the whole domain.

Link with experimental diagnostics. Measurements of Chu’s and Myers’ energies, as well as of the L2-norm,

are not accessible by experimental means. Although these quantities provide us with interesting insights about

hydrodynamics, it is necessary to consider some outputs that model experimentally measurable quantities. Ra-

diography measurements carried out on ablation waves, either planar or in spherical symmetry, enable to track

the forerunning shock front and ablation layer. These measurements are based on the areal mass perturbation

(Aglitskiy et al., 2010). Face-on radiography records the two-dimensional distribution of areal mass perturbation

and side-on radiography records the trajectories and geometries of the shock front and ablation layer. A common

experimental diagnostic used to detect hydrodynamic perturbations in imploding shells is the optical depth, de-

fined as the integral of the opacity κ over the shell radial thickness (Raman et al., 2014). In the case of radiation

heat conduction (2.8), the opacity writes κ = 4 ρ̄µT̄3−ν (Mihalas and Mihalas, 1984). As the medium upstream to

the leading shock front is undisturbed, the optical depth linear perturbation writes

ÔD =
∫ xsf

xes
(ρ̂κρ + T̂κT)dx =

∫ msf

0
(ρ̂κρ + T̂κT)

dm
ρ̄

+ X̂esκ + X̂sfκ, (4.13)

where κρ and κT stands for the partial derivatives of κ with respect to the density and the temperature. Although

ÔD is an integral quantity as the norms presented in Tab. 4.1, it is not positive definite, i.e. ÔD can display positive

and negative variations, or vanish for non-zero perturbations.

4.4 A local analysis

In the following article prepared for Physical Review Letters we conduct a local analysis to assess the presence of

non-modal effects at small scales in the ablation wave RC-3, i.e. for perturbations of characteristic wavelengths

much smaller than the gradient lengths of the base flow. Such an analysis has never been carried out on ablation

flows. This study allows us to have a first glimpse at the non-normality of the evolution operator. This insight is

necessarily partial but useful to decide on the necessity to set up a more complex global analysis.

Our goal is to maximize the initial growth rate of the L2-norm. To do so, we perform a Fourier transform in

the longitudinal direction and analyze the non-normality of the resulting evolution operator. The numerical range

of this operator is computed for several longitudinal and transverse wavelengths. We observe that the numerical

abscissa is positive in large regions of the flow, including the conduction region classically considered as stable,

and for a wide range of longitudinal and transverse wavelengths.
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This measure of non-normality is verified by an amplification computation of perturbations initialized as a

Fourier mode, locally, in the conduction region. This computation indeed displays an initial transient growth of

the L2-norm. This growth rate is in agreement with the one predictied by the numerical abscissa of the longitudinal

Fourier transformed evolution operator. Moreover, the amplification of the L2-norm is not visible on the optical

depth perturbation. These results encourages us to perform a global non-modal analysis.
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Ablation flows relevant to inertial confinement fusion (ICF) are found to display transient ampli-
fication of linear hydrodynamic perturbations thanks to a nonmodal analysis, the first of its kind
on ablation flows. These transient amplifications result from constructive interactions of in-phase
acoustic and vorticity waves in the conduction region. Non-modal growth of perturbations may lead
to a precocious transition to nonlinear behaviour during ICF implosion stages considered as stable,
thus accelerating the phenomena degrading the ICF pellet implosion. We finally notice the optical
depth measurements does bring useful information to detect non-modal growth.

PACS numbers:

Inertial confinement fusion (ICF) aims at achieving
thermonuclear burn by imploding a spherical pellet filled
with a fusible mixture under the action of an intense ir-
radiation [1]. Such implosions are strongly nonuniform
and unsteady flows, prone to hydrodynamic instabilities
which, by degrading the desired compression and heat-
ing of the fuel, may ruin the whole process. Early and
recent experiments have confirmed that hydrodynamic
instabilities are, among others, crucial to ICF achieve-
ment [2]. In particular, the subsonic heat-wave flow, or
“ablation flow”, that prevails throughout the irradiation
of the outer dense shell of the pellet, is highly sensitive
to instabilities of its heat front—“ablation front”. Lin-
ear stability analyses of ablation fronts have been con-
ducted using the method of normal modes, modal sta-
bility analysis, for idealized ablation flows (e.g. steady,
quasi-isobaric, discontinuous, etc. [cf. 3]) or more re-
alistic, i.e. simulated, flows under the frozen-time as-
sumption (FTA). Such analyses yield asymptotic stabil-
ity results and are therefore of limited relevance for the
rapidly evolving flows of ICF implosions. An alterna-
tive method that is free from such limitations, consists
in computing perturbation amplification about a base
flow that results from initial and boundary values, as
a response to selected initial and/or boundary pertur-
bations. This approach, sometimes called “amplification
theory” (AT), has been favored in ICF when treating
realistic configurations, either with dedicated numerical
codes in the case of simplified physics flows, either with
multi-physics hydrodynamic codes when simulating ex-
periments, including pellet implosions. Good agreements
between AT simulations and specifically designed exper-
iments where a dominant, “most dangerous”, perturba-
tion source is selected by a careful control of experimental
conditions, have helped building confidence in the ability
of multi-physics hydrocodes to reproduce instability dy-
namics [e.g. 4, 5]. However such simulations, carried out
with these very codes, still display unexplained discrep-
ancies with pellet implosions at standard specifications
for fusion [6]. In such experiments, many perturbation

sources are competing, without a clear dominance of one
on the others, and the characterization of their initial or
temporal contributions is unsufficient for setting up rep-
resentative enough AT simulations. The matter is further
complicated by the fact that even individually decaying
perturbations, thus held innocuous, can induce, through
their interaction, perturbation transient growth [7]. In
principle, AT computations could capture such growth
provided that they are started from (driven by) appro-
priate initial (resp., boundary) conditions. However, per-
forming computations for a sufficiently large set of eligi-
ble initial or boundary conditions so as to identify which
of them lead to perturbation amplification, and, above
all, to the maximum amplification, is unfeasible.

Non-modal stability analysis which exploits the fact
that the short-time dynamics of a system is not only
driven by the eigenvalues of its evolution operator, which
are only indicative of the system long-time behavior, but
also by this operator eigenfunctions, might yield use-
ful information. This approach, formalized in [8], has
been successfully applied to many hydrodynamic prob-
lems (see [9] and references therein) but not yet to the
hydrodynamic stability of ablation flows. This Letter
performs the first non-modal analysis of an ablation flow
and aims at exhibiting possible non-modal effects in such
flows.

For a dynamical system, in space and time variables
(m, t), ruled by

∂tÛ = A(m, t, ∂m·)Û , t ≥ t0, (1)

where Û is the vector of state variables, A is a linear
differential operator, and given a scalar product 〈·, ·〉 of
associated norm ‖ · ‖, over some spatial domain, the in-
stantaneous growth rate of ‖Û‖2 at time t∗ ≥ t0 is given
by [7]

σ(t∗) ≡
(

1
‖Û‖2

d‖Û‖2

dt

)∣∣∣∣
t∗

= 2Re
(
〈Û ,AÛ〉
〈Û , Û〉

)∣∣∣∣
t∗
. (2)

The above ratio of scalar products defines the numerical
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range of the operator A. In the general case of a non-
normal operator A, the numerical range is wider than
the convex envelope of the spectrum of A (relevant for a
normal operator [10]) in the complex plane. In particular,
this numerical range may protrude into the unstable half-
plane (Re > 0) even though the spectrum of A may be
confined to the stable half-plane (Re < 0). In such a case
non-modal growth occurs, i.e. an initial amplification of
Û although all eigenvalues are stable. The maximum of
σ(t∗), or numerical abscissa of A|t∗ , corresponds to the
largest eigenvalue of the normal operator (A + A†)|t∗ ,
where † denotes the transconjugate, and is achieved for
the principal eigensolution of (A + A†)|t∗ [9]. Here we
focus on finding the optimal-growth initial condition Ûopt

0
which maximizes the initial growth rate σ(t0).

Following previous investigations [11, 12] of linear per-
turbation dynamics in ablation flows relevant to the
shock-transit stage of an ICF target irradiation, the cho-
sen base flow is a self-similar ablation wave driven by
nonlinear heat conduction in slab symmetry for a com-
pressible inviscid fluid [13]. Such waves present essen-
tial features of shock-transit ablation flows (compress-
ibility, stratification, unsteadiness) as well as describe
their complete structure [Fig. 1]: (i) leading shock front,
(ii) quasi-isentropic compression (‘post-shock’) region,
(iii) ablation layer and (iv) expansion wave where heat
condution dominates (the ‘conduction region’). For one-
dimensional motion in the direction x of a Cartesian coor-
dinate system (O, x, y, z), the equations of motion, writ-
ten in dimensionless form and in the Lagrangian coordi-
nate m where dm = ρdx, come as [14]

∂t(1/ρ)− ∂mvx = 0, ∂tvx + ∂mp = 0,
∂t(CvT + v2

x/2) + ∂m(pvx + ϕx) = 0,
(3)

where ρ, vx, p, T , ϕx denote, respectively, the fluid
density, velocity, pressure, temperature and heat flux as
functions of (m, t). This system is closed by the dimen-
sionless equation of state p = ρT , Cv = 1/(γ − 1), and
the nonlinear heat-flux expression

ϕx = −ρ−µT νρ∂mT, µ ≥ 0, ν > 1. (4)
Self-similar reductions of Eqs. (3), (4) arise when a semi-
infinite slab (m ≥ 0), initially such that (ρ, vx, T ) =
(1, 0, 0), is subject to the boundary conditions at the
material surface m = 0: ϕx(0, t) = Bφt3α−3, p(0, t) =
Bpt2α−2, for t > 0, with α = (2ν − 1)/(2ν − 2). For the
choice γ = 5/3, (µ, ν) = (2, 13/2), Eqs. (3) and (4) de-
scribe the motion of a monatomic gas with the radiative
conduction model of Kramers for a fully ionized gas [15].
This modelling is relevant to the ablation of an opaque
material, remaining at local thermodynamic equilibrium,
in the radiation heat-conduction approximation and for
material temperatures ranging between a few thousands
and a few millions of Kelvin degrees, in which case ra-
diation diffusive effects dominate those of thermal con-
duction and viscosity, and radiation pressure and energy
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FIG. 1: Radiation driven self-similar ablation wave for bound-
ary condition parameters (Bφ,Bp) = (0.8, 0.31) of (3). Spatial
profiles in the coordinate x at time t0 = 1 of the fluid density
ρ, longitudinal velocity vx and heat flux ϕx.

are negligible in front of material pressure and internal
energy. These conditions comply rather well with those
of fusion-pellet ablation driven by hohlraum X-rays in
current ICF laser facilities, except for non-grey irradia-
tion effects which cannot be rendered by Eqs. (3), (4).
Nevertheless these equations contain the basic nonlinear
diffusion mechanism which is at stake, at the hydrody-
namic scale, in such ablation process. The particular so-
lution (Bφ,Bp) = (0.8, 0.31) is chosen for its features that
are representative of shock-transit ablation flows [16]:
subsonic ablation Mach number, high (> 80) ablation
front Froude number, steep ablation front, and fast ex-
pansion flow with Chapman–Jouguet point. This solu-
tion is computed using an adaptive multidomain Cheby-
shev method, providing a high accuracy description of
the flow down to its finest scales [17].

The linear stability of flows solution to Eqs. (3), (4)
is studied using an Eulerian description of the flow
three-dimensional perturbations in the coordinate system
(m, y, z). The corresponding system of partial differen-
tial equations, once Fourier transformed in the variables
(y, z), comes down to [12]

∂tρ̂+ ρ
(
∂mρ v̂x + ρ ∂mv̂x + ∂mvx ρ̂+ d̂⊥

)
= 0,

∂tv̂x + ρ ∂mvx v̂x + ∂mp̂− ∂mp ρ̂/ρ = 0,
∂td̂⊥ − k2

⊥ p̂/ρ = 0,
Cv
(
∂tT̂ + ρ ∂mT v̂x

)
+ ρ ∂mvx T̂ + p ∂mv̂x + ∂mϕ̂x

− ∂mϕx ρ̂/ρ+
(
p d̂⊥ + k2

⊥ ρ
−µ T ν T̂

)
/ρ = 0,

or, equivalently,

∂tÛ = A(m, t, ∂m., k⊥) Û , with Û =
(
ρ̂ v̂x d̂⊥ T̂

)>
, (5)

with f̂ the yz-Fourier component of the linear perturba-
tion of the base flow quantity f ; d̂⊥ the Fourier compo-
nent of the transverse divergence of the transverse ve-
locity perturbation; and k⊥ =

√
k2
y + k2

z the transverse
wavenumber. This system is supplemented by linear per-
turbation boundary conditions at the perturbed external
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surface m = 0 and leading shock front m = msf [12]. So-
lutions to (5) are computed thanks to the same adaptive
multidomain Chebyshev method as for the base flow.

The non-normality of the operator A(m, t0, ∂m., k⊥)
is assessed locally by considering perturbations of longi-
tudinal characteristic lengths that are smaller than the
local gradient lengths of the base flow, l∇, and the Eu-
clidean norm of Û . In effect, the numerical abscissa
of the operator A(m, t0, ikm, k⊥), or max σ(t0), is com-
puted [18] at various flow locations m spanning the
whole ablation wave, 0 ≤ m ≤ msf , for values of the
longitudinal wavenumber km satisfying the conditions
κx(m) ≡ km ρ(m) l∇(m) ≥ 10, and for given k⊥: see
Fig. 2. The numerical abscissa σ(t0) displays positive
values in regions of stable eigenvalues, which means that
non-modal growth is expected. In black areas (Fig. 2),
there exist at least an unstable eigenvalue so that initial
growth is predicted by a standard modal, or spectral,
analysis. The numerical abscissa is at least as unstable
as the least stable eigenvalue. The transverse wavenum-
ber k⊥ tends to widen the region of non-modal growth
in the conduction region together with the initial growth
rate. In the post shock region, non-modal growth growth
occurs for a limited range of κx, about ≈ 500, vanishing
at the shock front (Fig. 2). At k⊥ = 0, (low transverse
modes) the upper bound of this κx range extends up to
large values.

The evolution operator A is locally non-modal every-
where. This is the first assessment of non-modal effects
in the ablation flow considered. Therefore, (transient)
growth is expected at any location, for all longitudinal
wavelength κx represented on Fig. 2. Actual transient
growth is further tested by performing AT computations
of Û satisfying Eq. (5) for initial conditions deduced from
the above local analysis of non-modal effects at a given
abscissa, m∗ = 0.25 (x∗ = 0.71), located in a zone of
non-modal growth.

In effect non-zero initial conditions are defined over a
small domain S0 of the flow conduction region, centered
about m∗, according to the expression

Û(m, t0, k⊥) = Re
(
Ûopt

0 (m∗) eikmm
)
, for m in S0, (6)

where Ûopt
0 (m∗) is the principal eigenvector of the oper-

ator (A+A†)(m∗, t0, ikm, k⊥). Applying this initial con-
dition to the perturbation evolution operator A (Eq. 5)
leaves the latter in a Fourier approximation – say A0 –
depending on space-dependent base flow variables, plus
two control parameters: κx(x) and κ⊥(x) = k⊥l∇(x).

We keep κx(x∗) � 1 and S0/lcond � 1 to ensure the
local approximation. Noticing that Uopt

0 (x) does not
vary significantly for x in S0, as S0 is small, we compute
Uopt

0 (x∗) with (2) and extend it for all x in S0.
Although the optimal initial condition (Eq. 6) have

been determined by means of a local analysis, the nu-
merical integration of Eq. (5) from this initial condition
is free from any assumptions on steadiness, uniformity
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FIG. 2: Coloured region: Numerical range of A0 depending
on κx and the location x for k⊥ = 10, in the case of negative
eigenvalues. Black region: correspond to the case where a
positive eigenvalue exists.

and characteristic scales. The amplification of perturba-

TABLE I: Values of max(σ(t0)) ‘predicted’ via Eq. (2), σAT
postprocessed from solutions to Eq. (5), characteristic growth
time σ−1

AT and pseudo period of oscillations.

(κx,κ⊥) max(σ(t0)) σAT σ−1
AT pseudo-period

(515, 0) 93 91 1.1 10−2 7.5 10−2

(515, 23.4) 308 300 3.2 10−3 7.5 10−2

(2575, 0) 455 450 2.2 10−3 1.7 10−2

tions is measured according to the global L2 norm

‖Û‖2 =
∫ xsf

0

1
2 Û
>Ûdx.

An initial amplification of the norm is identified in
all three cases (Fig. 3), confirming the effectiveness of
non-modal effects in ablation flows. However the initial
growth rate differs with κx and κ⊥. Furthermore, the ini-
tial growth rates max(σ(t0)) (Eq. 2) predicted thanks to
the local analysis, i.e. A0, are in good agreement with the
values postprocessed from the AT (σAT in Tab. I). We
note that the FTA is valid for the chosen values (κx,κ⊥),
as σ−1

AT � t ∼ 1, t being the characteristic time of the
base flow.

For the present ablation flow, the duration of the shock
transit phase is tst ≈ 10. As σ−1

AT � tst the initial growth
of perturbation is an actual fast transient with respect
the shock transit duration. Such a behaviour is not pre-
dicted by a standard modal stability analysis, i.e. based
solely on eigenvalues, which would predict an initial de-
cay of perturbations.

Solution to (5) for (κx,κ⊥) = (515, 23.4) is projected
in the (m, t) plane on upstream and downstream longitu-
dinal acoustic modes (Fig. 4a and b) and the transverse
divergence of the transverse velocity, d̂⊥ (Fig. 4c). The
initial optimal perturbation is a superposition of both
acoustic modes and a vorticity mode propagating at fluid
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velocity (i.e. constant m), whose track emerges on d̂⊥.

Fig. 3 displays an initial growth of the L2 norm followed
by oscillations around a mean value. Peak values result
from constructive interactions between in-phase acous-
tic and vorticity fields (Fig. 4d). The transient growth
is therefore a consequence of local interactions between
travelling waves. These oscillations are fast compared
to base-flow characteristic time, t, and the shock transit
duration, tst, and obey the acoustic dispersion relation.
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FIG. 3: Normalized L2 norm of the perturbations (solid) and
optical depth perturbation (symbol) for the case (κx,κ⊥) =
(515, 0) (blue), (515, 23.4) (green) and (2.5 103, 0) (red).

Optical depth, defined as the integral of the opacity
κ over the shell thickness, is a common experimental di-
agnostic used to detect hydrodynamic perturbations in
imploding shells [5]. In the case of radiation heat con-
duction (4), the opacity writes κ = 4 ρµT 3−ν [19]. As
the medium upstream to the leading shock front is undis-
turbed, the optical depth linear perturbation writes

ÔD =
∫ xsf

0
(ρ̂κρ + T̂ κT ) dx, (7)

where κρ and κT stands for the partial derivatives of κ
with respect to the density and the temperature. Even
though the optical depth perturbation increases with
time, it does not render, at all, the oscillations observed
on the norm (Fig. 3). This fact is rather intuitive, as
the optimal growth initial condition as been shown to
be mainly the superposition of isothermal acoustic and
vorticity waves, which spatial fluctuations may balance
one another when integrated in space. The initial growth
rate of ÔD does not scale as the initial growth rate of ‖Û‖
either, nor ‘long’ time values of ÔD are representative of
the initial growth rate or mean values of ‖Û‖. In partic-
ular, the presence of vorticity tends to lower the initial
growth and long time values of ÔD while it results in
an increased initial growth and mean value of ‖Û‖. The
velocity perturbation is not accounted for in ÔD while
it is in ‖Û‖. The consequence is that non-modal effects
cannot be deduced from optical depth measurements.

The present analysis brings to light transient growth
of linear perturbations in an ablation flow representative
of a radiation driven ICF implosion. The evolution oper-
ator is locally non-modal every where for a wide range of
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FIG. 4: Projection of the response to Eq. (5), for initial con-
ditions given by Eq. (6), in the case (κx,κ⊥) = (515, 23.4),
on (a) upstream and (b) downstream quasi-isothermal longi-
tudinal acoustic waves and (c) transverse divergence of the
transverse velocity, in the conduction region. (d) Local Eu-
clidean norm.

longitudinal and transverse characteristic lengths, which
paves the way to transient growth of the norm of pertur-
bations. The operator represents hydrodynamic mech-
anisms of an ablation flow: advection, nonlinear heat
diffusion, acceleration, unsteadiness and nonuniformity.
The presence of non-modal behaviour in thermoacoustic
systems has been raised in the case of accelerated flows
[20], as it is the case in ablation waves. Transient growth
of the global L2 norm of perturbations is actually ob-
served, with characteristic times short with respect to the
shock transit duration, followed by oscillations. This be-
haviour results from constructive interactions of in-phase
acoustic and vorticity waves. Perturbations of the optical
depth are of no use to detect non-modal growth. This is
a first assessment of non-modal effects in ablation flows.
Transient growth resulting from non-modal effects may
lead to a transition to nonlinear behaviour more preco-
cious than predicted thanks to a standard modal analy-
sis. These results open up a new perspective for studying
ablation flows stability. A global analysis is now neces-
sary to get a complete picture of non-modal phenomena
without any restriction on the characteristic scale of ini-
tial perturbations and taking into account couplings be-
tween the perturbed boundaries and the ablation layer.
In particular, a global non-modal analysis may find out
perturbation amplifications in ICF implosion stages that
are considered as stable.
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4.5 Global analysis

We are now interested in the solutions to the following OIP problem:

Find the initial state (Û, X̂es, X̂sf)|t0 that maximizes J(T), (4.14)

where J(T) depends only on the final state (Û, X̂es, X̂sf)|T , and (Û, X̂es, X̂sf) are solutions to (3.28), (3.40), for zero

external forcing (i.e. F̂es = 0 and Ûu = 0 in 3.40). Ablation flows are nonuniform, therefore it is necessary to use a

global method. In our case the base flow is time dependent, which leads to a time dependent evolution operator

LLL for perturbations. As explained in § 4.1, it is cumbersome to work with the fundamental solution operator MMM
for time dependent evolution operators LLL. As an alternative we have recourse to a direct-adjoint method: the set

of equations (3.28), (3.40), along with initial conditions, constitutes the direct problem and its adjoint problem is

derived. Solving both the direct and adjoint problems simultaneously yields the optimal perturbation. Adjoint

problems have been widely used in the field of hydrodynamic stability analysis (see Luchini and Bottaro, 2014 and

references therein). Here we chose to derive the adjoint problem from the Lagrange multiplier technique taken

from optimal control theory (Gunzburger, 1997), but there exists other methods to do so, e.g. via the derivation

of a dual problem (Giles and Pierce, 1997, 2000; Luchini and Bottaro, 1998) or the projection on a set of test func-

tions (Schmid and Henningson, 2001). The Lagrange multiplier technique presents the advantage of furnishing

optimality conditions and a gradient direction suitable for a use in a gradient descent algorithm (Guégan et al.,

2006).

Since its introduction in the field (Corbett and Bottaro, 2001), this technique has gained popularity in hydrody-

namic stability studies, due to its versatility. However the majority of stability analyses deal with incompressible

fluids and applications of this technique to compressible flows are still rather scarce. In the compressible flow

community, the use of adjoint problems emerged in the late 1980s as a convenient tool for solving optimal de-

sign problems in computational fluid dynamics (CFD): see (Jameson, 1988). Early works derived adjoint problems

straight from duality considerations (e.g. Jameson, 1988) and this method has remained favored by some people

(Giles and Pierce, 1997, 2000). The Lagrange multiplier technique came later on (e.g. Jameson, 1995) and became

widespread in aeronautical CFD due to its connection with constrained optimization and optimal control theory.

However, the issue of adjoint boundary conditions for hyperbolic systems of equations was treated by Giles and

Pierce (1997) within the dual problem approach and, to our knowledge, no equivalent analysis has been produced

within the context of the Lagrange multiplier technique. In fact, the dominant practice is by far to exclude bound-

ary conditions — unless they are part of the control variables — from the Lagrange multiplier formulation. The

optimization is then performed in a solution space that is constrained by the desired boundary conditions and the

proper adjoint boundary conditions are deduced from considering boundary contributions. In that respect, this

way of proceeding shows little difference with the dual problem approach. The fact that, in our case, boundary

conditions are applied on moving boundaries that are subject to their own dynamics and must be found as part of

the solution to the problem, brings in an additional complication. An adjoint-based optimization of a steady and

incompressible flow with free boundaries is treated in (Volkov et al., 2009) with a Lagrange multiplier formula-

tion. But having to deal presently with both a compressible flow and unsteady free boundaries has required us to

identify a suitable formulation of the Lagrange functional with limited insights from previous works.
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4.5.1 Building the Lagrange functional

The Lagrange functional is built in the following way: the constraints (evolution equation, boundary and ini-

tial conditions) that the state variable must verify are added to the objective functional (Gunzburger, 1997). The

Lagrange functional we ended up with is the result of trials and errors. This formulation obeys the following

principle: the constraints enforced for boundary conditions have to be such that the direct problem inferred from

the Lagrange functional is well-posed. What is clear for a scalar advection equation requires, in the case of a hy-

perbolic system, to include constraints only on the incoming characteristics and leave the outgoing characteristics

free from constraints. As a consequence, there are as many Lagrange multipliers as there are incoming waves at

each boundary (ν̂a, a=es,sf).

However (3.28) is an incompletely parabolic system. The hyperbolic subsystem is treated as for the hyperbolic

system explained above but two boundary conditions need to be added on the parabolic subequation, which adds

two Lagrange multipliers (η̂†
a , a=es,sf).

The additional complication is that the boundaries are deformed, as we describe perturbations of the base flow

variables but also of the external surface and shock front X̂a. These deformations obeys a temporal ODE implicitly

present in the boundary conditions (3.40)

dtX̂a = ˙̂Xa, a = es, sf. (4.15)

The deformations X̂a have to satisfy these equations which needs to be added to the Lagrange functional with two

additional Lagrange multipliers (µ̂†
a, a=es,sf).

If the above mentioned rules are not verified then the Lagrange multipliers are over-, or under-, determined.

Lagrange multipliers are recalled in Tab. 4.2. As a consequence, we form the Lagrange functional

Lagrange multipliers Corresponding constraints Type

Û† Evolution equation for perturbations 4-vector defined over [0, ξsf]× [t0, T]

ν̂†
es and ν̂†

sf Hyperbolic subsystem BCs 3-vectors defined over [t0, T]
η̂†

es and η̂†
sf Parabolic subequation BCs scalars defined over [t0, T]

µ̂†
es and µ̂†

sf Evolution equation for boundary deformations scalars defined over [t0, T]
β̂†

k Normalization of the initial condition scalar constants

Table 4.2: Lagrange multipliers used in (4.16).

L = J(T)−O− ∑
a=es,sf

(
Bh

a +B
p
a + Fa

)
−

p

∑
k=0

Nk, (4.16a)

where the different constraints come as follows.

Evolution equation. Equation (3.28) has to be verified at all positions ξ and times t:

O =
∫ T,ξsf

t0,0
Û†>(∂tÛ−LLLÛ)dξdt. (4.16b)
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Boundary conditions for the hyperbolic subsystem. The part of the state variable corresponding to the hyper-

bolic subsystem, at the boundary, ÛI|a has to verify the set point ÛIa , which is a vector function of the deformation

X̂a and the state variable itself extracted from (3.40). This constraint is projected on the incoming components of

the hyperbolic subsystem through the projector P in
11a. We need to determine as many components of ν̂†

a as there

are incoming characteristics, i.e. one at a = es and two at a = sf:

Bh
a =

∫ T

t0

ν̂†
a
>P in

11a

[
ÛI|a − ÛIa

(
Û|a, X̂a

)]
dt, (4.16c)

superscript ‘h ’ stands for hyperbolic.

Boundary conditions for the parabolic subequation. The boundary conditions for the parabolic subequation

corresponds to heat-flux continuity equation (3.39c), expressed in (ξ, t) variables, for a = es, and to the total energy

conservation equation in (3.42) for a = sf. Writing these equations B
p
a , ‘p ’ for parabolic, the resulting constraint

functional reads:

B
p
a =

∫ T

t0

η̂†
aB̂BBp

a

(
Û|a, X̂a

)
dt. (4.16d)

Evolution equation for the deformation. The scalar function fa is the kinematic relation (3.39d), expressed in

(ξ, t) variables, for a = es, and to the equation on the velocity component in (3.42) for a = sf:

Fa =
∫ T

t0

µ̂†
a fa

(
Û|a, X̂a

)
dt. (4.16e)

Normalization constraint. In the search for a solution to problem (4.14), a diverging initial condition constitutes

a trivial solution that we wish to avoid. As a consequence we include some normalization terms:

Nk = β̂†
k

[
Ik

(
Û|t0 , X̂es|t0 , X̂sf|t0

)
− I0

k

]
. (4.16f)

The semi-norms Ik are chosen to ensure that their kernels are in direct sum in the space of initial conditions

(Û, X̂es, X̂sf)|t0 . Therefore the normalization embraces the whole space of initial conditions. As the problem is

linear, it is sufficient to choose the set points I0
k so that

p

∑
k=0

I0
k = 1. (4.17)

If the purpose is to compute a gain, i.e. maximizing the ratio

G =
J(T)
J(t0)

, (4.18)

then it is necessary that one of the semi-norms Ik corresponds to J, e.g. I0 ≡ J. In our application we have p = 1
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and a new parameter rc, denoting the initial distribution between the I0
0 and I0

1, appears

I0
0 = rc, and I0

1 = 1− rc, 0 6 rc 6 1. (4.19)

This parameter rc is varied between 0 and 1 so as to span the whole distribution possibilities while constraint (4.17)

is fulfilled. If the purpose is to compute a gain (4.18), the value rc = 0 is forbidden.

Remarks:

• In our set of variables, the initial state (Û, X̂es, X̂sf)|t0 plays the role of the control parameters, i.e. the variables

according to which the optimum is looked for.

• The formulation of the Lagrange functional L is based on the evolution equation (3.28) with boundary con-

ditions on hyperbolic and parabolic subsystems. Another possibility is to include the penalized evolution

equation with the operator LLLπ (3.53), which already accounts for boundary conditions on the hyperbolic sub-

system, and the sole boundary conditions on the parabolic subequation (4.16d). In that case the constraint

functional (4.16c) is removed from the Lagrange functional.

Taking a broader point of view, and keeping in mind that the adjoint problem will finally be integrated

in time under a discretized form, there exists multiple possibilities between working with the discretized

adjoint of the continuous direct problem (differentiate then discretize, our choice) and with the adjoint of the

discretized direct problem (discretize then differentiate). Arguments presenting the advantages and drawbacks

of each option are given in (Gunzburger, 1997).

4.5.2 The adjoint problem

The solution to (4.14) subject to the normalization constraint (4.17) lies in the stationary points of the Lagrange

functional L (Gunzburger, 1997), i.e. the points for which the directional derivative with respect to each of the

independent variables vanishes. Namely, we look for points for which the derivative of L with respect to x in a

direction x′, given by

∇xL · x′ = lim
ε→0

L(x + εx′)−L(x)
ε

, (4.20)

vanishes for each independent variable x for a variation in any direction x′.

Using the Lagrange multipliers framework amounts to considering that the state variables of the IBVP (3.25),

(3.40) are independent. As a consequence the independent variables of L (4.16) are:

1. The direct variables:

• the perturbation state variables (Û, X̂es, X̂sf), for all t0 6 t 6 T and 0 6 ξ 6 ξsf,

• the boundary values of the perturbation state variables Û|a and of their spatial derivatives ∂ξÛ|a, for all

t0 6 t 6 T and a = es, sf,

• and the initial and terminal values of the perturbation state variables, (Û, X̂es, X̂sf)|t0 and (Û, X̂es, X̂sf)|T ,

for all 0 6 ξ 6 ξsf.

2. The adjoint variables defined in Tab. 4.2:

• the adjoint perturbation state (Û†, ν̂†
a , η̂†

a , µ̂†
a), for all t0 6 t 6 T and 0 6 ξ 6 ξsf,
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• the initial and terminal values of the adjoint perturbation state (Û†, ν̂†
a , η̂†

a , µ̂†
a)|t0 and (Û†, ν̂†

a, η̂†
a , µ̂†

a)|T , for

all 0 6 ξ 6 ξsf and a = es, sf,

• and the boundary values of the adjoint perturbation state Û†|es and Û†|sf, for all t0 6 t 6 T.

The vanishing of directional derivatives with respect to the adjoint variables gives the direct IBVP (3.28), (3.40),

along with boundary conditions, and the vanishing of directional derivatives with respect to the direct variables

leads to the adjoint problem: evolution equations supplemented by boundary conditions for the adjoint variables.

Two optimality conditions furnish a relation between the direct and adjoint variables.

Directional derivatives of L with respect to direct variables are detailed in App. E.1. In what follows, we are

using the notations NNNa, MMMa, Sa,0 and Sa,1 defined in § 3.2.2 for a = es and sf. The resulting adjoint problem is

composed of the following equations:

An adjoint evolution equation, i.e. an evolution equation for Û†, which comes as

∂tÛ† +AAA†∂2
ξÛ† +BBB†∂ξÛ† +CCC†Û† = 0 ⇔ ∂tÛ† = LLL†Û†, (4.21a)

AAA† = −AAA>, BBB† = (BBB− 2 ∂ξAAA)> , CCC† = −
(

CCC− ∂ξBBB + ∂2
ξAAA
)>

.

A terminal condition for Û†,

∇Û|TJ− Û†|T = 0. (4.21b)

Boundary conditions at ξes, with (Oes)i = (MMMes)2i and Bin defined as (Bin)ij = (BBBines

11 )ji, 1 6 i, j 6 3 and

(Bin)4j =
(

BBBines

11 MMMes
11
−1MMMes

12

)
j
, 1 6 j 6 3, where BBBines

11 is the matrix of the incoming waves of the hyperbolic subsys-

tem (3.32), come as

−Binν̂†
es −MMMes

parη̂†
es −Oesµ̂†

es +
(

BBB>Û† − ∂ξ(AAA>Û†)
)∣∣∣

es
= 0, (4.21c)(

Û†>AAA
)∣∣∣

es
− η̂†

esNNNes = 0. (4.21d)

Boundary conditions at ξsf, with (Osf)i = (MMMsf)2i and Bin defined as (Bin)ij = (BBBinsf

11 )ji, 1 6 i, j 6 3 and (Bin)4j =(
BBBinsf

11 MMMsf
11
−1MMMsf

12

)
j
, 1 6 j 6 3, are given by

−Binν̂†
sf −MMMsf

parη̂†
sf −Osfµ̂†

sf −
(

BBB>Û† + ∂ξ(AAA>Û†)
)∣∣∣

sf
= 0, (4.21e)

−
(

Û†>AAA
)∣∣∣

sf
− η̂†

sfNNNsf = 0. (4.21f)

Adjoint deformations and adjoint deformation velocity are defined for convenience. They correspond to two

scalar linear combinations of Lagrange multipliers:

X̂†
a = ν̂†

a
>BBBina

11 MMMa
11
−1Sa,1

I + η̂†
a Sa,1

II + µ̂†
a

†(Sa,1)2, for a =es, sf, (4.21g)
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and

˙̂X
†
a = ν̂†

a
>BBBina

11 MMMa
11
−1Sa,0

I + η̂†
a Sa,0

II + µ̂†
a(S

a,0)2, for a =es, sf, (4.21h)

respectively. Their evolution equations are given by

˙̂X
†
a − dtX̂†

a = 0, a = es, sf. (4.21i)

Terminal conditions for the adjoint deformations come as

X̂†
a |T = ∇X̂a

J
∣∣∣
T

, a = es, sf. (4.21j)

Optimality conditions closes the system with

Û†|t0 −∑
k

β̂†
k∇Û|t0

Ik = 0, (4.21k)

X̂†
a |t0 −∑

k
β̂†

k∇X̂a|t0
Ik = 0, a = es, sf. (4.21l)

Mathematical properties of the adjoint equation. The adjoint evolution equation (4.21a) appears as a linear

reaction-advection-diffusion equation which can be reformulated by means of a decomposition similar that of the

direct evolution equation (3.30), namely

∂t

Û†
I

Û†
II

+

0 0

0 AAA†
22

 ∂2
ξ

Û†
I

Û†
II

+

BBB†
11 BBB†

12

BBB†
21 BBB†

22

 ∂ξ

Û†
I

Û†
II

+

CCC†
11 CCC†

12

CCC†
21 CCC†

22

Û†
I

Û†
II

 = 0, (4.22)

with Û†
I = (Ĝ† V̂†

x D̂†
⊥) and Û†

II = Θ̂†. We note from (4.21a) that BBB†
11 = BBB11

>, therefore BBB†
11 is also hyperbolic

and shares the same real-valued eigenvalues as BBB11 and the right eigenvectors of BBB†
11 are the left eigenvectors of

BBB11. From (4.22) it follows that (4.21a) is composed of a parabolic subequation for reverse time

∂tÛ†
II −AAA22∂2

ξ2 Û†
II = 0, (4.23a)

since AAA†
22 = −AAA22, and a hyperbolic subsystem

∂tÛ†
I +BBB>11∂ξÛ†

I = 0. (4.23b)

4.5.3 Solving the adjoint problem

With the same cautions as those formulated in § 3.2.1, (4.21a) is treated as an incompletely parabolic system. Equa-

tion (4.23a) requires that (4.21a) be integrated backward in time from the terminal conditions (4.21b) and (4.21j),

unless the system is ill-posed. As (4.23b) is the transposed of (3.32) and because (4.21a) is integrated backward in

time, at each boundary, the incoming waves of the hyperbolic part of the adjoint equation (4.23b) correspond to

the outgoing waves of the hyperbolic part of the direct equation (3.32) and vice-versa, i.e. the incoming waves of

(4.23b) are those of negative velocity (respectively positive) at the external surface (resp. shock front).

For a number of base flows, BBB† displays complex-valued eigenvalues in a region close to the external surface.

This point raises two problems. Firstly, solutions to (4.21a) may display exponentially growing and decaying
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modes. Such equations are qualified as stiff in (Gear, 1971, § 12). Explicit numerical schemes such as (3.56) are

not adapted to deal with this superposition of growing and decaying exponentials. Therefore, solving (4.21a)

would require to switch to a fully semi-implicit scheme. Secondly, the characteristics method exposed in § 3.3.3 to

deal with subdomain interfaces and the penalty method § 3.3.3 for boundary conditions result to be groundless.

Although the physical meaning of the transition between the regions where BBB† is hyperbolic and where BBB† is not

hyperbolic is not yet understood, we circumvent this difficulty by an alternative formulation of (4.21a), namely

∂tÛ† + ∂2
ξ

(
AAA†Û†

)
+BBB>∂ξÛ† − (CCC− ∂ξBBB)> Û† = 0, (4.24)

where (AAA†Û†) = (0 0 0 −AAA22Θ̂†)>. Using this formulation, (4.24) is integrated using the implicit-explicit

RK3 scheme (§ 3.3.3)

Q̂r+1 = ∆t F̂FF†r

− cr+1Q̂r (4.25a)

Û†r+1 = Û†r + ar+1Q̂r+1 + br+1∆t
(

ĜGG†r

+ ĜGG†r+1
)

, (4.25b)

for r = 0, 1, 2, Q̂0 = 0 and where Û†r stands for Û†(ξ, tr). The operators F̂FF†
and ĜGG†

are defined by

ĜGG†
(ξ, t) = −

0 0

0 1

 ∂2
ξ(AAA†Û) +

0 0

0 k2
⊥C⊥44/AAA†

22

AAA†Û, (4.26a)

(4.26b)

F̂FF†
(ξ, t) = LLL†

πÛ− ĜGG†
(ξ, t),

where LLL†
π represents the adjoint evolution equation supplemented by penalty terms enforcing boundary conditions

on the hyperbolic subsystem

LLL†
π(Û

†) = LLL†Û† + ∑
a=es,sf

δaΠ̂
† a

(4.27a)

Π̂
† a

= τaP in
a

(
Û† − Û†

a(t)
)

, a = es, sf. (4.27b)

The operator Π̂
† a

is constructed, as for the direct problem, by accounting for the residual error between the set

point Û†
a(t) determined from (E.11), and Û†|a and projecting it onto the outgoing characteristics of BBB>, since

(4.21a) is integrated backward in time. The numerical method used for solving the adjoint problem has been

verified on test-cases presented in App. F. Similarly as for the direct problem, the numerical code for the adjoint

problem performs computations over each subdomain in parallel using the MPI paradigm with a single process

per subdomain.

4.5.4 Optimization methods

Direct-adjoint iteration. Finding the solution to (4.14) amounts to solve (3.28),(3.40) and (4.21) simultaneously.

However, integrating (3.28) forward in time and (4.21a) backward in time simultaneously requires to replace the

time marching method (3.56),(4.25) by a temporal grid for the time interval [t0, T] , i.e. to choose a set of discrete

times tj and to determine Û(ξi, tj) and Û†(ξi, tj) simultaneously for all t0 6 tj 6 T and all 0 6 ξi 6 ξsf. This
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t = t0 (3.28),(3.40) t = T
Û(ξ, t0) Û(ξ, T)

(4.21b),(4.21j)

Û†(ξ, T)

(4.21a),(4.21i)

Û†(ξ, t0)

(4.28)

Figure 4.2: Direct-adjoint iteration.

way of proceeding would lead to solve a linear system whose dimension would be too large to efficiently obtain a

solution. An alternative method makes use of direct-adjoint loopings (Gunzburger, 1997). The direct and adjoint

problems are solved iteratively with the terminal conditions (4.21b), (4.21j) at the terminal time T (Fig. 4.2). At each

iteration, the optimality conditions (4.21k) and (4.21l) provide us with the gradient of the Lagrange functional L

with respect to the control parameters (Û, X̂es, X̂sf)|t0 , i.e.

∇Û|t0
L = Û†|t0 −∑

k
β̂†

k∇Û|t0
Ik, (4.28a)

∇X̂a|t0
L = X̂†

a |t0 − β̂†
k∇X̂a|t0

Ik, a = es, sf. (4.28b)

At the optimum these gradients vanish.

(a) (b)

Û|qt0

Û†|qt0

(Û†|qt0
)⊥

Û|q+1
t0α

Figure 4.3: Geometrical view of the normalization (adapted from Foures et al., 2013).

Gradient descent methods. Once the gradient of the Lagrange functional with respect to the initial condition

(4.28) has been determined at the end of the q-th iteration, a new initial condition is computed (Û, X̂es, X̂sf)|
q+1
t0

thanks to a gradient descent

Û|q+1
t0

= Û|qt0
+ ε∇Û|t0

L, with ε the descent step, (4.29a)

X̂a|q+1
t0

= X̂a|qt0
+ ε∇X̂a|t0

L, for a = es, sf. (4.29b)

For the sake of clarity we assume that I is the L2 norm and as a consequence there is only one normalization

subspace. We also display expressions only for Û, but it works similarly for the deformations X̂a. Using (4.28),

(4.29) rewrites as

Û|q+1
t0

= (1− εβ̂†)Û|qt0
+ εÛ†|qt0

. (4.30)
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The standard technique builds on the normalization constraint enforced in (4.16f) to determine, given ε, the

normalization Lagrange multiplier β̂† so that Û|q+1
t0

fulfils the normalization constraint (4.17). The Lagrange mul-

tiplier β̂† is solution to a second order polynomial in β̂† whose determinant is

∆ = 4
∫ ξsf

0

[
(Û†|qt0

>
Û|qt0

)2dξ+ ‖Û|qt0
‖2(‖Û†|qt0

‖2 +
2
ε

Û†|qt0

>
Û|qt0

)

]
dξ. (4.31)

This determinant is positive for a restricted range of values ε which may change at each iteration q. This method

proves to be very sensitive to the choice of ε during numerical tests, as was observed in (Foures et al., 2013), and

therefore has not been used to produce the results presented in this thesis dissertation.

The power iteration technique amounts to choose 1− εβ̂† = 0 in (4.30) and to rescale Û|q+1
t0

so that (4.17) is

fulfilled. In practice the normalization term (4.16f) is omitted and at each iteration we set

Û|q+1
t0

= Û†|qt0
and rescale Û|q+1

t0
. (4.32)

This method is robust but makes no use of the information contained in Û|qt0
.

The true gradient technique omits the normalization term (4.16f) and proposes a geometrical interpretation

of the normalization (Douglas et al., 2000; Foures et al., 2013). The initial conditions Û|t0 have to belong to a

hypersphere to comply with the normalization constraint. Hence, each new Û|q+1
t0

is the result of the rotation of

Û|qt0
by an angle c in the plane defined by Û|qt0

and ∇Û|t0
L = Û†|qt0

(Figs. 4.3a and b). To proceed, Û†|qt0
is projected

onto the subspace perpendicular to Û|qt0
(Fig. 4.3a). This projection

(Û†|qt0
)⊥ = Û†|qt0

−
∫ ξsf

0 Û†|qt0
Û|qt0

dξ∫ ξsf
0 ‖Û|qt0

‖2dξ
Û|qt0

(4.33)

is then normalized and Û|q+1
t0

is built as a linear combination of Û|qt0
and the normalized (Û†|qt0

)⊥ (Fig. 4.3b)

Û|q+1
t0

= cos(c)Û|qt0
+ sin(c)(Û†|qt0

)⊥, with c =
‖(Û†|qt0

)⊥‖
‖Û†|qt0

‖
, (4.34)

from (Douglas et al., 2000). The choice of the most adapted method to our problem is not evident. According

to Kerswell et al. (2014; 2018), it seems that there is no alternative to confronting each method by numerical

experiment. The results presented in this thesis dissertation have been obtained with the power iteration method.

The true gradient method has been tested and behaves similarly.

Initial guess and the potential local maxima. The direct-adjoint procedure requires a first non-zero initial con-

dition at q = 0: the initial guess. If the objective functional presents local maxima, then two different initial guesses

may lead to two different OIP. Three different initial guesses are listed below:

1. An initial condition that approximates the configuration of an ablative Richtmyer–Meshkov instability (ARM)

as the deformation of a thin-sheet flow in the large transverse wavelength limit (Clarisse et al., 2016). This

configuration corresponds to the perturbation field left by the rippled forerunning shock front formed by a
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Figure 4.4: Ablation wave RC-1. Gain curves with Chu’s energy (Tab. 4.1) in (4.6) for (a) various k⊥ for rc = 1 and
(b) various rc for k⊥ = 1. The initial time is t0 = 1.

surface defect of size X̂0, namely

Û|t0 = X̂0


−t−αḠdξḠ

−t−1ḠdξV̄x

tα−1k2
⊥V̄x|sf(ξ/ξsf)

1−1/α

−tα−2ḠdξΘ̄

 , (4.35a)

and

X̂es|t0 = X̂sf|t0 = X̂0. (4.35b)

This initial condition is a solution to (3.28) only in the case k⊥ = 0.

2. The response from a zero perturbation field at t− < t0 to an external heat-flux perturbation ϕes is computed

from t− to t0. The resulting perturbation field at t0 is normalized and serves as the initial guess.

3. The initial guess is taken as a uniform perturbation field with non-zero deformations. On the contrary to the

choices 1 and 2, this initial guess does not correspond to a solution to (3.28).

These three different initial guesses converge to the same OIP on a test. This test does rule out the possibility that

several local maxima exist but means that the use of one or the other initial guess explores the same maximum.

For the computations carried out in this thesis we have chosen the ARM initial guess (4.35).

4.6 Optimal perturbation

The optimization procedure presented in § 4.5.1 is used to find the OIPs for the ablation wave RC-1 (§ 3.1). This

base flow is preferred to the ablation wave RC-3 for computational issues, although the ablation wave RC-3 is more

representative of actual ICF implosion flows due to its supersonic expansion. The computational time required to

achieve one direct-adjoint iteration with the ablation wave RC-3 makes the realization of a complete OIP study for
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this base flow out of reach within the time frame of the present thesis (Tab. 4.3). The determination of an OIP may

indeed require several tens of direct-adjoint iterations. However, these computation times are not unattainable

with a looser time constraint.

The second obstacle is detailed in § 4.6.6: the time integration of the adjoint problem produces stiffening adjoint

solutions in the conduction region, which are as stiff as the base flow is stiff in the ablation flow. This problem is

overcome by constructing a grid which is as refined in the conduction region as it is in the ablation front. Although

we manage to build a suitable grid for the ablation wave RC-1, we did not manage to do so for the ablation wave

RC-3 because of its stiffness (Tab. 3.2).

Base flow Num. steps 1 6 t 6 3.5 one direct-adjoint iteration
RC-1 9.8× 106 3.8 hours
RC-3 1.7× 108 48 hours

Table 4.3: Computation times of direct-adjoint iterations for the ablation waves RC-1 and RC-3 for k⊥ = 1.

We present results for Chu’s energy. As explained in § 4.3, Chu’s energy bears more physical meaning than

the L2-norm. In addition this functional is positive definite for the state variable Û over the spatial domain [0, ξsf],

unlike Myers’ energy. Chu’s energy is supplemented by a complementary functional on the boundary deforma-

tions I∗, cf. Tab. 4.1. Ablation layer deformation is given on an indicative basis in Tab. 4.1. Although this objective

functional seems interesting for our problem, it suffers from an ill-definition of the integration windows qaf and

q∗af, especially for rc < 1 (App. E.3).

4.6.1 Parameter variations

The terminal time T, transverse wavenumber k⊥ and initial distribution rc are varied and the OIP is found in each

of these cases.

Parameters Values

Initial time t0 1

Terminal time T [1.01, 3.5]

Time duration Dt = T − t0 [0.01, 2.5]

Transverse wavenumber k⊥ [0, 32]

k⊥Lcond [0.53, 52]

Initial distribution rc [0.01, 1]

External forcing (ϕ̂es, p̂es, Ûu) (0, 0, 0)

Table 4.4: Ablation wave RC-1. Ranges of parameters explored.

Initial time t0. Due to the singularity of the evolution equations (3.28) at t = 0, the initial time t0 must be strictly

positive. We set t0 = 1, which is an arbitrary choice. Because of the similarity, a shift of the initial time would yield

the same results if the terminal time T and transverse wavenumber k⊥ are modified appropriately.

Range of terminal times T. The terminal time T is varied in an interval whose upper bound represents the end

of the shock-transit phase for an actual ICF target design. To determine this bound, we build on the results of
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Figure 4.5: Ablation wave RC-1. Deformations of the external surface (es), ablation front (af), and shock front
(sf). Gain of Chu’s energy (G(t)) and optical depth perturbation (OD). For rc = 1: (a) (k⊥, T) = (32, 1.1), (b)
(k⊥, T) = (8, 1.4), (c) (k⊥, T) = (4, 1.8) and (d) (k⊥, T) = (0.33, 3.5). For rc = 0.01: (e) (k⊥, T) = (1, 1.1) and (f)
(k⊥, T) = (1, 2.5).

§ 3.5 according to which perturbations propagate close to linear waves in the conduction and compression regions

with wave speeds close to the eigenvalues of the advection matrix BBB (3.28c). An external perturbation reaches the

ablation layer as a heat-conductivity wave and then initiates a system of reflected isentropic acoustic waves and

entropy waves in the compression region (Fig. 3.5).

A simulation of the shock-transit phase for the chosen ICF target design (LMJ target A1040 of Saillard, 2000)

with the ICF code FCI2 (Buresi et al., 1986) has allowed us to obtain travel time estimates for a sequence of these

waves going back and forth between the ablation front (af) and the shock front (sf). We then identified that over

the duration of the shock-transit phase, a forward acoustic wave initially launched from the ablation front can

almost accomplish the sequence of trips (af → sf → af → sf → af → sf). From the equivalent travel times in the

chosen self-similar ablation wave, the same sequence of trips is observed over the interval 1 < t < 3.69: Tab. 4.5.

We thus conclude that the end of the shock-transit phase for the target corresponds to a time smaller than 3.69 for

the self-similar wave. Consequently, we set the upper bound on the terminal time to be max T = 3.5. Over the

time laps 1 ≤ t ≤ 3.5, the self-similar ablation wave is thus equivalent, in terms of wave trips, to the shock-transit

phase of the actual target.

To set the lower bound, we have observed that for most of the k⊥, the gain G(T) is monotonous for T 6 1.1 and

G(T) → 1 as T → t0 = 1. Therefore by setting min{T} = 1.01 we ensure that the lower bound does not belong to

a change of regime of the gain G(T).
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Wave type Ablation layer Shock front

Forward isentropic acoustic 1.05 → 1.28

Entropy 1.78 ← “

Forward isentropic acoustic “ → 2.18

Entropy 3.02 ← “

Forward isentropic acoustic “ → 3.69

Entropy 5.13 ← “

Table 4.5: Ablation wave RC-1. Arrival times of characteristic waves at the ablation layer and shock front, from an
external perturbation at t0 = 1.
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Figure 4.6: Ablation wave RC-1. (k⊥, rc) = (32, 1) for T = 1.1. (a) Chu’s enegry density. Projection of the
optimal response on the pseudo-characteristic variables: (b) forward acoustics/entropy Ŵ2, (c) vorticity ω̂, and
(d) backward acoustics Ŵ4.

Range of transverse wavenumbers k⊥. The transverse wavenumbers must be chosen so that curvature effects

remain negligible in order to remain within the validity of the slab symmetry. A usual criterion is to set the largest

transverse wavelength such that

max{λ⊥} 6
shell initial outer radius

10
, (4.36)
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which corresponds to a Legendre mode l = 60 in spherical symmetry. From t0 to max{T}, the shock front has

travelled along a distance dsf. We choose to conserve the dimensionless number

ϑ =
dsf

max{λ⊥}
(4.37)

between the LMJ target A1040 and the ablation flow RC-1. From the simulation of the LMJ target implosion we

get ϑ = 1.4, and from the ablation flow RC-1 dsf = 4.4, yielding the lower bound min{k⊥} ≈ 2. However, ICF

implosion studies explore a range of Legendre modes lower than 60, typically 10 6 l 6 103 (Haan et al., 2015,

Fig. 3). We take this range for our study, which corresponds then to the interval 0.33 6 k⊥ 6 33. Of course,

when transposing these results to the actual geometry of a target, we must keep in mind that curvature effects

may modify results for k⊥ < 2.

The value k⊥ = 0 is added to the set of values explored to address the problem of planar ablation waves

with purely longitudinal perturbations. In such a case, the deformations of the interfaces correspond merely to a

translation of the interfaces. Although this case is less representative of ICF, hydrodynamic instabilities on planar

ablation waves do exist (see Aglitskiy et al., 2010), hence the case k⊥ = 0 is of interest.
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Figure 4.7: Ablation wave RC-1. (k⊥, rc) = (8, 1) for T = 1.4. (a) Chu’s energy density. Projection of the op-
timal response on the pseudo-characteristic variables: (b) heat-conductivity/forward acoustics Ŵ1, (c) forward
acoustics/entropy Ŵ2, (d) vorticity ω̂, and (e) backward acoustics Ŵ4.

Range of initial distribution rc. As we are interested into computing a gain, the objective functional at the initial

time cannot vanish, which means that rc has to remain strictly positive. The lower bound of the range is therefore
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chosen as rc = 0.01. The upper bound is set to rc = 1, so that there is no initial deformation of the external surface

and shock front.

4.6.2 Optimal perturbations without initial boundary deformation

Here we explore the case of zero initial deformation of the external surface and shock front: J∗(t0) = 0 and

J(t0) = 1 in Tab. 4.1, or alternatively rc = 1, for the ranges of parameters listed in Tab. 4.4. We first assess that there

is an amplification (i.e. G > 1) for any choice of the parameters (T, k⊥, rc) (Figs. 4.4a and b). The ablation flow

is therefore prone to amplifying small disturbances for a wide range of transverse wavelengths and characteristic

times. The amplification is globally larger for large T or large k⊥. Hence despite the enhanced damping effect of

heat diffusion, perturbations of short transverse wavelengths are subject to a strong amplification.

Gain curves are not monotonic but display a series of growths and decreases which may reflect the multiplicity

of phenomena at stake. As an example, we note that the arrival time of the first acoustic wave originating from the

ablation layer at the shock front (Fig. 4.7b) corresponds to the first maximum in the (G(T), T) curve for k⊥ = 8 at

T = 1.2 (Fig. 4.4a light blue).

Two distinct optimal growth mechanisms. As T grows and k⊥ decreases, a transformation of the optimal initial

perturbation sets up, from a spatially structured signal localized close to the external surface, to a signal localized

in the ablation layer and compression region with no well-defined structure. The resulting optimal growth mech-

anism evolves from local acoustic–vorticity interactions, sketched on Fig. 4.8, to long range interactions coupling

the ablation layer and shock front, sketched on Fig. 4.10.

Medium
at rest

Expanding
plasma

Compressed

medium

x

y Shock frontAblation front
External surface

X̂es

Flow
motion

(x, y)-PLANE

Figure 4.8: Schematic view of the optimal growth mechanism: acoustic–vorticity interaction, in the (x, y) plane.
Sinusoidal arrows: acoustics; circular arrows: vorticity.

For small terminal times (T = 1.1), Dt is shorter than the travel time of acoustic waves between interfaces thus

the ablation layer and the shock front play no role in the optimal growth mechanism and their deformations remain

negligible (Fig. 4.5a). As the optimal response develops in the vicinity of the external surface, this sole interface is

coupled to the perturbation field. The optimal growth mechanism results from local interactions between spatially

structured acoustic and vorticity waves located in the vicinity of the external surface, hereafter referred to as

acoustic–vorticity interactions (Figs. 4.6b-d). This fine spatial structure, and the constructive interaction it induces,

are very similar to those emerging from the local study (§ 4.4), acknowledging that a local analysis is meaningful
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for short terminal times. This spatial structure also makes Chu’s energy response strongly fluctuating in space and

time (Fig. 4.5a).
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Figure 4.9: Ablation wave RC-1. (k⊥, rc) = (0.33, 1) for T = 3.5. (a) Chu’s energy density. Projection of the
optimal response on the pseudo-characteristic variables: (b) heat-conductivity/forward acoustics Ŵ1, (c) forward
acoustics/entropy Ŵ2, (d) vorticity ω̂ and (f) backward acoustics Ŵ4.

As Dt becomes larger than the travel time of acoustic waves between the shock front and the ablation layer

(T = 1.4), an additional growth mechanism arises in the compression region. Forward acoustic waves travel from

the ablation layer up to the shock front which re-emits some vorticity and entropy waves (Figs. 4.7a-d). This is the

early stage of the coupling between the ablation layer and the shock front (af–sf coupling). Although ablation layer

deformation and Chu’s energy fluctuations seems to be correlated (Fig. 4.5b), pseudo-characteristic variables in the

(m, t) plane show that perturbations reaching the ablation layer come from the shock front and not from the region

of high Chu’s energy density (Figs. 4.7a, c, e). Chu’s energy fluctuations are still mostly due to acoustic–vorticity

interactions (Figs. 4.7a, c-e).

Acoustic–vorticity interaction coexists with af–sf coupling at intermediary terminal times, without interacting

together (Fig. 4.7a), but disappears before af–sf coupling at large T. For large terminal times corresponding to

the end of the shock-transit phase (T = 3.5), as Dt equals a few times the travel time of acoustic waves in the

compression region, the shock front and ablation layer are strongly coupled and perturbations in the ablation

front dominate those contained in the conduction and compression regions.

The resulting optimal growth mechanism evolves from local interactions between acoustic and vorticity waves,

without interactions between interfaces, to a regime of coupled shock front and ablation layer where Chu’s energy

is mostly located in the ablation layer. We interestingly note that heat-conductivity waves, brought to light in § 3.5,
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Figure 4.10: Schematic view of the optimal growth mechanism: af–sf coupling, in the (x, y) plane (left) and in
the (m, t) plane (right). Sinusoidal arrows: acoustics, circular and dashed coil arrows: vorticity, horizontal lines:
entropy.
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Figure 4.11: Ablation wave RC-1. (k⊥, rc) = (4, 0.01) for T = 1.1. (a) Chu’s energy density. Projection of the
optimal response on the pseudo-characteristic variables: (b) heat-conductivity/forward acoustics Ŵ1, (c) forward
acoustics/entropy Ŵ2, (d) vorticity ω̂, and (e) backward acoustics Ŵ4.

turn out to play no role in any the above mentioned growth mechanisms. Furthermore, as the expansion velocity

of the ablation wave RC-1 in the conduction region is quasi-sonic (Tab. 3.2), forward acoustic waves arising from

the external surface cannot reach the ablation front within the duration max(Dt) (Tab. 4.4). As a consequence,

the external surface is coupled to the ablation front only by means of heat diffusion, which is less efficient than

advection in transmitting perturbations.
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Figure 4.12: Ablation wave RC-1. (k⊥, rc) = (4, 0.01) for T = 2.5. (a) Chu’s energy density. Projection of the
optimal response on the pseudo-characteristic variables: (b) heat-conductivity/forward acoustics Ŵ1, (c) forward
acoustics/entropy Ŵ2, (d) vorticity ω̂, and (e) backward acoustics Ŵ4.

4.6.3 Optimal initial deformations of the external surface and shock front

For an initial perturbation concentrated in the deformations rather than over the domain [0, ξsf] (case rc = 0.01,

i.e. J∗(t0) � J(t0) in Tab. 4.1), the distribution of the initial deformation is a dominant shock front deformation

(X̂sf|t0 ) and a negligible external surface deformation (X̂es|t0 ), for both long and short terminal times T (Figs. 4.5e,

f). The OIP in the flow consists in a small forward acoustic signal in the vicinity of the shock front (Figs. 4.11b

and 4.12b). As the shock front is relatively steady (Fig. 4.5e, f), it produces an entropy and vorticity signal uniform

in space and time (Figs. 4.11c, d and 4.12c, d). We do not observe any acoustic retroaction of the ablation layer

on the shock front, which is therefore subject to its own dynamics (Figs. 4.11b and 4.12b. The ablation front is

stimulated by the entropy and vorticity emitted by the shock front and oscillates. Strictly speaking, there is no

af–sf coupling, even for T = 2.5 in the case of an initial deformation (rc � 1). If the af–sf coupling eventually sets

up, it takes a longer time than in the initial perturbation case (rc = 1), which displays a dominant af–sf coupling

for T > 1.8. We additionally note that at the shock front, backward acoustics is barely stimulated by incident

(acoustic) perturbations which are reflected mostly as entropy and vorticity waves (Figs. 4.9e, G.2d and 4.7e).

4.6.4 Comparison with ablative Richtmyer–Meshkov instability

The interest of a systematic search of the OIP via a non-modal analysis, beyond the restricted frame of the ARM-

like initial perturbations (4.35), is exemplified on Fig. 4.13. The initial condition (4.35) approximates the pertur-

bation field left by the rippled forerunning shock front formed by a surface defect of size X̂0, and gives an initial

distribution rc > 0.99. The amplification G(t) of (4.35) is compared to the optimal gain curve G(T) in the same
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Figure 4.13: Ablation wave RC-1. Amplification G(t) for an initial ablative Richtmyer–Meshkov instability ARM at
k⊥ = 0.33, and optimal gain curve G(T) in the same configuration. For each case, the optical depth amplification is
reported, i.e. ÔD(t)/ÔD(t0) for the ARM and ÔD(T)/ÔD(t0) for the OIP.

configuration: k⊥ = 0.33, rc = 1 and 1.1 6 T 6 3.5. It appears that ARM perturbation does not correspond

to any of the OIP for the terminal times reported on Fig. 4.13. The comparison between Chu’s energy resulting

from an initial ARM perturbation and the OIP shows that the ARM instability leads to a weaker amplification at

time t than those obtained from the OIPs for terminal times T = t. Hence the OIPs display an overamplification

of perturbations by comparison with the amplification resulting from an ARM instability. This tends to indicate

that some amplification mechanisms of the OIPs are distinct from – and dominant over – the ARM instability

during this shock-transit phase and for the relatively long wavelength perturbations presently tested. In terms of

optical depth, the OIPs produce weaker signals than the ARM instability over the earlier part of the shock-transit

(t, T < 1.4) and significantly stronger levels later on (t, T > 2).

Choosing the initial guess of the direct-adjoint method as the ARM initial perturbation goes along with this

conclusion. It enables to quantify the departure of Chu’s energy optimal amplification from the ARM instability.

4.6.5 Correlation between Chu’s energy, ablation front deformations and optical depth.

At small terminal times, as the acoustic–vorticity interaction mechanism dominates there is no correlation between

ablation front deformations and Chu’s energy fluctuations (Fig. 4.5a). As T increases, the correlation between X̂af

and Chu’s energy fluctuations is more significant, denoting the fact that af–sf coupling dominates over acoustic–

vorticity interaction (Figs. G.1b and 4.5d). The comparison between J and ÔD displays three different scenarii:

ÔD decreasing while J increases (Fig. 4.5a), ÔD increasing slower than J (Fig. 4.5c) and ÔD increasing faster than

J (Fig. 4.5b). From these results it seems that the optical depth cannot furnish information about Chu’s energy

fluctuations and ablation front deformations.

4.6.6 Obtaining optimal perturbations: computational aspects

The present section presents the conditions under which we have obtained the OIPs. Each point of Figs. 4.4 (a and

b) represents the result of an optimization procedure, i.e. a certain number of direct-adjoint iterations. In obtaining
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Figure 4.14: Ablation wave RC-1. k⊥ = 0, T = 4, rc = 1, ill-resolved adjoint density perturbation on a
(Ncheb, Ndom) = (50, 39) point grid. (a) Stiffening of the solution while it propagates from the ablation front in
the conduction region and (b) step-like wave propagating from the external surface due to the non-consistency of
Û†|T with X̂es|T .

these optimal perturbations, we have faced some computational issues. Three major issues have been identified.

Stiffening of the adjoint solution. The adjoint evolution equation (4.21a) contains an advection term with the

matrix BBB† (§ 4.5.2). This matrix is hyperbolic everywhere except in the vicinity of the external surface. We numeri-

cally observe that an adjoint perturbation initially located in the ablation layer splits into two waves: one traveling

to the shock front and the other to the external surface. The characteristic velocities given by BBB are such that the

velocity of the wave traveling to the external surface decreases, resulting in a stiffening wave propagating in the

conduction region. If this signal propagates on a grid whose resolution decreases as it becomes steeper, then the

solution is corrupted by spurious high order modes, as shown on Fig. 4.14(a).

To avoid the degradation of the adjoint solution the grid has to be as fine in the conduction region as it is in

the ablation layer. This refinement is done by increasing the number of subdomains in the conduction region,

which does not lead to a reduction of the critical time step, but increases the number of processors involved in

the MPI procedures and the communication time between these processors. For the ablation wave RC-1, the grid

corresponds to (Ncheb, Ndom) = (50, 189).

Initially non consistent perturbation field and deformations. The optimization process may lead to an initial

perturbation Û|t0 (respectively a terminal adjoint perturbation Û†|T) that is non consistent with the initial defor-

mations X̂a|t0 (resp. terminal adjoint deformations X̂†
a |T). This non consistency leads to the advection of step-like

waves in the solution domain, as shown on Fig. 4.14(b) for the adjoint density perturbation. As no diffusion is

acting on adjoint density, velocity and transverse divergence to smooth these steps, they pollute the solution with

high-order modes in a manner comparable to the stiffening of the adjoint solution mentioned above.

To limit the degradation of the solution, the grid has to be refined enough to furnish a rather good description

of these step-like waves. The response to this issue is similar to that for the stiffening of the adjoint solution.

However, even with a highly refined grid, these steps are responsible for oscillations visible on the vorticity field

(Figs. 4.9d, 4.11d and 4.12d). A possible remedy would be to filter the solutions but this has not been tested in the
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present work.
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Figure 4.15: Ablation wave RC-1. Gain curves for Chu’s energy (Tab. 4.1) and residuals r⊥ and rL2 defined by (4.38)
and (4.39). For rc = 1, (a) (k⊥, T) = (32, 1.1), (b) (k⊥, T) = (8, 1.4), (c) (k⊥, T) = (0.33, 3.5) and (d) rc = 0.01 and
(k⊥, T) = (1, 1.1).

Convergence issues for the objective functional. The convergence of the procedure is assessed by two residuals.

The first one is based on the ‘true gradient’ orthogonal projection. From the geometrical perspective (Figs. 4.3a

and b) we picture that when convergence is reached the adjoint state Û†|t0 is colinear to the OIP Û|t0 . Therefore the

ratio

r⊥ =

∥∥∥(Û, X̂es, X̂sf)|t0⊥

∥∥∥∥∥∥(Û, X̂es, X̂sf)|t0

∥∥∥ (4.38)

should vanish. This residual is proposed in (Douglas et al., 2000) and corresponds to the rotation angle c of (4.34),

see Fig. 4.3(b). A second residual, more conservative, is based on the L2-norm of the difference between two

subsequent initial perturbations, or

rL2 =

∥∥∥Û|qt0
− Û|q+1

t0

∥∥∥2

L2
+
(

X̂es|qt0
− X̂es|q+1

t0

)2
+
(

X̂sf|
q
t0
− X̂sf|

q+1
t0

)2

∥∥∥Û|q+1
t0

∥∥∥2

L2
+
(

X̂es|q+1
t0

)2
+
(

X̂sf|
q+1
t0

)2 . (4.39)
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Convergence curves of four optimal responses (Figs. 4.6, 4.7, 4.9 and 4.12) are reported in Fig. 4.15. As illustrated

in Fig. 4.15(d), the residual rL2 is more conservative than the residual r⊥ as it saturates while r⊥ keeps on decay-

ing. This characteristic comes from the fact that rL2 accounts for any departure of the (q + 1)-th initial condition

with respect to the q-th, while r⊥ is based only on gradient information projected in the tangent subspace. Even

when residuals are not saturating (Figs. 4.15a, b), their decay quickly slows down after a few iterations. The case

(k⊥, T) = (0.33, 3.5) (Fig. 4.15c) is the worst situation. Although there is an amplification, the objective functional

is oscillating from an iteration to the next one. This ill-performing optimization yields an initial perturbation lead-

ing to an amplification, but which cannot be qualified as an optimal perturbation. Another kind of ill-performing

behavior of the objective functional (not displayed here) is observed for some intermediate terminal times: G in-

creases up to a value G1 > 1 and then starts to oscillate with an amplitude ∆G < G1/2 and a period of 20 to 40

iterations. The initial conditions corresponding to G1 + ∆G and G1 − ∆G are opposite one to the other.

Both power iteration and true gradient methods display this ill-convergence issue. Although Kerswell et al.

(2014; 2018) find no evidence in the superiority of one descent method over the others, Guégan et al. (2006) argue

that in their case the use of a conjugate gradient method (Press et al., 1994) has been necessary to ensure the

convergence of the procedure. Such a method is being implemented for our problem. In that sense, the true

gradient descent method is well adapted to the use of conjugate gradient method. Indeed, the normalization is

embedded into the geometrical formulation: the new initial condition is normalized whatever the choice of the

rotation angle c (4.34). Based on that point, a line maximization is performed on the scalar c with a research

interval restricted by its definition within [0, 2π].

4.7 Discussion of results

The results presented in this chapter bring to light non-modal effect in ablation waves. Transient amplifications

are here first observed on a local analysis and then on a global analysis, which both constitute the first non-modal

analysis of ablation waves. A major part of the work done was focused on the implementation of a direct-adjoint

method for an ablation flow, with its inherent particularities: compressibility, unsteadiness and stiffness. The opti-

mal initial perturbation (OIP) results for the base flow RC-1 presented in Chap. 4 displays a significant inclination

to amplify initial perturbations for a wide range of wavenumbers 0.53 6 k⊥Lcond 6 52 and all terminal times T

up to the shock-transit time. The amplification is measured by means of Chu’s energy norm for perturbations and

in the cases of initial conditions given by flow variable perturbations or deformations of the external surface and

shock front.

Amplification of stable wavelengths. A well-known instability is the ablative Richtmyer–Meshkov (ARM) mech-

anism (see ‘confinement effect’ in § 2.2). In such a case, a surface defect initiates a rippled forerunning shock front

and ablation front. In the absence of Darrieus–Landau instability for the range of wavelengths we are considering

(Bychkov et al., 2015), wavelengths such that k⊥lcond > 1 are usually considered as stable (Goncharov et al., 2006;

Aglitskiy et al., 2010). However, we have shown that they are also prone to strong amplifications, especially for

terminal times being close to the shock-transit time (Fig. 4.4a). This result is of importance as perturbations persist-

ing at the end of the shock-transit phase seed the subsequent acceleration phase, which is strongly favourable to

the development of ablative Rayleigh–Taylor instabilities. Therefore, short wavelengths should not be disregarded

during the shock-transit phase.
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This result also brings to light that the OIP must be searched for outside the scope of the ARM-like perturbations

(Fig. 4.13). This point acknowledges the necessity of non-modal stability analysis for ablation flows, which enables a

systematic identification of the most amplified initial perturbation.

Optimal amplification mechanisms. Two different amplification mechanisms are identified in the absence of

initial deformation (rc = 1) of the shock front (sf) and external surface (es), depending on the terminal time. For

short terminal times, such that Dt = T− t0 is shorter than the traveling time of an acoustic wave between the shock

front and the ablation layer, OIPs correspond to spatially structured acoustic and vorticity waves. Such OIPs are

located in the conduction region and amplified by local constructive interactions between these waves, as it was

already inferred from a local analysis (§ 4.4). This mechanism makes Chu’s energy strongly fluctuating in time and

this behavior is hardly detectable on the optical depth perturbation. For larger Dt, up to the shock-transit time,

the OIP is amplified via a coupling of the shock front (sf) and the ablation layer (af) by means of forward acoustic

waves (af → sf) and entropy/vorticity waves (af ← sf). This optimal growth mechanism concentrates Chu’s

energy density in the ablation layer, resulting in a correlation of Chu’s energy with the ablation front deformation.

We also note that in that case the optical depth presents similar variations as Chu’s energy.

Sensitivity to defects in the upstream unshocked region. The OIP sought out as a combination of initial defor-

mations (rc � 1), X̂es and X̂sf, turns out to be concentrated in X̂sf. An initial shock front deformation appears

more efficient than an external surface deformation to amplify Chu’s energy. As explained in § 4.6.2, perturbations

arising from the external surface defects reach the ablation front only by means of heat diffusion. By contrast, the

initially deformed shock front (non zero X̂sf|t0 ) emits vorticity and entropy waves which stimulate the ablation

layer. An initial shock front deformation is therefore more prone to amplifying Chu’s energy in the flow domain

than an external surface deformation.

This high amplification potential for shock front deformations points out the flow sensitivity to perturbations

coming from the upstream unshocked region (m > msf), such as density inhomogeneities. The present non-modal

analysis should be extended to a sensitivty analysis of the ablation flow to upstream perturbations. Through such

an analysis we could determine the upstream perturbation leading to the most amplified perturbation in terms of

Chu’s energy, or any other objective functional. The goal being the systematic identification of the most dangerous

defect in the ablator material of ICF targets.

Link with actual ICF ablation waves. In the present study, we have determined some optimal perturbations

at an ‘initial’ time t0 > 0 containing non negligible vorticity and acoustic perturbations. The relevance of such

initial conditions can be questioned with reason. We argue that the ablation flow has already evolved for t < t0.

This previous evolution consists in a forerunning shock front travelling in a potentially inhomogeneous medium,

the unshocked upstream ablator. Huete et al. (2012) show that a forerunning shock front in an inhomogeneous

medium leaves vorticity and acoustic fields as it passes by. Therefore it is relevant to end up with an OIP consisting

of acoustic and vorticity fields, the subsequent question being: which initial state of the unshocked ablator induces such

an OIP ? A receptivity analysis should be useful to answer this question.

A perfectible computational method. The OIPs computed in the present work result from direct adjoint itera-

tions with a gradient descent step at each iteration. Some of the OIP computations do not display any stabilization

of the objective functional, and for the majority of OIP computations convergence is slow.



4.7. DISCUSSION OF RESULTS 95

The use of a conjugate gradient method (Press et al., 1994) is considered, as recommended in (Guégan et al.,

2006). Such methods are prescribed in the case of an objective functional displaying ‘narrow valleys’. Although

we have no clue of the shape of J, the existence of two optimal growth regimes with their underlying physical

mechanisms (heat diffusion, advection, amplification) along with boundary deformations invites us to explore this

method. In that sense, the true gradient descent (4.34) makes the use of conjugate gradient more straightforward.

We have also mentioned that the three different initial guesses tested (§ 4.5.4) converges to the same optimum.

This point does not undermine the existence of other local maxima. In order to broaden the exploration of the

objective functional J and find some potential local maxima, the recourse to a large number of random initial

guesses seems a good option. Some issues resulting from such an initial guess method are detailed in (Foures

et al., 2013, § 5). In particular, for short terminal times the gradient of the Lagrange functional (4.28) is not smooth

since any of the physical processes do not have the time to ‘organize’ the perturbation field. Some other issues

may arise from the capabilities of the numerical method (§ 3.3) to handle a random initial condition.

In our opinion, unravelling the above mentioned issues is a prerequisite to the exploration of other objective

functionals, such as the ‘ablation layer deformation’, whose definitions over a subinterval of the computational

domain will bring additional complications to the optimization problem.
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The objective of the present work is the identification of optimal initial perturbations (OIPs) in ablation flows.

This issue comes after of a series of successive works dedicated to a better understanding of ablation flow instabili-

ties during the shock-transit phase of an ICF implosion, modeled by self-similar unsteady ablation waves, and carried

out at CEA/DAM. Such instabilities are rooted in the unsteady character of ablation flows and the interactions

between the forerunning shock front and the ablation layer. These ablation flow instabilities seed the subsequent

acceleration stage of the implosion, during which the ablation layer is strongly accelerated, and therefore highly

favourable to ablative Rayleigh–Taylor instabilities.

Self-similar ablation waves stand out from standard models, which relay on restrictive flow assumptions such

as steadiness, isothermal expansion or isobaric approximations (see Tabs. 2.3, 2.4, 2.5), by an exact description of

the hydrodynamics (Abéguilé et al., 2006; Boudesocque-Dubois et al., 2008; Clarisse et al., 2018). When applied

to the computation of linear perturbations, this model furnishes the perturbation field in the whole extent of the

ablation wave, i.e. from the external surface up to the shock front, and not only shock front and ablation front

deformations as most of standard models do. Analyses of linear perturbations of self-similar ablation waves has

already provided us with better insights about ablation flow instabilities (Abéguilé et al., 2006; Lombard et al.,

2008; Clarisse et al., 2008, 2016). These works have also stressed the importance of short time — and potentially

transient — behaviors to the stability of ICF-like ablation flows. Short time horizons are not investigated by stabil-

ity analyses based on standard models which make use of method of the normal modes. Alternatively, simulations

of ICF implosions via multiple physics hydrocodes render short time horizons, but it is not conceivable to compute

perturbation amplification for a sufficiently large number of initial conditions so as to capture the potential tran-

sient behaviors. The framework provided by non-modal, or non-normal, stability analysis is perfectly suited to

such an investigation. Building on the self-similar ablation wave model and its joint linear perturbation numerical

code, we put the non-modal framework into practice to formulate and solve an optimal initial perturbation (OIP)

problem.

In a first attempt, we have assessed the presence of non-modal effects at small scale, i.e. for initial pertur-

bations whose characteristic lengths are much smaller than the characteristic lengths of the base flow. In some

regions of the flow believed to be stable, such as the conduction region, the numerical abscissa of the perturbation

evolution operator is positive while its eigenspectrum is negative, meaning that initial perturbations are subject

to a non-modal transient amplification. The corresponding optimal initial growth is recovered by an amplification

computation of an initial perturbation localized in the conduction region, which indeed displays transient growth.

Fortified by this first insight in non-modal effects in ablation waves, we have performed a global non-modal anal-

ysis to identify OIPs for a wide range of transverse wavenumbers, terminal times and initial distributions of the

perturbation energy.

Because our problem is unsteady, the OIPs are reached by means of direct-adjoint iterations. The adjoint prob-

lem has been derived thanks to the Lagrange multiplier technique. Our configuration, with a compressible fluid,

free boundaries and non-homogeneous boundary conditions due to boundary deformations, requires some knowl-

edge we have not identified in the existing literature while building the Lagrange functional. Namely, the Lagrange

functional must contain the constraints for the set of boundary conditions that ensure that the direct problem in-

ferred from the Lagrange functional is well-posed. These constraints differ from those given by the sets of physical

boundary conditions.

From the observation of gain curves of Chu’s energy, a first clear conclusion is that amplification of initial

perturbations is effective for all terminal times, transverse wavelengths and initial distributions of the energy, de-

noting the inclination of ablation flows to significantly amplify a wide variety of perturbations. In particular, short
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transverse wavelengths, believed to be stable for the ablative Richtmyer–Meshkov instability (ARM), displays

strong amplifications. For a given transverse wavelength, the gain curve displays a much larger amplification

than the corresponding ARM instability. Searching for OIPs, two optimal growth mechanisms have been identified,

depending on the terminal time. For short terminal times, the OIP is localized in the conduction region, close to

the external surface, and grows thanks to local acoustic-vorticity interactions. This OIP has a pronounced spatial

structure, as was already inferred from the local non-modal analysis. For larger terminal times, close to the shock-

transit time, the OIPs consist in an acoustic signal located in the post-shock region and grows through ablation layer

– shock front coupling. The transition between these two optimal growth mechanisms is driven by the magnitude of

the travel time of acoustic waves between the ablation layer and the shock front, with respect to the time duration

of the optimal response (i.e. the difference between terminal time and initial time). These OIPs do not correspond

to ARM-type perturbations. This point means that ARM perturbations do not contain the OIP, and that OIPs must

be searched for outside of the framework of ARM perturbations. The present work is focused on radiation ab-

lation waves, i.e. with radiation heat conduction, more representative of indirect-drive ICF. However, a similar

study can be performed on ablation waves with electron heat conduction, more representative of direct-drive ICF,

with no change in our numerical. In this respect, a first of global non-modal analysis performed on an ablation

wave with electron heat conduction is presented in App. B. These first results display an inclination to strongly

amplify perturbation similar to the case of radiation ablation waves.

To characterize the OIPs and optimal growth mechanisms we have made use of a set of pseudo-characteristic

variables. This set of variables follows from a numerical investigation of the transmission mechanisms of external

perturbations — heat flux and pressure — in an ablation wave. The resulting perturbations turn out to propagate

close to linear waves in the conduction and post shock regions. These linear waves provide us with the set of

pseudo-characteristics. In the conduction region, one of these families of linear waves corresponds to heat con-

ductivity waves, representing a fluctuation of heat-flux perturbations. Heat conductivity linear waves are a direct

consequence of nonlinear heat conduction and temperature stratification in the conduction region. Therefore they

cannot arise from standard models assuming an isothermal expansion region. Their advection velocity is super-

sonic. Such waves are effective for perturbations whose longitudinal characteristic length is of the order of — or

larger than — the conduction region and transverse wavelengths exceeding this size. In this range of parameters,

heat conductivity waves can advect hydrodynamic external perturbations to the ablation layer, through a potential

Chapman–Jouguet point. In the context of ICF, the presence of heat conductivity waves means that consequences

of acoustic-like events occuring outside the target may not be omitted, even in the case of supersonic expansion

flows. Heat conductivity waves constitutes an additional feedthrough mechanism besides heat diffusion.

These three contributions: transmission of external perturbations, local model for optimal initial growth and

global OIP, constitute the outcomes of the present thesis. Obtaining these results came at the cost of a significant

amount of numerical developments. First of all, the existing linear perturbation code inherited from previous

works at CEA/DAM has been modified to replace the temporal splitting between gas dynamics and heat conduc-

tion by a simultaneous integration of the whole system of equations. This new time integration has enabled a more

straightforward formulation of the critical time step for the explicit part of the time integration scheme. Bound-

ary conditions on the hyperbolic susbsystem are now handled via a penalty method. The resolution of the adjoint

problem has also brought its share of numerical difficulties, with an adjoint system being stiff and steep adjoint

solutions requiring refined grids. The optimization methods used to find the OIPs may also be improved for more

robust ones such as conjugate gradient. A more robust optimization method may help to reach convergence in cases

for which the current methods — iterate power and true gradient — fail.
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Moreover, stronger numerical methods will allow us to address the receptivity of ablation waves to pertur-

bations of the unshocked ablator, i.e. initial inhomogeneities within target materials. Although numerous works

have been dedicated to studying the interaction of one — or several — shock waves with a field of perturbations,

the above mentioned receptivity problem has never been considered. This receptivity problem is adjacent to the

following question: which initial states of the unshocked ablator induce the OIPs of ablation waves that have been

identified? Finally, other objective functionals would be worth investigating. In the present work we have used

the L2 norm and Chu’s energy. However, some other quantities relevant to ablation wave stability, such as the

ablation layer or shock front deformations, can be transformed into suitable objective functionals. The use of such

objective functionals, defined over a subregion of the computational domain, would require however more robust

numerical methods.



CHAPTER A

Article submitted to Physical Review E

Investigation of supersonic heat-conductivity hyperbolic waves in radiative ablation flows, G. Varillon, J.-M.

Clarisse, A. Couairon

101



Investigation of supersonic heat-conductivity hyperbolic waves in radiative ablation
flows

G. Varillon,1, 2, ∗ J.-M. Clarisse,1 and A. Couairon2

1CEA, DAM, DIF, F-91297 Arpajon, France
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We carry out a numerical investigation of three-dimensional linear perturbations in a self-similar
ablation wave in slab symmetry, representative of the shock transit phase of a pellet implosion in
inertial confienment fusion (ICF). The physics of ablation is modeled by the equation of gas dynamics
with a nonlinear heat conduction as an approximation for radiation transport. Linear perturbation
responses of the flow, its external surface and shock-wave front, when excited by external pressure
or heat-flux perturbation pulses, are computed by fully taking into account the flow compressibility,
non-uniformity and unsteadiness. These responses show the effective propagation, at supersonic
speeds, of perturbations from the flow external surface through the whole conduction region of
the ablation wave, beyond its Chapman–Jouguet point, and up to the ablation front, after the
birth of the ablation wave. This supersonic forward propagation of perturbations is evidenced by
means of a set of appropriate pseudo-characteristic variables and is analyzed to be associated to the
‘heat-conductivity’ waves previously identified in Ref. [1]. Such heat-conductivity linear waves are
found to prevail over heat diffusion as a feedthrough mechanism [2] for perturbations of longitudinal
characteristic lengths of the order of — or larger than — the conduction region size, and long
transverse wavelengths with respect to this region size, and over time scales shorter to much shorter
than the shock transit phase duration. This mechanism which results from the dependency of the
heat conductivity on temperature and density in conjunction with a flow temperature stratification,
is expected to occur for other types of nonlinear heat conductions — e.g. electron heat conduction
— as well as to be efficient at transmitting large scale perturbations from the surrounding of an
ICF pellet to its inner compressed core at later times of its implosion. Besides, the proposed set of
pseudo-characteristic variables are recommended for analyzing perturbation dynamics in an ablation
flow as it furnishes additional propagation information over the fundamental linear modes of fluid
dynamics [3], especially in the flow conduction region.

I. INTRODUCTION

The hydrodynamic stability of radiation-driven ab-
lation flows is a key issue in inertial confinement fu-
sion (ICF) where a sufficiently symmetric implosion of
a spherical pellet is expected to achieve thermonuclear
burn. Such flows which originate from exposing the outer
shell of a pellet to a growing incident heat flux, present
the radial structure of an inward-propagating deflagra-
tion, or ablation, wave where a shock front precedes a
subsonic heat front that coincides with the leading edge
of the heated material expansion wave [4, 5]. Inherently
unsteady, these flows are compressible, strongly accel-
erated and highly nonuniform with a steep heat front,
owing to the strong nonlinearity of the heat transport
and the intense incident heating.

At the early stage of an ICF implosion, a fore-running
converging shock wave compresses and sets into an in-
ward motion the outer pellet shell — the ablator — until
it breaks out at the ablator inner surface, during the so-
called shock transit phase. This shock front is followed
by an ablation layer which sets the compressed medium
in expansion, resulting in an inward thrusting force that
implodes the shell. Hydrodynamic instabilities emerging

∗ gregoire.varillon@polytechnique.edu

during the shock transit phase will seed the subsequent
acceleration phase with perturbations. Many works have
shown that perturbations strongly develop during the ac-
celeration stage, resulting in the loss of symmetry of the
implosion and eventually inhibiting ignition of fusion re-
actions (see [6] and references therein). The understand-
ing of hydrodynamic perturbation dynamics during the
shock transit phase is therefore of primary importance to
ICF.

These perturbation dynamics have been classically an-
alyzed according to two distinct perturbed flow. One
corresponds to the ablation by a perturbed incoming
heat flux — or illumination asymmetries — of an oth-
erwise unperturbed medium at rest. When the exter-
nal heat source is a laser light — laser-driven ablation
— the flow perturbation mechanisms at stake have been
designated by the term laser imprinting [7]. The other
configuration consists in the ablation, by a uniform heat
flux, of a uniform medium at rest presenting an initially
rippled external surface. The resulting perturbation dy-
namics, due to the configuration resemblance with that
of the Richtmyer–Meshkov instability [8, 9], has been
termed ablative Richtmyer–Meshkov instability [10]. In
both cases the corresponding ablation waves are per-
turbed over their whole finite spatial extent — i.e. from
the fluid external surface up to the fore-running shock
front — and this right from their onset.

Theoretical investigations of these perturbation config-
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urations have exclusively considered laser-driven ablation
and have relied mostly on the standard assumptions in
practice for the modeling of ICF ablation flows and of
their instabilities, namely stationary quasi-isobaric ab-
lation and, in certain instances, discontinuous ablation
fronts (e.g. [11]). These investigations along with numer-
ical simulations and dedicated experiments have lead to
the conclusion that ablation-front deformations of trans-
verse wavelengths smaller than the thickness, say lcond,
of the flow region where heat conduction dominates over
advection — conduction region — undergo damped os-
cillations, whereas perturbations of wavelengths much
larger than lcond may grow as a result of the ablative
Richtmyer–Meshkov instability and, possibly, Darrieus–
Landau instability mechanisms [2, 7, 10, 12–19]. A weak
acceleration of the ablation front and consequently the
dominant influences of the restoring force due to the ab-
lation ‘rocket effect’ and of the damping provided by mass
ablation, in conjunction with the perturbations left be-
hind the oscillating perturbed shock front, are responsi-
ble for this damped oscillatory regime. For sufficiently
long wavelengths, deformation growth has been found to
be roughly linear in time rather than exponential, al-
though, according to theory, exponential growth could
occur, under certain conditions, due to the Darrieus–
Landau instability [2, 10, 15, 18, 19]. The confinement
of the flow by the fore-running shock front and the sur-
face of energy deposition is even more influential in this
regime.

Due to the multiplicity of phenomena at stake in ab-
lation waves, the standard modeling of radiation-driven
ablation in ICF has relied on simplifying assumptions:
i.e. an isothermal expansion, a stationary ablation re-
gion, and in certain cases an isobaric approximation for
this region [4, 20]. Nowadays, ICF ablation flows are rou-
tinely studied by means of multiple-physics simulations
which are however computationally more demanding [6].

An intermediate approach between simplified model-
ings and simulations uses self-similar solutions to the
Euler equations with nonlinear heat conduction [21–23].
Such solutions, known since Marshak [24], present the
advantage over isobaric, isothermal or stationary solu-
tions of rendering, without further approximations, com-
pressibility, nonuniformity and unsteadiness of ablation
waves. They have been exploited to model ICF-type ab-
lation flows [1, 25, 26]. Indeed these self-similar flows
present the essential characteristics of an ablation wave
as illustrated on Fig. 1 (a): (i) a leading shock front, (ii) a
quasi-isentropic compression (post-shock) region, (iii) an
ablation layer and (iv) an expansion wave where heat con-
duction dominates (the conduction region). In addition,
these self-similar solutions have been used for the compu-
tation of linear perturbation responses of ablation waves
for configurations of illumination asymmetries and of
the ablative Richtmyer–Meshkov instability [21–23, 27].
In addition to the two identified regimes of perturba-
tion growth and damped oscillations for transverse wave-
lengths, respectively, larger and smaller than the conduc-

tion region thickness, these results have pointed out the
determining influence of the mean flow unsteadiness on
perturbation dynamics at long to moderate wavelengths,
including the transition between the two regimes. In par-
ticular, for the case of illumination asymmetries, pertur-
bation growth at long wavelengths turns out to be dom-
inated by the mean flow stretching and consequently to
be algebraic in time.

In the present work, we aim at gaining insight into
the setting up of perturbations in an already existing
and unperturbed ablation wave, as a result of a pertur-
bation excitation at the flow external surface. In that
respect, this configuration differs from those of illumina-
tion asymmetries and ablative Richtmyer–Meshkov in-
stability with the consequences that perturbations will
here present short-term dynamics that are absent from
such configurations. We analyze the responses of the
state variables along with the deformations of the ex-
ternal surface, ablation front and shock front, with the
aim of identifying essential physical mechanisms that rule
perturbation transmission across the flow. This work
goes beyond what was done in Ref. [23], with respect
to wave propagation and the analysis of the flow conduc-
tion region. Indeed, a local analysis of ablation waves
in terms of linear waves propagating in the longitudinal
direction reveals that temperature and density stratifi-
cation in the conduction region, in conjunction with the
heat-conductivity nonlinearity, lead to the existence of a
family of supersonic forward-propagating waves in this
region [1]. Classical description of ablation waves, be-
cause of the isothermal assumption, are unable to render
such phenomenon, hence the interest of self-similar solu-
tions. Here we extend the analysis of Ref. [1] by consid-
ering and numerically solving the exact system of evolu-
tion equations for three-dimensional linear perturbations
about self-similar ablation waves [21, 22]. The entire de-
flagration structure of a non-uniform and unsteady abla-
tion wave is described, smoothly, from the fluid external
surface where an incoming radiation flux and an external
pressure are applied, up to the fore-running shock front.
The ablation flow is considered in slab symmetry which is
a reasonable approximation insofar as the shock transit
phase corresponds to the beginning of a target implo-
sion: curvature effects and convergence effects are actu-
ally negligible for sufficiently small perturbation trans-
verse wavelengths. Besides, these solutions assume that
the fluid is optically thick, which is an approximation for
actual ICF target ablation. We focus on a self-similar ab-
lation flow with a fast expansion of its conduction region
(i.e. presenting an isothermal Chapman–Jouguet point)
as it presents the main characteristics of the shock transit
phase of an ICF pellet implosion [1].

We first (Sec. II) present our model and character-
ize the chosen ablation flow. Evolution equations are
introduced for three-dimensional linear perturbations.
The framework of our pseudo-characteristic analysis is
presented (Sec. III). Results (Sec. IV) show that the
pseudo-characteristic analysis is suitable for understand-
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FIG. 1. (a) Base flow profiles in the Lagrangian coordinate
m scaled by the function defined by slog1(·) ≡ sgn(·) log(1 +
| · |). Density (red), longitudinal velocity (green) and heat
flux (blue). (b) Characteristic wave speeds (Eq. 9) (colored
lines) and fluid momentum relatively to the ablation front
−ρu′ (black line).

ing the evolution of perturbations. Section IV B presents
an important result of this work: we assess quantita-
tively the ability of supersonic heat-conductivity linear
waves to propagate from the external surface beyond the
Chapman–Jouguet point. This effect is shown to be due
to an advection mechanism which may propagate not
only temperature fluctuations, as heat diffusion does, but
also density and velocity fluctuations. The efficiency of
this propagation is quantified depending on heat diffu-
sion intensity, as well as its impact on ablation front and
shock front deformations. Approximate evolution equa-
tions are identified in the case of advection dominated
and diffusion dominated flow perturbations, couplings in
the ablation front layer are then described. In Sec. VI
we discuss the implications of our results for analyzing
perturbation evolution in actual ICF target implosions.

II. MODEL

In order to investigate the deflagration structure of a
non-uniform and unsteady ablation flow, we will consider

the evolution of three dimensional linear perturbations of
a self-similar ablation flow which exhibits a fast expan-
sion of its conduction region, a situation typical of the
shock transit phase of an ICF pellet implosion [20, 25].

A. Governing equations

We consider the motion of a polytropic gas in a
semi-infinite slab subject to an irradiation flux and
material pressure at its external boundary. The external
irradiation flux is sufficiently high so that radiation
heat conduction dominates any other diffusive effect
(e.g. viscosity). However the fluid temperature is
sufficiently low for radiation pressure and radiation
energy to be negligible compared to material pressure
and internal energy. The material is considered at
local thermodynamic equilibrium, allowing us to use a
fluid model to describe its motion. Assuming that this
motion is along the x direction of a Cartesian system
of coordinates (O, x, y, z), the equations of motion are
written, in dimensionless form and in the Lagrangian
coordinate m, where dm = ρdx, as





∂t(1/ρ)− ∂mv = 0,
∂tv + ∂mp = 0,
∂t(e+ v2/2) + ∂m(pv + ϕ) = 0,

(1)

where ρ, v, p , e denote, respectively, the fluid density,
velocity, pressure and specific internal energy, and the
heat flux ϕ is related to the fluid density and temperature
T through the expression [26]

ϕ = −ρ−µT νρ∂mT ≡ Ψ(ρ, T, ∂xT ), µ ≥ 0, ν > 1. (2)

This system is closed by the dimensionless equation of
state

p = ρT, e = T

γ − 1 ,

with γ the adiabatic gas exponent. Self-similar reduc-
tions of Eq. (1) arise if the time dependence of the inci-
dent heat flux and pressure at the external surface follow
specific power laws, namely

ϕ(0, t) = Bφt3α−3 , p(0, t) = Bpt2α−2, for t > 0, (3)

with α = 2ν − 1
2ν − 2 ,

and for an initial state given by (ρ, v, T ) = (1, 0, 0) for
m ≥ 0 [21, 24]. For certain values of the boundary pa-
rameters (Bp,Bϕ), such solutions present the features of
an ablation wave extending from the flow external surface
(m = 0) through an ablation front up to the fore-running
isothermal shock front [1, 26]. This shock front is pre-
ceded by an infinitesimal radiation wavelet penetrating
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TABLE I. Characteristic hydrodynamic numbers of the base
flow (defined in [1]): M is the Mach number and Fr the
Froude number relatively to the ablation front, completed by
the reduced length Lcond of the conduction region and the
ratio of the minimum of the temperature gradient reduced
length LT to the flow total reduced length Ltot.

max M 1.045
M |af 0.22
Fr |af 80.3
Lcond 1.29
LT /Ltot 3.00× 10−5

the cold fluid [24]. When values of the heat flux param-
eter Bφ are not too high, this wavelet is negligible and
may be combined with the isothermal shock front into
a non-isothermal shock front [1, 24, 26]. Solutions to
Eq. (1) describe smoothly all features of a radiative ab-
lation wave without any further approximation and no-
tably account for the temperature and density stratifica-
tion of the conduction region. In the present case, highly
accurate solutions to Eqs (1)-(3) are obtained by means
of an adaptive multidomain Chebyshev spectral method
[28].

In the present work we consider the case of a self-
similar ablative wave driven by a sufficiently low external
pressure (Bφ,Bp) = (0.8 , 0.31) with Kramers’ fully ion-
ized gas model for radiation conduction (µ = 2, ν = 13/2)
[1, 5]. This ablation flow present the essential features of
the shock transit phase of an ICF implosion, namely: a
supersonic expansion velocity relatively to the ablation
front, and a relatively high ratio of convective to iner-
tial effects — Froude number — at the ablation front
(Tab. I).

As a consequence of the self-similarity, lengths evolve
as l(t) = tαL, where L denote reduced length functions.
The conduction region of length lcond(t) is the region be-
tween the external surface (m = 0) and the abation front
(af), which is defined as the location of the minimum of
the temperature gradient length. This minimum gradient
length defines the characteristic thickness of the ablation
front lT (t). The ratio lT (t)/ltot(t), where ltot(t) is the flow
total length – i.e. the distance between the external sur-
face and the shock wave front – characterizes the stiffness
of the flow (Tab. I).

B. Linear perturbations

Three-dimensional linear perturbations of the above
self-similar ablative waves are considered using an Eule-
rian description in the coordinate system (m, y, z). The
resulting system of partial differential equations in phys-
ical space is replaced by a one-dimensional system in the
yz-Fourier space. With the notation f̂ for the linear per-
turbation yz-Fourier component of the base flow quantity

f with transverse wavenumber k⊥ =
√
k2
x + k2

y, this sys-
tem reads

∂tÛ = LÛ ≡ −AAA∂2
m2Û−BBB∂mÛ−CCCÛ , (4)

with Û =
[
ρ̂ v̂ d̂⊥ T̂

]>
, where d̂⊥ denotes the Fourier

component of the transverse divergence of the transverse
velocity, and with the matrices AAA, BBB and CCC defined by

AAA =




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 C−1

v ρΨT ′


 , BBB =




0 ρ2 0 0
T 0 0 ρ

0 0 0 0
C−1
v Ψρ C−1

v p 0 B44


 ,

CCC =




ρ∂mv ρ∂mρ ρ 0
T∂mρ/ρ ρ∂mv 0 ∂mρ

k2
⊥T/ρ 0 0 −k2

⊥
C41 ρ∂mT

′ C−1
v T C44


 ,

B44 = C−1
v [∂m(ρΨT ′ ) + ΨT ] ,

C41 = C−1
v

(
∂mΨρ − ρ−1 ∂mϕ

)
,

C44 = C−1
v

[
ρ∂mv + ∂mΨT − k2

⊥ρ
−1 ΨT ′

]
.

The longitudinal perturbation of the heat flux expands as
ϕ̂x = ρ̂Ψρ+ T̂ ΨT +ρΨT ′∂m T̂ where Ψρ, ΨT and ΨT ′ stand
for the partial derivatives of Ψ (Eq. 2) with respect to the
density, the temperature and the temperature gradient.
Similarly, the transverse perturbation of the heat flux
expands as ∇⊥ · ϕ̂⊥ = k2

⊥ΨT ′ T̂ .

The external surface and shock front are also per-
turbed and their linear deformations are denoted X̂es(t)
and X̂sf(t), respectively. Perturbed boundary conditions
arise from a first order expansion of Eq. (3) between the
mean position of the boundary surface and its perturbed
position [22]. At the external surface, perturbations in
pressure and heat flux are imposed:

p̂es(t) = p̂(0, t) + X̂es(t)ρ(0, t)∂mp|m=0 , (5a)
ϕ̂es(t) = ϕ̂(0, t) + X̂es(t)ρ(0, t)∂mϕ|m=0 , (5b)

and the following kinematic relation at this material sur-
face applies

v̂es(t) = ˙̂
Xes(t) = v(0, t) + X̂es(t)ρ(0, t)∂mv|m=0. (5c)

At the shock front, Rankine–Hugoniot relations are per-
turbed to first order and take the form of four linear
equations relating flow perturbations downstream to the
shock front, Ûsf−, to shock front deformation, X̂sf , shock
front deformation velocity, ˙̂

Xsf , and to the upstream state
perturbation Ûsf+, say

RH
(

Ûsf−, X̂sf ,
˙̂
Xsf , Ûsf+

)
= 0. (6)
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FIG. 2. Projection of the solution to Eq. (4) for a heat flux
perturbation (n, k⊥) = (4, 1) on pseudo-characteristic Ŵ1 in
the conduction region in logscale. The green dashed line rep-
resents a C1 characteristics originating from the pulse half
height (Eq. 11). Trajectory of the CJ point (∗) is also indi-
cated.

III. A LOCAL CHARACTERISTIC ANALYSIS

Flow perturbations Û are expressed in a new basis con-
structed by retaining the sole advection term in Eq. (4).
The corresponding first-order system is written as

RRR−1∂tÛ + Λ(m, t)RRR−1∂mÛ = 0, (7)

where

Λ = diag(λi) = RRR−1BBBRRR, (8)

with RRR the matrix of local right eigenvectors of BBB(m, t).
The eigenspectrum of BBB comprises the null eigenvalue,
say λ3 = 0, with associated normalized eigenvector given
by RRR3 = [0 0 1 0]>. The remaining eigenvalues, which
are determined numerically, turn out to be all real and
distinct — say λ1 > λ2 > λ4 with λ4 < 0 — at any
flow location m and time t, thus granting the hyperbolic
property to system (Eq. 7). At any point (m, t), this
system defines local characteristics as

(RRR−1)ijdÛj = 0 along Ci : dm/dt = λi(m, t), (9)

for i = 1..4. Eigenvalues and eigenvectors of BBB are com-
puted numerically (Fig. 1b) and the identification of the
corresponding characteristics as families of propagating
waves is given in Tab. II. In the conduction region, suf-
ficiently far from the ablation layer, the characteristics
C2 (C4) amount to quasi-isothermal acoustic waves prop-
agating in the forward (respectively backward) direction
of the flow, while the characteristics C1 correspond to
supersonic forward-propagating waves which advect fluc-
tuations of heat-flux perturbations [1]. These ‘heat con-
ductivity’ waves are ruled by the dependence of the heat
flux function Ψ (Eq. 2) on density and temperature [1].
While crossing the ablation front from the conduction
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FIG. 3. Perturbation in (a) density in logscale, (b) longitudi-
nal velocity in logscale and (c) temperature in slog1 scale, for
a heat-flux perturbation with (n, k⊥) = (4, 0).

region to the post-shock region, heat conductivity waves
C1 are converted into quasi-isentropic forward acoustic
waves, forward quasi-isothermal acoustic waves are trans-
formed into quasi-entropy waves C2 and backward quasi-
isothermal acoustic waves C4 are similarly converted into
quasi-isentropic acoustic waves. The characteristics C3
represent the advection, at the base flow fluid velocity,
of transverse dilatation motions of the fluid, and this
regardless of the flow location. The expansion of the
conduction region in the present flow (Fig. 1a) is suffi-
ciently strong for the fluid velocity relatively to the ab-
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lation front to exceed the local sound speed, thus defin-
ing a Chapman–Jouguet (CJ) point: cf. the intersection
point, for m < 0.5, between the curves for λ2 and −ρu′ in
Fig. 1(b). Acoustic perturbations existing further down-
stream this CJ point cannot trace back the expansion
flow, cross the CJ point and reach the ablation layer.
On the contrary, heat conductivity waves propagate be-
yond this CJ point although the expansion velocity is su-
personic, because this wave speed exceeds the expansion
velocity (λ1 on Fig. 1). Within the post-shock region,
and at a sufficient distance away from the ablation layer,
characteristics C1 and C4 come down to quasi-isentropic
acoustic waves propagating, respectively, in the forward
and backward directions, while characteristics C2 reduce
to quasi-entropy waves moving approximately at the base
flow velocity.

System Eq. (4) is then expressed in the pseudo-
characteristic variables Ŵ = RRR−1Û as

∂tŴ +A∂2
m2Ŵ + Λ∂mŴ + CŴ + ∆Ŵ = 0, (10a)

where

A = RRR−1AAARRR and C = RRR−1CCCRRR, (10b)

and

∆Ŵ = RRR−1 [∂tRRR + AAA(∂2
m2RRR) + BBB(∂mRRR)

]
Ŵ

+2RRR−1AAA∂mRRR∂mŴ
= ∆0Ŵ + ∆1∂mŴ. (10c)

In this formulation, the diffusion coefficients of the
pseudo-characteristic variables Ŵi are given by the di-
agonal elements Aii of A while off-diagonal elements de-
termine the coupling between these different variables
through their second-order derivatives or second deriva-
tive coupling. The amplification matrix C contains both
actual (self-)amplification coefficients — the diagonal el-
ements Cii — and amplitude coupling coefficients — the
off-diagonal elements. Advection terms are decoupled by
construction. The matrix ∆ gathers terms originating
from time and space dependencies of eigenvectors. Set-
ting ∆ = 0 into Eq. (10a) corresponds to a local decom-
position of Eq. (4) in the characteristic basis of Eq. (7),
which holds at any point (m, t) but which does not con-
stitute an evolution equation for Ŵ as Eq. (10a) is no
longer equivalent to Eq. (4).

IV. RESPONSES TO EXTERNAL
PERTURBATIONS

We now investigate how linear perturbations of Eq. (1)
propagate, with the help of the pseudo-characteristic ba-
sis constructed in Sec. III. Numerical solutions to the sys-
tem Eqs (4)-(6) are computed, in the Lagrangian variable
m, using the same multidomain pseudospectral method
as for the base flow and, in time, with a three-step

implicit-explicit Runge–Kutta scheme. Boundary con-
ditions are handled using a penalty method while match-
ing conditions at subdomain interfaces are enforced ex-
actly. The numerical code performs computations over
each subdomain in parallel using the MPI paradigm with
a single process per subdomain. Starting from a zero per-
turbation initial state (t0 = 1) , the system is perturbed
at the external surface with a heat flux or pressure pulse
given by

ϕ̂es(t) = ϕ(0, t) sin4(ω1 [t− t0]),

with

ω1 = 2πλ1(m = 0, t0)
nρ lcond(t0) , (11a)

or

p̂es(t) = p(0, t) sin4(ω2 [t− t0]),

with

ω2 = 2πλ2(m = 0, t0)
nρ lcond(t0) , (11b)

for t0 ≤ t ≤ t0 + π/ωi or zero otherwise. The dura-
tions of these pulses correspond approximately to the
time needed for the corresponding wave (C1 or C2) to
travel n times the length of the conduction region. The
power four on the sine functions ensures a smooth tran-
sition at t0 and t0 + π/ωi.

Solutions to Eq. (4) are projected on pseudo-
characteristic variables Ŵi defined in Eq. (7). The vari-
ous quantities are presented in (m, t) diagrams in which
fluid particles move at constant m. On Figs. 2–5, 7 and
10, the mean position of the external surface is m = 0 by
definition. Similarly, the mean position of the ablation
layer (respectively the shock front) is labelled ’af’ (resp.
’sf’). The position of the CJ point is labelled ‘CJ’. The
cold fluid at rest (m > msf(t) ) is free from any source
of perturbation. For visualisation purpose we define the
function sloga(x) = sgn(x) log(1 + a|x|) for any real num-
ber x and positive parameter a. In addition, colored
dashed lines in (m, t) diagrams represent exact charac-
teristics trajectories defined in Eq. (9) originating from
pulse half-heights (Eq. 11) at the external surface or from
other remarkable points.

Responses to Eq. (4) for an external perturbation tend
to propagate close to linear hyperbolic waves. When per-
turbed with a heat flux pulse (n, k⊥) = (4, 1), the sig-
nal follows, qualitatively, a C1 characteristics originating
from the half height of the heat flux pulse perturbation at
the external surface (Fig. 2). The projection of the same
solution on the pseudo-characteristic variable Ŵ2 shows
no propagation beyond the CJ point (Fig. 4b). In terms
of primitive variables (Fig. 3), the only significant signal
propagating through the conduction region is a tempera-
ture perturbation. This is coherent with the components
of Ŵ1 in the basis of primitive variables (Fig. 11).

An external pressure perturbation (Fig. 5b) leads to a
spread Ŵ1 signal propagating in the conduction region
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FIG. 4. Response of Eq. (4) to a heat-flux perturbation (Eq. 11b) with (n, k⊥) = (4, 1) visualized in (m, t) coordinates.
Pseudo-characteristic variable: (a) log |Ŵ1|, (b) slog103 (Ŵ2), (c) slog10(Ŵ4), (d) slog103 (Ŵ3) and Kovásznay modes: (e)
pressure slog103 (p̂), (f) entropy slog103 (ŝ) and (g) potential vorticity slog102 (ω̂⊥/ρ) [3]. Trajectories of the mean position of
the ablation front (×), CJ point (∗) and shock front (�). Characteristic trajectories: C1 (green), C2 (cyan), C4 (red), C3
characteristics are constant m lines. The first C1 and C2 characteristics originate from the pulse half-height (Eq. 11a) while the
subsequent characteristics originate from the interactions of significant perturbation signals with the shock front, the external
surface and the ablation front.

(Fig. 5a). Such a perturbation follows a C1 characteris-
tics originating from the half height of the pressure per-
turbation pulse at the external surface.

An external heat-flux perturbation is primarily con-
verted into a heat-conductivity wave perturbation Ŵ1
(Fig 4a) while an external pressure perturbation is pri-
marily converted into a forward quasi-isothermal pertur-

bation Ŵ2 (Fig. 5b). We observe a posteriori that re-
sponse of Eq. (4) to a heat flux or a pressure perturbation
follows a priori characteristics trajectories Ci (Eq. 7), ei-
ther on the projection on pseudo-characteristic variables
(Figs. 4-5) or on primitive variables (Fig. 3). The
heat-conductivity wave signal (Ŵ1) is the only one able
to trace back the expansion flow beyond the CJ point.
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TABLE II. Identification of the characteristic waves (Eq. 7) in the conduction region and the post-shock region (adapted from
Tab. 6 in [1]).

Conduction region Post-shock region
C1 Heat conductivity forward quasi-isentropic acoustic
C2 forward quasi-isothermal acoustic Quasi-entropy
C3 Transverse velocity Transverse velocity
C4 backward quasi-isothermal acoustic backward quasi-isentropic acoustic
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FIG. 5. Response of Eq. (4) to a pressure perturbation
(Eq. 11a) with (n, k⊥) = (4, 0) projected on (a) log |Ŵ1| and
(b) slog1(Ŵ2). Conventions similar to Fig. 4. The C1 (green)
and C2 (cyan) characteristics originate from the pulse half
maximum (Eq. 11b).

The heat flux perturbation then interacts with the ab-
lation layer where high gradients induce couplings with
a reflected backward quasi-isothermal backward acous-
tic signal (Ŵ4) in the conduction region, and a forward
quasi-isentropic acoustic signal (Ŵ1) transmitted to the
post-shock region. We observe the formation of a sys-
tem of reflected traveling waves in the post-shock region,
composed of quasi-isothermal acoustic waves and quasi-
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FIG. 6. Schematic representation of perturbation propagation
in the (m, t) plane originating from a heat flux perturbation
at the external surface. Perturbation trajectories are sketched
as colored lines: C1 (green), C2 (cyan) and C4 (red). Arrows
indicate the propagation direction. The thickness and number
of arrows render the intensity of the corresponding signal.
Trajectories of CJ point, ablation front (‘af’) and shock front
(‘sf’) also indicated.

isentropic waves: see Fig. 6 for a schematic representa-
tion. Such reflected waves are unlikely to appear in the
conduction region because at the external surface, back-
ward quasi-isothermal acoustic waves are mostly reflected
into forward quasi-isothermal acoustic waves unable to
propagate beyond the CJ point.

As mentioned above, while crossing the ablation layer,
a perturbation Ŵ1 is partly reflected into the conduction
region and partly transmitted to the post-shock region,
but a third fraction is trapped into the ablation layer
as a perturbation Ŵ2. Such trapping phenomenon is the
consequence of the sign reversal of q = λ2+ρu′. In the con-
duction region close to the ablation front q > 0 , therefore
no perturbation Ŵ2 originating from the ablation layer
can propagate in the conduction region. On the opposite
q < 0 in the post-shock region. So no perturbation Ŵ2
originating from the ablation layer can propagate into
the post-shock region. As a consequence perturbations
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FIG. 7. Baroclinic term (Eq. 12) in logscale for an external
heat flux perturbation (n, k⊥) = (4, 1).

Ŵ2 remain stuck in the ablation layer.
A comparison with a decomposition of perturbations

into Kovásznay modes — namely perturbations of pres-
sure, p̂, of entropy, ŝ, and of potential transverse vorticity,
ω̂⊥/ρ, where

ω̂⊥ = ρ

i k⊥
∂md̂⊥ − i k⊥v̂,

highlights the additional information provided by the
present pseudo-characteristic variables (Ŵi) [3]. The de-
composition into Kovásznay modes has already been ap-
plied to ablation flows and has been found to be relevant
in the post-shock region [23]. Indeed, entropy perturba-
tions (Fig. 4f) correspond to Ŵ2 and pressure perturba-
tions (Fig. 4e) appear to result from the superposition
of both forward and backward acoustic waves: namely
Ŵ1 and Ŵ4 in the post-shock region (Fig. 4a and c).
However the propagation direction of acoustic waves can-
not be determined from the pressure signal while this
information is available from the pseudo-characteristic
variables with the distinction between forward and back-
ward waves. No conclusion could have been deduced from
Kovásznay modes into the conduction region. In the con-
duction region, the pseudo-characteristic variables Ŵ1,
Ŵ2, Ŵ4 follow initially the trajectories of the character-
istics C1, C2 and C4, respectively, whereas the Kovásznay
mode characteristic quantities p̂ and ŝ do not present
equivalent features. Indeed, pressure perturbations p̂
(Fig. 4e) coincide mainly with contributions from both
pseudo-characteristic variables Ŵ2 and Ŵ4 (Figs. 4b,c)
which correspond here to quasi-isothermal acoustic waves
(Tab. II). Furthermore, entropy perturbations ŝ (Fig. 4f),
in addition to follow also the acoustic wave characteris-
tics, propagate along the characteristics C1 of the super-
sonic heat-conductivity waves. Consequently the vari-
ables Ŵ1, Ŵ2 and Ŵ4 are more appropriate for describ-

ing perturbation evolution in the conduction region than
the Kovásznay mode characteristic quantities p̂ and ŝ.

Heat conductivity waves Ŵ1 in the conduction region
constitute a moving source of transverse divergence for
the transverse expansion perturbation d̂⊥ (Fig. 4d).
Transverse expansion perturbations are then conveyed
with the fluid (constant m coordinate) but are modified
by each acoustic waves crossing the conduction region.
By contrast, potential vorticity ω̂⊥/ρ (Fig. 4g) presents
clear constant m characteristics in both the conduction
and post-shock regions. Therefore potential vorticity
constitutes a better characteristic quantity for transverse
perturbations than transverse expansion perturbation.
The evolution equation for potential vorticity is given
by [23]

∂t

(
ω̂⊥
ρ

)
= i

k⊥
ρ2 (ρ̂∂mp− p̂∂mρ) . (12)

Potential vorticity is mostly created at the first interac-
tion of the heat conductivity wave with the ablation layer
(Fig. 7), where base flow density and pressure gradients
are the largest. Pseudo-characteristic variables Ŵ1, Ŵ2,
Ŵ4 and potential vorticity ω̂⊥/ρ are the favored quan-
tities for analyzing the evolution of perturbations in an
ablation flow. In particular, the above analysis brings to
light the pseudo-characteristic variable Ŵ1 as being the
quantity of choice for identifying the propagation of per-
turbations from the external surface up to the ablation
layer in an ablation flow with a supersonic expansion.
Implications of this supersonic forward propagation of
perturbations are discussed in Sec. V.

A. Transmission of perturbations from the external
surface to the ablation front

According to the standard modeling of radiation-
driven ablation which assumes an isothermal expansion,
isothermal acoustics and heat diffusion are the sole pos-
sible mechanisms for perturbation transmission from the
flow external surface to the ablation front. In the present
section we examine whether or not heat-conductivity
waves may contribute to this transmission, in what pro-
portion relatively to heat diffusion, and under which con-
ditions. We do so, by analyzing responses to external
pressure and heat-flux perturbations, for various trans-
verse wavenumbers k⊥ and longitudinal characteristic
lengths λx = n lcond.

First order deformations of the external surface, the
ablation front and the shock front, are shown on Fig. 8
in the case (n, k⊥) = (4, 0) after normalization to unity
according to an energy flux measure

E(Ûes) =
(∫ T

t0

ϕ̂2
es + (vp̂es)2dt

) 1
2

. (13)

The case k⊥ = 0 is interpreted as the limit of very large
transverse wavelength compared to the conduction re-
gion. For a given external perturbation energy (Eq. 13),
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a pressure perturbation induces a higher shift than a
heat-flux perturbation. In both cases the external sur-
face is immediately shifted: inwardly in the case of a
pressure perturbation because of a compression at the
external surface, and outwardly in the case of a heat-flux
perturbation because of the material expansion due to a
temperature increment. The first motion of the ablation
front (Fig. 8) corresponds to the arrival of the forerun-
ning heat-conductivity wave identified on Figs. 4 and 5.
The same effect is observed at the shock front with a
delay corresponding to the acoustic crossing time of the
post-shock region. The following motions of the external
surface, ablation and shock front correspond to the inter-
actions of the travelling waves observed on Figs. 4 and 5
with the above mentionned interfaces. Consistently with
the existing results, a purely longitudinal perturbation
(k⊥ = 0) induces a permanent shift of the ablation layer
and shock front [13, 22, 27].

To measure the efficiency of perturbation transmission
from the external surface to the ablation layer, we con-

FIG. 9. Deformation of the ablation front at early times for
different longitudinal characteristic λx/lcond = {1/2, 4} and
transverse wavenumbers k⊥ = {0, 1, 10} .

sider the ratio

r =
max
t

{
‖Û‖2|af

}

max
t

{
‖Û‖2|es

} , where ‖Û‖2 =

√√√√
4∑

i=1

Û2
i . (14)

This ratio measures the amplification of a signal between
the external surface and the ablation layer. The ampli-
fication is greater for an external heat-flux perturbation
than for a pressure perturbation (Tab. III). This fact
corroborates the higher ablation front deformation, rel-
atively to the external surface deformation, in the case
of an external heat-flux perturbation than in the case of
an external pressure perturbation (Fig. 8). This is again
a consequence of the ability of heat-conductivity wave
perturbations to trace back the expansion flow, unlike
acoustic perturbations.

p̂es ϕ̂es

2, 29× 103 8, 41× 103

TABLE III. Amplification factor r (Eq. 14) between the exter-
nal surface and the ablation front, for a heat-flux and external
pressure perturbation (Eq. 11a) with (n, k⊥) = (4, 0).

The effects of diffusion on a heat-flux perturbation are
investigated with (i) a shorter longitudinal characteristic
length, n = 0.5 (Eq. 11), and (ii) a transverse wavenum-
ber increased to 1 and 10. The efficiency of the transmis-
sion is reduced but still persists for a longitudinal char-
acteristic length being half of the conduction region size,
n = 0.5 (Tab. IV). In particular, the ablation front defor-
mation is lowered (Fig. 9 red), but its behaviour is qual-
itatively similar to the case n = 4 (Fig. 9 blue). There-
fore, a longitudinal characteristic length being a fraction
of the conduction region size does not inhibit the heat
conductivity wave that provokes the first shift of the ab-
lation layer and still allows information to be transmitted
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FIG. 10. Contribution from advection, diffusion and re-
maining terms from Eq. (10a) to the variation rate of Ŵ1
(n, k⊥) = (4, 1). A C1 characteristics originating from the top
of the heat-flux pulse (Eq. 5).

to the ablation layer from the external surface. Damping
effects of transverse diffusion are much stronger than lon-
gitudinal diffusion (Tab. IV), as a transverse wavelength
of five times the conduction region (k⊥ = 1) implies a
damping similar to a longitudinal characteristic length
of half of the conduction region. Perturbations are effi-
ciently transmitted to the ablation front only for trans-

verse wavelengths that are over several times the conduc-
tion region size. Transverse diffusion also implies a tran-
sient relaxation after each growth phase (Fig. 9 pink and
green). For transverse wavelengths being a fraction of the
conduction region or smaller (k⊥ ≥ 10), the transmission
to the ablation layer and the ablation front deformation
is negligible. At larger times, and k⊥ > 0, we recover the
well known shock front oscillations [2, 10, 16, 19, 22, 27].

k⊥
0 1 10

n 4 8.41× 103 3.68× 103 1.10× 10−1

0,5 2.9× 103 1.10× 103 –

TABLE IV. Amplification factor r (Eq. 14) between the ex-
ternal surface and the ablation front for an external heat-flux
perturbation (Eq. 11a) at various n and k⊥.

B. Dominant mechanisms

We have observed earlier (Sec. IV) that perturba-
tions qualitatively follow characteristics trajectories from
Eq. (9) in the conduction and the post-shock region. In
the present section we carry out a quantitative analysis
to discriminate between the main propagation mecha-
nisms: advection or diffusion. Recalling Eq. (10a), the
contributions from diffusion, advection and amplification
terms, to any of the pseudo-characteristic component
variation rate, can be compared at any given flow lo-
cation and time. The contributions to Ŵ1 in the conduc-
tion region for a purely longitudinal heat-flux perturba-
tion (Eq. 11a) are shown on Fig. 10. Diffusion intensity
rapidly decays as the signal propagates inside the con-
duction region. Contributions from amplification terms
and non characteristic terms (∆Ŵ in Eq. 10a) are neg-
ligible even in the ablation layer neighbourhood. There-
fore the dominant mechanism enabling heat-conductivity
wave perturbations to cross the CJ point is advection,
and not diffusion. The existence of supersonic linear
heat-conductivity waves is quantitatively confirmed al-
though diffusion exists in this region. This is a direct
consequence of base flow stratification in the conduction
region. This advection mechanism is able to transmit any
hydrodynamic perturbation taking place at the external
surface to the ablation layer along a C1 characteristics,
through the CJ point, to the ablation layer.

The quantity Ŵ1 is conserved, in first approximation,
along C1. The composition of a C1 wave varies across the
conduction region but temperature is dominating (Fig.
11). Although the contribution of density in the con-
served Ŵ1 wave increases as the wave comes up to the ab-
lation layer, its contribution becomes significant at some
location where advection no longer dominates (Fig. 3).
Therefore the heat conductivity wave reaching the abla-
tion layer is mostly composed of a temperature pertur-
bation, as observed on Fig. 3 (c).
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FIG. 11. Contributions of primitive variables (ρ̂, v̂x, T̂ ) in a
unit heat-conductivity wave quantity (Ŵ1) conserved along
C1 in Eq. (9), no contribution from transverse velocity. Zoom
in the conduction region

In the three following sections we broaden this analysis
to find out which mechanism dominates depending on
the flow location and characteristic length, keeping only
dominant terms from Eq. (10a). We are interested in
orders of magnitude of the various quantities and not in
their actual values.

1. Dominance of advection

Advection mechanism dominates where (i) diffusion
terms, (ii) amplification terms and (iii) first order cou-
pling terms are sufficiently low. The latter is verified in
the conduction region and the post shock region, what-
ever the wavelength of perturbations. More generally the
case of the post-shock region has been extensively stud-
ied in [23]. As heat flux is quasi non-existent and the
stratification is moderate in this region, advection is the
leading mechanisms for perturbations over a wide range
of wavelengths.

We have seen previously that pseudo-characteristic
variables behave close to linear waves in the conduction
region for (1/2 ≤ n ≤ 4, 0 ≤ k⊥ ≤ 1). Let ki denote the
wavenumber of a linear wave approximating the pseudo-
characteristic wave Ŵi and ω be the pulsation common
to such waves for i = 1, 2, 4. The magnitude of spatial
derivatives is approximated by

|∂pmŴi| ≈ kpi |Ŵi|, for p = 0, 1, 2, and i = 1, 2, 4. (15)

The pulsation ω is driven by the number of wavelengths
n in the conduction region (Eq. 11). In the case of a
heat-flux perturbation

ω = k1 λ1 = 2πλ1

nρ lcond
, and ki = ω/λi for i = 2, 4.

For a given n, k2,4 � k1 as λ1 � λ2,4 meaning that
for a given pulsation quasi-isothermal acoustic waves

are sharper than heat-conductivity waves. As a con-
sequence second order derivatives of quasi-isothermal
acoustic waves are greatly enhanced compared to those
of heat-conductivity waves. Dominating contributions of
each pseudo-characteristic variables Ŵj to each variation
rate ∂tŴi through second order derivatives (diff), first or-
der derivatives (adv) and amplification terms (amp), are
shown in Fig. 12. These contributions depend on powers
of the wavenumber, kpi (Eq. 15), and approximate values
of Aij , Λii and Cij in the conduction region.

For 1 . n . 10 advection dominates diffusion for heat
conductivity and acoustic waves (Fig. 12a). Simplified
expressions for the respective variation rates write

∂tŴ1 + λ1∂mŴ1 +
∑

i=2,4

A1i∂
2
m2Ŵi = 0,

∂tŴ2 + λ2∂mŴ2 = 0,

∂tŴ4 + λ4∂mŴ4 = 0.

One first notes that terms ∆0 (Eq. 10a), accounting
for characteristic basis dependence on base-flow spatial
derivatives, are negligible regarding advection and dif-
fusion terms, meaning that the local approximation of
Ref. [1] is valid in this region and for this wavelength
range. In the scenario of an external heat flux pertur-
bation from an initially unperturbed state, a wave Ŵ1
will be advected along a C1 characteristics autonomously
since the term

∑
i=2,4A1i∂

2
m2Ŵi vanishes. This sce-

nario corresponds to the perturbation history displayed
in Figs. 2, 4 & 10. However, as an external heat-flux per-
turbation perturbs the external surface, a small acoustic
perturbation is also emitted (Fig. 9b) which produces
a feedback through first and second derivative coupling
terms. This coupling explains the very intense tracks
following a C2 characteristics on Figs. 10 (a, b). An ex-
ternal pressure perturbation will be advected along a C2
characteristics as observed on Figs. 5b. This advected
acoustic signal will act as a source moving at velocity λ2
on the heat conductivity wave (Ŵ1) through second order
coupling terms (Fig. 5a). This seeded heat-conductivity
wave perturbation will be advected to the ablation front
along a C1 characteristics. Therefore any acoustic per-
turbation at the external surface may in principle reach
the ablation front by a second derivative coupling from
acoustic to heat-conductivity waves.

2. Dominance of diffusion

As stated in the preceding section, heat flux is quasi
non-existent in the post shock region, so diffusion acts
only for very short wavelengths. In the ablation layer
amplification terms dominate diffusion. For short wave-
lengths n ≤ 0.1 second order derivative terms, including
diffusion, dominate in the conduction region (Fig. 12)
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FIG. 12. Dominating terms in Eq. (10a) for (a) Ŵi → Ŵ1,
(b) Ŵi → Ŵ2 and (c) Ŵi → Ŵ4, for 1/n (Eq. 11) ranging
from 10−3 to 10 and m = 0.25. Contribution from second
order derivatives Aij∂2

mŴj (solid line), first order derivatives
Λii∂mŴi (dashed line) and amplification terms (Cij+∆ij)Ŵj

(dotted line).

and variation rates may be approximated by

∂tŴ1 +A11∂
2
m2Ŵ1 +

∑

i=2,4

A1i∂
2
m2Ŵi = 0,

∂tŴ2 +A22∂
2
m2Ŵ2 +A24∂

2
m2Ŵ4 = 0, (16)

∂tŴ4 +A44∂
2
m2Ŵ4 +A42∂

2
m2Ŵ2 = 0.

Heat conductivity waves evolve through diffusion and
second derivative couplings with forward and backward
quasi-isothermal acoustic waves. The latter evolve as a
coupled Ŵ2-Ŵ4 system due do diffusion, therefore the
distinction between ‘forward’ and ‘backward’ is no longer
appropriate as propagation direction cannot be found
where only diffusion acts. The coupling phenomena be-
tween heat-conductivity and acoustic waves in the case
of the external heat flux and pressure perturbations ex-
plained in the preceding section hold, as well as the va-
lidity of the local analysis.

3. Dominance of amplification terms

In the regions of low base-flow gradients, amplifica-
tion terms dominate at very long wavelengths, n � 10
in the conduction region (Fig. 12). The ablation layer
is a region of strong base-flow gradients. All amplifica-
tion terms turn out to dominate other terms due to the
stiffness of the base flow (see the ratio of characteris-
tic lengths in Tab. I). In particular it is necessary to
take into account terms ∆0 (Eq. 10a) accounting for the
dependence of the characteristic basis (Eq. 7) on space
derivatives, meaning that the local approximation is not
valid in this region. As a consequence only amplifica-
tion terms are retained from Eq. (10a) and the evolution
of pseudo-characteristic variables in the ablation front is
driven by,

∂tŴ1 + b11Ŵ1 + b14Ŵ4 = 0, with b11 < 0 and b14 > 0,

∂tŴ2 + b21Ŵ1 + b22Ŵ2 + b24Ŵ4 = 0,
with b21 > 0 and b22, b24 < 0, (17)

∂tŴ4 + b41Ŵ1 + b42Ŵ2 + b44Ŵ4 = 0,

where bij = Cij + ∆0ij . (Fig. 13c). As a consequence a
heat-conductivity wave is strongly self amplified in the
ablation front and does not experience any sign change
while crossing the ablation front, as observed on Fig. 4.
The quantity Ŵ2 is also self-amplified, additionally to the
trapping mechanism described in Sec. IV, due to the coef-
ficient b22. Because of the sign of b21, a heat-conductivity
wave eventually gives rise to a wave Ŵ2 of opposite sign
when it reaches the ablation layer. A backward acous-
tic wave originating from the post-shock region will also
seed a positive reflected forward acoustic wave, conse-
quently maintaining a system of reflected traveling waves
between the ablation and shock front. This approximate
analysis confirms the observations made on Figs. 4 and
5. No particular driving source term can be identified
for the evolution of the quantity Ŵ4 in the ablation layer
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because none of them dominates and two of them expe-
rience a sign change across the ablation layer (Fig. 13c).
For a forward propagating perturbation coming from the
conduction region

b41 ∼ b44 � b42,

so a heat-conductivity wave interacting with the ablation
front free from perturbation will seed a backward acoustic
wave in the conduction region, as observed on Figs. 4 and
5.

V. DISCUSSION

The present analysis of linear perturbation propaga-
tion in an ablation wave has confirmed the existence of
heat-conductivity linear waves in the flow conduction re-
gion. This existence is the direct consequence of temper-
ature and density stratification in the conduction region
and therefore cannot be obtained from the standard mod-
eling of radiation-driven ablation flows which assumes an
isothermal expansion region (e.g [4, 20]). Such waves cor-
respond to the propagation of fluctuations of heat-flux
perturbations [1](§ 4.2). They are presently found to be
an efficient transmission mechanism for perturbations of
longitudinal characteristic lengths of the order of — or
larger than — the conduction region size and of trans-
verse wavelengths being several times this size. Under
these conditions, this transmission by advection prevails
over heat diffusion and is, by essence, free of any damp-
ing.

Due to their high propagation velocity, heat conduc-
tivity waves propagate from the external surface to the
ablation layer in a fraction of the acoustic crossing time
of the post-shock region, which is itself a fraction of the
shock transit phase duration. Therefore, heat conduc-
tivity waves may occur for perturbations of the exter-
nal heat flux and/or pressure over time scales shorter to
much shorter than that of the shock transit phase.

Because of second order spatial derivative couplings
near the external surface between forward-propagating
acoustic and heat-conductivity waves, any hydrodynamic
perturbation at the external surface may be partly ad-
vected through the conduction region, beyond a poten-
tial Chapman–Jouguet point, up to the ablation front.
Hence, even fluctuations of the fluid velocity or pressure
at the flow external surface may have an impact on the
rest of the ablation flow, including the ablation and shock
fronts, in the case of a supersonic expansion flow. This
transmission process may be effective at any time of an
ablation flow provided that the temperature stratifica-
tion in the conduction region is sufficiently high. This
refined analysis of perturbation propagation furnishes a
deeper understanding of perturbation feedthrough in ab-
lation flows due to nonlinear heat conduction.

The present results of linear perturbation propagation
have been obtained for a particular self-similar ablation
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Ŵ4 → Ŵ1
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FIG. 13. Magnitude of dominating amplification terms in
the ablation layer, (a) Ŵi → Ŵ1, (b) Ŵi → Ŵ2 and (c)
Ŵi → Ŵ4.

wave representative, through its gross hydrodynamic fea-
tures, of the shock transit phase of an ICF implosion.
The present base-flow self-similarity implies that the ra-
diation heat flux as well as the exerted pressure at the
flow external surface follow increasing time-power laws
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Eq. (3). These specific behaviors are far from being
observed in radiation hydrodynamic simulations of the
shock transit phase of an ICF pellet during the foot of
the radiation drive. However simulated flow profiles ob-
tained for an actual ICF target design and radiation drive
(Figs. 1 and 5 in [? ]), in the radiation heat-conduction
approximation, do not qualitatively differ, for the con-
duction region, from those of a suitably chosen self-
similar ablation wave (Fig. 2 in [1]). Since the properties
of heat-conductivity waves are determined by the base-
flow temperature and density stratifications in this re-
gion, we may expect to also observe forward-propagation
of perturbations by supersonic heat-conductivity waves
in this particular non self-similar ICF flow. This claim
is based on the fact that heat-conductivity waves with
supersonic characteristic speeds have been found to oc-
cur in self-similar ablation flows presenting very different
stratifications of their conduction regions [1]. The pres-
ence of such waves thus appears to be related to the high
values of the heat-conduction flux in the flow conduc-
tion region rather than to the details of the temperature
and density stratifications in this region. In that respect,
heat-conductivity waves are expected to be present in ab-
lation flows driven by incident heat-flux laws less specific
than the time-power laws of Eq. (3). Of course, the ve-
locities and prevailing of these waves depending on the
local features of the base flow, a quantitative evaluation
of the role played by such waves would require applying
the present analysis in pseudo-characteristic variables to
the ablation flow under study. Since this analysis is in-
dependent of any self-similarity assumption, there is no
theoretical obstacle to do so, only the practical compli-
cation of dealing with an arbitrary time evolution of the
base-flow variables.

Heat-conductivity waves are not restricted to radiation
conduction and may occur for other types of nonlinear
heat conduction, e.g. electron heat conduction. In this
latter case, the linear perturbation analysis proposed in
the present work could be applicable to the entire ex-
tent of a laser-driven ablative wave, i.e. including the
plasma corona expansion, and should be especially rel-
evant in the region between the surface of laser energy
deposition and the leading shock front. Such an analysis
could even be elaborated and carried out for self-similar
solutions of a two-temperature modeling of laser-driven
ablation plasmas [29]. In the case of radiation-driven ab-
lation of an ICF pellet, the approximation of radiation
heat conduction is justified only for the optically thick
part of the ablated material. Therefore the present anal-
ysis is relevant to a portion of the ablation wave that
starts at some distance donwstream to the ablation layer
and extends up to the fore-running shock front. Per-
turbations, with large transverse wavelengths, of the in-
coming radiation intensity at the ablator external sur-
face are efficiently transmitted across the optically thin
region of the expanding flow, resulting into perturbations
of the radiation heat flux at the edge of the conduction
region. Since such heat-flux perturbations correspond

for a part to the characteristic quantity advected by su-
personic heat-conductivity waves, we can still expect to
observe the propagation, in addition to the diffusion, of
such waves deeper into the conduction region. Obtaining
a quantitative assessment of such a process in order to go
beyond this conjecture, would require at first to extend
the present analysis to the modeling of non-equilibrium
radiation diffusion, a task that we leave for future works.

VI. CONCLUSION

The present work provides a numerical investigation
of linear perturbations of a realistic self-similar ablation
wave in slab symmetry representative of the shock tran-
sit phase of an ICF pellet implosion. The perturbation
configuration that is treated differs from those of illu-
mination asymmetries and ablative Richtmyer–Meshkov
instability since we focus on the setup of perturbations in
an already existing and unperturbed ablation flow, un-
der the excitation of heat-flux or pressure perturbations
at the flow external surface. The physics of ablation is
modeled by the equation of gas dynamics with a non-
linear heat conduction as an approximation for radia-
tion transport. Perturbations of flow variables are three-
dimensional without any self-similarity assumption and
are computed together with external surface and shock
front linear deformations. Linear perturbations of the
ablation layer position are provided.

Perturbations are found to behave close to linear waves
in the conduction region and the post-shock region. The
main result is the observation of supersonic heat con-
ductivity waves advected forward through the supersonic
expansion flow, as predicted by Clarisse et al. [1], as a
consequence of base flow stratification in the conduction
region. This result is allowed by the choice of a model-
ing derived from first principles and without supplemen-
tal simplifying assumptions and could not, for example,
have been obtained with the assumptions of an isother-
mal expansion of the flow conduction region [4, 20]. As
a consequence, any hydrodynamic perturbation at the
external surface may be advected through the conduc-
tion region, beyond a potential Chapman–Jouguet point,
up to the ablation front. Although heat diffusion is ef-
fective, advection as heat-conductivity waves is found
to be the dominant mechanism for longitudinal charac-
teristic lengths being the size of the conduction region
(or larger), and remains non-negligible for smaller wave-
lengths. However, no indication of radiative heat trans-
port instability has been observed because the density
fluctuation propagated by the heat-conductivity wave is
negligible compared to the temperature fluctuation [30].
Nevertheless, this observation is specific to the ablation
flow considered here and heat-conductivity waves carry-
ing higher density fluctuations may arise in other radia-
tive ablation flows.

More generally, the description of the flow perturba-
tions conducted in this paper in terms of longitudinal
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pseudo-characteristic waves supplemented by the trans-
verse potential vorticity of the velocity field perturba-
tion, has been found to be most appropriate for analyz-
ing perturbation dynamics in both the conduction re-
gion and post-shock region of a one-dimensional ablation
flow. This description furnishes additional propagation
information over the classical fundamental — Kovásznay

— modes of fluid dynamics and are more relevant for
the density and temperature stratified regions of such
flows. The analysis performed by such a description and
the companion identification of simplified evolution equa-
tions form a methodology that is fully applicable to other
ablation flows whether in the context of radiation-driven
or laser-driven ablation.
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Résumé :
The hydrodynamic stability of ablation flows is a key issue in laser-driven inertial confine-
ment fusion (ICF) where a sufficiently symmetric implosion of a spherical pellet is expected to
achieve thermonuclear burn. Such flows which originate from exposing the pellet outer shell
to a growing incident heat flux, present the radial structure of an inward-propagating deflagra-
tion, or ‘ablation’, wave where a shock wave precedes a subsonic heat front that coindices with
the leading edge of the heated material expansion wave. Inherently unsteady, these flows are
compressible, strongly accelerated and highly nonuniform with a steep heat front, owing to the
strong nonlinearity of the heat transport and the intense incident heating. These features, in
addition to non-trivial boundary conditions at the shell external surface and shock front, are
sources of non-modal thermo-acoustics effects [1, 2]. However non-modal instability growth in
ablation flows relevant to ICF has never been studied so far. The development of instabilities
leading to nonlinear phenomena in ablation flows could result into the loss of symmetry of
the implosion and could finally inhibit ignition. Transition mechanisms in ablation flows are
therefore of primary importance to ICF ignition.

Here we investigate non-modal effects in planar radiative ablation waves by using self-similar
ablation solutions to the Euler equations with nonlinear heat conduction, without further ap-
proximation, as model base flows representative of the early stage of an ICF pellet implosion
[3]. Pseudo-spectra of the local approximation of the perturbation evolution operator reveal a
potential for strong transient growth. Because of the base flow unsteadiness, our non-modal lin-
ear stability analysis relies on a direct-adjoint method. The flow boundary deformations, at the
material external surface and shock front, as well as their adjoint variable counterparts enter
this method formulation. Both optimal initial conditions and receptivity to perturbations of the
incident heat flux and external surface pressure are considered. Different definitions of objec-
tive functionals are investigated, some in relation with experimentally measurable quantities.
Optimal response computations are carried out for terminal times and perturbation transverse
wavelengths which are determined on the basis of pellet implosion features. Computed optimal
responses are physically analysed in terms of diffusion and propagation, with the help of a de-
composition into linear hyperbolic waves — corresponding to acoustic, entropy, vorticity and
radiation-conductivity waves [3] — for a nonuniform heat-conducting flow.
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Abstract :

A non-modal linear hydrodynamic stability analysis of ablation waves is carried out for the first
time. This analysis is performed for unsteady self-similar solutions in slab symmetry of the
Euler equations with nonlinear heat conduction, using a direct-adjoint method that results from
a Lagrangian-based optimization problem. Such solutions are considered in connection with
inertial confinement fusion (ICF) experiments where the hydrodynamic stability of ablative
flows has been identified as a key issue to the achievement of thermonuclear burn. Inherently
unsteady, these flows are compressible, highly nonuniform with a steep heat front, and bounded
by a material surface and a shock front — features that are possible sources of non-modal
thermo-acoustics effects. Non-modal effects are presently exhibited on a particular ablation wave
solution. This finding raises the question of the existence and consequences of such effects in
configurations of X-ray driven ablation that are more representative of ICF experiments, which
is the object of an ongoing investigation.

Mots clefs : écoulement d’ablation, fusion par confinement inertiel, com-
pressible, conduction non-linéaire de chaleur, effets non-normaux, méth-
ode direct adjoint, perturbations optimales

Introduction
The hydrodynamic stability of laser-driven ablation flows is a key issue in inertial confinement
fusion (ICF) where a sufficiently symmetric implosion of a spherical pellet is expected to achieve
thermonuclear burn. Such flows which originate from exposing the pellet outer shell to a
growing incident heat flux, present the radial structure of an inward-propagating deflagration,
or ‘ablation’, wave: a shock front precedes a subsonic heat front that coincides with the leading
edge of the heated material expansion wave [4, chap. 2] [5, vol. 2, chap. 10, §8]. Inherently
unsteady, these flows are compressible, strongly accelerated and highly nonuniform with a steep
heat front, owing to the strong nonlinearity of the heat transport and the intense incident
heating.

At the early stage of an ICF implosion, the hot outer part of the shell is accelerated toward
inner colder and denser layers while the forerunning shock front propagates inward through
the shell. This ‘shock transit phase’ is favourable to ablative Richtmyer–Meshkov and ablative
Rayleigh–Taylor instabilities [4, chap. 8],[6]. Hydrodynamic instabilities emerging during this
phase seed the subsequent stages of the pellet implosion with perturbations. In particular,
perturbations seeded at the start of the acceleration phase of an implosion undergo severe
growth, as shown by many studies on the subject, possibly leading to unacceptable loss of
symmetry and a failure to achieve the condition of thermonuclear burn. The understanding of
hydrodynamic perturbation dynamics during the shock transit phase is therefore of primary
importance to ICF.

Perturbations may arise from various sources: external pressure or heat flux inhomogeneities,
outer surface defects, inhomogeneities inside the shell or roughness at the shell-fuel interface.
Due to this multiplicity, experiments and multiple–physics simulations are often focused on
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isolating a particular perturbation (i.e. outer surface roughness) for a single pattern (e.g.
Legendre mode). In such cases simulations have been found to be in good agreement with ex-
periments [7, 8]. However this way of proceeding gives poor results when dealing with ‘native
roughness’ targets [7, 9]. Indeed, in such cases, in which no perturbation initially dominates
the others, the isolated mode approach fails to render perturbation growth originating from
interaction between different perturbation modes. Furthermore, such growth may occur despite
the fact that each of these interacting modes could be decaying in time. Perturbation amplifi-
cation computations can describe such growth provided that they are started from appropriate
initial conditions. However it is not feasible to compute the amplification of a sufficiently large
set of eligible initial conditions in order to identify which of them lead to an amplification,
and, above all, to the maximum amplification. As formalized in [10], the information driving
the short time evolution of a dynamical system must be searched in the eigenfunctions of its
linearized evolution operator rather than merely in this operator eigenvalues which may only
be indicative of the system long time behaviour. The set of method and tools for obtaining
this information is known as non-modal ananlysis and has been successfully applied to many
linear and nonlinear problems in the field of hydrodynamic stability (see [11] and references
therein). Non-modal analysis enables the study of these eigenfunctions and the identification
of optimal perturbations leading to the maximum amplification at a given time, or optimal
boundary conditions when dealing with a receptivity problem. Non-modal analysis has never
been applied to the hydrodynamic stability of ablation flows and the present work aims at
changing this fact.

We first (§ 2) present the ablation wave modeling that we are using before introducing base
flow and linear perturbation equations. An adjoint problem is then established (§ 3) from
the Lagrangian based formulation of a linear perturbation optimization problem. This adjoint
problem allows us to set up a direct-adjoint looping procedure in order to reach an optimal
inital condition maximizing a functional depending on perturbations. Such a procedure is
applied to a particular case of ablation flow (§ 4), exhibiting non-modal effects. These results
are finally discussed (§ 5), together with perspectives for radiation driven ablation flows.

Model
Classically in ICF, hydrodynamic instabilities have been investigated either by multiple-physics
simulations, either by modal stability analyses of idealized ablation flows (i.e. steady, quasi-
isobaric, discontinuous, etc.) [12]. An alternative to these two opposite approaches uses self-
similar solutions to the Euler equations with nonlinear heat conduction as base flows [13, 14, 15].
Such solutions, known since [16], present the advantage of rendering exactly nonuniformity and
unsteadiness of ablation waves, and have been exploited to model ICF-type ablation flows [17,
18, 3]. Indeed these self-similar flows present the essential characteristics of an ablation wave,
namely: (a) a leading shock front, (b) a quasi-isentropic compression (‘post-shock’) region, (c)
an ablation layer and (d) an expansion wave where heat-condution dominates (the ‘conduction
region’). The present non-modal stability analysis is based on these self-similar solutions which
are in slab symmetry. This slab approximation is reasonable insofar as the shock transit phase
corresponds to the beginning of a target implosion: curvature effects for sufficiently small
perturbation transverse wavelengths and convergence effects are actually negligible.
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Governing equations
We consider the motion of a polytropic gas in a semi infinite slab subject to an irradiation
flux and material pressure at its external boundary. The external irradiation flux is sufficiently
high so that nonlinear heat conduction dominates any other diffusive effect (e.g. viscosity).
However the fluid temperature is sufficiently low for radiation pressure and radiation energy to
be negligible compared to material pressure and internal energy. The material is considered at
local thermodynamic equilibrium, allowing us to use a fluid model to describe its motion. As-
suming that this motion is along the x direction of Cartesian system of coordinates (O, x, y, z),
the equation of motion are written, in dimensionless form and in the Lagrangian coordinate
m, where dm = ρdx, as [18]





∂t1/ρ− ∂mv = 0,
∂tv + ∂mp = 0,
∂t(e+ v2/2) + ∂m(pv + ϕ) = 0,

(1)

where ρ, v, p , e denote, respectively, the fluid density, velocity, pressure and specific inter-
nal energy, and the heat flux is related to the fluid density and temperature T through the
expression

ϕ = −ρ−µT νρ∂mT ≡ Ψ(ρ, T, ∂xT ), −µ ≤ 0, ν > 0. (2)

This system is closed by the dimensionless equation of state

p = ρT,

e = T

γ − 1 , with γ the adiabatic gas exponent.

Self-similar reductions of (1) arise if the incident heat flux and pressure at the external surface
follow specific power laws [16, 13], namely

ϕ(0, t) = Bφt3α−3 , p(0, t) = Bpt2α−2, for t > 0, with α = 2ν − 1
2ν − 2 , (3)

and for an initial state given by (ρ, v, T ) = (1, 0, 0) for m ≥ 0. For certain values of the
boundary parameters (Bp,Bϕ), such solutions present the features of an ablation wave extending
from the flow external surface (m = 0) through an ablation front up to the fore-running shock
front [3, 18]. In particular, all the peculiarities of an ablation wave driven by a nonlinear heat
conduction are described in a smooth manner, without any further approximation, including
the temperature and density stratification of the conduction region. In the present case, highly
accurate solutions to (1), (3) are obtained by means of an adaptive multidomain Chebyshev
spectral method [20].

Linear perturbations
Three-dimensional linear perturbations of the above self-similar ablative waves are considered
using an Eulerian description in the coordinate system (m, y, z). The resulting system of
partial differential equations in physical space is replaced by a one-dimensional system in the
yz-Fourier space. With the notation f̂ for the yz-Fourier component of the base flow quantity
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Figure 1: Self-similar ablation wave for the electron heat conduction model of Spitzer [19]
(−µ = 0, ν = 5/2) and boundary condition parameters (Bp,Bφ) = (0.124, 0.120) of (1). Spatial
profiles in the coordinate m at time t0 = 1 of the fluid density ρ, longitudinal velocity v and
heat flux ϕ.

f with transverse wavenumber k⊥ =
√
k2
x + k2

y, this system reads

∂tÛ = LÛ ≡ −AAA∂2
m2Û−BBB∂mÛ−CCCÛ , (4)

with Û =
[
ρ̂ v̂ d̂⊥ T̂

]>
, where d̂⊥ denotes the Fourier component of the transverse divergence

of the transverse velocity, and with the matrices AAA, BBB and CCC defined by

AAA =




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 C−1

v ρΨT ′


 , BBB =




0 ρ2 0 0
T 0 0 ρ

0 0 0 0
C−1
v Ψρ C−1

v p 0 B44


 ,

CCC =




ρ∂mv ρ∂mρ ρ 0
T∂mρ/ρ ρ∂mv 0 ∂mρ

k2
⊥T/ρ 0 0 −k2

⊥
C41 ρ∂mT

′ C−1
v T C44


 ,

B44 = C−1
v [∂m(ρΨT ′) + ΨT ] , C41 = C−1

v

(
∂mΨρ − ρ−1 ∂mϕ

)
,

C44 = C−1
v

[
ρ∂mv + ∂mΨT − k2

⊥ρ
−1 ΨT ′

]
.

The longitudinal perturbation of the heat flux expands as ϕ̂x = ρ̂Ψρ + T̂ ΨT + ρΨT ′∂m T̂ where
Ψρ, ΨT and ΨT ′ stands for the partial derivatives of Ψ (2) with respect to the density, the
temperature and the temperature gradient. Similarly, the transverse perturbation of the heat
flux expands as ∇⊥ · ϕ̂⊥ = k2

⊥ΨT ′ T̂ .

The external surface and shock front are also perturbed and their linear deformations are
denoted X̂es(t) and X̂sf(t), respectively. Perturbed boundary conditions arise from a first order
expansion of (3) [14] between the mean position of the boundary surface and its perturbed
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position. At the external surface, perturbations in density and heat flux are imposed:

ρ̂es(t) = ρ̂(0, t) + X̂es(t)ρ(0, t)∂mρ|m=0 , (5a)
ϕ̂es(t) = ϕ̂(0, t) + X̂es(t)ρ(0, t)∂mϕ|m=0 , (5b)

and the following kinematic relation at this material surface applies

v̂es(t) = ˙̂
Xes(t) = v(0, t) + X̂es(t)ρ(0, t)∂mv|m=0 (5c)

At the shock front, Rankine–Hugoniot relations are perturbed to the first order and take the
form of four linear equations relating flow perturbations at the shock front, to shock front
deformation X̂sf , shock front deformation velocity ˙̂

Xsf , and to the upstream state perturbation,
say

RH
(

Ûsf−, X̂sf ,
˙̂
Xsf , Ûsf+

)
= 0. (6)

System (4) is composed of a parabolic scalar subequation stemming from the total energy
conservation, and a hyperbolic subsystem corresponding to the equations of isothermal gas
dynamics. Therefore (4) is incompletely parabolic [21] and the problem (4)-(6) is well-posed
if at each boundary: one boundary condition is applied on the parabolic subequation and one
boundary condition is applied on each of the incoming waves of the hyperbolic subsystem. For
a =‘es’ and ‘sf’, boundary condition operators are formalized as

BCha

(
Û |a, X̂a

)
= 0,

BCpa

(
Û |a, X̂a

)
= 0,

where BCpa is a scalar operator and the dimension of BCha equals the number of incoming
waves at the given boundary.

Optimal perturbations through a Lagrangian
In the present work we are interested in finding the initial states {Û(t0,m), X̂es(t0), X̂sf(t0)}max-
imizing an objective functional J depending only on the final state {Û(T,m), X̂es(T ), X̂sf(T )},
where {Û, X̂es, X̂sf} are solutions of (4)-(6) where ρ̂es and ϕ̂es are kept to zero. For this purpose
we choose to perform the optimization in an unconstrained space through the definition of a La-
grangian where Lagrange multipliers are introduced to enforce evolution equations, boundary
conditions and a constraint on the initial conditions. This Lagrangian reads

L(Û, X̂, Û†, ν̂†, η̂†, µ̂†, β†) =

J−
∫ msf ,T

m=0,t=t0
Û†
(
∂tÛ− L(Û)

)
dtdm−

∫ T

t0

ν̂†aBC
h
adt

−
∫ T

t0

η̂†aBC
p
adt−

∫ T

t0

µ̂†afadt− β† (I −K0) , (7)

where subscripts a are summed over boundaries: ‘es’ and ‘sf’. Scalar quantities fa stand for
the evolution equations of X̂a, taken from (5) and (6), and K0 is the normalization constant
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Lagrange multiplier Corresponding constraint

Û† Evolution equation for perturbations
ν̂†es and ν̂†sf Hyperbolic boundary conditions at the external surface and shock front
η̂†es and η̂†sf Parabolic boundary condition at the external condition and shock front
µ̂†es and µ̂†sf Evolution equation for boundary deformations

β† Normalization of the initial condition

Table 1: Lagrange multipliers used in (7).

for initial conditions. Lagrange multipliers used in (7) are defined in Tab. 1.
The normalization functional I depends only on the initial state t0 and may differ from the
objective functional J . The optimum lies in the stationary points of the Lagrangian [22].
Differentiating with respect to the state variables leads to the adjoint problem

∂tÛ† = L†Û† ≡ AAA>∂2
mÛ† + (2 ∂mAAA−BBB)>∂mÛ† + (∂2

mAAA− ∂mBBB + CCC)>Û†, (8a)

BCha
† = 0, BCp

†
a = 0, (8b)

dtX̂†a = ˙̂
X
†
a, (8c)

where ˙̂
Xa

†
and X̂†a are scalar linear combinations of ν̂†a, η̂†a and µ̂†a. The adjoint problem (8a) is

to be integrated backward in time, from a terminal condition, to be well posed. The terminal
condition reads

Û†(T,m) = ∇Û|TJ , (9a)

X̂†a(T ) = ∇
X̂a|TJ . (9b)

Differentiating with respect to the control parameter, Û(t0,m), X̂a(t0), gives the optimality
conditions. Away from an optimum we have

∇Û|t0
L = Û†|t0 − β†∇Û|t0

I, (10a)

∇
X̂a|t0

L = X̂†a|t0 − β†∇X̂a|t0
I. (10b)

At an optimum, the right-hand-sides in (10) vanish. Solving (4) and (8), along with (5) and
(10), simultaneously would require a global approximation over the time interval, resulting in
a resource intensive procedure. Classically, direct and adjoint problems are solved iteratively,
using forward and backward temporal integrations, from a given starting initial condition.
Successive initial conditions of the direct problem are found thanks to an iterate power method
[23] or a relaxation method [24]. Both methods give similar results. Numerical solutions to the
direct system (4)-(6) and to the adjoint system (8), with proper initial conditions, are obtained,
in the variable m, using the same multidomain pseudospectral method as for the base flow
and, in time, with a three-step implicit-explicit Runge–Kutta scheme. Boundary conditions are
handled using a penalty method while matching conditions at subdomain interfaces are enforced
exactly. The numerical codes for the direct and adjoint problems perform computations over
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Figure 2: (a) Density perturbation profiles of the starting initial conditions given by (thick
lines): a translation of the base flow (red), a uniform perturbed state (green) and a perturbed
state resulting from a previous external heat flux perturbation (blue). Common optimal initial
density profile (thick black line) for a final time T = 2. (b) Objective functional for final times
T = 1.01, 1.025, 1.05, 1.075, 1.1, 1.2 and 1.6, from bottom to top, for k⊥ = 0.1.

each subdomain in parallel using the MPI paradigm with a single process per subdomain.
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Figure 3: (a) Intensity map in the variables (m, t) of the local Euclidean norm of the solution
to (4) with optimal initial condition for final time T = 1.05 and k⊥ = 0.1. (b) Time evolution
of the deformations of the external surface (blue), the ablation front (green) and the shock
front (red).

Optimal perturbation of a particular ablation flow
We consider the case of an ablation flow resulting from the direct illumination of the target
by a laser. In that case the irradiation flux corresponds to the laser light, propagating in the
expanding material up to the critical surface where the density exceeds a critical value. This
critical surface corresponds, in our model, to the external surface of the ablation flow where the
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laser energy is deposited and a material pressure is applied. Heat is transported via electron
heat conduction [5, chap. VII, §12]. Base flow profiles are shown on Fig. 1. The ablation front
is defined as the location of the temperature gradient length minimum. The latter defines the
characteristic length of the ablation front, laf(t). The conduction region, of length lcond(t),
extends from the external surface (m = 0) up to the ablation front (maf = 0.1013), and
the quasi-isentropic post-shock region extends from the ablation layer up to the shock front
(msf = 0.3). Lengths scale as l(t) = tα L due to self-similarity, where L is a reduced length
(Tab. 2).

max M 0.37
M |af 0.13
Fr |af 2.07
Lcond 1.013 10−1

LT /Ltot 2.66 10−2

Table 2: Main characteristics of the ablation flow of Fig. 1: maximum of the flow Mach number
relative to the ablation front, max M , ablation front value of this Mach number, M |af , and of the
Froude number, Fr |af , heat conduction region reduced length, Lcond, and ratio of the reduced
ablation front characteristic length LT to the ablation wave reduced length Ltot (defined in
[3]).

Computations have been carried out for various transverse wavenumbers and we present here
the results for k⊥ = 0.1. The objective functional is chosen as the L2 norm of state variables,
namely

J = 1
2

∫ msf

0
Û2(T,m)dm+ 1

2

(
X̂2

es(T ) + X̂2
sf(T )

)
. (11)

The convexity of this functional with respect to our set of control parameter is not established.
However a numerical experiment shows that initiating the optimization procedure with three
different initial conditions leads to the same optimal condition (Fig. 2a). Computations are
carried out on a 20 domain grid, each domain containing 50 collocation points. An iteration
is composed of the integration of (4) from t0 to T and (8a) backward, and requires 7 105 time
steps for T = 4. Convergence is reached when the L2 norm of the difference between two
successive initial conditions is below a defined threshold (10−5). Reaching convergence requires
between 20 and 30 iterations depending on the final time.

At first, optimal initial conditions are obtained for final times ranging from 1.01 to 1.6. The
envelope of their L2 norm across time shows that maximum amplification occurs at T = 1.05
(Fig. 2b). It has been observed that perturbations behave like travelling waves, here termed
pseudo-characteristic waves, with reflection and coupling at the external surface, the shock
front and in the ablation layer. Such pseudo-characteristic waves have been found appropriate
for describing perturbations propagating in the conduction region and the post-shock region
of ablation flows [3, 25] and their nature is recalled in Tab. 3. Optimal initial conditions and
their evolution up to the optimal time are analysed by characterizing them in terms of these
longitudinal pseudo-characteristic waves.
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Figure 4: Projection on pseudo-characteristic variables defined in Tab. 3 of the solution to (4),
for T = 1.05 and k⊥ = 0.1, in the variables (m, t): (a) Ŵ1, (b) Ŵ2, (c) Ŵ3 and (d) ω̂/ρ.

Maximum amplification The optimal initial condition realizing the maximum amplification,
at T = 1.05, is projected onto the pseudo-characteristic waves described in Tab. 3. This initial
condition is very weak in the conduction region, presents a peak in the ablation layer and two
oscillations over the post-shock region corresponding to: in phase upstream and downstream
propagating acoustic waves, and, in opposite phase, an entropy wave (Fig. 4). Perturbations
mainly evolve in the post-shock region and the ablation layer (Fig. 3a). Indeed, the final time is
too short, relatively to propagation velocities, for a significant propagation of perturbations. As
a result the external surface remains unperturbed while the ablation front and the shock front
undergo distortions (Fig. 3b). Moreover, heat diffusion is negligible in the post-shock region
and its effects in the ablation layer is much weaker than wave couplings. The present transient
growth is therefore mainly due to local constructive interactions between pseudo-characteristic
waves (Fig. 4) rather than interactions between the different regions of the flow through such
waves. Maximum amplification occurs while the upstream, downstream acoustic and entropy



24ème Congrès Français de Mécanique Brest, 26 au 30 Août 2019

Wave conduction region post-shock region
Ŵ1 Heat conductivity quasi-isentropic acoustic
Ŵ2 quasi-isothermal acoustic quasi-entropy
Ŵ3 Downstream quasi-isothermal acoustic Downstream quasi-isentropic acoustic
ω̂/ρ Vorticity Vorticity

Table 3: Definition of the pseudo-characteristic waves used for analysing flow perturbations.

waves are superimposed and in phase (Fig. 4a, b and c), in addition to the arrival of the main
contribution of vorticity at the ablation front (Fig. 4d).

As noted, maximum amplification occurs at a final time, T = 1.05, for which only local effects
act and non-local effects do not have time to develop. However, the shock transit phase of an
actual ICF target may last much longer than this maximum amplification time. Indeed, during
this phase, the external surface, ablation front and shock front may interact several times via
travelling waves and heat diffusion across the conduction and post-shock regions. Hence, non-
local effects should arise in addition to local interactions and it is of interest to determine the
optimal initial condition for such a regime.
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Figure 5: Intensity map in the variables (m, t) of the local Euclidean norm of the solution to
(4) with optimal initial condition for final time T = 4 and k⊥ = 0.1. (b) Time evolution of
the deformations of the external surface (blue), the ablation front (green) and the shock front
(red).

Amplification at the time horizon of the shock transit phase The terminal time is chosen to be
consistent with the duration of a shock transit phase. Simulations have shown that during this
phase a few interactions between the shock front and the ablation front occur through acoustic
and entropy/vorticity waves. Here, the value of T = 4 satifies this condition (Fig. 6a, b and c).
As for the maximum amplification case, the present optimal initial condition displays higher
levels in the post-shock region than in the conduction region although initial perturbations in
this region are no longer negligible. The same arrangement of acoustic and entropy waves is
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observed in the post-shock region but over a single spatial lobe. In the conduction region, the
optimal initial condition is dominated by acoustic waves. External surface and shock front
deformations undergo strong transient growth each time travelling waves interact with them,
before relaxing to lower absolute values (Fig. 5b). At the final time, much of the contribution
to the functional J lies in the ablation layer and in the entropy perturbations that propagate
in the post-shock region (Fig. 5a). Regarding interfaces, most of the contribution comes front
the shock front deformation rather than the external surface deformation. We note that the
optimal response for T = 4 reaches a maximum at a smaller time than the terminal time.
The amplification of the ablation front deformation relatively to its initial value is 2.2 102 at
its maximum and 1.1 102 at the final time. Such final time amplification indicates that the
ablation front could remain strongly deformed at the end of the shock transit phase. This
would bring a significant seed for ablative Rayleigh–Taylor instabilities to develop during a
subsequent acceleration stage of an ICF implosion.
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Figure 6: Projection on pseudo-characteristic variables defined in Tab. 3 of the solution to (4),
for T = 4 and k⊥ = 0.1, in the variables (m, t): (a) Ŵ1, (b) Ŵ2, (c) Ŵ3 and (d) ω̂/ρ.
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Discussion and conclusion
In the present work, we carry out the first non-modal stability analysis of an ablation flow.
These flows are compressible, non uniform, non stationary and present steep gradients, owing
to nonlinear heat conduction, and moving boundaries. A Lagrangian based formulation of the
optimization of linear perturbations and boundary deformations is devised. Optimal initial
conditions are computed thanks to a direct-adjoint looping. This method is applied to a
particular configuration for which we have exhibited significant transient growth for various
time horizons. These results prove the existence of non-modal effects in ablation waves, which
may be of concern to ICF experiments. They entice us to carry out a systematic non-modal
analysis of ICF-like ablation flows driven by X-ray irradiation.

Optimal perturbation computations of radiation driven ablation flows presenting characteris-
tic features of ICF target implosions are ongoing, but they are numerically more demanding.
Indeed, such flows present much steeper ablation fronts: as a comparison, their ratio of charac-
teristic lengths (see Tab. 2) range from 10−3 to 10−5. This necessarily leads to refined meshes
and smaller time steps. As a result, between 106 to 108 time steps are required for a single
direct-adjoint iteration. We believe that, similarly to electron heat conduction results presented
in this paper, convergence would be reached within 20 to 30 iterations.

We also expect to find similar local interactions for short-time optimal initial conditions, and
non local interactions for optimal initial conditions corresponding to shock transit times of
radiation driven ablation flows. Various objective functionals will be tested, corresponding to
energy norms (i.e. acoustic, rotational or total energy) or observables (i.e. optical depth or
ablation front deformations).
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CHAPTER C

Additional information about numerical methods

C.1 Stability of the penalty method for the hyperbolic part of the boundary

conditions

Starting from the penalized evolution equation for perturbations (3.53), the objective of the present section is to

determine values of the penalty weights τes and τsf necessary to ensure that the L2 norm of the spectral approx-

imation of the solution decays in time. The derivation assumes a steady uniform base flow. The terms resulting

from the Fourier transformation in the transverse direction are assumed as already stabilized before the Fourier

transform (§ 3.2). Therefore the present derivation focuses on the sole advection term in the longitudinal direction:

BBB∂ξÛ. We follow the work of Hesthaven and Gottlieb (1996); Gottlieb and Shu (1996). The penalty method is used

to apply boundary conditions only on the explicit step of the time integration, namely

∂tÛ = F̂FF,

containing only non-conducting terms (3.58). As a consequence we focus on the terms forming F̂FF, i.e. without

taking into consideration the matrix AAA and coefficient (CCC)⊥44 in the evolution operator LLLπ (3.53). Although there

exists no formal proof of stability in the case of unsteady nonuniform base flows, our numerical experiments in

such cases do not display signs of numerical instability.

The evolution equation (3.28) is considered in the eigenvector basis of the matrix BBB (see 3.37, in which the

primitive variable Û is transformed into the characteristic variable Ŵ = RRR−1Û.

As we are interested in the stability of the spectral approximation of the solution to (3.53), ÛN , defined at

collocation points ξk, the dirac function δes (respectively δsf) is approximated by a polynomial of degree lower

than N whose value is 1 at ξes (resp. ξsf) and zero at the other collocation points. We define the discrete weighted

inner product at collocation points ξk

〈uN , vN〉N =
N

∑
k=0

uN(ξk)
>vN(ξk)ωk, for uN and vN polynomials of order < N, (C.1)
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where ωk are Legendre weights (Canuto et al., 1988), and its associated discrete weighted norm ‖uN‖N . Let us

consider ŴN a Legendre spectral approximation of the solution to (3.53) in the characteristic basis of BBB. Following

the reasoning of Hesthaven and Gottlieb (1996) and Gottlieb and Shu (1996), we look for values of τa such that

dt‖ŴN‖2
N ≤ 0 for zero homogeneous conditions. From (3.53) we obtain

d
dt

∥∥∥ŴN

∥∥∥2

N
=
〈
(RRR−1 LLLRRRŴ)N , ŴN

〉
N
+
〈
ŴN , (RRR−1 LLLRRRŴ)N

〉
N
+ B

with boundary terms gathered in

B = ω0

(〈
RRR−1 Π̂

es
N , ŴN |es

〉
+
〈
ŴN |es,RRR−1 Π̂

es
N

〉)
+ ωN

(〈
RRR−1 Π̂

sf
N , ŴN |sf

〉
+
〈
ŴN |sf,RRR−1 Π̂

sf
N

〉)
. (C.2)

The collocation points {ξk}0≤k≤N are obtained from a coordinate transformation ξ = h(ζ) (3.49) applied to the set

of N + 1 Gauss-Lobatto points {ζk : −1 6 ζk 6 1}. For the sake of the present derivation the transformation h is

assumed to be an affine function. The expression of RRR−1 LLLRRR leads to

d
dt

∥∥∥ŴN

∥∥∥2

N
=−

〈(
1
h′

DDD∂ζŴ
)

N
, ŴN

〉
N

−
〈
ŴN ,

(
1
h′

DDD∂ζŴ
)

N

〉
N

+ B. (C.3)

The discrete inner product is now implicitly defined at the collocation point ζk, as well as the spectral approxima-

tion ŴN .

For gN a Legendre polynomial function of degree lower than N, the quadrature defined by (C.1) is exact

(Canuto et al., 1988), i.e. ∫ 1

−1
gN(ζ)ωdζ =

N

∑
k=0

gN(ζk)ωk. (C.4)

This property is central to spectral methods. Applying the quadrature rule to (C.3), and performing an integration

by parts on the first term in (C.3) gives

d
dt

∥∥∥ŴN

∥∥∥2

N
=
∫ 1

−1

1
h′
(
Ŵ>DDD>∂ζŴN − Ŵ>DDD∂ζŴ

)
N

dζ

−
[

1
h′
〈

DDDŴN , ŴN

〉]1

−1

+ B. (C.5)

The first right hand side cancels as DDD is diagonal. The expansion of B gives

d
dt

∥∥∥ŴN

∥∥∥2

N
=−

[
1
h′
〈

DDDŴN , ŴN

〉]1

−1

+ 2ω0τes

〈
DDD+

esŴN |−1, ŴN |−1

〉
+ 2ωNτsf

〈
DDD−sfŴN |1, ŴN |1

〉
. (C.6)
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Therefore, the condition dt‖ŴN‖2 ≤ 0 is fulfilled if〈(
1

h′(−1)
DDD + 2ω0τesDDD+

es

)
ŴN |−1, ŴN |−1

〉
≤ 0, (C.7)

and 〈(
−1

h′(1)
DDD + 2ωNτsfDDD−sf

)
ŴN |1, ŴN |1

〉
≤ 0, (C.8)

or equivalently

τes ≤
1

2ω0 h′(−1)
, (C.9a)

τsf ≥
1

2ωN h′(1)
, (C.9b)

so that πa = 1/(4 h′(±1)) in (3.54). If the approximation ÛN is formed of Legendre polynomials, then ω0 = ωN =

2/N(N + 1), and (C.9) corresponds to the results of Hesthaven and Gottlieb (1996).

Penalty method for Chebyshev approximations of ablation flows. Ablation flows considered in the present

work are neither uniform nor approximated by Legendre polynomials. Moreover, the coordinate transformation

that is used is not an affine function (3.49). However we have found that the bounds for the penalty coefficients in

(C.9) are sufficient to stabilize the Chebyshev approximation of acoustic perturbations in a uniform base flow, with

the identity transformation for h. The introduction of the penalty terms in (3.53) does not degrade the convergence

properties, in space and time, of the approximation.

The same stability features are recovered when dealing with actual ablation flows with a coordinate transfor-

mation of the form (3.49). One of the reasons is that, for an optimal grid, the coordinate transformation (3.49)

remains close to an affine transformation, combining a shift and a stretching of the subdomain. The stability of

the penalty method is observed on numerical experiments with non-uniform base-flows, i.e. for non-zero CCC. This

point is a consequence that close to boundaries, where penalty terms are enforced, the base flow is quite uniform.

Therefore contributions are still dominated by the advection terms, stabilized by the penalty method, rather than

by the reaction terms of the matrix CCC.

C.2 Critical time step

As the system (3.28) contains an advective contribution solved explicitly, it is necessary to determine the critical

time step that ensures the stability of the discrete time scheme. Section (C.1) gives a sufficient stability condition

for the time-continuous and spatially discretized system. In the present section, we investigate stability conditions

for the explicit part of the time-discretized system, namely (3.58)

∂tÛ = F̂FF. (C.10)

For the derivation, we step back to the evolution equations (3.19) the coordinate system (m, y, z, t). The coordinate

transformation (m, y, z, t) → (ξ, y, z, t) is applied to the system (3.19). Retaining only the terms forming F̂FF, i.e.
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non-conducting terms, the resulting system is vector shaped and reads

∂tũ +BBB∂ξũ +BBB⊥∂⊥ũ +CCC‖ũ = 0, ũ =
(

ρ̃ ṽx ṽ⊥ T̃
)>

. (C.11a)

with

BBB⊥ =


0 0 Ḡ 0

0 0 0 0

t2α−2 Θ̄
Ḡ

0 0 1

0 0 t2α−2C−1
v Θ̄ 0

 (C.11b)

We consider an advection mechanism whose wave velocity, advection velocity and spatial step in the direction

i are denoted by ci, vi and ∆i, respectively, for i = ξ and ⊥. Following Courant et al. (1928), we know that

a numerical scheme updating an information propagating at finite velocity is stable if the numerical domain of

dependence includes the physical domain of dependence. For a two-step finite difference method of second order

accuracy, MacCormack (1971) state that the solution is stable if

∆t 6 αCFL min
D

1
|vξ|
∆x + |v⊥ |

∆⊥
+
√

c2
ξ/∆ξ2 + c2

⊥/∆2
⊥

, (C.12)

where αCFL is a constant. The criterion (C.12) is adapted to pseudo-spectral discretization (Guillard et al., 1992):

∆t 6 αCFL min
D

1
|vξ|
Kξ

+ |v⊥ |
K⊥

+
√
(cξ/Kξ)2 + (c⊥/K⊥)2

, (C.13)

where Kξ and K⊥ are empirically determined, and account for the dimension in the longitudinal and transverse

directions, the degree of polynomial approximation in these dimensions, the discretization scheme and the type of

boundary conditions (Dirichlet or Neumann). If a coordinate transformation ξ = h(ζ) is applied in the longitudi-

nal direction, then:

∂ξu =
∂u
∂ζ

dζ

dξ
=

∂u
∂ζ

1
h′(ζ)

. (C.14)

The local wave speed and advection velocity are modified by a factor 1/h′(ζ) (Gauthier, 2011).

In our case, the transverse advection velocity is zero and the longitudinal advection velocity is−αξ/t. To adapt

the one-dimensional framework presented above to the multidimensional system (C.11), we set the longitudinal

and transverse wave speeds to be the largest eigenvalues of BBB’s and BBB⊥, respectively. Following the approach of

Guillard et al. (1992), we define a critical time step as

∆tc = min
ij

1

αξit−1

|h′i|Kξ
+

√(
max sp{BBB}ij

|h′i|Kξ

)2

+

(
max sp{BBB⊥}ij

K⊥

)2
, (C.15)

where i and j span the longitudinal and transverse grid, respectively. In what follows the j dependence is omitted

as the base flow is uniform in the transverse direction.
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Wavespeeds. The eigenvalues of BBB⊥ are determined analytically:

sp{BBB⊥} =
{

0, 0,−tα−1
√

γΘ̄, tα−1
√

γΘ̄
}

, so that max sp{BBB⊥}i = tα−1
√

γΘ̄i = tα−1ci. (C.16)

The eigenvalues of BBB (3.28c) are determined numerically.

Transverse Fourier transformation. In the present case (C.11) is Fourier transformed in the transverse direction.

The inequality λ⊥ > 2L⊥/N⊥, with the transverse domain length L⊥ and the number of interpolation points N⊥,

must hold for a suitable representation of all transverse wavelengths. As the only wavelength to be represented is

λ⊥ = 2π/k⊥, the most restrictive case is to choose L⊥/N⊥ = π/k⊥. Criterion (C.15) rewrites

∆tc = min
ij

1

αξit−1

|h′i|Kξ
+ tα−1

√√√√(t1−α
max sp{BBB}ij

|h′i|Kξ

)2

+

(
ci

k⊥
2πKF

⊥

)2
, (C.17)

with KF
⊥ a constant determined latter.

Determination of constants Kξ and KF
⊥. Stability results are obtained for a time-discretized form of the scalar

advection equation

∂tu + c∂ξu = 0, with c a constant, (C.18)

by means of a three-step non degenerate Runge-Kutta explicit scheme. Let D be the finite dimension approxima-

tion of the spatial differential operator ∂ξ· and λ an eigenvalue of cD. The stability condition for such a scheme is

(Boudesocque-Dubois et al., 2003)

∣∣∣∣∣ 3

∑
i=0

(−λ∆t)i

i!

∣∣∣∣∣
2

≤ 1, for all eigenvalues λ. (C.19)

• Fourier discretization. All eigenvalues are complex in the case of a Fourier differentiation operator (Canuto

et al., 1988): λ = i c k. Stability condition (C.19) reads

1
3
(k c ∆t)2 − 1 ≤ 0 ⇒ ∆t ≤

√
3

k c
∀ k.

Again, the smallest wavelength possibly represented on the grid is λmin = 2 L/N, so

kmax =
2π

λmin
=

π N
L

and

∆t ≤
√

3 L
c π N

.

Then, KF
⊥ is defined such that ∆t ≤ KF

⊥
L

cN
, so KF

⊥ =

√
3

2π
≈ 0.2757.

• Chebychev collocation. An explicit RK3 scheme has a stability region defined in the complex plane in Peyret

(2002). According to Boudesocque-Dubois et al. (2003), if λ∆t remains in the elliptical region

(
<(λ)∆t

C1
RK3

)2

+

(
=(λ)∆t

C2
RK3

)2

≤ 1 and <(λ) ≥ 0, with C1
RK3 and C2

RK3 two constants,
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then it fulfils the criterion (C.19). Therefore the stability criterion reads

∆t ≤ 1√√√√(<(λ)
C1

RK3

)2

+

(
=(λ)
C2

RK3

)2
, ∀ λ

max |<(λ)| = |c| max
j
|<(dj)|

max |=(λ)| = |c| max
j
|=(dj)| ,

with
{

dj
}

j=1,N being eigenvalues of the Chebyshev first-order differential operator penalized for Dirichlet-

Dirichlet boundary conditions, or Dπ , over the domain [−1; 1]. Values of maxj |<(dj)| and maxj |=(dj)| are

computed numerically as they depend on the number of points N and the penalty coefficient τ determined

in App. C.1. Finally

Kξ =
1√√√√(maxj |<(dj)|

C1
RK3

)2

+

(
maxj |=(dj)|

C2
RK3

)2
. (C.20)

Here the coordinate transformation (3.49) is accounted for in (C.15) and not in the differential operator Dπ .

Therefore the penalty term in Dπ must not include the coordinate transformation as D does not contain the

coordinate transformation. An attempt to include the coordinate transform directly in the calculation of Kξ,

i.e. in Dπ has been done. It gives similar results, partly because the differential of the coordinate transform

h′(x) is quasi-constant on an optimal grid. The choice to work with Chebyshev differential operator Dπ over

the spectral domain [−1, 1] rather than over the physical domain [0, ξsf] is motivated by the fact that interior

subdomains are thus treated in the same way as the boundary subdomains where penalty terms apply.



CHAPTER D

Verification of the numerical method for the direct equations

D.1 Gas dynamics test-case

The gas dynamics test-case verifies the explicit part of the temporal RK3 scheme (3.58)

∂tÛ = F̂FF, (D.1)

which corresponds to the evolution operator of gas dynamics, i.e. (3.28) without heat-conduction. Solutions are

sought under the form

Ûsol = Û0 exp [i(ωt− kξξ)] , (D.2)

for a stationary and uniform base flow

(Ḡ V̄x Θ̄) = (4 0 1/3). (D.3)

Equation (3.28) with (D.2) boils down to the eigenvalue problem


iω −ikξḠ2 Ḡ 0

−ikξΘ̄ iω 0 −ikξḠ

−k2
⊥Θ̄/Ḡ 0 iω −k2

⊥
0 −ikξ(γ− 1)P̄ (γ− 1)Θ̄ iω

 Û0 = 0. (D.4)

Non trivial solutions are given by

• ω = 0 of multiplicity two, which yields

– an entropy mode ÛS = (−Ḡ 0 0 Θ̄)
>

– and a vorticity mode Ûν = (0 − i Ḡkξ 0)>,
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• and ωA+ = cs

√
k2
ξḠ2 + k2

⊥ = KA = −ωA−, with cs =
√

γΘ̄, yielding two acoustic modes

ÛA± =

(
1 ± kξc2

s
KA

∓
ic2

s k2
⊥

ḠKA

(γ− 1)Θ̄
Ḡ

)>
. (D.5)

A forward acoustic ÛA+ signal of wavenumber kξ = 2π is initiated on a domain [0, 2] discretized over 4 sub-

domains of N points each (N is varied) and evolves over several periods T = 2π/KA with periodic boundary

conditions (Fig. D.1 left). As previously noticed (Boudesocque-Dubois et al., 2003), the error increases with the

transverse wavenumber k⊥ since k⊥ increases the frequency (Fig. D.1, right). Therefore a finer time step is re-

quired to keep the error at the same level for larger k⊥. However, these results acknowledge the fact that the

spatial pseudo-spectral scheme combined with the RK3 temporal scheme provide us with a satisfactory descrip-

tion of advection over a large number of periods. The error accumulates steadily with the number of periods.

Convergence in space shows that the expected exponential convergence inherent to spectral methods is recovered

(Fig. D.2, left). The residual error quickly reaches a lower limit due to the time stepping error. Figure D.2 left shows

the efficiency of spectral method as Ncheb = 16 points are enough to conveniently describe an acoustic wave with

a nine digits accuracy. The third order convergence in time of the RK3 scheme restricted to its purely explicit part

is also recovered (Fig. D.2 right).
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Figure D.1: Gas dynamics. Ncheb = 32, time step ∆t = 1.62 10−4. (left) Density perturbation of the forward acoustic
solution (D.2), (right) space maximum relative error in density against the number of periods.

Because boundary conditions are periodic, the above described test-case does not verify the penalty method

for boundary conditions on the hyperbolic part. The forward acoustic mode of the form (D.2) can alternatively

be enforced at each boundary with the penalty method (§ 3.3.3). The resulting error displays no visible changes

compared to the periodic case (Fig. D.3). In particular, the convergence properties in space and time inherent to

the pseudo-spectral and RK3 schemes are not altered by the use of the penalty method.

D.2 Heat conduction test-case

The heat conduction test-case verifies the semi-implicit part of the RK3 scheme (3.57). This subequation corre-

sponds to

∂tΘ̂ = λξ∂2
ξ2 Θ̂ + λ⊥Θ̂, with λξ = −(γ− 1)ḠΨΘ′ and λ⊥ = (γ− 1)

k2
⊥ΨΘ′

Ḡ
. (D.6)
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Figure D.2: Gas dynamics. Space maximum relative error in density. (left) Convergence in space for ∆t = 5. 10−5,
and (right) convergence in time for Ncheb = 32 and ∆t = CFL× 5. 10−5.
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For a stationary and uniform base flow

(Ḡ V̄x Θ̄) = (4 0 1/3), (D.7)

solutions to (D.6) are sought for as separated variable solutions

Θ̂ = f (ξ)g(t) (D.8)

with

f (ξ) = A cos(kξξ) + B sin(kξξ) and k2
ξ = − f ′′

f
= const > 0. (D.9)

For Neumann-Neumann homogeneous boundary conditions (i.e. ∂ξΘ̂ = 0 at boundaries), non trivial solutions

are of the form

f (ξ) = B cos(kn
ξξ), with (kn

ξ)
2 = (n + 1/2)π/2, for n a non zero integer. (D.10a)
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Therefore

g′

g
= λξ

f ′′

f
+ λ⊥ = −λξkn

ξ + λ⊥ (D.10b)

hence

gn(t) = Bn exp(−t/τn), with τn =
1

λξ(nπ/2)2 − λ⊥
, n ∈N∗. (D.10c)

A solution (D.10) is initiated at t = 0 for n = 1 on the [0, 2] interval decomposed into 4 subdomains of N points

each (Fig. D.4 left). Boundary conditions are enforced at each boundary node. Spatial profiles of the relative error

shows that the error remains acceptable for a certain number of characteristic times τn. Figures D.5 displays the

convergence in space (left) and time (right). With the ‘exact’ method, the solution is enforced at boundary points

(see § 3.3). An implementation of the penalized boundary conditions for the parabolic equation is also tested.

However the use of the penalty method strongly alters the performances of the numericals schemes. In particular

the convergence in time is not ensured. These poor performances justify our choice to use the ‘exact’ method to

enforce boundary conditions on the parabolic subequation.
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Figure D.4: Heat conduction. Ncheb = 50, ∆t = 10−4 and n = 1. (left) Evolution of Θ̂ for n = 1 and k⊥ = 1 and
(right) relative error at different times.

With the ‘exact’ method, the error converges exponentially in space which is in agreement with the pseudo-

spectral scheme. The error converges at order 2 in time, as expected for the semi-implicit part of the RK3 scheme.

D.3 Thermoacoustic test-case

The full RK3 sheme is tested for thermoacoustic solutions of the form

Û = <
(

Û0 exp i [ωt− kξξ]
)

, with kξ = 2π and ω complex, (D.11)

for a stationary and uniform base flow

(Ḡ V̄x Θ̄) = (4 0 1/3). (D.12)
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Figure D.5: Heat conduction. Space maximum relative error n = 1. (left) Convergence in space for ∆t = 5. 10−4

and (right) convergence in time for Ncheb = 32.
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Figure D.6: Thermoacoustic. Maximum relative error in density with k⊥ = 1 for the damped forward acoustic
perturbation. (left) Convergence in space with ∆t = 10−5 and (right) convergence in time with Ncheb = 50.

Equation (3.28) boils down to the eigenvalue problem


iω −ikξḠ Ḡ 0

−ikξΘ̄/Ḡ iω 0 −ikξ
−k2
⊥Θ̄/Ḡ 0 iω −k2

⊥
0 −ikξ(γ− 1)Θ̄ (γ− 1)Θ̄ iω− (γ− 1)(k2

ξ + k2
⊥)ΨΘ′/Ḡ

 Û0 = 0. (D.13)

Eigenvalues and eigenvectors are determined numerically. Non trivial solutions lead to

• two damped acoustic modes, such that <(ωA+) > 0 and <(ωA−) < 0,

• a damped entropy mode, such that <(ωS) = 0,

• and a conserved vorticity mode, such that ων = 0.

The forward damped acoustic solution (<(ωA+) > 0) is initiated on the interval [0, 2] with periodic boundary

conditions, splitted into 4 subdomains of N points each. The exponential convergence in space and second order

convergence in time are recovered, as expected for the spatial pseudo-spectral and temporal RK3 schemes, respec-

tively. As for the acoustic test case, errors accumulate faster as the transverse wavenumber k⊥ increases. Indeed,
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Figure D.7: Thermoacoustic. Maximum error in density for the damped forward acoustic perturbation, with
Ncheb = 50 and ∆t = 10−5 for various k⊥ against the number of pseudo-period T.

increasing k⊥ reduces the pseudo-period T = 2π/<(ω). Therefore, a finer time stepping is required for describing

time variations with the same accuracy.

D.4 Munro’s rippled shock front

Linearized Rankine–Hugoniot relations (3.42) are verified on the rippled shock problem of Munro (1989). A planar

supersonic rippled shock front interact with an upstream perturbed flow, while there is no source of perturbation

downstream to the shock front (i.e. in the computational domain).

The flow is assumed to be non-conducting and we consider gas dynamic solutions under the form of (D.2), so

that we are addressing the eigenvalue problem (F.4). Similarly, the eigenvalues are

ω = 0, (D.14a)

of multiplicity two with eigenvectors detailed in § D.1, and

ω = ωA± = ±KA = ±cs

√
k2
ξA

Ḡ + k2
⊥, (D.14b)

yielding upstream and downstream acoustic modes. As the shock front is supersonic and there is no source of

perturbation downstream to shock front, the solution is a superposition of an entropy, vorticity and downstream

acoustic modes, with wavelengths kξS , kξν and kξA , respectively, i.e.

Û0 = αS ÛS + ανÛν + αA−ÛA−.

Coefficients αS , αν and αA− are determined by applying the linearized Rankine–Hugoniot relation between up-

stream and downstream perturbation states. The base flow downtream to the shock front is given by

(Ḡ V̄x Θ̄) = (4 0 1/3) , corresponding to an upstream state (Ḡu V̄u
x Θ̄u) = (1 − 1 0) ,
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with an upstream entropy perturbation

(
Ĝu V̂u

x D̂u
⊥ Θ̂

)
= (1 0 0 0) .

The shock front is located at msf = ḠŪxt + msf|t0 , with Ūx = W̄x − V̄x the shock front velocity with respect

to downstream fluid velocity and W̄x = 1/3 the shock front velocity in the reference frame. Applying mass

conservation at the shock front, i.e. at m(t) = msf, for all t > t0,

kξν = kξS = 0 and ωA− + kξA ḠŪ = 0,

where ωA− is eliminated with the help of (D.14b),

k2
ξA

=
−ik⊥

Ḡ
√

1− Ū2/c2
s

.

Therefore the entropy and vorticity perturbations are constant over space and time while the acoustic perturbation

is evanescent. From the longitudinal momentum conservation and total energy conservation, it comes that

αS = −2/5, αν = −i and αA = 12/5. (D.15)

Shock front deformation is deduced from the transverse momentum conservation

X̂sf = −
d̂⊥

k⊥V̄u
x

. (D.16)

The evanescent character of the acoustic solution makes the solution stiffer as time goes on (Fig. D.8 left). At

t = 150, the solution is ill resolved near the shock front, thus degrading the error on the third domain (Fig.D.8

right) and the error on the shock front deformation (Fig D.9) increase suddenly. Until that time, the dynamics of

the shock front is accurately described by perturbed Rankine–Hugoniot relations (3.42) and the evolution equation

for the shock front deformation.
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D.5 Translation test-case

Evolution equations (3.28) with boundary conditions (3.40) admit an exact solution known as the ‘translation

solution’, defined by (4.35) in the case k⊥ = 0 with zero external forcing (ϕ̂es = p̂es = 0 and Ûu = 0). According to

this solution, state variable perturbations evolve as (4.35) and boundary deformations are steady,

˙̂Xsf =
˙̂Xes = 0. (D.17)

Compared to the other test cases, this test verifies the evolution equation for the state variables Û and for the

boundary deformations X̂es and X̂sf, on a self-similar ablation wave, i.e. for an unsteady and non-uniform base

flow.

The computations are carried out on the ablation wave RC-1, over a grid (Ndom, Ncheb) = (189, 50), and the time

step is set by the criterion derived in App. C.2. The time interval is [1, 3.5], corresponding to the largest time interval

used for optimization computations of Chap. 4, and represents 9.8 106 time steps. The present test is challenging

for boundary deformations as the exact solution is a zero boundary velocity perturbation. Therefore, any error on

the velocity is large relatively to the exact solution. This is what happens with the penalty method. Indeed, this

method authorizes a departure of the solution from its set point at boundary nodes. The solution at boundary

nodes is used to compute to boundary deformation velocity ˙̂Xa. Hence, this departure at boundary nodes pollutes

the boundary deformation velocities, which constitutes the right hand side of the evolution equation for boundary

deformations (4.15). This inherent error of the penalty scheme is accumulating in the boundary deformations as

time steps go on via the integration in time of (4.15), and results in an increasing L2 norm of the error (Fig. D.10).

The use of penalty method for boundary conditions has improved to computation of linear perturbations of

ablation wave. However, the accumulation mechanism of the error in the boundary deformations indicates that

penalty method, as we have implemented it, may still be improved to deal with these deformations. Two possi-

bilities arise: either modifying the evolution equation for boundary deformations (4.15) to cancel the impact of the

penalty method, either computing the boundary deformation velocity from a quantity that is not polluted by the

penalty error.
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CHAPTER E

Derivation of the adjoint problem

E.1 Variation of the Lagrange functional

We express the variations of L (4.16) with respect to the direct variables (Û, X̂es, X̂sf) in the directions (δÛ, δX̂es, δX̂sf).

The main manipulations consist in replacing operators for boundary conditions and evolution equations by their

expressions and performing integrations by part. The successive vanishing of the variations with respect to each

of the independent variables yields the adjoint problem (4.21). The definition of an adjoint deformation (4.21h) and

an adjoint deformation velocity (4.21g) naturally stem from this derivation. Finally, we give some details about the

implementation of boundary conditions for the adjoint problem.

Variation with respect to Û. We have from (4.16),

∇ÛL · δÛ =∇Û|TJ · δÛ|T −
∫ T,ξsf

t0,0
Û†>

(
∂tδÛ−LLLδÛ

)
dtdξ

−
∫ T

t0

ν̂†>
a P in

a

[
δÛI|a − Ûa I

(
δÛ|a, X̂a

)]
dt−

∫ T

t0

η̂†
aB̂BBp

a

(
δÛ|a, X̂a

)
dt

−
∫ T

t0

µ̂†
a fa

(
δÛ|a, X̂a

)
dt−∇Û|t0

1

∑
k=0

β̂†
kIk

(
δÛ|t0

)
. (E.1)
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Operators P in
a , B̂BBp

a and fa are replaced by their expressions from (3.40) and (3.42). After some integrations by parts

and some algebra, it follows that

∇ÛL · δÛ =∇Û|TJ · δÛ|T +
∫ T,ξsf

t0,0

(
∂tÛ† −LLL†Û†)

)>
δÛdtdξ−

∫ ξsf

0

[
Û†>δÛ

]T

t0
dξ

−
∫ T

t0

[
Û†>AAAδ∂ξÛ−

(
∂ξ(Û†>AAA)− Û†>BBB

)
δÛ
]ξsf

0
dt

−
∫ T

t0

ν̂†
es
>BBBin

11

[
δÛI|es −MMMes

11
−1
(

E3δD̂⊥|es −MMMes
12δÛII|es

]
dt−

∫ T

t0

ν̂†
sf
>BBBin

11

[
δÛI|sf −MMMsf

I
−1 (MMMsf

II δÛII|sf

)]
dt

−
∫ T

t0

η̂†
es

(
NNNes

22δ∂ξÛII|es +MMMes
parδÛ|es

)
dt−

∫ T

t0

η̂†
sf

(
NNNsf

22δ∂ξÛII|sf +MMMsf
parδÛ|sf

)
dt

−
∫ T

t0

µ̂†
es

(
OesδÛ

)
dt−

∫ T

t0

µ̂†
sf

(
OsfδÛ

)
dt

−
1

∑
k=0

β̂†
kIk

(
δÛ|t0

)
,

(E.2)

where E3 = (0 0 1)>.

• Cancelling variations δÛ for all 0 6 ξ 6 ξsf and t0 6 t 6 T, yields the adjoint equation

∂tÛ† = LLL†Û† ⇔ ∂tÛ† −AAA>∂2
ξÛ† +

(
BBB> − 2 ∂ξAAA>

)
∂ξÛ† −

(
CCC> − ∂ξBBB> + ∂2

ξAAA>
)

Û† = 0, (E.3a)

and the definitions

AAA† = −AAA>, BBB† = (BBB− 2∂ξAAA)> and CCC† = −
(

CCC− ∂ξBBB> + ∂2
ξ2CCC
)>

. (E.3b)

• Cancelling variations δÛ at t0 and T yields the optimality condition (4.21k) and terminal condition (4.21b).

• Cancelling variations δÛ|es and δÛ|sf yields boundary conditions (4.21c) and (4.21e).

• Cancelling variations δ∂ξÛ|es and δ∂ξÛ|sf yields boundary conditions (4.21d) and (4.21f).
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Variation with respect to X̂a. From (4.16), we obtain that

∇X̂a
L · δX̂a =∇X̂a

J · δX̂a|T +
∫ T

t0

ν̂†>
a P in

a Ûa I

(
Û|a, δX̂a

)
dt

−
∫ T

t0

η̂†
aB̂BBp

a

(
Û|a, δX̂a

)
dt−

∫ T

t0

µ̂†
a fa

(
Û|a, δX̂a

)
dt

−∇X̂a|t0

1

∑
k=0

β̂†
kIk

(
δX̂es|t0 , δX̂sf|t0

)
. (E.4)

Similarly, after an integration by part and some algebra it follows

∇X̂a
L · δX̂a =∇X̂a

J · δX̂a|T

−
∫ T

t0

ν̂†
a
>BBBin

11MMMa
11
−1
(

Sa,0
I δX̂a + Sa,1

I δ ˙̂Xa

)
dt−

∫ T

t0

η̂†
a

(
NNNa

22Sa,0
II δX̂a + Sa,1

II δ ˙̂Xa

)
dt

−
∫ T

t0

µ̂†
a

(
(Sa,0)2δX̂a + (Sa,1)2δ ˙̂Xa

)
dt−

1

∑
k=0

β̂†
kIk

(
δX̂a|t0 , δX̂sf|t0

)
. (E.5)

• Cancelling variations δX̂a yields

dt

(
ν̂†

a
>BBBin

11MMMa
11
−1Sa,1

I + η̂†
a Sa 1

II + µ̂†
a(S

a,1)2

)
= ν̂†

a
>BBBin

11MMMa
11
−1Sa,0

I + η̂†
a Sa 0

II + µ̂†
a(S

a,0)2 (E.6)

and we define the adjoint deformation and adjoint deformation velocity

X̂†
a = ν̂†

a
>BBBin

11MMMa
11
−1Sa,1

I + η̂†
a Sa 1

II + µ̂†
a(S

a,1)2 (E.7)

˙̂X
†
a = ν̂†

a
>BBBin

11MMMa
11
−1Sa,0

I + η̂†
a Sa 0

II + µ̂†
a(S

a,0)2. (E.8)

E.2 Implementation of the adjoint boundary conditions

Here we give some details about the implementation of (4.21c)–(4.21f). At ξ = ξa, B
(4,4)
in = BBB+

11
> and BBB†

11
in
= BBB−11

>.

Therefore boundary conditions for the hyperbolic subsystem write

BBB>11Û†
I = −BBB>21Û†

II +BBB+
11
>

ν̂†
a +MMMa

21
>η̂†

a + Oaµ̂†
a. (E.9)

Multiplying on the left by RRR>11 gives

DDD11Ŵ†
I = DDD+

11RRR
>
11ν̂†

a +RRR>11

(
−BBB>21Û†

II +MMMa
21
>η̂†

a + Oaµ̂†
a

)
, (E.10)

where Ŵ†
I = RRR>Û†

I denotes the characteristic adjoint variable. The incoming information on hyperbolic compo-

nents of the adjoint problem is

DDD−11Ŵ
†
I = RRR−11

>
(
−BBB>21Û†

II +MMMes
21
>η̂†

es + Oaµ̂†
es

)
, at a = es and (E.11a)

DDD+
11Ŵ

†
I = RRR+

11
>
(
−BBB>21Û†

II +MMMsf
21
>

η̂†
sf + Osfµ̂†

sf

)
, at a = sf, (E.11b)
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whereas the outgoing information is

DDD±11Ŵ
†
I = DDD±11RRR

>
11ν̂†

a +RRR±11
>
(
−BBB>21Û†

II +MMMa
21
>η̂†

a + Oaµ̂†
a

)
, (E.12)

with + at a = es and − at a = sf. Matrix RRR−11
> (respectively RRR+

11
>) is defined as RRR>11 with zeros on the rows corre-

sponding to the negative (resp. positive) eigenvalues of DDD. We use (4.21d) to replace η̂†
a by Û†

II

AAA22Û†
II −NNNa

22η̂†
a = 0. (E.13)

The following quantities have to be determined

λi(RRR>11)ijν̂
†
a j, for λi positive (respectively negative) eigenvalues at ξ = 0 (resp. ξ = ξsf)

and

µ̂†
a,

using the knowledge of X̂a, ÛII and DDD±11Ŵ†
I . For this purpose we proceed as follows:

1. knowing DDD±Ŵ†
I (E.12) and X̂a, the unknowns DDD∓11Ŵ†

I and µ̂†
a are computed simultaneously from the system

formed by (4.21h) and (E.11),

2. ˙̂X
†
a is computed from (4.21g) and the adjoint deformation is integrated in time.

E.3 Integration window qaf

The function qaf(ξ) is an integration mask function over
[
ξ−af, ξ

+
af

]
encompassing the maximum of the specific total

energy variation rate q̄0

qaf(ξ) = 0, for ξ 6 ξ−af or ξ > ξ+af,

qaf(ξ) = tanh(tan(πθ)) for ξ−af 6 ξ 6 ξ+af, (E.14)

with

θ =
ξ− ξ−

ξmax − ξ−af
− 1

2
, if ξ−af 6 ξ 6 ξmax, or

1
2
− ξ− ξmax

ξ+af − ξmax
, if ξmax 6 ξ 6 ξ+af,

and

ξmax = arg {max(q̄0)} , q̄0 = |∂ξ(P̄V̄x + Φ̄x)|,

and

{
ξ−af, ξ

+
af

}
= arg {max(q̄0)− 0.9(max(q̄0)−min(q̄0))} . (E.15)
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The interval
[
ξ−af, ξ

+
af

]
comprises the steep gradients of the ablation layer and (E.14) ensures a smooth matching at

ξ−af and ξ+af.
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CHAPTER F

Verification of the numerical method for the adjoint equations

The time integration of the adjoint equation (4.21a) is verified on analytical test-cases as for the direct equation

(App. D).

F.1 Hyperbolic test-case

This first test-case verifies the explicit part of the temporal RK3 scheme (4.25)

∂tÛ† = F̂FF†
, (F.1)

which corresponds purely to advection and amplification terms. Solutions are sought under the form

Û†
sol = Û†

0 exp [i(ωt− kξξ)] , (F.2)

for a stationary and uniform base flow

(Ḡ V̄x Θ̄) = (4 0 1/3). (F.3)

Equation (4.21a) with (F.2) boils down to the eigenvalue problem


iω −ikξḠ2 −Ḡ 0

−ikξΘ̄ iω 0 −ikξḠ

k2
⊥Θ̄/Ḡ 0 iω k2

⊥
0 −ikξ(γ− 1)P̄ −(γ− 1)Θ̄ iω


>

Û†
0 = 0. (F.4)
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Figure F.1: (∆t, Ndom × Ncheb) = (1.62 10−4, 4× 32) and k⊥ = 1. Space maximum relative error in adjoint density
against time.

A non-trivial solution with positive velocity is given by ωA = cs

√
k2
ξḠ2 + k2

⊥ = KA, with cs =
√

γΘ̄, yielding the

eigenvector

Û†
A =

(
Θ̄
Ḡ

kξc2
s Ḡ

ωA
− ic2

s
ωA

1
)>

. (F.5)

A difference with the acoustic test-case (F.4) is that the adjoint transverse divergence of the transverse velocity D̂†
⊥

is non-zero even for k⊥ = 0.

A signal of wavenumber kξ = 2π is initiated on a domain [0, 2] discretized over 4 subdomains. This initial

condition is integrated in time over 15 periods T = 2π/ωA, from t = 5 to t = 0. Boundary conditions are periodic.

The error steadily accumulates with time (Fig. F.1) but remains low.

F.2 Parabolic test-case

The parabolic test-case verifies the semi-implicit part of the RK3 scheme (4.25), which corresponds to the equation

∂tΘ̂† = λξ∂2
ξ† Θ̂† + λ⊥Θ̂†, with λξ = (γ− 1)ḠΨΘ′ and λ⊥ = −k2

⊥
ΨΘ′

Ḡ
. (F.6)

For a stationary and uniform base flow

(Ḡ V̄x Θ̄) = (4 0 1/3), (F.7)

solutions are sought for as separated variable functions

Θ̂† = f (ξ)g(t). (F.8)

Similarily to the direct case, solutions are of the form

Θ̂†
n(ξ, t) = Bn exp(t/τn) sin(kn

ξ), with kn
ξ = nπ/2 and 1/τn = −(kn

ξ)
2λξ + λ⊥, (F.9)
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Figure F.2: (∆t, Ndom × Ncheb) = (10−4, 4× 50) and k⊥ = 1. Space maximum relative error on the adjoint temper-
ature against time.

with n an integer, for homogeneous Dirichlet boundary conditions.

A solution is initiated on a domain [0, 2] for n = 1 and k⊥ = 1 at t = 1 and integrated in time up to t = 0

(Fig. F.2). The error is higher than in the heat conduction test-case in the direct case (heat-conduction test-case,

Fig. D.4). This is explained by the fact that in the heat-condution test-case boundary conditions are Neumann

type, whereas in the present parabolic test-case, boundary conditions are Dirichlet type. For n = 1, the solution

is steeper in the Dirichlet case than in the Neumann case. The steepness of the solution in the present test-case

would be obtained with n = 2 in the direct heat-conduction test-case.

F.3 Full adjoint equation

The combination of the explicit part and semi-implicit part of the RK3 scheme (4.25) are verified in this test-case.

Solutions are sought for under the form

Û† = <
(

Û†
0 exp i [ωt− kξξ]

)
, with kξ = 2π and ω complex, (F.10)

for a stationary and uniform base flow

(Ḡ V̄x Θ̄) = (4 0 1/3). (F.11)

Equation (4.21a) boils down to the eigenvalue problem


iω −ikξḠ −Ḡ 0

−ikξΘ̄/Ḡ iω 0 −ikξ
k2
⊥Θ̄/Ḡ 0 iω k2

⊥
0 −ikξ(γ− 1)Θ̄ −(γ− 1)Θ̄ iω + (γ− 1)(k2

ξ + k2
⊥)ΨΘ′/Ḡ


>

Û†
0 = 0. (F.12)
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against time.

Similarly to the direct case (§ D.3), there exists four nontrivial solutions determined numerically. Here we focus

on the only one corresponding to <(ω) > 0. Such a solution is initiated on an interval [0, 2] divided into four

subdomains, with periodic boundary conditions. The solution is integrated in time from t = 5 to t = 0, which

corresponds to approximately 5 pseudo-periods. The space maximum relative error in adjoint density (Fig. F.3)

remains at a level which is similar to the thermoacoustic test-case of the direct equation (§ D.3).



CHAPTER G

Optimal responses

G.1 Additional optimal responses

In the present appendix we present the optimal growth corresponding to (k⊥, T) = (4, 1.8) for rc = 1. Although

this result present no additional information compared to those of § 4.6, it reinforces our conclusions.
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Figure G.1: Ablation wave RC-1. (k⊥, rc) = (4, 1) for T = 1.8. (a) Chu’s energy density and (b) deformations of the
external surface, ablation front and shock front with Chu’s energy and the optical depth perturbation.
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Ŵ1, (c) forward acoustics/entropy Ŵ2, (d) vorticity ω̂, and (e) backward acoustics Ŵ4. . . . . . . . 85
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Extended summary in French

La fusion par confinement inertiel (FCI) vise à initier des réactions de fusion thermonucléaire par l’implosion

de cavités sphériques millimétriques remplies de noyaux fusibles légers (Atzeni and Meyer-ter-Vehn, 2004). Ces

implosions se produisent sous l’action d’un flux d’irradiation externe conçu pour induire une déflagration, ou

onde d’ablation, qui pousse vers l’intérieur l’enveloppe extérieure de la cavité – l’ablateur – choisie pour être

opaque à l’irradiation incidente. L’écoulement résultant consiste en une onde thermique subsonique, ou front

d’ablation, qui coïncide avec la tête de l’onde de détente du matériau chauffé, qui pénètre dans l’ablateur. Ce front

d’ablation est précédé d’une onde de choc qui comprime l’ablateur au repos. Par nature instables, ces écoulements

d’ablation sont compressibles et stratifiés avec un front thermique abrupt, en raison de la forte non-linéarité du

transport de chaleur et de l’intensité du chauffage incident. Le succès de la FCI dépend de la capacité à atteindre et

maintenir pendant un temps suffisamment long des températures et densités suffisamment élevées dans le fusible,

qui sont nécessaires pour déclencher des réactions thermonucléaires.

La stabilité hydrodynamique des écoulements d’ablation a été étudiée en de manière théorique à partir d’hypothèses

simplificatrices d’écoulements moyens qui ne sont pas nécessairement respectées dans les cas réels : stationnarité

de l’écoulement moyen, approximation bas Mach, domaines (semi-)infinis, front d’ablation discontinu, unifor-

mité de certaines régions de l’écoulement. En outre, ces travaux se sont exclusivement appuyés sur la méth-

ode des modes normaux, en se concentrant sur les fonctions propres de l’écoulement les plus instables. Cette

méthode ne donne que des résultats de stabilité asymptotiques – i.e. en temps long – et omet les éventuels

phénomènes de croissance transitoire propres aux opérateurs non normaux. De plus, la non-stationnarité des

écoulements d’ablation induit des régimes d’évolution des perturbations de durée finie, soulevant ainsi logique-

ment la question de la dynamique des perturbations à court terme (Clarisse et al., 2016). Des configurations

plus réalistes sont étudiées classiquement au moyen de simulations numériques multidimensionnelles avec des

codes d’hydrodynamique FCI qui intègrent les phénomènes physiques les plus pertinents. Ces simulations "full

physics", qui pallient les insuffisances ci-dessus, consistent à calculer des amplifications de perturbation à partir de

conditions initiales ou limites perturbées particulières qui sont considérées comme les plus dangereuses pour un

écoulement moyen donné. Outre le coût de calcul de ces simulations, cette façon de procéder se heurte à une diffi-

culté majeure lors d’implosions FCI réelles, à savoir des sources de perturbations multiples dont les contributions

restent, pour certaines d’entre elles, insuffisamment connues et maîtrisées.

Dans ce contexte, les méthodes d’analyse de stabilité non-normale (Schmid, 2007), capables d’identifier les per-
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turbations les plus dangereuses dans des écoulements dépendant du temps et de durée finie, sont non seulement

les plus appropriées mais semblent aussi être une nécessité. Puisque le coût actuel des simulations physiques com-

plètes interdit la mise en œuvre de telles méthodes avec les codes de simulation FCI "full-physics" existants, nous

avons recours, pour ce travail, à une modélisation simplifiée des ondes d’ablation instationnaires. Cette mod-

élisation est fournie par des solutions auto-semblables des équations d’Euler avec une conduction non linéaire

de chaleur en symétrie plane. Certaines de ces solutions sont représentatives de la première étape d’une implo-

sion d’une cavité, ou phase de transit de choc, durant laquelle l’onde de choc est en train de traverser l’épaisseur

de l’ablateur (Boudesocque-Dubois et al., 2008). En particulier, ces écoulements auto-semblables représentent la

structure complète d’une onde d’ablation : un front de choc avant, une région comprimée, une couche d’ablation

et une zone d’expansion.

Dans ce travail, nous effectuons la première analyse de stabilité non-normale réalisée sur un écoulement

d’ablation. Qui plus est, cet écoulement est pertinent pour la FCI. Dans le cas d’un écoulement moyen insta-

tionnaire, les perturbations initiales optimales sont obtenues au moyen d’itérations direct-adjoint. Le problème

adjoint est établi via la méthode des multiplicateurs de Lagrange Gunzburger (1997). Ce faisant, nous obtenons

pour la première fois, à notre connaissance, une formulation correcte d’une fonctionnelle de Lagrange dans le cas

d’un système d’équations d’évolution parabolique incomplet avec des frontières dynamiques perturbées.

L’optimisation des perturbations initiales montre une amplification des perturbations à court terme pour tous

les nombres d’ondes transverses couvrant le spectre de perturbation classiquement considéré pour les cibles FCI,

et pour tous les temps terminaux intermédiaires, inférieurs ou égaux à la durée de la phase de transit de choc.

Ces résultats contrastent avec les résultats existants basés sur l’analyse en mode normaux, les simulations et les

expériences dédiées de configurations de perturbations particulières, pour lesquelles seules les grandes longueurs

d’onde engendrent une amplification possible alors que les petites longueurs d’onde sont amorties. Ce résultat

souligne la nécessité d’une analyse non modale pour les écoulements d’ablation dans le contexte de la FCI. Les

mécanismes de croissance optimale consistent en des interactions d’ondes acoustiques et de vorticité pour des temps

terminaux court vis-à-vis de la phase de transit de choc, et un couplage front d’ablation – onde de choc à des temps

terminaux proche de la fin de la phase de transit. Une analyse physique des perturbations optimales montre

que celles-ci diffèrent fortement de la configuration de perturbation de l’instabilité de Richtmyer–Meshkov abla-

tive (Goncharov, 1999) habituellement considérée comme l’une des plus dangereuses en FCI.

Ce travail illustre la nécessité d’une analyse non-normale dans le contexte de la FCI et ouvre la voie à une

analyse de la réceptivité des écoulements d’ablation aux défauts de l’ablateur, ainsi que, à plus long terme, au

design opimal des cibles de FCI.
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Titre : Analyse non-normale de stabilité hydrodynamique d’écoulements d’ablation en fusion par confinement
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Résumé : Un écoulement d’ablation se forme lors-
qu’un matériau dense est soudainement exposé à un
flux énergétique intense. Une onde de choc se pro-
page alors dans ce matériau, suivi d’un front d’abla-
tion correspondant à la superposition d’un front ther-
mique et de la tête d’une onde de détente. Leur
forte stratification et leur caractère accéléré rendent
les écoulements d’ablation particulièrement sensibles
aux instabilités hydrodynamiques.
On rencontre les écoulements d’ablation en fusion par
confinement inertiel (FCI) où ils jouent un rôle majeur
pour la compression d’une cible de fusion sphérique.
Le succès de la FCI repose, entre autres, sur une
compression suffisamment symétrique de la cible, ce
qui requiert un contrôle des instabilités de front d’abla-
tion. Cependant, la multiplicité des sources de pertur-
bations rend difficile l’identification des défauts initiaux
les plus dangereux pour la stabilité du front d’ablation.
Pour répondre à cette question, ce travail pro-
pose une première analyse non-normale de sta-
bilité linéaire d’un écoulement d’ablation radiative.
Le modèle d’écoulement autosemblable utilisé prend

en compte la compressibilité, l’instationnarité et la
conduction de chaleur non-linéaire caractéristiques
des écoulements d’ablation (Abéguilé et al., 2006;
Clarisse et al., 2018). Les perturbations initiales op-
timales sont identifiées pour différents horizons tem-
porels et longueurs d’onde et caractérisées en fonc-
tion de leur nature (acoustique, entropie, vorticité,
déformation des interfaces). Deux mécanismes de
croissance optimales sont identifiés. Ils diffèrent no-
tamment de l’instabilité de Richtmyer–Meshkov abla-
tive.
Ces perturbations optimales sont obtenues via une
résolution itérative direct–adjoint. Le problème adjoint
est formulé à partir du formalisme des multiplicateurs
de Lagrange. Une attention particulière est donnée à
l’inclusion des contraintes sur les conditions limites et
les équations d’évolution pour les déformations dans
le lagrangien. Ces travaux ouvrent la voie à une identi-
fication systématique des défauts initiaux dans l’abla-
teur des cibles FCI les plus dangereux vis-à-vis du
processus d’implosion.

Title : Non-modal hydrodynamic stability analysis of ablation flows relative to inertial confinement fusion

Keywords : HEDP, ablation fronts, optimal perturbations, spectral methods, direct–adjoint, compressible, ICF

Abstract : Ablation waves form when a dense me-
dium is suddenly exposed to a strong irradiation flux.
A forerunning shock front propagates inside the dense
medium, followed by an ablation front which corres-
ponds to the superposition of the foot of a heat front
and the leading edge of a rarefaction wave. Ablation
waves are highly sensitive to hydrodynamic instabili-
ties due to their strong stratification and inherent ac-
celeration.
Ablation waves arise during the implosion of iner-
tial confinement fusion (ICF) targets, for which they
are critical regarding the compression of a spherical
fusion target. Achieving ICF ignition requires a suf-
ficiently symmetrical implosion, which is possible if
ablation front instabilities are controlled. However, the
identification of the most dangerous initial defect re-
garding ablation front stability is difficult due to the
multiplicity of perturbation sources.
To address this issue, we carried out the first non-
modal linear stability analysis of a radiation driven

ablation wave. We make use of a self-similar flow
model that renders the compressibility, unsteadiness
and nonlinear heat conduction proper to ablation flows
(Abéguilé et al., 2006; Clarisse et al., 2018). Initial op-
timal perturbations are identified for various terminal
times and wavelengths and characterized according
to their nature (acoustic, entropic, vorticity or boun-
dary deformation). Two distinct optimal growth mecha-
nisms are identified. They notably differ from the abla-
tive Richtmyer–Meshkov instability.
Initial optimal perturbations are obtained by means of
direct–adjoint iterations. The adjoint problem is deri-
ved from the Lagrange multipliers technique. Parti-
cular attention is drawn to constraints on boundary
conditions and free surface evolution equations while
building the Lagrange functional. This work paves the
way to a systematic identification of the most dange-
rous initial defects in the ablator of ICF targets regar-
ding the implosion process.
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