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Introduction

Many physical phenomena in nature exhibit common features at the macroscopic scale, despite hav-ing extremely different microscopic description. A prominent and long studied example is the analogybetween the paramagnetic to ferromagnetic phase-transition in magnets at the Curie temperature andthe gas to liquid phase transition in a molecular gas at the critical point. Usually, such a universaldescription of a-priori different physical apparati appears in the scaling limit, when they become invari-ant under a change in the scale at which they are observed. In this regime the correlations betweendistant degrees of freedom behave as a power law. This regime is often referred to as critical, sinceit is related to a phase transition in which the system changes its properties in a dramatic way. Atcriticality, the correlation length diverges and the fluctuations between two different parts of the systemare correlated over all the scales, signalling the appearance of long-range order in the system. In thisregime, different correlations decay with different power-laws, characterized by the critical exponents.The set of these critical exponents defines the Universality Class of the model, which characterizes theuniversal properties of different microscopic models when the critical point is reached.
Following these arguments, even if a system possesses many quantities which strongly depend on themicroscopic scale Λ at which we analyse it, to assess and study universal properties we are interestedin the observables that are smooth and slowly varying with Λ. Such observables are usually relatedto conserved, and hence slowly varying, quantities of the system. The set of conserved quantities ofthe model is determined by the set of transformations that leave it invariant. Physical systems obeyingdifferent symmetries will be described by different slowly varying fields and by different critical expo-nents in the scaling regime: we will say that they belong to different universality classes. The formalanalysis of such universal phenomena can be performed using tools coming from statistical mechanics,which studies physical systems with a large number of degrees of freedom. Our goal is to explain thecritical behaviour of such systems using as few as possible relevant quantities. Hence we want to getreliable predictions on the scaling properties of a model while being as ignorant as possible about itsmicroscopic details.
In equilibrium statistical mechanics, the microscopic dynamics is fully reversible and detailed balancecondition is fulfilled. There, one usually has to fine-tune the control parameters of the model at the scaleΛ in order to reach the critical behaviour at large scales. Relaxing the equilibrium condition by allowingdrive and dissipation in the system, and hence breaking the reversibility of the microscopic dynamics, thesituation can change drastically. To describe the out-of-equilibrium dynamics of slowly varying fields,one accepts to be ignorant about the microscopic phenomena generating the driven-dissipative natureof the system and models these effects by an effective noise term responsible for the fluctuations. Thecoarse-grained fields under study thus become random variables, or random fields, following a stochasticevolution, usually determined by a Langevin-type equation. This equation is assumed to well describethe underlying dynamics at not too small distances and times. Since the eighties many non-equilibriumsystems described by a Langevin equation showed generic scale invariance, i.e. diverging correlation
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length and power law behaviours of the correlations in both time and space for arbitrary values of themicroscopic parameters. These systems are often referred to as self-critical, because they develop criticalproperties in their dynamical evolution no matter the initial conditions [1]. In general, from simple argu-ments, one expects models with conserved dynamics accompanied by non-conservative noise, to be selfcritical [2]. For systems with conservative noise the argument is more subtle but one can also show thatwithout detailed balance, i.e. being out-of-equilibrium, a generic power-law behaviour in the correlationis attained. Forcing the detailed balance condition suddenly implies exponential, and hence non critical,decay of the correlations for generic microscopic parameters [3].
In the last sixty years a lot of effort has been devoted to trying to investigate these universal prop-erties at the theoretical level. More precisely, the task addressed has been to start from a microscopicformulation of a theory and to look if it ever reaches a critical regime as the observing scale κ ischanged. While κ flows, the contribution coming from the irrelevant microscopic parameters is supposedto be washed out, leaving only the one of relevant parameters. If it ever reaches a scaling regime, thegoal is to know to which broader universality class this effective model belongs to in this scaling regime.Once we find the universality class, the critical exponents and scaling functions associated to it, areenough to characterize the behaviour of all the physical observables. This procedure of following thebehaviour of a theory as the observing scale κ is changed, in order to understand which parameterssurvive in the long distance and time regime, is called renormalization. All these scale transformationsare hence called renormalization group (RG) transformations. The application of the renormalization ideato statistical physics was first introduced by Kadanoff [4] and then refined by Wilson [5, 6], borrowing theidea of renormalization of the coupling constants already present in quantum field theories [7, 8, 9, 10].The idea of RG is to get a set of equations describing how the different couplings evolve as the scale κis varied, which are the Callan-Symanzik beta functions [11, 12]. The critical behaviour is reached at thefixed-point, where the beta functions stop to flow under a scale transformations. This is the signatureof scale invariance. The critical exponents defining the universality classes can then be assessed bylooking at how the system approaches the fixed point of the theory.
This concept of RG introduced in equilibrium statistical physics, has been extended to out-of-equilibrium by Hohenberg and Halperin [13]. The appropriate framework to implement a RG is afield theory. A procedure to recast the Langevin description into a path integral formalism has beenproposed. It consists in introducing an additional field, also known as response field, for each field inthe Langevin equation. This method is often referred to as Martin-Siggia-Rose-Janssen-De Dominicis(MSRJD) formalism [14, 15, 16]. Even if the formal derivation is different, the MSRJD formalism isanalogous to the closed-time-path (CTP) formalism introduced by Schwinger and Keldysh in quantummechanics for non-equilibrium systems [17, 18].In interacting field theories, computing the RG flow of an observable at the analytical level is an ex-tremely difficult task. What is usually done is to study how the free theory is modified by the inclusionof the desired interaction, at a chosen order in this perturbation. When the interacting fixed pointsare connected smoothly to the non-interacting (Gaussian) ones, this perturbative analysis allows tograsp insights into the critical exponents of the interacting theory. A good example in this sense is theWilson-Fisher fixed point in the φ4 theory, which controls the critical properties of the paramagnetic toferromagnetic continuous phase transition mentioned previously. This fixed point is Gaussian in d = 4and can be described perturbatively for small ε = 4 − d. However, there are theories where no con-nection exists between the Gaussian and the interacting fixed points. A paradigmatic example is theKardar-Parisi-Zhang (KPZ) equation we will study in this manuscript. In KPZ, all the properties of theinteracting (strong-coupling) fixed point in d 6= 1 cannot be accessed by perturbation theory. One thus



needs non perturbative techniques to tackle this theory. An alternative formulation of the RG procedurewas first introduced by Polchinski, by generalizing the Kadanoff-Wilson picture [19]. In Polchinski’s RGscheme one finds exact flow equations for the effective Hamiltonian of the system. A reformulation ofPolchinski’s RG for the effective average action was proposed some years later by Wetterich, Morrisand Ellwanger separately [20, 21, 22]. This exact flow for the effective average action is the basis of thenon-perturbative renormalization group (NPRG) formalism used in this work. This approach, initiallyformulated for physical systems at equilibrium, has recently been extended to study out of equilibriumuniversal properties [23].
Motivated by the fascinating properties of out-of-equilibrium dynamics and the concept of univer-sality, in this thesis we study two models related to the KPZ equation. The first system is a driven-dissipative quantum system composed by excitons interacting with photons confined in a cavity. In thestrong-coupling regime, this interaction gives rise to a bosonic quasi-particle, the exciton-polariton. Dueto the losses of the photons out of the cavity, the system needs to be constantly pumped by a laserfield in order to generate a steady state of exciton-polaritons. Under these conditions, Bose-Einsteincondensation (BEC) of exciton-polaritons has been demonstrated experimentally [24]. Quite remarkably,the nature of this condensate is different from the equilibrium BEC. In particular it has been shown thatthe phase of the condensate in the steady state shows critical properties which are described by theKPZ equation [25]. The second model under study describes classical growing surfaces in which theunderlying microscopic dynamics is correlated in time. This leads to a KPZ equation with temporalmemory effects. This time correlation spoils one of the fundamental symmetry of the system and can inprinciple modify all the critical properties of the pure theory.
This manuscript is organized as follows. We first settle the notation used in the rest of the text.Then, in Chapter 1 we introduce the main features of the KPZ equation. In Chapter 2 we review thefirst physical system investigated, the Exciton-Polaritons. In the following two Chapters, 3 and 4, wepresent our original results on exciton-polaritons. We first use the Schwinger-Keldysh formalism toobtain new analytical results which demonstrate the EP to KPZ mapping beyond the homogeneouscase, and then give some numerical results concerning the phase distribution of exciton-polaritons in thehomogeneous case and the scaling in the inhomogeneous one. In the last part of the thesis, Chapter5, we use NPRG techniques to tackle the KPZ equation with time-correlated noise. We study the oneand two dimensional case with either short or long range correlations. All the technical details of thecalculations presented in the main text are given in the subsequent Appendices.
The work of this thesis is presented in the following articles:
• Squizzato, Davide and Canet, Léonie and Minguzzi, Anna, "Kardar-Parisi-Zhang universality inthe phase distributions of one-dimensional exciton-polaritons", Phys. Rev. B 97, 195453 (2018)
• Squizzato, Davide and Canet, Léonie, "Non-Perturbative Renormalization Group Approach toKardar-Parisi-Zhang Equation with Temporally-Correlated Noise", to be submitted (2019)





Notation

In this chapter we introduce the notation used in the rest of the manuscript.
Variables and Integrals

In the thesis we will be interested in both static and dynamical properties of physical systems; the spacevariable will be usually denoted by ~x , which is a d-dimensional vector
~x = {x1, . . . , xd}. (i)In general, the modulus of any vector ~a will be indicated by the symbol a. The modulus of the spacevector will thus be
x = |~x| =

√√√√ d∑
i=1 x

2
i . (ii)

The time variable will be usually addressed to as t . For the sake of simplicity a space-time coordinate
x = (~x, t) (iii)is introduced; any bold variable is then meant to be a space-time(or momentum-frequency) variable. Ageneric integral of a function f (Y ) over a set of variables Y = {y1, . . . , yN} is denoted as∫ ( Π

i=1,...,Ndyi) f (y1, . . . , yN ) ≡ ∫
Y
f (y1, . . . , yN ) (iv)

The symbol ∫x · thus means the integral over space-time coordinate.The integrals we will compute in the NPRG approach have the form
I(π, p) = ∫

q
f (ω, q)g(π + ω, |~p+ ~q|). (v)

In d ≥ 2 we can reduce this (d + 1)−dimensional integral to a 3−dimensional integral, by exploitingrotational symmetry. Going to hyperspherical coordinates we indeed have
I(π, p) = Sd−1(2π)d+1

∫ ∞
−∞

dω ∫ π

0 dψ sin(ψ)d−2 ∫ ∞0 dqqd−1 f (ω, q)g(π + ω,
√
p2 + q2 + 2 cos(ψ)) (vi)

where Sd = 2πd/2/Γ(d/2) is the d-dimensional solid angle. Here we used the fact that the d−dimensionalsolid angle element dΩ can be written asdΩ = sin(ψ1)d−2 sin(ψ2)d−3 . . . sin(ψd−2) dψ1 . . . dψd−1= Sd−1 sin(ψ1)d−2dψ1 (vii)and we rotated the system such that ~p · ~q = pq cos(ψ1).
xiii



Fourier Transform

In the NPRG context we will frequently switch back and forth from real to Fourier space. Given afunction f (x) = f (~x, t) in real-space, its Fourier transform f̃ (p) = f̃ (~p, ω) is defined as
f̃ (p) = F [f (x)](p) = ∫

x
f (x)e−i(~p·~x−ωt) (viii)

while the inverse Fourier transform will be
f (x) = F−1[f̃ (p)](x) = ∫

p
f̃ (p)ei(~p·~x−ωt) (ix)

with ∫p · = 1(2π)d+1 ∫ d~pdω · .
Averages and Observables

In the main text we will always deal with stochastic systems, i.e. physical systems which undergo arandom dynamics. In general we are interested in quantities that are averaged over different realizationsof such dynamics, in order to exclude spurious effects linked to a single realization. Usually the ran-domness of the system is embodied by a noise term which takes into account all the microscopic effectsto which we do not have access and which influence the mesoscopic dynamics in a unpredictable way.Given a noise term η(x) we will indicate physical observables O averaged over different realizations as
〈O〉η = ∫ D [η]O[η]P[η] (x)

with P[η] being the noise distribution, which in general is a functional, and D [ · ] being the functionalmeasure. Besides noise-averaged quantities we are also interested in averaging over, for example,space- and time-windows in which realizations of the observable are supposed to be independent fromone window to the other, in order to reduce statistical fluctuations. An observable averaged over differentrealizations of the noise and over different space domains will read
〈O〉η,x = 〈( dΠ

i=1 1
Li

)∫
~x
O(~x)〉η (xi)

with xi ∈ [0, Li].
Correlations and Generating Functionals

Dealing with stochastic fields φ(x) we are interested in different space-time correlations. In out-of-equilibrium systems, differently from the equilibrium situation, the probability distribution for the field φis in general not known. We can however write down a generating functional for the different correlations.We define the equivalent of the partition function Z as
Z = ∫ D [φ]eS [φ] (xii)

From this quantity we can in general extract n−point correlation functions 〈φ(x1) · φ(xn)〉 via the intro-duction of an external source linearly coupled to the field φ,



Z [J ] = ∫ D [φ]eS [φ]+∫x Jφ (xiii)
and then differentiation with respect to the external source,

〈φ(x1) . . . φ(xn)〉 = 1
Z [J = 0] δnZ [J ]

δJ(x1) . . . δJ(xn)
∣∣∣∣∣
J=0 . (xiv)

As in the equilibrium case, we can define the analogue of the Helmholtz free-energy, W [J ] = lnZ [J ]. Thefunctional W [J ] generates the so-called connected correlation functions,
〈φ(x1) . . . φ(xn)〉c = δnW [J ]

δJ(x1) . . . δJ(xn)
∣∣∣∣∣
J=0 , (xv)

which are the analogous of the cumulants of a stochastic variable.





1 Kardar-Parisi-Zhang Equation and Universality Class

In this chapter we introduce the central topic of the thesis, the Kardar-Parisi-Zhang equation. TheKPZ equation has been intensively studied after its formulation and we refer to the many availablereviews (among others [26, 27, 28]) for learning its details and all its applications to other domains ofphysics. In this chapter we will focus on its universal features and on some particular properties whichwill be useful in the following sections of the manuscript. We will first introduce the model and itsscaling properties and then analyse its linear version, the Edwards-Wilkinson equation. We will theninvestigate the strong-coupling nature of the KPZ fixed-point and discuss its consequences. Switchingto the field-theoretical formalism we will be able to discuss the symmetries and their implications. Wewill then focus on the one-dimensional case and the geometrical sub-classes that emerge, together withinteresting effects due to finite-size. At the end, we will briefly mention two important related modelswhich will be useful as benchmarks for the results presented in Chapter 5.
1.1 Non-Conservative Growth Processes

We here present a general framework to describe non-conservative growth processes, based on [29]. Weare interested in the description of a moving interface which could be for instance the line separatingtwo isotropic thermodynamic phases. To describe the system we introduce a vector in d+ 1 dimensions
~r(s, t) = {rα (s, t)}D+1

α=1 which spans the surface as s = {sα}Dα=1 varies in parameters space. The growthof the surface can be triggered either by a non-conserved dynamics, e.g. the deposition of externalparticles or the growth of one phase against the other, or by a mass-conservative process, e.g. formationof gradients in the chemical potential on the surface due to modulations of the profile. In both cases the(deterministic) dynamics can be described by
∂
∂t~r(s, t) = n̂ vn[~r(s, t)] (1.1)

where
n̂ = 1

√g
∂
∂s1~r × · · · ×

∂
∂sD

~r (1.2)
is the normal unite vector to the surface at point ~r and g is the determinant of the metric tensor.
1.1.1 The Monge ParametrizationA usual choice of parametrization is the Monge form ~r = (~x, h(~x)) which assumes a flat background andno overhangs in the single-valued surface h(~x), oriented along the z direction perpendicular to ~x . Usingthis parametrization we get

g = 1 + ( ~∇h(~x))2, n̂ = [1 + ( ~∇h(~x))2]−1/2 (− ~∇h(~x), 1) (1.3)
1



2 KPZ equation and Universality class
and (1.1) becomes

∂t~x(s, t)α = nαvn[h], α = 1, . . . , D
∂th(s, t) = nzvn[h] (1.4)

This description is at fixed s while we are interested in the surface evolution at fixed ~x :
∂th(s, t) = ∂th(x) + ~∇h · ∂t~x(s, t) = ∂th(x) + ~∇h · ∂t~x(s, t) (1.5)

This leads to [29]
∂th(x)− vn[1 + ( ~∇h(x))2]1/2 ~∇h · ~∇h = vn[1 + ( ~∇h(x))2]1/2 (1.6)

and thus to
∂th(x) = vn

[1 + ( ~∇h(x))2]1/2 (1.7)
The effective velocity vn of the front depends on the microscopic dynamics.
1.1.2 Non-conserved dynamicsFor non-conservative dynamics,

vn = −Γµ = −ΓδFδh (1.8)
where Γ is the effective mobility of the interface, µ is the chemical potential and F is the free-energy ofthe system, which in the case of a non-conserved growth is given by

F [h] = ∫
~x
σ√g − µ0

∫
~x
h(~x) (1.9)

where σ is the effective surface tension and µ0 gives the direction and intensity of the external field.This implies
µ = − σ ~∇2h(~x)[1 + ( ~∇h(~x))2]3/2 − µ0 (1.10)

and thus
∂
∂t h(x) = Γµ0

[1 + ( ~∇h(x))2]1/2 + Γσ ~∇2h(x)[1 + ( ~∇h(x))2]2 (1.11)
It’s instructive to look at the ( ~∇h(x))2

� 1 limit. At first order we obtain
∂
∂t h(x) = ν ~∇2h(x) + λ2 ( ~∇h(x))2 (1.12)

with ν = Γσ , λ = Γµ0 and we neglected both ~∇2h( ~∇h)2 and constant contributions.
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1.2 The KPZ Equation

Kardar, Parisi and Zhang in 1986 [30] introduced a non-linear Langevin equation aimed to describethe transition to roughness of stochastic growing processes which do not conserve the total mass; thisPartial-Differential-Equation(PDE), later referred to as KPZ-equation, is given by
∂th(x) = ν∇2h(x) + λ2 ( ~∇h(x))2 +√Dη (1.13)

with 〈η(x)〉 = 0, 〈η(x)η(x′)〉 = δ(x − x′). With respect to the deterministic equation (1.12), the equation(1.13) takes into account a noise term coming from the effects of the environment on the surface. As wesaw in the previous section, the non-linear term in (1.13) is the most relevant quantity that comes outwhen taking into account lateral growth of a surface and has a key role in the roughening process. Byproperly rescaling the time and the height field as
t → t/ν, h → h

√
D
ν (1.14)

the original KPZ equation, containing three parameters ν, λ, D, reduces to a one-parameter equation
∂th(x) =∇2h(x) + √g2 (

~∇h(x))2 + η (1.15)
where g = λ2 D

ν3 is the effective non-linearity of the theory. This non-linear Langevin equation is verygeneral and its universal features appear to be relevant in different domains such as growing of bacterialcolonies, spreading of fire fronts and turbulent liquid-crystals [31, 32, 33].
1.2.1 Family-Vicsek ScalingAs usual in statistical mechanics one is interested in studying fluctuations of observables of the system.Historically the most investigated quantity in KPZ equation is the standard deviation w2 of the heightprofile within a window of spatial extension L often referred to as roughness,

w2(L, t) = 〈h(x)− 〈h(x)〉2x〉x,η (1.16)
where 〈·〉x = 1

L
∫
x · and 〈·〉η is the average over different realizations of the noise η, and we restricted toone dimension for the sake of simplicity. Motivated by the exact results obtained for the linear versionof (1.15), see Chap. 1.2.2, Family and Vicsek proposed the following scaling behaviour for the roughness[34]

w(L, t) ∼ tβFw (Lt−1/z) ∼ {Lχ , L � ξ(t)
tβ L � ξ(t) (1.17)

where χ and z are referred to as the roughness and dynamical critical exponent respectively and β = χ/z ,
Fw (·) being a universal scaling function. Here ξ(t) ∼ t1/z is a typical length scale taking into account theemergence of coherence within the L-sized growing surface. For a finite-size system one thus observesa power-law behaviour for the roughness up to a saturation time Ts ∼ tz where it saturates to a value
w2(L, Ts) ∼ L2χ (see Fig. 1.1). Another interesting quantity is the two-point height-height connectedcorrelation function,

C (x) = 〈h(x)h(0, 0)〉c ≡ 〈h(x)h(0, 0)〉 − 〈h(x)〉〈h(0, 0)〉 (1.18)
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Figure 1.1: Scaling of the roughness for one-dimensional restricted-solid-on-solid (RSOS) growth process ofdifferent sizes L; RSOS belongs to the KPZ universality class [26].
which in the long-distance long-time limit (t, x)→∞ behaves as

C (x) ∼ x2χFC (t/xz) (1.19)
where FC (y) is a universal function characterized by two different asymptotic regimes,

FC (y) ∼ { F0, y → 0
F∞y2χ/z , y → ∞ . (1.20)

These power-law behaviours of correlations hold for any value of the coefficients in (1.13), which impliesthat no fine-tuning is required to get a critical system, or, equivalently, that KPZ equation describesfluctuations of self-similar growing surfaces.
1.2.2 The Edwards-Wilkinson EquationThe case λ = 0 is known in the literature as the Edwards-Wilkinson equation (EW) [35] and can bereduced to a perfectly equilibrium problem which can be solved exactly. Indeed the solution to theequation

∂th(x) = ν∇2h(x) +√Dη (1.21)can be computed exactly by means of several approaches; we here recall two of them.
Fokker-Planck Solution of EWThe Fokker-Planck formulation of (1.21) reads

∂tP [h(x)] = −∫ d~x δδh (ν∇2h(x))P [h(x)] + D2
∫ d~x δ2

δh2P [h(x)]. (1.22)
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Its stationary solution is given by

P [h(~x)] ∝ exp(−∫ d~x νD ( ~∇h)2) (1.23)
which is a Gaussian distribution for the height-field h, typical of non-interacting systems. In such casesthe anomalous dimension η associated to the scaling of the field variable h is η = 0 and we can easilyfind the scaling exponents from the behaviour of (1.21) under a scale transformation; if we re-scale
~x → b~x , t → bzt , h → bχh and we ask (1.21) to be scale-invariant, we find

z = 2, χ = 2− d2 (1.24)
which are the exponents defining the EW universality class.
Solution of EW in Fourier SpaceAnother way of finding the EW exponents, which will be useful in the following for the perturbative RGanalysis of KPZ equation, is to formulate the EW equation in Fourier space,

h(p) = √
D(−iω + νp2)η(p) ≡ G0(p)η(p) (1.25)

or equivalently using a diagrammatic representation,
. (1.26)

This representation will be useful in the perturbative expansion of the non-linear case λ 6= 0. Equation(1.25) implies that
C (p) = 〈h(p)h(−p)〉c = D

ω2 + ν2p4 = p−4 D
ν2 (1 + ω2

ν2p4
) , (1.27)

using 〈η(p)〉 = 0. Recalling that the usual scaling form for the correlation in dynamical critical phenomenareads [36]
C (p) ∼ p−z−2+ηC̃ ( ωpz ) (1.28)

one deduces that z = 2 and η = 0. Furthermore from the comparison between the Fourier transform of(1.28) and the ansatz (1.19), we find that
χ = −d+ 2− η2 (1.29)

which combined to η = 0 gives χ = 1/2 in d = 1; we recover the results of the previous section. Fora generic interacting out-of equilibrium system the evolution in Fourier space cannot be solved exactlyand one needs to build proper approximation schemes.
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1.2.3 Strong Coupling Fixed-Point and the Failure of Perturbation TheoryWhile the linearity of EW implies that one can solve the equation in Fourier space, the non-linear termin KPZ equation prevents from finding an exact solution to the model in any dimension. This can beimmediately seen by writing KPZ equation in Fourier space, as we did before for (1.25),

h(p) =h0(p)− λ2G0(p) ∫
k
~k · (~p − ~k )h(k)h(p− k)

≡G(p)η(p) (1.30)
with h0(p) = G0(p)η(p) being the solution of EW equation (1.25) and G(p) the full propagator of thetheory; we see that with respect to the EW case we have an additional term that cannot be computedexactly. Using the diagrammatic notation introduced before in (1.26), equation (1.30) reads

(1.31)
with

. (1.32)
We see that the full solution of KPZ equation, h(p), can be diagrammatically drawn as a double linewith an arrow, symbolizing the full propagator G(p), times a cross symbolizing the noise vertex η(p), inanalogy with (1.26) where the solution h(p) ≡ h0(p) was a single line with an arrow, symbolizing thebare propagator G0(p), times the cross standing for the noise vertex η(p). Using this formalism we seethat we can try to solve KPZ equation by substituting the full solution in the integral on the r.h.s withits approximate solution at the desired order in the non-linear vertex λ. This is the basic idea behindthe dynamical RG (DRG) approach.
The DRG Approach to KPZ at One LoopThe dynamical Renormalization Group approach is a combination of the idea of perturbation theoryand of Wilson’s momentum-shell RG extended to out-of-equilibrium systems [37, 38]. For the KPZequation it consists in a small-λ expansion around the exact non-interacting EW solution h0 followedby an integration over an infinitesimal momentum-frequency shell [30]. Once we have an approximatesolution of (1.30) we can compute observables and physical quantities by averaging over the noise η,exploiting the fact that an arbitrary Gaussian correlator splits into product of two-point correlations
〈ηη′〉, whose statistical properties are known. This iterative procedure can be done more intuitively byusing diagrammatic procedure, as shown in Fig. 1.2. If we restrict the momentum integral inside a shell
e−`Λ < p < Λ, for small enough ` , we can look for the renormalization of a given observable, at thechosen approximation order, under an infinitesimal scale transformation: this procedure is the key step
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Figure 1.2: We here see an example of the DRG iterative procedure. If we choose as observable the quantity
〈h(p)η(−p)〉, that as we can see in the first line of the figure above will give the corrections to the bare propagator
G0, we have to multiply (1.31) by the term η(−p), represented by a cross (see (1.32)) and to take the average overthe noise η. Next we have to substitute in an iterative way the full solution in the r.h.s of the first line, picturedas a double line with a cross, by the approximate solution h0 plus corrections. If we stop at the O(λ2) order weget the second line in the figure above. The averaging procedure will then consist in combining couples of crossesand use the fact that 〈η(p)η(p′)〉 = δ(p + p′); all the odd products of η will give a vanishing contribution becauseof its Gaussian statistics. In the third line we see that the chosen observable gives the first order correction to thebare propagator and hence renormalizes the bare coupling ν .
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of DRG. Depending on the chosen observable we will have the renormalization contribution to differentcouplings (see Fig. 1.2). If we stop to the order λ2 and look for only one-loop corrections we find [30]dν(`)d` = ν

[
z − 2 + Kd g

2− d4d
] (1.33a)dD(`)d` = D

[
z − d − 2χ + Kd

g4 ] (1.33b)dλ(`)d` = λ [z + χ − 2] (1.33c)
where Kd ≡ Sd/(2π)d and Sd ≡ 2πd/2/Γ(d/2) is the angular volume in d dimension. As we will see inthe following section Galilean invariance implies that the flow of λ is zero: this result holds to any orderin perturbation theory. The flows of ν, D both depend on only one relevant parameter g, the effectivenon-linearity introduced in 1.15. Recalling that √g = λ

√
D/2ν3, its RG flow can be easily calculatedfrom the ones above, dg(`)d` = (2− d)g+ Kd
2d − 32d g2. (1.34)We are interested in fixed point solutions of this equation, i.e. value of g∗ such that dg(`)/d`|g=g∗ = 0.It is important to note that d = 2 is what would be called the marginal dimension in equilibrium systems,because the linear correction vanishes and only logarithmic renormalization occurs; we can read from(1.34) that the coupling g is marginally relevant in this dimension, because it grows under rescaling.The two fixed point solutions of (1.34) are:

g∗EW = 0, g∗KPZ = K−1
d (d − 2) 2d2d − 3 . (1.35)

The stability analysis around the two FP then gives:ddg
(dg(`)d`

)∣∣∣∣
g∗EW

= 2− d, ddg
(dg(`)d`

)∣∣∣∣
g∗KPZ

= d − 2. (1.36)
In d = 1 the only stable fixed point is the KPZ one. In d = 2 we have that g is marginally relevant anda small-perturbation around g = 0 will explode; a possible strong-coupling FP is thus inaccessible atthis level of perturbation theory. For d > 2 we have a different scenario: for small enough perturbationthe solution g∗EW is stable and we recover the EW physics. However for strong enough initial values thequadratic term dominates and the flow will diverge, making any strong-coupling fixed point unreachable.Remarkably, it was shown that the same result is obtained at any order of perturbation theory [39].This strong-coupling nature of the KPZ fixed point will motivate us in using NPRG approach, which isintrinsically non-perturbative and allows to reach the true KPZ fixed point in any dimension.
1.3 KPZ Action and Symmetries

Due to its scaling properties the KPZ equation appears as the right playground for investigating out-of-equilibrium universal features. To this aim it is important to understand the symmetries. A field-theoretical description of the model is then appropriate. One can use the Martin-Siggia-Rose-Janssen-De Dominicis (MSRJD) formalism (see App. A for details) to write a classical action associated toequation (1.13), ending with
S [h, h̃] = ∫

x

{
h̃
(
∂th − ν∇2h − λ2(∇h)2)−Dh̃2} (1.37)
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where h̃ is usually referred to as the response field. It is useful to look at the canonical (engineering)dimension, denoted [ · ], of the different terms for future RG applications; physically this quantity tellshow an observable scales when the observation scale in a free (Gaussian) theory is varied. By defining[~x ] = −d and requiring [ν ] = [D] = 0, i.e. that the diffusivity and the noise strength do not getrenormalized when changing the scale in a free theory, we get

[t] = −2, [h] = d − 22 , [h̃] = d+ 22 , [λ] = 2− d2 (1.38)which also implies [g] = (2− d). We see that the non-linearity becomes marginal at d = 2.
1.3.1 SymmetriesBesides the translational and rotational invariance, the KPZ action possesses three more exact symme-tries: invariance under a constant shift of the height field, invariance under an infinitesimal tilt of thesurface and invariance under time reversal of the dynamics; the latter is an accidental symmetry whichholds only in one dimension.• Shift SymmetryIt is easy to check that the transformation

h(x)→ h′(x) = h(x) + c (1.39)is an exact symmetry of (1.37).• Galilean Invariance(GI)A key symmetry of (1.37) is the invariance under an infinitesimal tilt of the surface
h(x→ h′(x) = ~x · ~v + h(t, ~x + λ~vt)
h̃(x)→ h̃′(x) = h̃(t, ~x + λ~vt) (1.40)

which corresponds to a Galilean transformation on the velocity field ~v = ~∇h. When a systemis Galilean invariant, the standard Lagrangian derivative ∂t + ~v · ~∇, is preserved along the flowand hence gets renormalized in a multiplicative way under a change of scale x → bx . Such aconsideration implies a scaling relation between the roughness and dynamical exponent, which isexact in any dimension. Indeed taking
x → bx, t → bzt, h → bχh (1.41)we get that

Dt → b−z∂t + bχ−2~v · ~∇ (1.42)which implies z+χ = 2. This holds also for the covariant derivative in the KPZ equation, definedas Dt = ∂t−λ~v · ~∇. Furthermore, since in this case λ is the structure constant of the transformation(1.40), it is not renormalized under a change of scale. For what follows it is important to note thatthis transformation is a symmetry only in the case in which the noise is delta-correlated in time.The KPZ equation indeed changes under (1.40) as
∂t′h′ = ν∇′2h′ + λ2(∇′h′)2 + η′ (1.43)



10 KPZ equation and Universality class
with

〈η′(x1)η′(x2)〉 = 〈η(~x1 + λ~vt1, t1)η(~x2 + λ~vt2, t2)〉 = F (~x1 − ~x2 + λ~v (t1 − t2), t1 − t2) (1.44)
The form of the general correlation F (x1− x2) is preserved only if F (x1, x2) = δ(t1− t2)G(~x1−~x2),indeed

〈η′(x1)η′(x2)〉 = δ(t1 − t2)G(~x1 − ~x2 + λ~v (t1 − t2)) = δ(t1 − t2)G(~x1 − ~x2)= 〈η(x1)η(x2)〉 (1.45)
which is not true anymore for any non-local correlation in time. Breaking the GI implies that λ isnot any longer a structure constant of a symmetry of the system and in principle can flow undera change of scale.• Times Reversal SymmetryAnother important symmetry of the KPZ action is a discrete symmetry under time reversal,

h(x)→ h′(x) = −h(−t, ~x)
h̃(x)→ h̃′(x) = h̃(−t, ~x) + ν

D∇
2h(−t, ~x) (1.46)

The variation in (1.37) due to such a transformation is δS = ∫
x(∇2h)( ~∇h)2 which is in generalnon-zero. However in one dimension

δS = ∫
x
∂2
xh(∂xh)2 = ∫

x
∂x (∂xh)(∂xh)2 = ∫

x
∂x (∂xh)3 = 0 (1.47)

under suitable boundary conditions. This symmetry holds also for the EW equation (1.21) and ityields a fluctuation-dissipation theorem. A consequence of this symmetry is that the roughnessexponent χ is equal to the EW one in d = 1, χKPZ = χEW = 1/2. Thanks to GI we also have that
zKPZ = 2− χKPZ = 3/2. Hence the symmetries are enough to fix the KPZ exponents in d = 1.

1.4 KPZ Universality in One Dimension and its Geometrical Sub-Classes

We here focus on the one dimensional case. Following the scaling properties of the height fluctuationsit is natural to express the asymptotic height profile as
h(x) t→∞∼ v∞t + (Γt)β h̃(x) (1.48)

where h̃(x) is a random variable and β = χ/z = 1/3 in one dimension. The first quantity on the RHSis the self-averaging contribution, while the second one keeps track of the non-trivial KPZ scaling ofthe fluctuations of the height profile; v∞,Γ are non-universal quantities depending on the parameters in(1.13) via [40, 41]
v∞ = λ, Γ = 12 D2λ

ν2 . (1.49)
A very important analytical progress has been achieved in the last decades concerning the probabilitydistribution P(h̃(x)). Interestingly, it has first been shown [42], and then proven using the mapping toDirected Polymers in Random Media [43, 44, 45, 46, 47], that this probability distribution depends onthe geometry, or equivalently on the initial conditions, of the problem:
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Figure 1.3: The three different distributions TWGOE , TWGUE and BR , together with a Gaussian distribution withzero mean and BR variance.
• Flat Initial ConditionsGiven a h(x, t = 0) = h0, the distribution of h̃(x) is the Tracy-Widom(TW) distribution associ-ated to the probability of the largest eigenvalue of random matrices in the Gaussian orthogonalensemble(GOE), TWGOE [48].
• Sharp-Wedge Initial ConditionsGiven a h(x, t = 0) = − lima→∞ a|x|, the distribution of h̃(x) is the Tracy-Widom(TW) distributionassociated to the probability of the largest eigenvalue of random matrices in the Gaussian unitaryensemble(GUE), TWGUE .
• Stationary Initial ConditionsIn Chap. 1.3.1 we saw that in one dimension the KPZ roughness exponent is the same as the onein EW universality class, due to an accidental fluctuation-dissipation theorem. One can also showthat the stationary distribution for h(x) is the same as the EW one. EW dynamics is a Brownianmotion dumped by diffusive effects and has a Gaussian stationary distribution. Taking such adistribution as an initial condition for the growing interface, one finds that h̃(x) is distributedaccording to the Baik-Rains (BR) distribution [49].

The three distributions introduced above are all highly non-Gaussian, see Fig 1.3; their non-Gaussianitycan be measured by looking at the cumulants, that for a generic random variable X are defined as
κn = ∂n

∂tn log (〈etX 〉) |t=0. (1.50)
For a Gaussian distribution only κ1, the Mean, and κ2, the Variance(Var), are non-zero. Two importantquantities related to the cumulants are the Skewness(Skew) and Excess-Kurtosis(ExKurt), defined as

Skew(X ) = κ3
κ3/22 = µ3

µ3/22 , ExKurt(X ) = κ4
κ22 = µ4

µ22 − 3. (1.51)
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where µn = 〈(X − 〈X〉)n〉 is the nth central moment. The skewness and excess Kurtosis vanishes fora Gaussian distribution. Both these dimensionless quantities describe properties of the tails of thedistribution: the skewness characterizes the asymmetry of the tails while the excess-kurtosis quantifiestheir size. For TWGOE , TWGUE and BR these quantities are known numerically to arbitrary precisionand they are reported in Table 1.1. This geometry-dependent universal behaviour has been recentlyobserved in experiments in the context of liquid-crystal turbulence [33, 51].
1.4.1 Finite Size and Cross-over to BRAll the analytical approaches that have led to the discovery of the KPZ geometrical sub-classes rely onthe fact that the system is in its thermodynamic limit. When its finiteness is taken into account, interestingeffects can be observed. When the KPZ dynamics is present, the correlation length ξ between differentpoints on the surface grows as ξ ∼ t1/z . As the correlation length becomes comparable with the sizeof the system we approach the stationary regime of the interface. An appropriate quantity to study thespreading of such correlations was introduced in [52], and is defined as

∆q(x, t0,∆t) = δh(x, t0 + ∆t)− δh(x, t0)(Γ∆t)1/3 , δh(x) = h(x)− 〈h(x)〉. (1.52)
Starting from either flat or sharp-wedge initial conditions in a finite-size system we thus expect atransition to the stationary sub-class before finite-size effects start to dominate. If the system is largeenough, this transition can be traced by looking at the evolution of the probability distribution of h̃(x, t):a cross-over from either a TWGOE or TWGUE , depending on the initial conditions, to BR is expected in
P∆q:

P∆q = { TWGOE,GUE , ∆t/t0 →∞
BR, ∆t/t0 → 0 . (1.53)

This cross-over has recently been observed in experiments by Takeuchi and Sano [52].
1.5 Some Related Models

KPZ equation is related to several different models, both discrete and continuous. We here report twoexamples that, for different reasons, play an important role in the following.
1.5.1 Directed Polymers in Random Media(DPRM)

By performing a Cole-Hopf transformation Z (x) = exp( λ2νh(x)) we find that the dynamics of this newvariable is ruled by
∂tZ (x) = νZ (x) + λ2ν η(x)Z (x). (1.54)

Mean Var Skew ExKurtTWGOE -0.76007 0.63805 0.2935 0.1652TWGUE -1.77109 0.81320 0.2241 0.09345BR 0 1.15039 0.35941 0.28916
Table 1.1: Mean, Var, Skew and ExKurt calculated from numerical integration of Painlevé II [50, 42].
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This equation is sometimes called Stochastic Heat equation(SHE). Differently from KPZ equation, whichis a non-linear PDE with additive noise, SHE is linear but with multiplicative noise. Being linear, onecan easily find its solution using Feynman-Kac theorem,

Z (x) = ∫ x

0,0 D [y(τ)] exp(− 12ν
∫ t

0 dt [∂τy(τ)22 − λη(y(τ), τ)]) . (1.55)
This is the sum over all possible paths in the τ direction starting from a τ = 0 and ending at τ = tat a point y(t) = x , through a disordered landscape of intensity η and at a temperature T = 2ν , i.e.the partition function of a DPRM. Many analytical results for KPZ universality presented above, werefound by exploiting this mapping; the strong disorder phase of DPRM corresponds indeed to the strongcoupling regime of KPZ equation [26]. The analogy between DPRM and KPZ has also been exploitedto theoretically understand the effects of breaking the tilt invariance onto the KPZ exponents z, χ [53].To this aim it is important to introduce the relation between the usual set of exponents studied in DPRMand the KPZ ones. The introduction of a random potential η(x) renders the partition function a randomvariable and we will thus have two different averages to perform in the system: the first is the thermalaverage, denoted by 〈· · · 〉, which we can perform also in the absence of the disorder and the second isthe disorder average, denoted by · · ·. The first scaling exponent is related to the spatial extent of thepolymer at a distance t from the starting point τ = 0,

〈(x(t)− x(0))2〉 ∼ t2ζ . (1.56)For the free polymer, η = 0, the evolution is a simple random-walk and ζ = 1/2. The second exponentis related to the fluctuations of the free-energy due to the presence of the random disorder,
〈lnZ (t)2〉 ∼ t2θ (1.57)with θ = 0 for the η = 0 case. Recalling the relation between h and Z we immediately deduce that

θ = β = χ/z, ζ = 1/z (1.58)and that the relation imposed by GI, z + χ = 2, translates into
θ = 2ζ − 1. (1.59)This relation can also be found by equating the scaling of the free-energy and of the elastic energy in(1.55).

1.5.2 Burgers Equation

If we consider the dynamics of the velocity ~v (x) = −λ ~∇h(x) we find that it is described by the equation
Dt~v (x) = ν∇2~v (x) + λ ~∇η(x) (1.60)where Dt [·] is the usual Lagrangian time-derivative. This equation is known as stochastic Burgers equa-tion (SBE), and corresponds to a Navier-Stokes (NSE) equation without pressure and with a stochasticforcing [54, 55]. The deterministic version of SBE has been used to study shock waves, which naturallyarise due to the non-linearity, while SBE is known to be a toy-model for investigating turbulence ofincompressible fluids [56, 57]. For what follows it is important to note that the tilt transformation on thefield h(x) becomes the physically better understood Galilean invariance on the velocity field
v (x)→ v0 + v ′(x − v0t) (1.61)which corresponds to looking at the fluid in the moving reference frame.





2 Large distance properties of Exciton-Polaritons and the Relation to KPZ
Equation

In this chapter we review the dynamics of a homogeneous driven-dissipative Bose-Einstein conden-sate of Exciton-Polaritons and show that its phase dynamics follows the KPZ dynamics introduced inthe previous chapter. In the first part we introduce the physical system and its effective mean-field de-scription, both from phenomenological and field-theoretical approaches. After this introduction we focuson the dynamics of the phase and show that it follows the KPZ equation. We then see how the mappingworks in both the phenomenological and field-theoretical approaches. We then extend the mapping tothe non-adiabatic case.
2.1 Physical system: Exciton-Polaritons

Before discussing the model we will investigate in the first part of the manuscript, it is important tointroduce the physical system and the state of the art of the experimental platforms.
2.1.1 Excitons in Semiconductor StructuresSemiconductors are materials whose band structure possesses a finite energy gap ∆ between the valenceband and the conduction band. In the ground state, all the electrons fill the valence band, leaving theconduction band empty. However, due to the small amplitude of the gap, one electron in the valenceband can be excited to the conduction band if it gains an energy larger than ∆. In this case the valenceband lacks a single negative charge; this lack can be described by a single quasi-particle of positivecharge, usually referred to as hole. The hole in the valence band and the excited electron are particles ofopposite charges and interact through Coulomb interaction, that allows to form an electron-hole bound-state known as exciton [58]. The energy structure of the ground state of the semiconductor and theexciton is illustrated in Fig. 2.1.
2.1.2 Bragg-Mirrors and Confined PhotonsA fundamental ingredient of the physical system we will study are the Bragg mirrors, which are periodicstack of dielectric layers with two different refraction indices; this setup is also referred to as DistributedBragg Reflectors (DBR). With proper choice of the optical thickness, i.e. the product between the physicalthickness of the layer and its refraction index, the DBR acts as a mirror with a high reflectivity overa broad range of wavelength, called stop band [60]. A useful implementation of DBR is a microcavitymade by two DBR separated by a distance LC , which is usually called Brag mirror microcavity. Forsuch setup, the reflectivity gets a very narrow dip of width ∆λC at the center of the stop band (see Fig.2.2(a)), around a wavelength λC ; this implies that inside the microcavity the electromagnetic field getsamplified for wavelength λ ∈ ∆λC (see Fig. 2.2(b)), while being reflected almost ideally by the DBR atthe boundary. The result is that the photon with λ ' λC is confined along the axis perpendicular to the
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(a) One-electron picture (b) Two-particle picture
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Figure 2.1: Energy difference between the ground state and a phonon excited electron-hole coupling in (a) theone electron band picture and (b) the two-particle picture. Picture adapted from [58].
DBR, z . The number of round trips the photon makes inside the microcavity before it escapes (becauseof non ideal reflectivity of DRB) can be estimated by the quality factor Q, defined as

Q = λC∆λC . (2.1)
Because of the confinement, the photon acquires an effective mass. Indeed, its dispersion relation insidethe cavity has the form

ωC (k ) = c|~k| = c
√
k2
|| + k2

z , (2.2)
where c is the speed of light. The confinement in the z direction implies that kz is quantized,

kz = 2π
LC
j , (2.3)

where j takes integer values. In the small k|| regime the dispersion behaves quadratically, and thus thecavity photon acquires a finite mass for the in-plane motion. This mass is proportional to c−1 and henceis very small, usually of the order of mc ' 10−5mel [61].
2.1.3 Exciton-PolaritonsThe electron-hole quasi-particle forms a dipole which interacts with an electromagnetic field. Theunderlying mechanism is light-matter interaction, which can be model by microscopic Hamiltonian of thetype

Hint = − e
mel

~p · ~A , (2.4)
where −e is the charge of an electron of mass mel and momentum ~p, and ~A is the magnetic vectorpotential of the electromagnetic radiation. An exciton can thus be created by a photon absorption or,
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Figure 2.2: (a) Reflectance of an empty high quality microcavity and (b) the intensity of the field distribution ofthe resonant mode. Picture taken from [59].
conversely, a photon can be emitted by the the electron-hole recombination, with some finite probabilitygiven by

Pint ∝ |〈exc|Hint |0〉|2 . (2.5)where |exc〉 denotes the excitonic state. It is interesting to note that, if the emitted photon is confinedin some way, multiple excitation-emission processes can take place. As we discussed in the previoussection, a confined photon can do several round trips inside the cavity before escaping. We now introducea semiconductor layer in a cavity made by two DBR. If the resonant frequency of the cavity is thesame as the frequency of the excitation of the semiconductor between the two DBR, this means thatseveral excitation-emission events can take place before the photon leaks out. The coherent transfer ofexcitations between the cavity photons and the semiconductor excitons is called Rabi oscillation. Thisregime corresponds to a strong coupling between the excitons and the photons, where the eigenstatesof the resulting system is a superposition of the bare excitons and photons. These hybridized bosonicquasi-particles stemming out from the strong coupling between excitons and photons confined in a cavityare called Exciton-Polaritons (EP). For an exhaustive review on the optical properties of polaritons thereader is addressed to [62]. The effective mass of EP is extremely low, of the order of the mc introducedabove, and opens the possibility to observe purely quantum effects up to at room temperature. It isimportant to stress that here by temperature we mean the one of the experimental environment intowhich the physical sample is placed. Indeed, due to the unavoidable leakages of the cavity, the systemis fully out of equilibrium, and its temperature cannot be defined. In order to reach a steady state, thesystem needs a continuous injection of photons. The formation of a macroscopically-coherent state ofthese quasi-particles, analogous to the Bose-Einstein condensation (BEC) in equilibrium systems wasfirst proposed theoretically in the late nineties [63]. The first experimental results showing long-range
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first order correlations in EP were found in systems with resonant pumping [64, 65] in which a parametricoscillation linked to the breaking of U(1) symmetry appears [66, 67, 68, 69]. In the case of non-resonantpumping, the condensation in the minimum of the dispersion and the off-diagonal long-range order havebeen observed experimentally [24] in the steady-state regime (see Fig. 2.3). In the following we willfocus on the second case of non-resonant pumping, where the phase of the pumping laser does notaffect directly the one of the condensate. For a more complete treatment of the resonant and non-resonant pumping, the review [61] is available. Since the first experimental observation of BEC, muchwork on the theoretical and experimental side has been done, leading, among all, to the observation ofquantized vortices [70], superfluidity [71, 72] and solitons [73]. However, the nature of the transition tomacroscopically occupied states in EP is still under debate. Indeed it has been conjectured that, ratherthan a non-equilibrium BEC transition, EP undergo either an out-of-equilibrium Berezinskii-Kosterlitz-Thouless (BKT) transition [74, 75, 76], or a BEC at thermodynamic equilibrium [77, 78]. The investigationof KPZ scaling in the phase distribution of EP, and hence, as we will see, the stretched exponentialbehaviour of its two-point correlation function, will also contribute to the characterization of the natureof the phase transition in the EP system.
2.2 A Model for Exciton-Polaritons

A phenomenological description of the dynamics of Exciton-Polaritons under incoherent pumping wasintroduced in [79, 80]. The polaritons in the lower band are described by a classical field ψ(x) satisfyinga complex generalization of the non-linear Schrödinger equation, coupled to a rate-equation for thepolaritonic reservoir density nR ,
i~∂tψ =[− ~22mLP

∇2 + g|ψ|2 + 2gRnR + i~2 (R nR − γ)]ψ + F (2.6a)
∂tnR =P − (γR + R|ψ|2)nR (2.6b)

where F is an effective noise taking into account both pumping and loss effects and is in generaltaken as a delta-correlated Gaussian-distributed random variable of strength F , 〈F (t, x)F (t′, x ′)〉dt =
F 2δ(t − t′)δ(x − x ′). Equation (2.6) describes the non-linear dynamics of the lower polaritons, with aneffective mass mLP , which interact with the background mean-field density via a coupling strength g,as in the usual equilibrium Gross-Pitaevskii equation [81]. In this model, moreover, the system interactswith a high-energy reservoir, whose density nR increases due to a constant pumping P and is depletedboth by unavoidable leakages, on a time-scale γR , and by stimulated emission of strength R in the lowerpolariton branch. The population of the EP band is taken into account by an imaginary positive term inthe dynamics of ψ . As in the reservoir, there are leakages of EP on a time-scale γ . Conservative effectsdue to interactions with the reservoir are taken into account via a coupling gR between ψ and nR .
2.2.1 Hopfield Model and the Dispersion Relation of Exciton-PolaritonsThe first term in the r.h.s of (2.6a) comes from the usual parabolic approximation of the EP dispersionrelation ELP (k ). The full dispersion relation of the lower-polaritons band coming from the hybridization ofthe photonic band with the excitonic one can be computed by taking into account the quantum dynamicsof excitons, denoted by â(† )

X annihilation (creation) operator, interacting with cavity photons, denoted by
â(† )
C annihilation (creation) operator within the Hopfield model [82, 61]:
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Figure 2.3: Some figures from the seminal work [24]: a) a schematic representation of the physical process leadingto the creation of EP; b) (black solid lines) the dispersion relation of lower and upper polaritons, resulting fromthe coupling between (black dashed lines) the confined photon and the excitons in the quantum well; c) far-fieldemission spectra, resolved in angle(top) and energy(bottom), showing the condensation of EP at T = 5K, p = 1.14.

HEP = HC + HX = ~
∫
~k

{
ωC (~k )â†C (~k )âC (~k ) + ωX (~k )â†X (~k )âX (~k ) + ΩR

[
â†C (~k )âX (~k ) + â†X (~k )âC (~k )]}(2.7)where ΩR is usually referred to as Rabi splitting. We can diagonalize this system by introducing linearcombinations of âX , âC

âLP (~k ) = X (~k )âX (~k ) + C (~k )âC (~k ), âUP (~k ) = −C (~k )âX (~k ) + X (~k )âC (~k ) (2.8)
where X , C are known as Hopfield coefficients [82]. After this transformation we get

HEP = ~
∫
~k

{
ELP (~k )â†LP (~k )âLP (~k ) + EUP (~k )â†UP (~k )âUP (~k )} (2.9)

with

ELP (~k ) = ~2 (ωC (~k ) + ωX (~k ))− ~

√(ωC (~k )− ωX (~k ))24 + Ω2
R (2.10a)

EUP (~k ) = ~2 (ωC (~k ) + ωX (~k )) + ~

√(ωC (~k )− ωX (~k ))24 + Ω2
R (2.10b)
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and

|X (~k )|2 = 12
1 + ωX (~k )− ωC (~k )√

ωX (~k )− ωC (~k ) + 4Ω2
R

 (2.11a)
|C (~k )|2 = 12

1− ωX (~k )− ωC (~k )√
ωX (~k )− ωC (~k ) + 4Ω2

R

 . (2.11b)
Due to the huge difference in the effective mass of exciton and cavity photons, the momentum dependencein the dispersion of the excitons is usually neglected, ωX (~k ) ≡ ωX,0. A particular regime is the onein which we take the minimum of the cavity photon dispersion, ωC (~k = ~0), to coincide with ωX,0:this is known as the zero-detuning regime, onto which we will focus in the following. In this case
|X (~k = ~0)|2 = |C (~k = ~0)|2 = 1/2 and LP and UP bands are populated by an equal mixture of cavityphotons and excitons at k = 0. In the phenomenological model (2.6), the full dispersion is usuallyexpanded around this point and takes the form of a parabola of effective mass mLP ; in the followingwe are also interested in the zone around the inflection point of the LP band. This requires to includequartic corrections to the lower-polariton dispersion,

ELP (k ) ' ~2k22mLP
− 12ΩR

(
~2k22mLP

)2 (2.12)
When going to higher k = |~k|, the population in LP starts to be imbalanced,

|X (~k )|2 > 1/2, |C (~k )|2 < 12 (2.13)
and thus the excitonic component in the LP increases. When taking into account the excitonic contribution,new loss phenomena that are usually momentum-dependent start to appear; to well reproduce them weintroduce a k-dependent loss term to γ ,

γ(k ) = γ0 + γ2k2 (2.14)
where the coefficient γ2 can be estimated in the experiments from the width of the dispersion branches.This momentum-dependent loss term yields the appearance of a complex coefficient for the Laplacian inEq. (2.6).
2.2.2 Steady State SolutionsWe look for a solution for the LP wavefunction and for the reservoir density in the stationary regime, ofthe form ψ(x, t) = e−iµT t/~ψ0, nR (x, t) = n(0)

R . This implies
µT = g|ψ0|2 + 2gRn(0)

R + i2(R n(0)
R − γ0)

n(0)
R = P

γR + R|ψ0|2
(2.15)

and thus
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µT = g|ψ0|2 + 2 gRP
γR + R|ψ0|2 + i2

(
RP

γR + R|ψ0|2 − γ0
)
. (2.16)

We see that the we can have two different scenarii for the dynamical stability of the system:
(i) For small pumping intensity P , the dynamical stable solution is |ψ0|2 = 0, n(0)

R = P
γR(ii) For pumping at the threshold value P ≡ Pth = γRγ0

P : |ψ0|2 = 0 solution becomes unstable and amacroscopic condensate appears with |ψ0|2 6= 0. This is a non-equilibrium phase transition.
We define the steady state of the condensate as the regime in which no net gain (in time) occurs andthe reservoir density is clamped at the threshold value n(0)

R ≡ n(th)
R = γ0/R . In this regime we have amacroscopic phase µT and a condensate density |ψ0|2 which are equal to

µT = g|ψ0|2 + 2gR
~R γ0, |ψ0|2 = γR

R

(
PR
γRγ0 − 1) = γr

R

(
P
Pth
− 1) = γr

R
(p − 1) (2.17)

respectively, with Pth = PR/(γRγ0), p = P/Pth. This implies that the condensate grows as the pumpstrength is increased, with a reservoir density clamped to its threshold value.
2.2.3 Plugging Fluctuations InIn the case in which the dynamics of the reservoir is much faster than the one of the polariton condensateone can integrate out adiabatically the former, ending with an effective equation for the dynamics of thelow-energy polariton wavefunction in the adiabatic approximation:
i~∂tψ = [(− ~22mLP

+ iγ22
)
∇2 + g|ψ|2 + 2 gRP

γR + R|ψ|2 + i~2
(

RP
γR + R|ψ|2 − γ0

)]
ψ + F. (2.18)

By re-scaling space, time and the condensate density by
x̂2 = ~2|mLP |γ0 , t̂ = γ−10 , ψ̂2 = |ψ0|2

p = γR
R
p − 1
p (2.19)

we can rewrite (2.18) in a dimensionless form,
i∂̃tψ̃ =[(−sgn(mLP ) + iγ2|mLP |

~2
)
∇̃2 + g

~R
γR
γ0
p − 1
p |ψ̃|2 + 2gR

~R
p1 + p−1
p |ψ̃|2

+ i2
(

p1 + p−1
p |ψ̃|2 − 1)]ψ + F̃ , (2.20)

with sgn(x) = x/|x|, ψ̃ = ψ/ψ̂ , t̃ = t/t̂ , and x̃ = x/x̂ . Accordingly, we rescale the noise strength as
〈F̃ (̃t, x̃)F̃∗ (̃t′, x̃ ′)〉dt̃ = F 2

ψ̂2x̂~2 δ (̃t − t̃′)δ(x̃ − x̃ ′)=̂F̃ 2δ (̃t − t̃′)δ(x̃ − x̃ ′). (2.21)
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The mass of the EP has been allowed to get negative values, i.e. negative curvature of the lower-polaritons band, for the sake of completeness and due to recent experimental results on which we willfocus in the following [83]. From now on, for simplicity we will drop the tildes on dimensionless space,time and wave-function. For a small condensate amplitude, i.e. p−1

p |ψ|
2 � 1, we obtain an effective non-linear Schrödinger equation for the evolution of the condensate wavefunction ψ by expanding p1+ p−1

p |ψ|2 '
p − (p − 1)|ψ|2

i∂tψ =[(−sgn(mLP ) + iγ2|mLP |
~2

)
∇2 + g

~R
γR
γ0
p − 1
p |ψ|2 + 2gR

~R

(
p − (p − 1)|ψ|2)

+ i2(p − 1) (1− |ψ|2)]ψ + F̃
=[(−sgn(mLP ) + iγ2|mLP |

~2
)
∇2 + 2gR

~R p+ gR
~R

p − 1
p

(
g
gR

γR
γ0 − 2p) |ψ|2

+ i2(p − 1) (1− |ψ|2)]ψ + F̃
=[(−K c + i K d

)
∇2 + rc + uc|ψ|2 + i

(
rd − ud|ψ|2)]ψ + F̃ (2.22)

where in the last step we defined
K c = sgn(mLP ), rc = 2gR

~R p, uc = gR
~R

p − 1
p

(
g
gR

γR
γ0 − 2p) ,

K d = γ2|mLP |
~2 , rd = 12(p − 1), ud = 12(p − 1). (2.23)

2.3 Keldysh Field Theory for Exciton-Polaritons

In the previous section we have presented a phenomenological description of the EP system which,when the reservoir dynamics can be integrated out adiabatically, leads to a generalization of the usualGross-Pitaevskii equation including drive and dissipation. This effective dynamics can also be derivedstarting from a pure quantum picture via the Keldysh formalism (see App. B). To do so we first have todefine the coherent- and dissipative-part in the evolution of the open quantum system of interest. In thecase of EP the coherent dynamics is the one of a Bose gas with contact interactions while the dissipativedynamics takes into account one- and two-body losses together with pumping from the reservoir; thesetwo contributions appear in the Lindblad master equation
∂tρ = −i [HLP , ρ] + Lρ =̂ L ρ (2.24)as

HLP = ∫
~x

[
ψ̂† (~x) (ω0

LP −
∇22mLP

)
ψ̂(~x) + ucψ̂† (~x)2ψ̂(~x)2] = ∫

~x
hLP (~x) (2.25)

and
Lρ = ∫

~x

(
γpD [ψ̂(~x)† ]ρ + γD [ψ̂(~x)]ρ + 2udD [ψ̂(~x)2]ρ) (2.26)
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respectively, with the super-operator D [·] acting on the system density matrix ρ as

D [L]ρ = LρL† − 12{L†L, ρ}. (2.27)
The Keldysh action associated to Lindblad master equation for such a system can be written as [84] (seeApp. B)

S =∫
x
{φ∗q(i∂t + (Kc + iKd)∇2 − rc + ird)φc + c.c. −

[(uc − iud)(φ∗qφ∗cφ2
c + φ∗qφ∗cφ2

q) + c.c.
]

+ i2(γ + 2udφ∗cφc)φ∗qφq}, (2.28)
where we have set Kc=̂ 12mLP

, rc=̂ω0
LP and γ=̂ γ+γp2 is the effective noise strength, rd=̂ γ−γp2 is the gapfrom saturation and c.c stands for the complex-conjugate. It is important to note that in using theLindblad master equation (2.24) to describe the quantum dynamics we assumed the reservoir to beMarkovian, which physically translates into the absence of back-action of the system onto the reservoir;this corresponds to the adiabatic limit described in the previous section. The effective description givenby the gGPE is a particular limit of the full-quantum evolution given by the action (2.28). As forequilibrium systems indeed, the classical-field description of the dynamics holds when one particularstate is macroscopically occupied and a large-scale coherence develops in the system; this is the case ofthe EP condensate in the steady-state. This condition translates into a large-scale limit of (2.28) aroundthe point rd = 0, i.e. γ = γp, which is the threshold for the steady steady to appear. After performingsuch a limit in one dimension one gets (see App. B)

i∂tφc = [−(Kc + iKd)∂2
x + rc − ird + (uc − iud)|φc|2]φc + ξ (2.29)

with
〈ξ(x)ξ∗(x′)〉 = 2[(γ + 2ud|φc(x)|2)(γ + 2ud|φc(x′)|2)]1/2 δ(x− x′). (2.30)

It is useful to note that using the convention for rd given in (2.28), which was introduced in the seminalpaper [84] and is the usual notation for Keldysh formulation of driven-dissipative quantum system, we geta minus sign in front of the linear dissipative term (and hence on the complex diffusion coefficient) withrespect to (2.22). Equation (2.29) for the condensate field φc is analogous to (2.22) for the condensate field
ψ , with an additional multiplicative contribution in the noise; such a term is due to quantum fluctuationsand becomes irrelevant in higher dimensions. Furthermore, to derive (2.22) from the phenomenologicalmodel (2.6) we made the assumption (p − 1)/p|ψ̃|2 � 1. If we recall that ud|ψ|2 = (p − 1)/2|ψ̃|2 andassume that p = O(1), which is in general the case in real experiments, we see that the multiplicativecontribution is negligible. From now on we will then neglect this contribution in the calculations inorder to be able to compare the results with the gGPE coming from the phenomenological description(2.22). We will then consider a complex noise ξ with correlation

〈ξ(x)ξ∗(x′)〉 = 2γδ(x− x′). (2.31)
The complete case is reported in App. B.
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2.4 From Exciton-Polaritons to KPZ

As we anticipated at the beginning of this chapter, the long-time and large-distance dynamics of thephase of the condensate wavefunction for EP is described by the KPZ equation. To understand howthis mapping works out we can start either from the phenomenological description (2.22) or from thefull Keldysh action (2.28). The advantage of the latter is that we can easily modify the homogeneouscase to include more realistic effects, such as disorder and thermal effects. In the next chapter we willanalyse both phenomenological and field-theoretical approaches; for all the details and the calculationsconcerning the Keldysh formalism we refer to App. B.
2.4.1 Dynamics of the Phase in the gGPETo study the dynamics of the phase, it is useful to switch to the modulo-phase representation of thecondensate wavefunction, φc(x) = ρ(x)1/2 exp(iθ(x)). We thus have

∂tφc(x) =φc(x) (12ρ(x)−1∂tρ(x) + i∂tθ(x))
≡φc(x)D1[ρ, θ] (2.32a)

∇2φc(x) =φc(x) (−14ρ(x)−2( ~∇ρ(x))2 + 12ρ(x)−1∇2ρ(x)− ( ~∇θ(x))2 + iρ(x)−1 ~∇ρ(x) · ~∇θ(x) + i∇2θ(x))
≡φc(x)D2[ρ, θ], (2.32b)

and (2.29) for the complex field φc becomes a set of coupled equations for the time evolution of thecondensate density and phase, ρ, θ:
12ρ(x)−1∂tρ(x) =− Kc ={D2[ρ, θ]} − Kd <{D2[ρ, θ]} − rd − udρ(x)+√γρ(x)−1/2 (− sin(θ(x))<{ξ(x)}+ cos(θ(x))={ξ(x)}) (2.33a)

∂tθ(x) =Kc <{D2[ρ, θ]} − Kd ={D2[ρ, θ]} − rc − ucρ(x)
−√γρ(x)−1/2 (cos(θ(x))<{ξ(x)}+ sin(θ(x))={ξ(x)}) . (2.33b)

We can look at the dynamics of the fluctuations of the phase around the steady-state solution ρ0 =
−rc/uc = −rd/ud, θ0 = 0. We thus assume that the density fluctuations are small and smooth, i.e.we keep only linear terms in the fluctuations of the density δρ(x) and neglect its temporal and spatialderivatives. Hence we get
δρ(x) =− Kc

ud
∇2θ(x) + Kd

ud
( ~∇θ(x))2 + √γud ρ−1/20 (− sin(θ(x))<{ξ(x)}+ cos(θ(x))={ξ(x)}) (2.34a)

∂tθ(x) =− Kc (KdKc − uc
ud

)
∇2θ(x)− Kc (1 + ucKd

udKc

) ( ~∇θ(x))2
−√γρ−1/20

[(cos(θ(x))<{ξ(x)}+ sin(θ(x))={ξ(x)}) + uc
ud

(− sin(θ(x))<{ξ(x)}+ cos(θ(x))={ξ(x)})]
≡ν∇2θ(x) + λ2( ~∇θ(x))2 +√Dη(x). (2.34b)

We see that (2.34b) is the analogue of the KPZ equation (1.13) for the phase variable θ(x), with
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ν=̂Kc (ucud − Kd
Kc

)
, λ=̂− 2Kc (1 + uc

ud
Kd
Kc

)
, D=̂ γ2ρ0

(1 + u2
c
u2
d

)
, (2.35)

where we used
〈η(x)η(x′)〉 =γρ−10

{
〈<{ξ(x)}<{ξ(x′)}〉 [cos(θ(x) cos(θ(x′))− uc

ud
(cos(θ(x)) sin(θ(x′)) + sin(θ(x)) cos(θ(x′)))

+u2
c
u2
d

sin(θ(x)) sin(θ(x′))] + ={ξ(x)}={ξ(x′)}〉 [sin(θ(x) sin(θ(x′))− uc
ud
(cos(θ(x)) sin(θ(x′))

=γρ−10
(1 + u2

c
u2
d

)
δ(x− x′) (2.36)

and the fact that the real and imaginary parts of ξ are uncorrelated, 〈<{ξ(x)}={ξ(x′)}〉 = 〈<{ξ(x)}〉〈={ξ(x′)}〉,and that 〈<{ξ(x)}〉 = 〈={ξ(x)}〉 = 0, 〈<{ξ(x)}<{ξ(x′)}〉 = 〈={ξ(x)}={ξ(x′)}〉 = δ(x − x′). From (2.35)we note that for having a well-defined equilibrium limit, λ = 0, we need (Kcuc/ud − Kd) > 0. This is dueto the fact that in equilibrium the coefficient ν/D is linked to the temperature of the system through theEinstein’s relation. In the case in which we can focus on the quadratic part of the polariton dispersion(i.e. Kd = 0), we thus need Kcuc > 0, due to the fact that ud > 0 for a non-zero condensate (see(2.2.3)). This implies that the polariton-polariton interaction must be repulsive for positive effective massand attractive for negative effective mass. This is indeed the case in the usual experimental setup (e.g.[85]).
2.4.2 Dynamics of the Phase in the non-adiabatic limit

We now extend the results reviewed in the last section to the non adiabatic case. We show that thedynamics of the phase of the condensate is still described by the KPZ equation in this case, which was notknown. Starting from the dimensionless version of (2.6) and switching to a modulo-phase representationwe obtain a set of coupled equations for the time evolution of the dimensionless quantities ρ, θ, nR ,
12ρ(x)−1∂tρ(x) = − sgn(mLP )={D2[ρ, θ]}+ 12(nR (x)− 1) + ρ(x)−1/2 [cos(θ(x))={F̂} − sin(θ(x))<{F̂}](2.37a)
∂tθ(x) = sgn(mLP )<{D2[ρ, θ]} − 2rcnR (x)− uc(p − 1)ρ(x)− ρ(x)−1/2 [cos(θ(x))<{F̂}+ sin(θ(x))={F̂}](2.37b)

∂tnR (x) = γ̃ {p − [1 + (p − 1)ρ(x)]nR (x)} . (2.37c)
We can look at the dynamics of fluctuations of the phase around the steady-state solution

ρ0 = − 2
g̃γ̃(p − 1) = (1̃

γ − 1) 1
p − 1 , θ0 = 0, nR,0 = 1 , (2.38)

with
γ̃ = γR

γ , g̃ = g
gR
, rc = gR

~R , uc = g̃γ̃rc . (2.39)
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If we keep only linear terms in the fluctuations of the densities δρ(x), δnR (x) and neglect their temporaland spatial derivatives, as well as their role in the noise part, we get

δρ(x) = − 1̃
γ

1
p − 1δnR (x) (2.40a)

δnR (x) = 2 sgn(mLP )∇2θ(x)− 2ρ−1/20 [cos(θ(x))={F̂} − sin(θ(x))<{F̂}] (2.40b)
∂tθ(x) = − sgn(mLP )( ~∇θ(x))2 − uc(p − 1)δρ(x) − 2rcδnR − ρ−1/20 [cos(θ(x))<{F̂}+ sin(θ(x))={F̂}](2.40c)

which leads to the following effective dynamics of the phase,
∂tθ(x) = 2 sgn(mLP )rc(g̃ − 2)∇2θ(x)− sgn(mLP )( ~∇θ(x))2 + η(x) (2.41)

with
〈η(x)η(x′)〉 = ρ−10 [4r2c (g̃ − 2)2 + 1] δ(x− x′) (2.42)

and where, as in the adiabatic case, we used the fact that <{F̂} and ={F̂} are i.i.d random variables,
i.e. 〈<{F̂ (x)}={F̂ (x′)}〉 = 0. Hence we obtain a KPZ equation with

ν = 2 sgn(mLP )rc(g̃ − 2), λ = −2 sgn(mLP ), D = 12ρ0
[4r2c (g̃ − 2)2 + 1] . (2.43)

It is interesting to make some remarks. The additivity of the noise is due to the fact that we took acomplex noise F̂ . With ={F̂} = 0 the noise becomes multiplicative, because we cannot to get rid ofthe sinus and cosinus terms in that case. Furthermore, to have a positive steady-state density in (2.38),we need a negative g̃, which implies either g or gR to be negative. Finally, the mapping holds onlyif fluctuations δnR of the reservoir density are allowed. Indeed the equation for δnR allows to get δρ,which is needed in order to know the dynamics of θ. Finally, we see that for the same argument usedin the section above we need sgn(mLP )rc(g̃ − 2) > 0. Interestingly this is the case in real experimentsfor non-adiabatic EP, where g̃ < 2, rc > 0 but the effective polaritonic mass is negative [83].
2.4.3 Density-Phase Representation of the Keldysh ActionIn this part we show that the Keldysh action itself (2.28) can be mapped to the KPZ action (1.37), in thesame regime considered previously. Dealing with a microscopic action instead of a full quantum masterequation is convenient to exploit the symmetries of the system and thus extract large-scale and universalbehaviours. For this purpose the crucial point is that the classical-phase-rotation φc,q → eiαφc,q isa symmetry for (2.28) while the quantum-phase-rotation {φc → eiαφc, φq → eiβφq} is not; one canshow that the breaking of the classical-phase-rotation symmetry is enough to ensure the existence of aGoldstone mode [84]. This describes fluctuations in the phase of the order parameter and will heavilyinfluence the long-range properties of such systems in low dimensionality. Hence it is natural to derivethe action for the condensate phase θ, which is the Goldstone boson, switching to a density-phaserepresentation of classical and quantum fields:

φc = √ρeiθ , φq = √ζeiθ (2.44)
where ρ, ζ are respectively a real and complex fields. To study the physics of the Goldstone boson θwe will perform a mean-field approximation over the densities justified by the fact that in the broken
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phase, where θ is more important, the density fluctuations are massive and thus expected to be smallcompared to the ones associated to θ; this approximation consists in a saddle-point over ρ and ζ :

δS
δρ

∣∣∣∣
ρMF ,ζMF

= 0, δSδζ
∣∣∣∣
ρMF ,ζMF

= 0 (2.45)
Due to the fact that the action is at least linear in the quantum field φc , we can always take as asolution of (2.45) (ρMF , ζMF ) = (ρ0, 0) (2.46)By considering fluctuations up to second order around the mean-field solution for ζ = ζ1 + iζ2 and
ρ = ρ0 + π and taking the stationary, long-wavelength limit (ω, q) → (0, 0) we get that the resultingaction for the phase-field θ and its conjugated variable θ̃=̂2iρ 120 ζ1 is [84]

S [θ, θ̃]=̂ ∫
x
θ̃
[
∂tθ − ν∇2θ − λ2(∇θ)2 −Dθ̃] (2.47)

with the same relations reported in (2.35) and ρ0 being the mean-field solution of (2.45). Equation (2.47),
i.e. the Keldysh action reduced to the variables θ and θ̃, is identical to the KPZ action (1.37) obtainedfrom the MSRJD formalism.





3 Semi-classical dynamics of Exciton-Polaritons and the Mapping to KPZ
Beyond the Homogeneous Case

In typical experiments with EP the system is far from being homogeneous. Many physical effects arepresent which could in principle play an important role in the long-time and large-distance behaviourand thus affect the mapping to the KPZ equation. The Keldysh field-theoretical description is a goodstarting point to understand how inhomogeneities in the quantum picture translate into the effectivephase dynamics. In this chapter we will show that the mapping to KPZ equation still holds whenstatic confinement, random disorder and thermally activated phonons are taken into account. We willpresent and perform the analytical calculations in order to extend the homogeneous case, discussed inthe previous chapter and already known in the literature, to the presence of inhomogeneities. For thecase of thermally activated phonons we will also study their effects on the semi-classical dynamics of thecondensate, which was never treated before starting from a field-theoretical framework. In what follow wewill focus on the one-dimensional case, but the generalization to higher dimensions is straightforward.
3.1 Confinement and Disorder

In several experimental conditions EP are subjected to a one-body external potential whose effect ontothe dynamics of the EP can be taken into account via the Hamiltonian
Hext = ∫

x

[
ψ† (x)V (x)ψ(x)] . (3.1)

In addition to a confining potential, in-homogeneities in the sample usually lead to an effective multi-well potential which differs between different experimental realisations; this effect can be mimicked by astatic one-body random potential. This random potential enters in the microscopic dynamics of the EPunder the same form as the confining potential introduced above,
Hdis = ∫

x

[
ψ† (x)Vdis(x)ψ(x)] . (3.2)

with
Vdis(x) = |F−1[Ṽdis(k )](x)|, Ṽdis(k ) = V0eiφe−k2`2

d (3.3)where φ is a uniformly distributed random variable in the range [0, 2π], `d is the disorder correlationlength and V0 is fixed in such a way that the average value of V (x) is of the same order as the thermalnoise already present in gGPE. The main difference with respect to the deterministic external potentialis that in the case of a random disorder, physically relevant quantities and observables are obtained asaverages over many realizations of the disorder. In our case we take a Gaussian distributed disorder
Vdis,

P
[
Vdis

] = exp{− 12
∫

x,x′
Vdis(x)G−1(x− x′)Vdis(x′)}. (3.4)
29
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Taking into account the one-body potentials (3.1), (3.2) in the quantum dynamics, and assuming a purelyclassical potential (i.e. a potential that is the same on both forward and backward Keldysh contours[84]), we end up with a term in the Keldysh action (2.28) of the type (see App. C)

Sext,dis = − ∫
x
Vext,dis(x) [φ∗qφc + φ∗cφq

]
. (3.5)

In both cases the presence of the potential results in a modification of the semiclassical limit (2.29), thatis now an inhomogeneous Partial Differential Equation (PDE),
i∂tφc = [−(Kc + iKd)∂2

x + rc + Vext,dis − ird + (uc − iud)|φc|2]φc + ξ . (3.6)
In the case in which the potential is random and Gaussian distributed, as the one which will be consideredin the following, we can collect the effects of Vdis and ξ in a single term, i.e. an effective multiplicativeGaussian noise ζ with correlations〈

ζ(x)ζ∗(x′)〉 = γδ(x− x′) + φc(x)G(x, x′)φ∗c (x′) (3.7)where, as we discussed in the previous chapter, we neglected the multiplicative contribution comingfrom quantum fluctuations in one-dimension. Interesting effects coming from one-body deterministic andrandom potential are present in the dynamics of the phase. We will discuss them in the following. Forthe deterministic case we will directly start from the contribution (3.5), while for the random potentialwe will average over different realizations of the disorder to study its effect on the phase dynamics.
3.1.1 EP Under Confinement: Analytical StudyIn the density-phase representation

φc = √ρeiθ , φq = √ζeiθ , (3.8)Eq. (3.5) becomes
Sext = −2 ∫

x
Vext(x)ρ 12 <(ζ), (3.9)

where <(ζ) stands for the real part of ζ . If we now perform the mean-field approximation (2.45) overthe densities ρ and ζ (see App. C.1.1 for the technical details), the uniformity assumption does notapply anymore and we have to consider an inhomogeneous mean-field solution (θ, ρ) ≡ (θ0(x), ρ0(x)).By doing so we obtain
(
iKcρ

− 120 ∇ρ0 · ∇θ0 − Kc4 ρ−
320 (∇ρ0)2 + Kc2 ρ−

120 ∇2ρ0 − Kcρ 120 (∇θ0)2 + iKcρ
120∇2θ0 − rcρ 120 + ρ

120
)

−(uc − iud)ρ 320 − Vextρ 120 = 0. (3.10)
We assume that the spatial variations of the mean-field density ∇ρ0 are small compared to the ho-mogeneous mean-field density times the typical length-scale introduced by the interaction potential,i.e.

∇ρ0(x)udλ−1
Vext
rd

= O(ε), ε � 1 . (3.11)
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This means that spatial fluctuations in the density are negligible when either the uniform density islarge or the external potential is very smooth. Using this approximation we obtain

ρ0(x) = −rd + Kc∇2θ0(x)− Kd(∇θ0(x))2
ud

(3.12a)
ρ0(x) = −Vext(x)− rc − Kc(∇θ0(x))2 − Kd∇2θ0(x)

uc
. (3.12b)

In the limit where the spatial variation of the phase also plays no role (as in the equilibrium situation)(3.12) reduces to the well-known Thomas-Fermi approximation where rc plays the role of the chemicalpotential. It is interesting to notice that in the presence of a confinement the mean-field phase θ0 mustdepend at least quadratically on x in order for (3.12) to be both satisfied. We now look at fluctuationsaround this mean-field solution and study the dynamics of the phase in the stationary, long-wavelengthregime as we did in Chap. 2.4.3; in the case of a deterministic potential we obtain (see C.1.1 forcalculations)
S ′ = ∫

x
iθ̃
{[
∂tθ + (Kd − ũKc)∇2θ + (Kc + ũKd) (∇θ)2]− γ + 2udρ02ρ0

(1 + ũ2) θ̃} (3.13)
with Z = ∫ D [θ, θ̃]eiS ′ and

ũ(x)=̂2(rc + Vext(x)) + 3Kd∇2θ0(x) + 3Kc(∇θ0(x))22rd + 3Kc∇2θ0(x)− 3Kd(θ0)2 . (3.14)
Thus, in the presence of an external potential, one can identify an action which is similar to (2.34b) butwith spatially dependent coefficients,

ν=̂Kc (ũ(x)− Kd
Kc

)
, λ=̂− 2Kc (1 + ũ(x)KdKc

)
, D=̂γ + 2udρ0(x)2ρ0(x) (1 + ũ(x)2) . (3.15)

One can check that in the Vext(x) → 0 limit, which also implies θ0(x) ≡ θ0, (B.40) is recovered. In thepresence of a non zero Vext(x) we end up with a highly inhomogeneous KPZ equation in which all thecoefficients are spatially dependent. The effective non-linearity of the KPZ equation, defined as
g = λ

√
D2ν3 (3.16)

becomes g ≡ g(Vext) ∼ V 1/2
ext and thus in principle increases as the strength of the confining potentialis increased. This implies that the boundaries, where usually the potential is stronger, will feel amuch higher non-linearity than the bulk of the system. Recalling that the coefficient λ is linked to theasymptotic velocity of the front in the KPZ equation, v∞, we see that we will also have an effect ofthe confining potential on the average propagation velocity of the phase front. If the difference in thestrength of the potential between the boundary and the bulk of the EP condensate is strong enough, thisdifference of propagation speed could lead to interesting effects such as cusps in the phase front, as wewill see in the next chapter.
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3.1.2 EP with Disorder: an Analytical StudyEven if the usual experimental condition is the one in which the disorder is a static spatially-correlatedrandom potential, it is interesting to also investigate the case in which the potential has some timecorrelation 〈

Vdis(x)Vdis(x′)〉 = G(x, x′) , (3.17)where we recall that x = (~x, t). After averaging over the distribution (3.4), we obtain an effectivecontribution of the disorder in the Keldysh action (2.28) of the type
Sdis,ef f = i2

∫
x,x′

[(
φ∗q(x)φc(x) + φ∗c (x)φq(x))G(x, x′) (φ∗q(x′)φc(x′) + φ∗c (x′)φq(x′))] . (3.18)

When transforming to a density-phase representation, the term (3.18) does not affect the mean-fieldequations for the densities, (3.12), because it is quadratic in φq; in terms of fluctuations over the mean-field solution up to second order, we get
Sdis,ef f = 2iρ0

∫
x,x′
ζ1(x)G(x, x′)ζ1(x′) . (3.19)

It is important to stress that depending on the long-time and large-distance properties of G(x, x′) thiscontribution could turn out to be irrelevant for the KPZ mapping according to the argument used in Chap.2.4.3. Supposing a smooth behaviour of G(x, x′) and introducing the response field θ̃(x) = 2iρ 120 ζ1(x) weget
Sdis,ef f = − i2

∫
x
θ̃(x) ∫

x′
G(x, x′)θ̃(x′) (3.20)which implies a modification of the white noise in the KPZ mapping (2.35) of the type

Ddisθ̃(x) = Dθ̃(x) + 12
∫

x′
G(x, x′)θ̃(x′) . (3.21)

As we can see, a non-delta correlation G(x− x′) will introduce a memory-kernel in the noise source. Aparticular case often present in experimental setups is a purely static disorder,〈
Vdis(x)Vdis(x′)〉 = τΓ(x − x ′)δ(t − t′) (3.22)for which we get

Ddisθ̃(x) = Dθ̃(x) + 12
∫
x ′
G(x − x ′)θ̃(x ′, t) . (3.23)Depending on the long-distance properties of the correlation G , a new length-scale `d appears in thesystem; due to the self-critical nature of the KPZ equation we expect the emergence of a new time scalerelated to `d,

t∗ ∼ `zd (3.24)where z is the dynamical exponent introduced in Chap. 1.2. It has been shown that the KPZ equationwith spatial correlation in the microscopic noise over a finite length remains in the KPZ universalityclass [86, 87]. We then expect z to be the KPZ one, i.e. z = 3/2. We will not consider for the EPthe case of a disorder with non zero time correlations. This will be investigated for a KPZ interface inChapter 5.
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3.2 EP and Phonons: an Analytical Study

The condensation of EP can be experimentally realized at temperature ranging up to room temperature;under such conditions the effect of thermal fluctuations in the semiconductor material becomes importantand needs to be taken into account. The most important of such effects is the interaction with thephonons of the surrounding solid-state environment. In a low-energy picture we are mainly interestedin the acoustic phonons; a well known model describing such phonons is the Frölich Hamiltonian [88]:
Hph =∑

q

{
ωqb̂†q b̂q + ∫

k

[
Gqb̂qâ† (k + qx )â(k ) + G∗qb̂†q â(k + qx )â† (k )]} (3.25)

with â(† )(k ) = ∫
x ψ̂

(† )(x)e−ikx field operators for the one-dimensional Exciton-Polariton system; here
b̂(† )

q is the annihilation (creation) field operator in momentum space for the phonon-bath (assumed to bethree-dimensional). The effective contribution coming from (3.25) to (2.28) reads (see App. C.2)
Sph = Sl + Sb (3.26)

with
Sl = i4∑

~q
|G~q|2

∫
x,x′

(
φ∗q(x)φc(x)φ∗c (x′)φc(x′) + φq(x)φ∗c (x)φc(x′)φ∗c (x′)) [eiqx (x−x ′)−iω~q(t′−t)e−iqx (x−x ′)+iω~q(t′−t)]

×
[
θ(t − t′)− θ(t′ − t) + 1] (3.27a)

Sb = i
∑
~q
|G~q|2 (2n(ω~q) + 1) ∫

x
φ∗q(x)φq(x) ∫

x′
cos (qx (x − x ′)− ω~q(t − t′))φ∗c (x′)φc(x′) (3.27b)

where n(ω~q) is the phononic occupation number in mode ~q. Thermal activated phonons usually representan incoherent reservoir, with randomly varying phase [89, 90]. This is the analogous of the Markovianapproximation within usual Langevin approach. In this case, (3.26) simplifies to
Sph,mk = Sl,mk + Sb,mk (3.28)

with
Sl,mk = i2ν(ω0)|G(ω0)|2 ∫

x,x ′

[
φ∗q(x)φc(x)φ∗c (x ′, t)φc(x ′, t) + φq(x)φ∗c (x)φc(x ′, t)φ∗c (x ′, t)] sin (ω0

u (x − x ′))(3.29a)
Sb,mk = iν(ω0)|G(ω0)|2 (2n(ω0) + 1) ∫

x,t,x ′
φ∗q(x, t)φq(x, t)φ∗c (x ′, t)φc(x ′, t) cos (ω0

u (x − x ′)) (3.29b)
where ω0 is the typical frequency of the Markovian phonons bath. Taking the semi-classical limit ofthis action as we did in the homogeneous case (see Chap. 2.3), we obtain two different contributionsin the resulting EP dynamics. The first contribution, coming from Sl gives rise to a non conservativedeterministic contribution and takes into account spontaneous emission of phonons by the thermallyexcited EP condensate. The second term above, coming from Sb, translates into an external stochasticpotential in space and time, or equivalently a multiplicative-noise term ξ in the gGPE equation (2.29)
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of the form

P[ξ ] = exp{−12
∫
x,t,x ′,t′

ξ∗(x, t)M−1(x − x ′, t − t′)ξ(x ′, t′)} (3.30)〈
ξ∗q(x, t)ξq(x ′, t′)〉 = 2ν(ω0)|G(ω0)|2 (2n(ω0) + 1) ∫

x ′′
cos (ω0

u (x − x ′′))φ∗c (x ′′, t)φc(x ′′, t)δ(x − x ′)δ(t − t′)(3.31)
withM−1(x−x ′, t−t′)M(x−x ′, t−t′) = δ(x−x ′)δ(t−t′) andM(x−x ′, t−t′) = 2ν(ω0)|G(ω0)|2 (2n(ω0) + 1)
×
∫
x ′′ cos (ω0

u (x − x ′′))φ∗c (x ′′, t)φc(x ′′, t)δ(x − x ′)δ(t − t′). This thermal noise, which is coupled to thecondensate density, adds up to the noise coming from the pure driven-dissipative dynamics of the system,whose coupling to the density can be in general neglected as we discussed in Chap. 2.3. These resultsare in agreement with the description given in [90] in which however the condensate field is treated ascompletely classical and thus the quantum contribution to the phononic occupation number n is missing,
i.e. one can set (2n+ 1) ' 2n.
3.2.1 Mapping to KPZ equationIn order to get insights into the effects of the interaction with phonons onto the mapping to KPZ equationwe switch to modulo-phase representation for the classical and quantum fields. Due to the fact thatthe term in the Keldysh action coming from the effective contribution of the phonons, (3.26), is at leastlinear in the Keldysh quantum field, φq, ζMF = 0 is still a solution for the mean field equations; as inChap. 3.1.1 ρMF should be space-dependent to reflect the spatial inhomogeneity of Sl, Sb; we will heresuppose that the effect of the phonons will not affect the mean field behaviour of the system and take ahomogeneous mean-field solution (ρMF , ζMF ) = (ρ0, 0). By looking at second-order fluctuations aroundsuch solutions we get

Sl =i∫
x

∑
q
|Gq|2ρ3/20 ζ1(x)Aq(x) (3.32a)

Sb =i∫
x

∑
q
|Gq|2 (2n(ωq) + 1) |ζ(x)|2Bq(x) . (3.32b)

Taking into account that usually |Gq|2 ∼ ωq [90] the bi-linear terms will not affect, for acoustic phonons,the long-time and large-distance limit introduced in Chap. 2.4.3. It is easy to show that the same isvalid for the linear term; indeed even if it is just linear in the density fluctuations, it becomes irrelevantdue to the behaviour of |Gq|2 and Aq(x) as x → 0. We hence expect acoustic phonons not to play akey role in the KPZ dynamics of the EP system. For the optical phonons the situation is more subtle.Indeed using the usual Einstein representation for the optical phonon dispersion E (ω) ∝ δ(ω − ω0), wehave that the long-time limit ω → 0 is not well defined, which physically means that a gapped spectrumcannot affect the low-energy, small k dynamics.



4 Scaling and Distributions of the Phase in Exciton-Polaritons Systems

In this chapter we will discuss the results coming from a numerical simulation of the exciton-polaritonsdynamics in one dimension. We will numerically integrate the semi-classical limit of the Keldysh action,i.e. the associated gGPE, in different conditions using the interaction-picture approach to StochasticPartial Differential Equation (SPDE) [91, 92]. From these simulations we will either directly extract thephase of the condensate, after checking the absence of phase-slips in the system, or work at the level ofwave-function correlations, which can be recast into phase-phase correlations via a cumulant-expansion(see App. D). We will focus mainly on the homogeneous case, for which we will first show that thegeneral scaling behaviour for experimentally accessible parameters corresponds to the KPZ universalityclass. Then we will study the distribution of the phase of the condensate to deduce the type of KPZgeometrical sub-class to which the EP phase belongs.
4.1 Numerical Simulations and Parameters

The parameters in the gGPE depend on the material. We use values typical for CdTe, used e.g. inGrenoble experiments in the group of Maxime Richard
mLP = 4× 10−5me, γl = 0.5ps−1, g = 7.59 102ms−1, γr = 0.02ps−1, R = 400ms−1,

p = 1.6, Kd = 0.45, K (2)
c = 2.5× 10−3. (4.1)

Using this set of parameters we numerically solve the gGPE
i∂tφ = [−(1 + iKd)∇2 + K (2)

c ∇4 + rc − ird + (uc − iud)|φ|2]φ +√σξ (4.2)with
rd = p − 12 , ud = p − 12 , uc = γrg

Rγl
p − 1
p , σ = 12x̂ Rγr p(p+ 1)

p − 1 , rc = rduc
ud

(4.3)
and 〈ξ(x, t)ξ∗(x ′, t′) = 2δ(x − x ′)δ(t − t′)〉. The parameters Kd and K (2)

c are not well determined inexperiments and in our simulations we choose Kd = 0.45 and K (2)
c = 2.5× 10−3. The space, time andcondensate wavefunction are dimensionless, rescaled from their physical counterparts according to thechoice reported in Chap. 2.2.3. In each simulation, we determine the wavefunction φ(t, x), and extractits phase θ(t, x). We work in the low-noise regime, where we checked that the density fluctuations arenegligible. In this regime, topological defects, i.e. phase slips in 1D associated with solitonic solutions,are absent. Hence the phase can be uniquely unwinded to obtain θ ∈ (−∞,∞). This is a crucial pointas can be inferred from (1.48); indeed both elementary scaling properties and the advanced geometricalsub-classes linked to the rescaled variable h̃ rely on the non-compact nature of the height field. Aclear example comes from the behaviour of the roughness w2 which according to KPZ equation (1.13)saturates to a value Lχ , which in general does not lie inside [0, 2π).

35
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Figure 4.1: (a) Collapse of the roughness w(L, t) with KPZ scaling χ = 1/2, z = 3/2 for different system sizes
L/x̄ = 27, 28, 29, 210 (size growing from lighter- to darker-color). Two-point (b) spatial and (c) temporal correlationtogether with the KPZ theoretical behaviour, corresponding to a (stretched) exponential in ρ1(x1, t, x2, t) = e−Cx (x1,x2)and ρ1(x, t1, x, t2) = e−Ct (t1,t2)

4.1.1 Numerical Integration PrescriptionThe numerical integration is performed using the interaction picture method (IP) for solving non-linearstochastic partial differential equations (SPDE) [91, 92]. This integration scheme relies on a similaridea as the interaction picture formalism in quantum mechanics: first, the linear part is solved in Fourierspace, then it is transformed back to real-space and evolved via the non-linear part of the equation usingsemi-implicit Runge-Kutta method.
4.2 Homogeneous Case

4.2.1 KPZ scalingWe have computed the roughness function w2(L, t) for the unwinded phase θ of EP,
w2(L, t) = 〈1

L

∫
x
θ2(x, t)− (1

L

∫
x
θ(x, t))2〉

. (4.4)
Our results are reported in Fig. 4.1, and show that using the KPZ exponents, one obtains for theroughness a perfect collapse onto the expected Family-Vicsek scaling form (1.17). This shows that thefindings of [25] obtained for suitably chosen parameters can also be achieved for realistic experimentalconditions. Let us stress that the inclusion of a momentum-dependent damping rate is crucial since it
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stabilizes the solution for our choice of experimental parameters, which corresponds to a larger KPZeffective non-linearity parameter |g| ≡ |λ|(D/2ν3)1/2 ' 0.48 than that used in [25]. This difference inparameters has an important effect, since we obtain KPZ scaling not only in the long-time saturationregime t > Ts, where the roughness function reaches a constant in time, but also in the growth regime.If the KPZ nonlinearity is too weak, only the initial Edward-Wilkinson (EW) scaling (with χ = 1/2and z = 2) is visible, and the crossover to the KPZ one cannot occur before t reaches Ts. The KPZscaling exponents can equivalently be determined directly from the condensate wavefunction, throughthe first-order correlation function, ρ1(x, x′) = 〈φ∗(x)φ(x′)〉 (see App. D). Focusing on purely spatial orpurely temporal correlations, we define

Cx (x1, x2)|t = − log |ρ1(x1, t; x2, t)|, Ct(t1, t2)|x = − log |ρ1(x, t1; x, t2)|. (4.5)At large distances, the main contribution to the correlation functions comes from the phase-phase corre-lations, that according to KPZ scaling is predicted to behave as
〈θ(x1, t)θ(x2, t)〉 ∼ |x2 − x1|2χ (4.6)

and
〈θ(x, t1)θ(x, t2)〉 ∼ |t2 − t1|2β (4.7)respectively. Our results for the correlation functions in the saturated regime t > Ts, obtained from thenumerical solution of the gGPE, are shown in the lower panels of Fig. 4.1. For both time and spacecorrelations, we obtain χ ' 0.49 and β ' 0.31 for a system size L/x̄ = 210 in close agreement with theKPZ exponents χ = 1/2 and β = 1/3, which confirms our result from the roughness. These features areobservable down to system size of about 50µm, as will be shown in the following. This is remarkablesince critical behaviours are generically expected in the limit of infinite system size. It is also importantto stress that the time-correlation is mandatory to discriminate between the KPZ and EW scalings, sinceonly the β exponent differs between the two in 1D. Let us emphasize that, whereas the measure of theroughness function may be difficult in EP systems since it requires to resolve the phase in time sincethe beginning of the phase unwinding, both space and time correlations are routinely experimentallyaccessible (see e.g. [85]), and suffice for the determination of the critical exponents.

4.3 Beyond scaling: Tracy-Widom statistics

As emphasized in Chap. 1.4, unprecedented theoretical advances have yielded the exact probabilitydistribution of the fluctuations of the 1D KPZ interface for sharp-wedge, flat, and stationary initialconditions. To further assess KPZ universality in EP systems, we thus study the fluctuations of theunwinded phase δθ = (θ−〈θ〉ξ,x ) of the condensate (which subtracts the v∞t term in (1.48)). In practice,we use the gGPE simulations to determine the distribution of the random variable θ̃(x) = δθ/(Γt)1/3.To extract the parameter Γ from the numerical data, we use the relation
|Γ| = lim

t→∞

(
〈δθ2(x, t)〉/Varχ)3/2

/t (4.8)
with 〈δθ2〉 = 〈(θ−〈θ〉ξ,x )2〉ξ,x and where Varχ is the theoretical value of the variance of the distribution.It is important to note that from the variance we only have access to the absolute value of Γ, which beingproportional to λ (see (1.49)), can be negative for exciton-polariton systems (see (2.35)). In our simulation,where the effective mass is positive and the polariton-polariton interaction is repulsive, this is the caseand hence all the odd moments of θ̃ will be the opposite of the standard KPZ ones. This implies that
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Figure 4.2: (a) The absolute value of the Skewness and (b)the excess Kurtosis (lower panel) of the phase-field inthe condensate for L/x̄ = 29, 210, together with the theoretical values for TW-GOE and BR statistics (green andpurple dashed-line respectively). TW-GOE values are reached on a plateau around times t/t̄ ' 104. We see thatwe cannot clearly discriminate between the two.
the distribution of θ̃ will be the reflection with respect to the zero value of the distributions introducedin Chap. 1.4. The determination of Γ requires to identify which distribution is realized. For this, we firstcompute universal ratios of cumulants of δθ, which do not depend on Γ, namely the skewness and theexcess kurtosis, defined in (1.51), that in our case read

Skew(δθ) = 〈δθ3〉/〈δθ2〉3/2 (4.9)
and eKurt(δθ) = 〈δθ4〉/〈δθ2〉2 − 3 (4.10)respectively, with 〈δθn〉 = 〈(θ−〈θ〉ξ,x )n〉ξ,x . These quantities are exactly zero for a Gaussian distributionand are reported in Table 1.1 for the distributions associated with the 1D KPZ equation. We find thatthey reach stationary values on plateaus depending on the system size but roughly extending between
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Figure 4.4: Numerical and theoretical values of Var(∆q) for different initial times t0/t̄ = 102, 2 × 104 (blue andbrown color-scale respectively) and sizes L/x̄ = 28, 29, 210 (increasing from lighter to darker). The lower plateau isthe one associated to TW-GOE statistics, reached for very large ∆t . One can see that a higher plateau for small∆t appears increasing t0 in large systems; This is consistent with the crossover to the stationary BR class, whichis further supported by the value of the ratio between the two plateaus, which is ' 1.781, close to the theoreticalvalue VarBR /VarTW−GOE = 1.803.
t = 103 and 104 in units of t̄ . The values of these plateaus are compatible with both TW-GOE and BRdistributions introduced in Chap. 1.4 (see Fig. 4.2). However, as discussed in Chap. 1.4.1, in principle weexpect either TW-GUE or TW-GOE to appear before BR statistics, which is associated to fluctuationsof the size of the sample. We thus used the exact value of VarTW−GOE to extract Γ, and recorded theprobability distribution of θ̃ accumulated during the plateaus, which is represented in Fig. 4.3. We findthat it is in excellent agreement with the TW-GOE distribution, thus providing a convincing confirmationthat KPZ dynamics is relevant in EP systems. It is interesting to notice that the TW-GOE distributionis associated with a flat (i.e. spatially constant) initial condition for the KPZ height field, whereas in EPsystems, the initial phase of the condensate is essentially random, and not controllable, and moreoverKPZ behaviour sets in after a non-universal transient dynamics of the condensate.
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L = 20, 50, 100 µm (growing from lighter to darker colors), together with the KPZ theoretical power-law behaviour(reference straight lines). These power-laws are visible on about a decade for system sizes down to 50 µm, butnot below.
4.3.1 Beyond scaling: Baik-Rains statisticsThe TW distribution is associated to the growth regime of KPZ dynamics. As introduced in Chap.1.4.1, in a finite-size system, a crossover to the stationary KPZ regime, characterized by the Baik-Rainsdistribution, is expected at sufficiently long times, but before finite-size effects dominate [52]. Indicationsof a change of regime are manifest in Fig. 4.2 since the skewness and excess Kurtosis depart from theplateaus at large times. However, this change is hindered by the noise and finite-size effects, whichbecome more and more relevant as the correlation length becomes comparable with the system size. Inorder to reduce finite-size effects and study this crossover, we follow Takeuchi [52] and introduce a newvariable

∆q(x, t0,∆t) = δθ(x, t0 + ∆t)− δθ(x, t0)(Γt)1/3 . (4.11)
Since this variable involves a phase difference, it does not require to know the absolute phase, and ishence accessible in EP experiments. This variable is expected to display a TW-GOE distribution for
t0 → 0,∆t → ∞ and a BR distribution for t0 →∞,∆t → 0, with this precise ordering of the limits. Thedistribution of ∆q is plotted in Fig. 4.5 for different ratios ∆t/t0. Both TW and BR distributions are clearlyidentified. Our analysis hence shows that the homogeneous EP condensate is an ideal playground toobserve non-trivial out-of-equilibrium behaviour associated with KPZ universality sub-classes.
4.4 Finite Size Effects in the EP-KPZ Mapping

In the previous section, we demonstrated that exciton polariton systems display advanced KPZ properties:
i.e. not only the scaling of first-order correlation function of the phase, but also the full phase distributionsreproduce the ones expected for KPZ dynamics. The results are mainly illustrated for a system of size
L/x̄ = 210, which for our choice of parameters corresponds to samples of about 1 mm, in order to havea clear picture, in particular of the crossover phenomenon in the phase distributions. Although suchsizes can be found in current EP experiments (e.g. in [76], which actually work with a sample of a fewmillimetres spot size), it is quite large compared to typical set-ups. In this section, we report the results forthe first-order correlation and for the phase distribution obtained for systems of size L ' 20, 50, 100 µm,which are relevant experimental values, to show how these results depend on the system size.
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∆t/t̄Figure 4.7: (Color online) Variance of ∆q for different system sizes L = 20, 50, 100 µm (growing from lighterto darker colors), together with the TW-GOE and BR theoretical predictions (green and purple solid lines re-spectively). (a) For t0/t̄ = 10, a clear approach to the TW-GOE value is visible as the system size and ∆t areincreased, as expected in the ∆t/t0 →∞ limit. (b) For t0/t̄ = 100, 500, 1000 respectively for L = 20, 50, 100 µm,a plateau is emerging as the system size is increased, which approaches towards the BR value, although it is notattained for such small sizes. This indicates that only the beginning of the crossover towards BR is observable forsmall systems.
4.4.1 First Order Correlation Function

For each system size, we determine the stationary first-order correlation functions Cx (x1, x2) and Ct(t1, t2)defined in (4.5). The results are shown on Fig. 4.6. We find that the correlation functions still exhibita regime of power-law behaviour, extending on a little more than one decade, even in relatively smallsamples, down to about L = 50 µm. The associated critical exponents are χ ' 0.43 and β ' 0.28 for
L = 100 µm. These values are in qualitative agreement with the KPZ values χ = 0.5 and β = 0.33,although one cannot really discriminate from the EW value β = 0.25 on these data.
4.4.2 Probability distribution

For each system size, we determine the full distribution of the variable ∆q defined in the previous section.For this, we first need to study the variance of ∆q in order to check whether the KPZ distributions arerealized, and to extract the parameter Γ. This variance is shown for both large and small ∆t/t̄ onFig. 4.7(a) and 4.7(b) respectively. For small ∆t/t̄ , we find that the variance exhibits a plateau whosevalue tends to the TW-GOE one as the system size is increased. It is not attained for the smallestsystem size considered, i.e. 20µm. The full distribution of ∆q for a value of ∆t/t̄ belonging to thecorresponding plateau is shown in Fig. 4.8(a). It confirms that the TW-GOE distribution is observable,and qualitatively well reproduced, for small systems down to about 50µm. For the smallest system,noticeable discrepancies are visible, in particular in the right tail. However, let us emphasize that thesedistributions clearly deviate from Gaussians, which allow ones to exclude EW universality class, and isthus more conclusive than the mere critical exponents. This shows that, thanks to the relatively higheffective non-linearity, the KPZ regime can still occur for small systems.For large ∆t/t̄ , we find indications of a crossover towards BR statistics. Indeed, one observes thatthe variance, shown in Fig. 4.7(b), exhibits a plateau, whose value departs from the TW-GOE one andcrosses over towards the BR value, although the latter is not attained. In accordance with this, the fulldistribution of ∆q, recorded on the corresponding plateaus and plotted in Fig. 4.8(b), confirms that thecrossover occurs, but is not fully achieved because finite size effects set in, even for the system of 100µm.
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Figure 4.8: (Color online) Full distribution of ∆q for different sample sizes L = 20, 50, 100 µm (squares, trianglesand rhombi respectively). Panel (a) corresponds to large ∆t/t0, where TW-GOE distribution is expected. Thevalue of ∆t/t0 for each system size is 10, 50, 100 respectively, chosen such that it belongs to the correspondingplateau on Fig. 4.7. The TW-GOE distribution is qualitatively well reproduced down to sizes of about 50µm.Panel (b) corresponds to small ∆t/t0, where the BR distribution is expected. The value of ∆t/t0 for each systemsize is 0.5, 0.2, 0.1 respectively, again chosen on the corresponding plateaus in Fig. 4.7. A departure from theTW-GOE distribution and a crossover towards the BR one is observable down to 50 µm, although the latter is notattained. In these small systems, the finite size effects take over before the full transition to the stationary KPZdistribution is established.
To fully study this crossover, a larger system, of size about 1 mm is required.
4.4.3 Conclusions About Finite Size EffectsWe find that advanced KPZ properties can still be observed in exciton-polaritons down to systems ofsize of the order of 50 µm. Clear signatures of KPZ physics are still observable in such small samples.We find that both the critical exponents, and the phase distribution of EP belong to KPZ universalityclass. The crossover to the BR distribution still occurs, but it is not fully realized in systems smallerthan typically 1 mm, hindered by finite size effects.
4.5 Beyond Homogeneity

We here report some numerical results about the EP-KPZ mapping for the non homogeneous caseanalytically studied in Chapter 3.
4.5.1 EP Under ConfinementTo well describe the confinement in the EP system we choose a smooth box, defined by a potential ofthe type V (x) = |F−1[V (k )](x)| with Vd(k ) = V0e−p2`2 . By changing ` this functional form interpolatesbetween a flat potential (` → ∞ limit) and hard-wall potential (` → 0 limit), as we can see in Fig. 4.9.In Chap. 3.1.1 we discussed how the inclusion of a generic external potential V (x) in the microscopicdescription of EP modifies the associated KPZ equation for the phase field. In the smooth box casethe theoretical results for the inhomogeneous KPZ coefficients (3.15) indicate that the non-linearityis increased on the boundary. Quite interestingly the velocity of the propagation of the front is alsoproportional to the coefficient λ in the KPZ equation (2.34b): it thus increases at the boundary if ` is
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Figure 4.9: Different shapes of the potential V (x) for different ` = 10−2, 10−1, 1, 10 growing from steeper to flattershape. We can see how this form of the external potential interpolates between a flat and a hard-wall potential;this change in the shape has non-trivial consequences for the phase-front dynamics.
decreased. This is exactly the scenario coming out from the numerical simulations: indeed, we see inFig. 4.10 that in the case of a hard-wall potential the boundaries of the systems propagate much fasterthan the bulk.Even if in the density the effect is confined at the boundaries and the bulk does not feel any effectof the confinement, in the phase dynamics, the fact that boundaries move much faster translates into aneffective drag that eventually reaches also the bulk. If the confinement is steep enough, cusps appear inthe phase front, leading to interesting physical behaviours; in the case of smooth confinement potentialthe front remains smooth even if the boundaries move faster than the bulk (see Fig. 4.10). The appearanceor not of the cusps in the front leads to different dynamics. In order to get insights into the effects of theshape of the potential we look at the variance of the phase

Var(θ) = 〈(θ − 〈θ〉η)2〉η . (4.12)
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44 Scaling and Distributions of the Phase in Exciton-Polaritons Systems

10−1

100

101

102

101 102 103 104

∼ t2/3

V

a

r

(θ
(x

=
x
0
,t
))

t/t̄

x0 = 0
x0 = L/4
x0 = L/2

Figure 4.11: Variance of θ(x = x0, t) for L/x̄ = 29 and different x0 = 0, L/4, L/2 together with the theoreticalprediction for KPZ behaviour. We see that the existence of KPZ scaling strongly depends on the distance fromthe wall at x = 0. Indeed the variance at x0 = 0 never shows KPZ scaling because it suddenly feels the drag wecan observe in Fig. 4.10. On the contrary the variance at the two different points x0 = L/4, L/2 follows the KPZscaling up to the time in which the cusp which develops in the front reaches the point under analysis. After thistime the scaling differs from the KPZ one.
It is important to stress that due to spatial inhomogeneity we do not perform the average over space,but only over the stochastic noise η. The variance of the phase is expected to behave as Var(θ) ∼ t2/3if the dynamics follows the KPZ one (see (1.48)). In Fig. 4.11 we focus on the hard wall case andlook at how the variance behaves as we change the point in the front. When the cusp reaches thechosen point in the front, the variance suddenly deviates from the KPZ behaviour. In figure 4.12 wesee that the system shows this power-law behaviour for a typical time-scale t∗, related to the typicallength scale ` of the confining potential, which decreases by decreasing ` . This departure from KPZ
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Figure 4.13: Different shape of the disorder for `dx̂ = 10−1, 1, 10 (increasing from lighter to darker); we can seehow this form of the disorder interpolates between a white noise and a constant potential.
behaviour coincides indeed with the arrival of the cusp at the chosen space-point (here x = 0). After t∗we have a non-universal behaviour which resembles the typical departure from KPZ behaviour that wehave observed in the homogeneous case, and that are linked to finite-size effects.
4.5.2 EP with DisorderWe finally perform a study of the effects of a smooth static disorder with correlation length `d. A choicefor the functional form of the disorder potential which is relevant for experiments is to take Vd(x) =
|F−1[Vd(k )](x)| with 〈Vd(x)Vd(x ′)〉 = G(x − x ′), Vd(k ) = V0eiφe−p2`2

d and φ a uniformly distributedrandom variable in the range [0, 2π); V0 here is chosen such that the strength of the disorder is smalleror comparable with the other energy scales in the gGPE. By changing the correlation length, this
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Figure 4.14: Power-law behaviour of the (a) space- and (b) time-correlation functions for L = 29 and different
`dx̂ = 10−1, 1, 2, 2.5, 3 (increasing from lighter to darker). Both correlations are close to the theoretical predictionsfor KPZ dynamics (solid-black lines).
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Figure 4.15: (Left) behaviour of the roughness w2 for L = 29 and different `d = 0.1, 0.5, 1, 1.5, 2, 2.5, 3 (growingfrom lighter to darker). We see a departure from KPZ scaling happening on a time-scale t∗ which depends on `d .(Right) Collapse of the roughness under re-scaling using KPZ exponents; we clearly see that t∗ ∼ `3/2
d . This is afurther indication of KPZ dynamics in the system at t < t∗.

describes any intermediate condition between a uniform potential for `d →∞ to a white-noise disorderin the `d → 0 limit; for a finite `d ' L/10, with L the system size, we obtain a shape close to the realdisorder present in experiments (see Fig. 4.13). As discussed in Chap. 3.1.2 such a disorder shouldresult in a non-local shift in the KPZ noise related to the correlation of the disorder itself. We chose adisorder with spatial correlation of finite typical length `d. In this case Galilean invariance is not brokenand we expect the main features of KPZ universality to be preserved with some interesting effects due tothe presence of a new length scale in the system. This prediction is confirmed by numerical simulations.Both the roughness and the space- and time-correlation follow the KPZ scaling as we can see in Fig.4.14, 4.15; the flatter is the potential the better is the agreement with KPZ predictions. Interestingly, wehave a further confirmation of the underlying KPZ physics by looking in more detail at the roughnessfunction, which is quite sensitive to the different length-scale present in the system. As shown in Fig.4.15, we can find the KPZ power-law behaviour on a typical time-scale which depends on the correlation
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length of the disorder. This is expected in a self-critical system out-of-equilibrium, where the presenceof a length scale implies the existence of an associated time-scale; the relation between the two is viathe dynamical exponent z . If KPZ physics is present in the system we expect this relation to be t∗ ∼ `zdwith z = 3/2; this is indeed the case, as we can see in the right panel of Fig. 4.15. We hence expect thatfor t < td, KPZ physics is still observable, while for t > td the features of the disorder become dominant.Furthermore we expect the departure point to collapse if the time is rescaled by t∗. As we can see inFig. 4.15 this is indeed the case. Besides the scaling of the correlations, we determined the distributionof the variable ∆q, in both regimes of large and small ∆t/t0. The results, presented in Fig. 4.16 and4.17, show that for large ∆t/t0, the TW-GOE distribution is still accurately reproduced. Increasing t0,the approach to the BR distribution is also clearly visible, even if it cannot be fully attained, since t0 islimited to td by the presence of the disorder.
4.6 Conclusions

In this chapter we showed that the phase dynamics of an out-of-equilibrium condensate of EP underexperimental realistic conditions shows advanced properties of the KPZ equation. In the intermediate-time regime, the probability distribution of the rescaled phase follows the TW-GOE distribution, thatis the one for KPZ height field with flat initial conditions. When the size of the correlations becomescomparable with the size of the system, the TW-GOE distribution changes into the BR distribution, thatis the one for KPZ height field with stationary initial condition. This cross-over is in analogy with theresults found in turbulent liquid-crystal experiments [51]. We then analysed the influence of finite-sizeeffects and we found that a good agreement with KPZ scaling persists down to system sizes around50µm. The KPZ properties are robust with respect to the presence of inhomogeneities in the system, suchas an external potential, disorder and thermally activated phonons. For the first two cases we showednumerically that the temporal and spatial correlations still follow the KPZ scaling, notwithstanding theappearance of non-trivial effects. In the presence of random disorder we also showed that both theTW-GOE distribution for the rescaled phase and the TW-GOE to BR crossover when stationarity isapproached, are preserved when averaging over the disorder.





5 Kardar-Parisi-Zhang Equation with Temporally Correlated Noise

In this chapter we investigate the universal behaviour of the Kardar-Parisi-Zhang equation withtemporally correlated noise. The presence of time correlations in the microscopic noise breaks thestatistical tilt symmetry, or Galilean invariance, of the original KPZ equation with delta-correlatednoise (denoted SR-KPZ), and conflicting results exist concerning whether the KPZ universality classis preserved even in the limit of short-range time correlations. Using NPRG techniques, we study theinfluence of two types of temporal noise correlator: a short range one with a typical time-scale τ , anda power-law one with a varying exponent θ in both d = 1 and d = 2 dimensions. While the results in
d = 1 can be compared to previous estimates, no other prediction was available in d = 2 dimension.
5.1 KPZ Equation with non-delta Correlation in the Noise

The noise η in the original KPZ equation (1.13) discussed in Chap. 1 is usually taken as delta correlatedin both time and space, 〈
η(x)η(x′)〉 = δ(x− x′). (5.1)Such delta correlations of the noise are an idealization, as it is not likely to be realized in real physicalsystems. This raises the natural question of the robustness of the KPZ properties with respect to thepresence of some microscopic correlations in the stochastic process driving the growth. This questionwas first investigated by Medina et al. [93], who considered the more general form of noise correlator

〈η(t, ~x)η(t′, ~x ′)〉 = 2D(|~x − ~x ′|, t − t′) (5.2)with long-range (LR) power-law correlations, defined in the Fourier space as
D∞(ω, ~q) = D0 + Dθq−2ρω−2θ . (5.3)In this chapter we also consider short range (SR) temporal correlations of the form

Dτ (ω, ~q) = e−
12ω2τ2 . (5.4)These modifications of the noise structure break the integrability of the original KPZ equation withdelta correlation, which will be referred to as SR-KPZ. The effect of spatially correlated noise has beenthoroughly investigated, both analytically and numerically [94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104,105, 106, 107, 86]. It was shown that for a SR enough noise, i.e. ρ < ρc , the standard SR-KPZ propertiesare preserved, while beyond ρc , a LR phase with ρ-dependent critical exponents emerges. For a noisewith some finite correlation length ξ , it was shown for one-dimensional interface that the time-reversalsymmetry, which is broken by such correlations, is restored at large distance, and thus one also findsSR-KPZ physics [87]. In contrast, temporally correlated noise has received much less attention. Thefew existing analytical [93, 108, 109, 53, 110] and numerical [111, 112] studies yield conflicting results,summarized below. One of the reasons is that, as discussed in Chap. 1.3.1, the presence of temporal
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correlations is much more severe, in that it breaks the Galilean symmetry (1.40). Thus it is not clear apriori whether even an infinitesimal amount of time-correlation destroys or not KPZ physics, and bothanswers have been given. Let us summarize these results.
5.1.1 Temporally correlated noise: state of the artThe problem of temporal correlation of the noise was first investigated using dynamical RG by Medina
et al., focusing on d = 1 [93]. They found that the SR-KPZ fixed point is stable up to a thresholdvalue θc = 1/6, and thus for θ ≤ θc , the critical exponents are the standard SR ones zSR = 3/2and χSR = 1/2 in d = 1. Above the threshold, they determined from the one-loop flow equations anapproximate expression of the critical exponents

χLR = 1 + 4θ3 + 2θ , zLR = 2− χLR , (5.5)
obtained by neglecting the corrections to the effective non-linearity induced by the violations of Galileaninvariance related to the temporal correlations. This expression is thus only valid for small θ close tothe threshold. Indeed, the exact relation χSR + zSR = 2 stemming from Galilean invariance only holdsat the SR fixed point, and is replaced at the LR fixed point by the exact relation

zLR(1 + 2θ)− 2χLR − 1 = 0 , (5.6)which is violated by the estimate (5.5). The authors then solved numerically a truncated system of flowequations which led to critical exponents, that could be fitted by
χLR = 1.69θ + 0.22 , zLR = 2χLR + 11 + 2θ . (5.7)

At variance with this scenario, Ma and Ma [108] advocated on the basis of a Flory-type scaling argumenta smooth variation of the critical exponents as functions of θ, with no threshold, following
χLR = 2 + 4θ2θ + d+ 3 , zLR = 2d+ 4

d+ 3 + 2θ , (5.8)
such that the SR-KPZ exponents are only preserved at θ = 0. This alternative scenario was supportedby a Self-Consistent Expansion (SCE) developed by Katzav and Schwartz [109]. The authors foundwithin the SCE two strong-coupling solutions, one which coincides with the one-loop DRG result,and the other, considered as dominant, which leads to a smooth dependence on θ with no threshold,but with a decreasing zLR(θ), whereas the solution (5.7) is increasing. The problem was re-visitedusing perturbative Functional Renormalization Group (FRG) within the framework of elastic manifolds incorrelated disorder [53]. In this context, a crossover from a SR behaviour to a LR one beyond a certainthreshold was confirmed. The two-loop LR exponents were calculated in a perturbative expansion in
ε = 4 − d where d is the dimension of the elastic manifold. However, the KPZ interface is equivalentto a d = 1 directed polymer, which implies ε = 3, and the extrapolation to such a large value is notreliable. Notwithstanding this limitation, the two-loop results indicate a decreasing zLR for small θ, atvariance with (5.7). Based on a stability criterion, the author also derives bounds for the value of zLR as53 + 2θ ≤ zLR ≤ 32 (5.9)
where the lower bound coincides with the one-loop result (5.5). This bound rules out both the secondSCE solution and the scaling solution. On the analytical side, the situation is thus unclear. Moreover,
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the very few existing numerical simulations can not convincingly discriminate between the two scenarii(presence or absence of a threshold) nor on the sense of variation of zLR [111]. They essentially find avery weak dependence at small θ and are too scattered to settle whether zLR is decreasing or increasing.Note that the effect of temporal correlation is also crucial in the context of turbulence. In particular, fieldtheoretical approaches are constructed from Navier-Stokes equation with a stochastic forcing, which isdelta-correlated in time to preserve Galilean invariance. The presence of temporal correlation in theforcing correlator was investigated in [113], and support the robustness of the SR properties below athreshold value.
5.2 NPRG approach to KPZ equation

In the following, we analyse the effect of temporal correlation of the noise in the framework of theNon-Perturbative Renormalization Group (NPRG). Indeed, this method has turned out to be successfulto describe KPZ interfaces since the NPRG flow equations embed the strong-coupling fixed point in anydimensions [114], whereas the latter cannot be reached at any order from perturbative expansions [39].Moreover, a controlled approximation scheme, based on symmetries, can be devised in this framework[23, 115]. It was shown that it reproduces with extreme accuracy the exact results in d = 1 for thescaling function [23]. It yielded predictions for dimensionless ratios for d = 2 and 3 [115] which werelater accurately confirmed by large-scale numerical simulations [116, 117]. This framework was extendedto study anisotropy [118], and also spatial correlations in the noise, following a power-law [86] or witha finite length-scale [87].
5.2.1 Non-Perturbative Renormalization Group formalismWe here give a basic introduction to NPRG in order to understand the results we will derive in themain part of the chapter. A more technical introduction is given in App. E. Integrating out microscopicfluctuations is the key ingredient to understand the long-distance universal properties of a physicalsystem. The NPRG is a modern implementation of Wilson’s original idea of the RG [6], conceivedto efficiently average over fluctuations, even when they develop at all scales, as in standard criticalphenomena [119]. The progressive integration of fluctuation modes is achieved by introducing in theKPZ action a scale-dependent quadratic term

∆Sκ = 12
∫
ω,~q

φi(ω, ~q)[Rκ (ω, ~q)]i,jφj (−ω,−~q) (5.10)
where κ is a momentum scale, and φ1 ≡ h, φ2 ≡ h̃. The matrix elements of Rκ are proportional to acutoff function r(q2/κ2), with q = |~q|, which ensures the selection of fluctuation modes: r(x) is requiredto be large for x . 1 such that the fluctuation modes φi(q . κ) are essentially frozen and do notcontribute in the path integral, and to be negligible for x & 1 such that the other modes (φi(q & κ)) arenot affected. ∆Sκ must preserve the symmetries of the original action and causality properties. For theKPZ field theory, a suitable form is [114]

Rκ (ω, ~q)≡Rκ (~q)=r
(
q2
κ2
)( 0 νκq2

νκq2 −2Dκ
)
, (5.11)

where the running coefficients νκ and Dκ are defined later. Here we work with the cutoff function
r(x) = α/(exp(x)− 1) , (5.12)
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where α is a free parameter whose rôle is discussed in E. We emphasize that the regulator (5.11) doesnot depend on frequency. Whereas it would be desirable to also regulate in frequency, it is much simplernot to, and it is the actual choice made in most applications to non-equilibrium systems [120, 23]. Itturns out that for most applications, regularizing in momentum is enough to ensure the analyticity ofthe Effective Average Action (EAA). The implementation of a frequency regularization was studied in[121] on the example of Model A, where it was shown that it does improve the results. However, thedifficulty lies in formulating a regulator which respects both causality and all the symmetries of themodel. For KPZ, the Galilean invariance precludes from having a (manageable) frequency-dependentregulator. This has implications for the study of the power-law correlator D∞ in (5.3), since it bringsnon-analyticities in ω which would be cured (as they should) by a frequency regularization, whereaswith only a momentum regulator they will survive and have be dealt with. The inclusion of ∆Sκ in (1.37)leads to a scale-dependent generating functional Zκ . Field expectation values in the presence of theexternal sources j and j̃ are obtained from the functional Wκ = logZκ as

ψ(x) = 〈h(x)〉 = δWκ
δj(x) , ψ̃(x) = 〈h̃(x)〉 = δWκ

δj̃(x) . (5.13)
The EAA is defined as the modified Legendre transform of Wκ as

Γκ [ψ, ψ̃ ] +Wκ [j , j̃ ] = ∫ jiφi −
12
∫
φi [Rκ ]ij φj . (5.14)

where ji are the sources associated with the fields φi, with φ1 = ψ , φ2 = ψ̃ . The scale-dependentEAA obeys an exact flow equation, usually referred to as Wetterich equation [20] (see App. E for thederivation):
∂sΓκ = 12Tr{∂sRκ [Γ(2)

κ + Rκ
]−1} (5.15)

where
[Γ(2)
κ ]i,j = δ2Γκ [{φ}]

δφi δφj
(5.16)

and Tr{·} is the trace over all the internal degrees of freedom. Even though the equation (5.15) isexact, it cannot be solved exactly because of its non-linear functional integro-differential structure. Onehas to employ some approximation scheme [122]. The key advantage of this approach is that theseapproximations do not have to be perturbative in the couplings or in the dimensions, but they are ratherbased on some controlled truncation of the functional space. The most common approximation schemewithin the NPRG framework is the Derivative Expansion (DE), which consists in expanding the EAAin powers of the gradients and time derivatives of the fields. However, due to the derivative natureof the KPZ interaction, this approximation is not enough to obtain quantitative results, as we show inChap. 5.2.3. The approximation scheme appropriate for the KPZ equation is inspired by another commonapproximated scheme called Blaizot-Mendez-Wschebor scheme [123], but adapted to preserve the KPZsymmetry. Its rationale is expounded in details in [23, 115]. It can be implemented using an Ansatz forthe EAA, which is presented in the following.
5.2.2 The Local Potential ApproximationLet us first present the simplest possible approximation scheme for the EAA, which is the lowest orderof the DE, that is called Local Potential Approximation (LPA). This approximation is already very useful
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to study many equilibrium problems, as well as in some non-equilibrium ones such as reaction-diffusionsystems, where focusing on the zero momentum and frequency sector is enough to obtain satisfactoryresults [119]. In the well-known case of the Ising model, this approximation reads

Γκ,LPA[M ] = ∫
~x

(
Uκ (M) + ( ~∇M)2) , (5.17)

where M ≡ M(~x) is the magnetization field and Uκ is the effective potential. It contains only Z2 invariantterms, i.e. in principle all the even power of the magnetization. If we expand this effective potential atquartic order,
Uκ (M) = g2,κM2 + g4,κM4 , (5.18)the Wetterich equation becomes just a set of ordinary differential equation for the couplings kept in theansatz,
∂sgn,κ = βn,k ({gm,k}) . (5.19)A more refined approximation, referred to as LPA’, also includes the field renormalization, Zκ

Γκ,LPA′ [M ] = ∫
~x

(
Uκ (M) + Zκ (M)( ~∇M)2) . (5.20)

The LPA can be generalized by including higher order terms in the DE. This procedure has beensystematically implemented for the Ising model up to the sixth order, yielding extremely accurate resultscompatible with the conformal bootstrap ones [124]. Furthermore, in the same paper, it was shown thatthe DE has a finite radius of convergence and hence it is a controlled approximation scheme.
5.2.3 LPA Aprroximation for the KPZ EquationAfter a brief introduction to the LPA scheme, it is instructive to derive the results one can get for theKPZ equation using such an approximation in the NPRG ansatz. At LPA level, the simplest ansatz forthe KPZ EAA reads

Γκ,LPA[φ, φ̃] = ∫
q
φ̃
(
∂tφ − νκ∇2φ − λκ | ~∇φ|2)−Dκ φ̃2

=∫
q
φ̃
(
∂tφ −∇2φ −√gκ | ~∇φ|2)− φ̃2 , (5.21)

where we introduced the usual effective non linearity gκ = λ2
κDκ /ν3

κ and we expanded the renormalizationfunctions to lowest orders in the fields. Recalling (E.17) and (5.11), we end up with a propagator of theform
Gk (q) =

 2Dκ (r(y)+1)
q4 ν2

κ (r(y)+1)2+ω2 1
q2 νκ (r(y)+1)−iω

1
q2 νκ (r(y)+1)+iω 0

 (5.22)
with y = q2

κ2 . The flows of the couplings can be extracted from the 2- and 3-point functions, indeed
Γ(1,1)
κ (p) = iω + νκp2, Γ(0,2)

κ (p) = −2Dκ , Γ(2,1)
κ (p1, p2) = λκ~p1 · ~p2 (5.23)
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leading to

κ∂κνκ = 12p2
[
κ∂κΓ(1,1)

κ (p) + κ∂κΓ(1,1)
κ (−p)]

RP
(5.24a)

κ∂κDκ = −2κ∂κΓ(0,2)
κ (p)∣∣∣

RP
(5.24b)

κ∂κλκ = 1
p2 κ∂κΓ(2,1)

κ (p, p)∣∣∣∣
RP

(5.24c)
where RP = (0, 0) in what follows. By explicitly computing (E.21), (E.22) using the ansatz (5.21) we get

κ∂κνκ
νκ

=− 2gκ ∫
q

y
κ4νκP(ω̂2, y)3 {∂yrDκ (y) cos2(ψ) (`(y) (P(ω̂2, y)− 4ω̂2) + 2y2r′(y)X (ω̂2, y))

−∂yrνκ (y) (`(y) (sin2(ψ)P(ω̂2, y)− 2ω̂2) + 2y2 cos2(ψ)r′(y)X (ω̂2, y))} (5.25a)
κ∂κDκ
Dκ

= 2gκ ∫
q

y `(y)
κ4νκP(ω̂2, y)3 [∂yrDκ (y)P(ω̂2, y)− 2∂yrνκ (y)`(y)2] (5.25b)

κ∂κλκ
λκ

=− 2gκ ∫
q

y2
k4νκP(ω̂2, y)4 cos2(ψ) {∂yrDκ (y)P(ω̂2, y) [P(ω̂2, y)− 4ω̂2]

−4∂yrνκ (y)`(y)2 [P(ω̂2, y)− 6ω̂2]} (5.25c)
with `(y) = y(1 + r(y)), X (ω̂2, y) = −ω̂2 + `(y)2 and P(ω̂2, y) = ω̂2 + `(y)2. Because of the polynomialbehaviour in ω of the integrand, all the integrals above can be calculated analytically in the frequencysectors. Using (5.60) and (5.62), we get

κ∂κνκ
νκ

= Kd8dgκκd−2 ∫ ∞0 y d2
`(y)3 {∂yrνκ (y) [(d − 2)`(y) + 2y2r′(y)]− 2y2∂yrDκ (y)r′(y)} (5.26a)

κ∂κDκ
Dκ

= Kd8 gκkd−2 ∫ ∞0 dy yd/2
`(y)2 [2∂yrDκ (y)− 3∂yrνκ (y)] (5.26b)

κ∂κλκ
λκ

= 0 (5.26c)
Recalling that ĝκ = κd−2gκ = κd−2λ2

κDκ /ν3
κ we obtain a flow for the dimensionless coupling ĝκ of thetype

κ∂κ ĝκ
ĝκ

= d−2+Kd4dgκkd−2 ∫ ∞0 dy yd/2
`(y)3 {∂yrDκ (y) [d `(y) + 3y2r′(y)]− 3∂yrνκ (y) [(d − 1)`(y) + y2r′(y)]}(5.27)It is interesting to explicit ∂yrXκ (y),
∂yrXκ (y) = −(ηXκ + 2y∂yr(y)) , (5.28)

where ηXκ = −∂s lnXκ is the running scaling dimension of Xκ . This quantity measures the differencebetween the full and the canonical (or engineering) dimension of Xκ at a given fixed point, and is zero
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at the non-interacting fixed point (see App. E.2.2 for the relation between ηXκ and the critical exponent).We thus have
κ∂κ ĝκ
ĝκ

=d − 2 + Kdĝκ
2d − 32d

∫ ∞
0 dyy d2−1 r′(y)(r(y) + 1)2

− ĝκ4d
∫ ∞

0 dy y d2−2r(y)(r(y) + 1)3 {ηDκ [dr(y) + d+ 3yr′(y)]− 3ηνκ [(d − 1)(r(y) + 1) + yr′(y)]} .(5.29)
We see that thanks to the presence of ηXκ , this equation not only is non-linear in ĝκ but in principlerecursively contains all its powers. Equations (5.26), (5.29) cannot be solved analytically for a generic
r(y); however there are particular choices which allow one to overcome this difficulty. In the followingwe will see two cases in which such equations can be solved analytically. First we will set ηXκ = 0;by doing so the flow of ĝ becomes integrable in the proximity of d = 2 for any form of the regulator.This procedure however, destroys the non-perturbative nature of the flow equations (5.26), (5.29) becausethe contributions of higher order terms in λ embodied in the ηXκ is not present anymore. The secondapproach we will investigate is to keep the anomalous dimensions different from zero and to choose aparticular form of the regulator r(y).
Exact Integration around d = 2We see that after setting ηXκ = 0, Eq. (5.29) becomes integrable around d = 2, that is the lower criticaldimension of the model. Indeed we have

κ∂κ ĝκ
ĝκ

= d − 2 + Kdĝκ
2d − 32d

∫ ∞
0 dy r′(y)(r(y) + 1)2 (5.30)

Using (E.2) we get
κ∂κ ĝκ
ĝκ

= d − 2 + ĝκKd
3− 2d2d (5.31)

which is exactly (1.34) obtained via DRG, recalling that the NPRG scale κ goes from Λ to 0, whilethe DRG scale ` goes from Λ to ∞, leading to an overall relative minus sign in the flows. As inthe case presented in the main text, this flow suffer from divergences which prevent from reaching thestrong-coupling KPZ fixed point.
Litim RegulatorAs we saw in the previous section, around the lower critical dimension and setting the anomalousdimensions to zero, we can perform the analytical integration for any form of the regulator. Howeverthese calculations are possible only in d = 2 and furthermore they are perturbative in λ. To overcome suchrestriction we can choose a particular form of the regulator and explore different dimensions, keeping theanomalous dimensions. Of course the results depend on the choice of the regulator once approximationsare performed. A convenient choice is the Litim regulator, which allows to perform analytically themomentum integrals [125]. This regulator is,

Rlit,κ = q2rlit(y) = (κ2 − q2) θ(q2 − κ2) (5.32)with rlit(y) = (y−1 − 1) θ(1− y). Its usefulness in our model relies on the fact that one can extend theanalytical calculations to any dimensions while keeping the anomalous dimensions, which ensures the
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flow to be non-perturbative in the non-linearity. Using this form of the regulator in (5.26) and notingthat

∂yrXlit,κ (y) = ∂yXκrlit(y)
Xκ

= − [ηXκ (y−1 − 1) + 2y−2] θ(1− y) (5.33)
we get

κ∂κνκ
νκ

= ĝκKd
{(d − 2)2d2 − 1

d2(d+ 2)ηDκ − (d − 4)2d2(d+ 2)ηνκ
} (5.34a)

κ∂κDκ
Dκ

= −ĝκKd{ 12d + 1
d(d+ 2)ηDκ − 32d(d+ 2)ηνκ

} (5.34b)
κ∂κλκ
λκ

= 0 (5.34c)
which give

κ∂κ ĝκ
ĝκ

= d − 2 + ĝκKd
{(3− 2d)

d2 − d − 3
d2(d+ 2)ηDκ + 3(d − 2)

d2(d+ 2)ηνκ
} (5.35)

We see that this form is more general than (5.31), which is recovered by setting ηXκ = 0 in d = 2.
The Importance of Being Non-PerturbativeWe can now compare the two approaches and see how being non perturbative is fundamental alreadyat this level of approximation in the ansatz (5.21). As we briefly mentioned in the section above, thepresence of the anomalous dimensions in the flow is very important in (5.34). Indeed ηDκ , ηνκ are definedfrom the flow of Dκ and νκ respectively which themselves depend on ηXκ and are linear in the coupling
ĝκ . This recursive relation renders (5.34), (5.35) not analytically solvable but ensures that all the ordersof ĝκ to be taken into account, i.e. makes (5.34), (5.35) non-perturbative in the effective non-linearity.To see the effects of this non-perturbative nature of the flow , we can integrate numerically (5.34), (5.35)and compare the results with the perturbative ones ηXκ = 0. The results are reported in Fig. 5.1. As wesee, already with the Litim regulator we are able to discriminate between the non-interacting Gaussianfixed point and the strong-coupling KPZ fixed point in any dimension. We recall that at one-loopperturbative level, no strong-coupling fixed point is accessible. Even if the qualitative behaviour and thephase diagram are well reproduced within the LPA approximation, this scheme fails to give a quantitativereliable prediction of the critical exponents in d ≥ 2 [126]. This is due to the derivative nature of thenon-linearity, which asks for a full functional treatment of the momentum sector of the theory. In thefollowing section we will see how this task can be accomplished with a field, rather than momentum,truncation.
5.2.4 Effective Average Action for the KPZ Equation: SO and NLO SchemesIn the original KPZ equation, a general ansatz for the EAA can be constructed using invariants underthe symmetries listed in Chap. 1.3.1. In particular, for the Galilean symmetry, one can define a function
f (t, ~x) as a scalar density if its infinitesimal transform under (1.40) is δf (t, ~x) = λ~v (t) · ~∇f , which impliesthat ∫ dd~xf is invariant under Galilean transformation. One can check that with this definition, heelementary Galilean scalar densities are φ̃, ∂i∂jφ, and

Dtφ ≡ ∂tφ −
λ2( ~∇φ)2 , (5.36)
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Figure 5.1: The phase diagram of KPZ equation at the level of LPA using Litim regulator. For d > 2 the basin ofattraction of the strong-coupling KPZ fixed point ĝ∗ 6= 0 (blue line with circles) is separated from the one of theEW fixed point ĝ∗ = 0 (green line with triangles) by a line of critical values for the initial non-linearity ĝΛ (redline with cubes). For d ≤ 2 only the KPZ fixed point is present.
but not ∂tφ alone. The scalar property is preserved by the operator ∇ and by the covariant timederivative

D̃t = ∂t − λ ~∇φ · ~∇ , (5.37)but not the simple time derivative ∂t . Using these building blocks, one can construct an ansatz whichexplicitly preserves Galilean symmetry. At quadratic order in the response field, the most general ansatzobtained this way, called SO, was first proposed in [127] and reads (see App. E.2.3 for a discussion onthe relation between different approximations scheme for the KPZ ansatz):
Γκ [φ, φ̃] = ∫

x

{
φ̃f λκ (−D̃2

t , −∇2)Dtφ − φ̃fDκ (−D̃2
t , −∇2)φ̃ − 12[∇2φf νκ (−D̃2

t , −∇2)φ̃ + φ̃f νκ (−D̃2
t , −∇2)∇2φ]}(5.38)with fX analytic functions of their arguments defined as

fX (−D̃2
t , −∇2) = ∞∑

m,n=0a
X
mn(−D̃2

t )m(−∇2)n (5.39)
The microscopic KPZ action corresponds to the initial condition f νΛ (π2, p2) = ν , f λΛ(π2, p2) = 1 and
fDΛ (π2, p2) = D. The constraints stemming from Galilean invariance are two-fold: first λ is not renormal-ized, which implies that the term proportional to Dtφ renormalizes as a whole, with a unique function
f λκ in (5.38). The second constraint is that time derivatives only enter via the covariant time derivatives
D̃t . This constraint can be expressed on the vertices Γ(n)

κ , under the form of exact Ward identities, which
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relate a Γ(n+1) vertex with one vanishing momentum on a φ leg to a lower order vertex Γ(n) [23] (see AppE). Furthermore, additional constraints stem from the other symmetries. The time-gauged shift symmetry(1.3.1) imposes that f λκ (ω2, p2 = 0) = 1 at all scale κ . In d = 1, the time-reversal symmetry furtherimposes that fDκ = f νκ , and f λκ = 1, such that there is a single independent function in one dimension.The ansatz (5.38) truncates the functional dependence in φ̃ at quadratic order, but it remains functionalin φ through the operators D̃t . This ansatz provides a non-trivial frequency and momentum dependencefor all vertices Γ(n)

κ . This dependence is the most general one for the two point functions, but it is notfor higher order vertices. It was shown in [23] that this ansatz yields very accurate results. It reproducesin particular to a very high precision level the exact result available in d = 1 for the scaling functionassociated with the two-point correlation function. However, solving the flow equations at SO representsquite a heavy numerical task in d > 1. Thus, a simplification was proposed in [115], which consists inneglecting the frequency dependence of the functions fXκ , in the integrands of the flow equation. Thisapproximation, named NLO, allows one to explore higher spatial dimensions in a reasonable computa-tional time. Indeed, at NLO, all the n−point functions Γ(n)
κ , with n > 2, vanish except the bare one Γ(2,1)

κ(see App. E). The NLO approximation leads to reliable estimates for the exponents, and it enables one todetermine non-trivial properties of the rough phase in d > 1, such as scaling functions, and associateduniversal amplitude ratio. This prediction was accurately confirmed by subsequent numerical simula-tions. Note that this approximation turns out to deteriorate when the dimension grows, and it becomesunreliable above d & 3.5. Therefore it cannot be used for instance to probe the existence or not of anupper critical dimension, for which the full SO order should be implemented. In the following, we usethe NLO approximation, extended to take into account possible breaking of both Galilean invariance andtime reversal symmetry.
5.3 Effective average action with broken Galilean invariance: NLOω scheme

Introducing a non-trivial frequency dependence in the noise correlator breaks Galilean invariance atthe microscopic level. This means that the constraints associated with this symmetry no longer apply.In particular, the non-linear coupling acquires a non-trivial RG flow λ ≡ λk . As a consequence, thetwo terms of Dtφ are renormalized independently, such that one is led to introduce two independentfunctions as follows
f λκ Dtφ → f tκ ∂tφ −

λ2 f λκ ( ~∇φ)2 . (5.40)
On the other hand, to take into account analytical temporal correlations in the noise, such as the SR case(5.4), at the microscopic level, we need to implement a time-dependence in the initial conditions for fD .Keeping the full dependence on the covariant time derivative, as prescribed by the SO approximation,would lead to flow equations which, at the moment, are not treatable in a reasonable amount of timeat the numerical level. To overcome this difficulty we replace the covariant time derivative by a simpletime derivative in the argument of the running functions fXκ :

fXκ (−D̃2
t , −∇2)→ fXκ (−∂2

t , −∇2) . (5.41)This in turn implies that the functions fXκ no longer depend on the field φ, which results in a truncationat quadratic order in φ also (see App. F for more technical details). On the other hand, in order totake into account the temporal correlation of the noise, one has to treat the full time-dependence of thefunctions fXκ , preserving it in the right-hand side of the flow equations as well, contrarily to the NLOapproximation. It is important to note that this approximation scheme, termed NLOω , does not preserve
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the Galilean Invariance. Indeed, differently from the D̃t operator, the simple time derivative ∂t doesnot generate scalars under Galilean transformation. We will see in the next section how this spuriousbreaking of GI affects the flow of the running non-linearity λκ . The NLOω ansatz reads

Γκ [φ, φ̃] = ∫
x

{
φ̃f tκ∂tφ −

λκ2 φ̃f λκ ( ~∇φ)2 − φ̃fDκ φ̃ − 12 [∇2φf νκ φ̃ + φ̃f νκ∇2φ]} , (5.42)
where all the functions fXκ depend on (−∂2

t , − ~∇2). With this ansatz, the two-point functions are givenby
Γ(1,1)
κ (ω, ~p) = iωf tκ (ω2, p2) + p2f νκ (ω2, p2)Γ(0,2)
κ (ω, ~p) = −2fDκ (ω2, p2)Γ(2,0)
κ (ω, ~p) = 0 . (5.43)

As with the NLO ansatz, the only non-zero vertex function is the 3-point one Γ(2,1)
κ , which reads

Γ(2,1)
κ (ω1, ~p1, ω2, ~p2) = λκ~p1 · ~p2f λκ ((ω1 + ω2)2, |~p1 + ~p2|2). (5.44)

5.4 Flow equations and running anomalous dimensions

The flow equations for the running functions f νκ , f tκ , respectively fDκ can be deduced from the flow equationof the two-point function Γ(1,1)
κ , respectively Γ(0,2)

κ . The calculations and the results are similar to thosereported in [115]. We obtain
∂sfDκ (π2, p2) = 2gf λκ (π2, p2)2 ∫

q

(~q · ~Q)2kκ (Ω2, Q2)
Pκ
(
ω2, q2)2 Pκ (Ω2, Q2) [∂sSDκ (q2)Pκ (ω2, q2)− 2q2∂sSνκ (q2)kκ (ω2, q2)`κ (ω2, q2)]

(5.45a)
∂sf νκ (π2, p2) =2gf λκ (π2, p2) ∫

q

~q · ~Q
p2Pκ (ω2, q2)2Pκ (Ω2, Q2) {~q · ~p ∂sSDκ (q2)`κ (Ω2, Q2)Pκ (ω2, q2)f λκ (Ω2, Q2)

+q2 ∂sSνκ (q2) [~p · ~Q kκ (Ω2, Q2)Xκ (ω2, q2, ω2, q2)f λκ (ω2, q2)
−2 ~q · ~p kκ (ω2, q2)`κ (ω2, q2)`κ (Ω2, Q2)f λκ (Ω2, Q2)]} (5.45b)

∂sf tκ (π2, p2) =2gf λκ (π2, p2) ∫
q

~q · ~Q
πPκ (ω2, q2)2Pκ (Ω2, Q2) {−Ω ~q · ~p ∂sSDκ (q2)Pκ (ω2, q2)f λκ (Ω2, Q2)f tκ (Ω2, Q2)

+2q2∂sSνκ (q2)`κ (ω2, q2) [Ω ~q · ~p kκ (ω2, q2)f λκ (Ω2, Q2)f tκ (Ω2, Q2)
+ω ~p · ~Q kκ (Ω2, Q2)f λκ (ω2, q2)f tκ (ω2, q2)]} , (5.45c)

with
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`κ (ω2, q2) = q2[f νκ (ω2, q2) + νκ r(q 2/κ2)], (5.46a)
kκ (ω2, q2) = fDκ (ω2, q2) + Dκr(q2/κ2), (5.46b)
Pκ (ω2, q2) = ω2 f tκ (ω2, q2)2 + `κ (ω2, q2)2, (5.46c)

Xκ (π, p2, ω, q2) = `κ (π2, p2)`κ (ω2, q2)− πωf tκ (π2, p2)f tκ (ω2, q2), (5.46d)
SXκ (q2) = Xκr(y) , y = q2/κ2 , X ∈ {D, ν}, (5.46e)
∂sSXκ (y) = −Xκ (ηXκ r(y) + 2y ∂yr(y)) (5.46f)

The additional running function f λκ (π2, p2) can be defined from the 3-point vertex Γ(2,1)
κ as

f λκ (π2, p2) = 4
λp2 Γ(2,1)

κ

(
π2 , ~p2 , π2 , ~p2

)
. (5.47)

One introduces two scale-dependent coefficient νκ and Dκ , defined as
Dκ ≡ fDκ (0, 0) , νκ ≡ f νκ (0, 0) , (5.48)which encompass the renormalization of the fields and the anomalous scaling between space and time.One defines two running anomalous dimensions associated with these coefficients

ηDκ = −κ∂κ lnDκ , ηνκ = −κ∂κ ln νκ . (5.49)Working with rescaled running functions and units,
f̂Xκ = fXκ

Xκ
, p̂ = p

κ , π̂ = π
νκκ2 , (5.50)

the dimensionless flow equations take the form
∂sf̂Xκ (π̂2, p̂2) = (ηXκ + (2− ηνκ )π̂∂π̂ + p̂ ∂p̂

)
f̂Xκ (π̂2, p̂2) + ÎXκ (π̂2, p̂2) , (5.51)

with
ÎXκ (π̂2, p̂2) = 1

Xκ
∂sfXκ (π2, p2). (5.52)

One can show that the critical exponents can be expressed in terms of the fixed point values of theanomalous exponents (5.49) as (see App. E.2.2)
z = 2− ην∗ , χ = (2− d+ ηD∗ − ην∗ )/2 . (5.53)The shift-gauged symmetry is still valid in the presence of temporal correlations and imposes that

f tκ (0, 0) = 1. On the other hand, one can define a running non-linear coupling by fixing
f λκ (0, 0) = 1. (5.54)Let us denote its flow as

κ∂κ ln λκ = −ηλκ . (5.55)
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One obtains that the flow of the dimensionless coupling ĝκ is given by

∂sĝk = ĝk
(
d − 2− 2ηλκ + 3ηνκ − ηDκ ) . (5.56)At a non-zero fixed point, this fixes
z + χ − 2 = ηλ∗ . (5.57)If Galilean symmetry is present, then ηλ∗ = 0 and one recovers the standard relation z + χ = 2. Anon-zero ηλ∗ quantifies the violation of Galilean invariance.

5.5 Flow of λκ in the NLOω scheme

As we discussed above, the NLOω scheme allows one to keep the full time dependence in the runningfunctions at the price of an additional breaking of Galilean invariance. The effect of such a violation of theGalilean symmetry can be seen directly in the flow of the running non-linearity λκ . In a Galilean invariantsystem indeed we expect ∂sλκ = 0, because it is the structure constant of the Galilean transformation.At NLOω level the flow of λκ , defined as
∂sλκ = 4

λp2∂sΓ(2,1)
κ

(
π2 , ~p2 , π2 , ~p2

) ∣∣∣∣
π=0,p=0 , (5.58)

reads (see App. F for derivation)
∂sλκ =− Sd 2gκ

d

∫ ∞
0

dq(2π)d
∫ ∞
−∞

dω2π qd+3f λκ (ω2, q2)2
Pκ (ω2, q2)4 {

∂sSDκ (q2)Pκ (ω2, q2)
×
[
Pκ (ω2, q2)− 4ω2f tκ (ω2, q2)2]− 4q2∂sSνκ (q2)kκ (ω2, q2)`κ (ω2, q2) [Pκ (ω2, q2)− 6ω2f tκ (ω2, q2)2]} ,(5.59)where we used ~p · ~q = cosψ in (5.58), together with the fact that

Sd−1
∫ π

0 dψ sin(ψ)d−2 cos(ψ)2 = Sd
d , (5.60)

where Sd = 2πd/2/Γ(d/2) is the d-dimensional solid angle. Equation (5.59) is in general non-zero, butit vanishes in the NLO limit when fXκ (ω2, q2)→ fXκ (q2). Indeed at NLO the flow equation for λκ reads
∂sλκ =− Sd 2gκ

d

∫ ∞
0

dq(2π)dqd+3f λκ (q2)2 ∫ ∞
−∞

dω2π 1
Pκ (ω2, q2)4 {∂sSDκ (q2)Pκ (ω2, q2)

×
[
Pκ (ω2, q2)− 4ω2f tκ (q2)2]− 4q2∂sSνκ (q2)kκ (q2)`κ (q2) [Pκ (ω2, q2)− 6ω2f tκ (q2)2]} (5.61)

and the integral over the frequency ω can be performed analytically. Noting that
∫ ∞
−∞

dω2π Pκ (ω2, q2)− aω2f tκ (q2)2
Pκ (ω2, q2)b = (2b − a − 2)Γ (b − 32) lκ (q2)3−2b4√πΓ(b)f tκ (q2) , b > 32 , (5.62)

one obtains that (5.61) is exactly zero. This is expected because the NLO approximation scheme preservesthe Galilean Invariance. With the non-trivial frequency dependence of the NLOω scheme, (5.59) is ingeneral not vanishing and leads to an artificial breaking of Galilean invariance. We will show in Chap.5.6.2 that this violation of Galilean invariance remains small. .
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5.5.1 Power-law noise correlator

With a non-zero Dθ in (5.3), one introduces another coupling, related to the non-analytic part. Thefunction fDκ is now composed of two parts
fDκ → ˜fDκ (ω2, q2) = fDκ (ω2, q2) + wθ

κ ω2θ , (5.63)
and the function kκ (ω2, q2) in (5.46) changes accordingly. In principle, the NPRG flow is analytic, suchthat no non-analytic contribution can arise to renormalize the coupling wθ

κ . The situation is more subtlehere since the frequency sector is not regularized, see discussion in F.2, but the non-renormalization of
wθ
κ is preserved. Defining the dimensionless running coupling ŵθ

κ as
ŵθ
κ = κ−4θwθ

κ
1

Dκν2θ
κ

(5.64)
one deduces its flow as

∂sŵθ
κ = ŵθ

κ

(
−4θ + ηDκ + 2θηνκ) (5.65)

For any fixed point solution for which ŵθ
∗ 6= 0, one deduces that

ηD∗ = 4θ − 2θην∗ (5.66)
which yields if ĝ∗ 6= 0

ηλ∗ = 12(2− d+ 4θ − (3 + 2θ)ην∗ ), (5.67)
which is non-zero. Hence, if a LR fixed point with ŵθ

∗ 6= 0 exists and is stable, it leads to a violationof Galilean symmetry. Assuming that the two fixed points, the LR and the SR ones, compete then thetransition from one to the other occurs when the corresponding exponents are equal, that is for zLR = zSRand thus η∗λ = 0. One deduces from (5.67) that the corresponding critical θc is given by
θc(d) = 12(η∗ν − 2) (2− d − 3η∗ν ) . (5.68)

Hence, if two competing fixed points are found, one expects a transition from a SR to a LR dominatedphase with exponents: SR : z + χ = 2, θ < θcLR : z + χ = 2− η∗λ(θ), θ > θc

5.6 Results

In this section we report the results coming from the numerical integration of the flow equations, usingthe scheme reported in App. F.3. We first focus on the case in which the correlation has a finite timescale τ . After that we focus on the case of power-law correlations, in both one and two dimension. Wewill discuss our results and compare them with the different scenarii present in the literature.
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Figure 5.2: (a) ηλκ and (b) |ηDκ − ηνκ | for different values of τ = 0.01, 0.05, 0.1, as s = log(κ) decreases from s = 0to s = −15. We see that the time-reversal symmetry is always restored, i.e. ηD∗ = ην∗ , which implies that theroughness exponent is exactly the SR-KPZ one χ = (1−ηD∗ +ην∗ )/2 = 1/2. The Galilean symmetry is also restoreddynamically for all τ , although only approximately at the NLOω level of approximation (ηλ∗ ' 0.006). By increasing
τ , no LR fixed-point seems to appear, and the flow always reach the SR-KPZ fixed point with a dynamical exponent
z = 2−χ −ηλ∗ which is slightly different from the theoretical prediction for KPZ z = 2−χ = 3/2 (less then 0.5%).
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Figure 5.3: (a) The running function fDκ (π, 0) for different values of τ = 0.01, 0.05, 0.1 and − log(κ/Λ) = 0, 3, 40.For any microscopic value of τ , fDκ reaches a power-law behaviour at the fixed point of the type fD∗,τ (π, 0) ∼ πηD∗ /z ,with z = 2− χ − ηλ∗ , very close to the pure KPZ case fD∗,τ=0(π, 0) ∼ π1/3 (purple line). (b) The running functions
fDκ (π, 0), f νκ (π, 0) for τ = 0.01 and different values of − log(κ/Λ) = 0, 3, 40. Even if the initial conditions break thetime-reversal symmetry, i.e. fDΛ (π, p) 6= f νΛ (π, p), this symmetry is restored at the fixed point, fD∗ (π, p) = f ν∗ (π, p).This implies that the exponent χ is exactly the same as in the pure KPZ case (see Fig. 5.2).
5.6.1 Temporal correlations with a finite correlation timeIn this section, we study the effect in d = 1 of a microscopic noise with short-range correlation of theform (5.4). This is simply implemented by specifying the initial condition at scale Λ:
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fDκ=Λ(p) = Dτ (p) = e−
12ω2τ2 . (5.69)Since we work in d = 1, we keep f tκ = f λκ = 1 not to induce a supplementary breaking of time reversalsymmetry [23]. Under these assumptions we have that the contribution coming from ∂sSDκ in the flow of

λk , (5.59), vanishes and we are thus left with the flow
∂sλκ = Sd

8gκ
d

∫ ∞
0

dq(2π)dqd+5 ∫ ∞
−∞

dω2π 1
Pκ (ω2, q2)4∂sSνκ (q2)kκ (ω2, q2)`κ (ω2, q2) [Pκ (ω2, q2)− 6ω2] ,(5.70)which corresponds to the effective artificial breaking of the Galilean invariance due to the NLOω approx-imation scheme. The SR noise is characterized by a typical time-scale τ ; in the long-time physics onethus expects such microscopic correlation to be washed out by fluctuations. For all values of τ , we ob-served that the flow reaches a fixed-point, with stationarity in κ for all quantities. The coupling gκ tendsto a fixed-point value g∗. At the same time, the renormalization functions fDκ and f νκ smoothly evolve toendow a fixed-point form, which does not depend on the value of τ , as illustrated for fDκ in Fig. 5.3 (a).This means that the large distance physics is universal, i.e. independent of the microscopic details, andit corresponds to the SR-KPZ universality class (the same fixed-point is attained as for τ = 0). Further-more, although they start with very different shapes, the two functions fDκ and f νκ become equal at thefixed point fD∗ (π, p) ≡ f ν∗ (π, p), as illustrated in Fig. 5.3 (b). This means that the time-reversal symmetryis dynamically restored at large distances. This is further illustrated in Fig. 5.2 (a), which shows that thedifference |ηνκ − ηDκ | vanishes at the fixed point for all τ . According to Eq. (5.53), this implies that the χexponent is exactly the KPZ one χ = 1/2. Moreover, the Galilean symmetry is also restored at the fixedpoint, although only approximately. This can be assessed by the value of η∗λ , which is represented inFig. 5.2 (b). One observes that it reaches a constant value, which is not strictly zero but a small number
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of order 0.0065. As explained before, this reflects the spurious violation of Galilean invariance inducedby the NLOω ansatz , (5.70). This value is the same as for the pure KPZ case (for τ = 0) and yieldsan error of less than 0.5% on the exponent z . Furthermore, we observe that for any finite τ , the function
fD∗ decays at large frequency as a power law fD∗,τ (π, 0) ∼ πηD∗ /z , with z = 2− χ − ηλ∗, very close to thepure KPZ case fD∗,τ=0(π, 0) ∼ π1/3. Hence one can conclude that for all τ , the universal properties of theinterface are the standard SR-KPZ ones. To summarize on the temporally SR-correlated noise, we foundin d = 1 that its presence does not change the large-distance properties of the interface, which is stillcharacterized by the SR-KPZ universality class. Hence, although both the Galilean and time-reversalsymmetries are broken at the microscopic level, these symmetries are restored dynamically along theflow. This is the first analysis of the effect of SR time-correlations in the KPZ equation, which is hererendered possible by the both functional and non-perturbative formalism we use.
Comments about the two-dimensional case

In d = 2 we did not manage to access the strong-coupling fixed point within the NLOω scheme, even forthe pure KPZ case. This is probably due to the fact that the artificial breaking of Galilean invariance inNLOω is too severe in two dimensions where, differently from the one-dimensional case, no additionalsymmetry (such as the time-reversal one in d = 1) is present to constraint the RG flow. On the otherhand, the NLO scheme, which was proven to find very good results in d = 1 and d = 2 for the KPZequation, is not enough to implement initial conditions of the flows involving frequency-dependent fDΛ .The study of the two dimensional KPZ equation with short-range temporal correlation would then requirethe use of the full SO ansatz, which does not break the Galilean invariance and allows for temporaldependence of the running functions fXκ . This is beyond the scope of the present thesis.

1.45

1.5

0 0.05 0.1 0.15 0.2

z
(θ
)

θ

3/2

RG 1-loop

RG num.

LPA

NLOω

NLO

Figure 5.5: The dynamical exponent z(θ) in one dimension for different approximation schemes, as θ varies from
θ = 0 to θ = 0.24. The exponent, as in the case for the roughness χ , follows the KPZ prediction z = 3/2 upto a critical value very close to the theoretical prediction θc = 1/6 (dashed green line). After this value, z(θ)varies continuously with θ. Both LPA and NLO (light- and dark-blue solid lines respectively), differently from thenumerical prediction (5.7) (orange solid line), are in agreement with the bounds given in (5.9) (yellow region).
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5.6.2 Power-law temporal correlations

We now study temporal correlations with no typical length-scale, i.e. a power-law. Such a microscopicbehaviour could in principle modify the universal properties of the system and is the one usually studiedin the literature. To analyse how this LR correlation modifies the flow we initialize it at κ = Λ as
fDκ=Λ(p) = D∞(p) = D0 + Dθω−2θ . (5.71)

As discussed in the previous sections this term introduces a new coupling constant wθ
κ in the RG flowwhich can lead to two different scenarii: a SR fixed point with wθ

∗ = 0 or a LR fixed point with wθ
∗ 6= 0,retaining memories of the initial microscopic correlations. Such a fixed point is associated to a violationof GI, z + χ 6= 2. In what follows we always work at the NLO level of approximation. Indeed in the LRcase it is not necessary to retain the full time-dependence in the running functions, because the temporaldependence of the noise correlator is linked to the new coupling wθ

κ . Going to NLO we also remove theartificial breaking of GI present at NLOω level (5.59). By doing so, the violation of GI comes only fromthe coupling wθ
κ ,

∂sλκ = Sd
8gκwθ

κ
d

∫ ∞
0

dq(2π)dqd+5f λκ (q2)2∂sSνκ (q2)`κ (q2) ∫ ∞
−∞

dω2π ω−2θ
Pκ (ω2, q2)4 [Pκ (ω2, q2)− 6ω2f tκ (q2)2](5.72)Furthermore we keep f λκ = f tκ , in order to be able to recover the correct SR limit when wθ

∗ = 0.
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Figure 5.6: (a) The LR coupling wθ
κ and (b) ηλκ , for different values of θ = 0, 0.1, 0.16, 0.17, 0.22, 0.24 (from blueishto greenish) and θ = 0.166 (orange) as the scale s varies from s = 0 to s = −100, in one dimension. We seethat for θ < θc the flow reaches the SR-GI KPZ fixed-point where wθ

∗ = 0, ηλ∗ = 0, while for θ > θc a new LRnon-GI fixed point with wθ
∗ 6= 0, ηλ∗ 6= 0 is reached. The critical value θc = 0.166 corresponds to the theoreticalprediction θc = 1/6. Interestingly we can see that for the critical value of θ, the fixed point is reached in analgebraic RG-time s (linear in the log− log scale). The accuracy in the estimation of the critical θ is due to thefact that ηλκ is going to zero as the FP is approached for θ < θc ; this implies that the stability criterion leading to(5.68) holds in an exact way. It is important to stress that this is not the case for the NLOω approximation scheme.There indeed, GI is never restored exactly, even at the SR fixed-point wθ

∗ = 0; we hence expect the critical valueof θ to be slightly shifted due to a non-zero ηλ∗ in the SR regime.
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Figure 5.7: (The roughness exponent χ (θ) in two dimensions for different approximation schemes, as θ varies from
θ = 0 to θ = 0.45. The NLO results are compared with both the numerical estimation for the pure KPZ case[128] and the one-loop analytical result (5.5). The exponent follows the NLO result for the pure KPZ, χ = 0.375,up to a critical value θc ' 0.346. The same conclusions as in one dimension (see Fig. 5.6) about the accuracy inthe determination of θc hold.
One dimension

We first study the one-dimensional case. In this case we keep f tκ = f λκ = 1 in order to recover thetime-reversal symmetry at the SR wθ
∗ = 0 fixed point. These conditions lead to the following NLOansatz,

Γκ [φ, φ̃] = ∫
x

{
φ̃Dt,κφ − φ̃fDκ (−D̃2

t , −∇2)φ̃ − 12[∇2φf νκ (−D̃2
t , −∇2)φ̃ + φ̃f νκ (−D̃2

t , −∇2)∇2φ]}(5.73)with Dt,kφ = ∂tφ − λk /2(∂xφ)2. The results for the roughness exponent χ are reported in Fig. 5.4. Wecan clearly notice the existence of a critical value θc below which the SR KPZ fixed-point is retrieved.Above this value of the temporal correlation exponent, we find a line of LR fixed-point with χ ≡ χ (θ).This is in agreement with the results presented in [93, 53], and rules out the appearance of a line ofLR fixed-point for any non-vanishing θ. As expected at NLO, GI is dynamically restored exactly at theSR fixed-point (see Fig. 5.6), differently from the NLOω we discussed in Chap. 5.6.1 where a residual
ηλ∗ 6= 0 remains at the SR fixed-point. In the LR regime θ > θc the NLO results are in good agreementwith the numerical estimation (5.7). It is interesting to note that the transition is found already at theLPA level with the regulator (5.12), where χ (θ) is close to the one-loop result (5.5); on the contrary, atLPA level with the Litim regulator Rκ (q2) = (κ2 − q2)θ(q2 − κ2) only the SR fixed-point is accessible,which shows that this regulator is not adapted to study KPZ problems. For the dynamical exponent zthe results are reported in Fig. 5.5. At both the LPA and NLO level, z(θ) in the LR regime falls insidethe bounds given by (5.9), ruling out the numerical estimation (5.7). It is also interesting to note that atthe critical value of θ, both wθ

κ and ηλκ go to zero algebraically as the fixed-point k → 0 is approached(see Fig. 5.6).
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Figure 5.8: The dynamical exponent χ (θ) in two dimensions for different approximation schemes, as θ varies from
θ = 0 to θ = 0.45. The NLO results are compared with the one-loop analytical result (5.5). The exponent followsthe NLO result for the pure KPZ, χ = 0.375, up to a critical value θc ' 0.346. The same conclusions as inone dimension (see Fig. 5.6) about the accuracy in the determination of θc hold. We can see that the one-loopestimation is far from the NLO result; this is expected because (5.5) holds for small θ and ηλ∗ = 0, i.e. close tothe θc .
Two dimensionsThe study of the two-dimensional case is more difficult than the one-dimensional one. By looking at theanalytical formula for θc , (5.68), and substituting the NLO estimation for the ην∗ anomalous dimensionfor the two-dimensional pure KPZ ην∗ = 0.375, we find a theoretical critical value for the correlatorexponent θc = 0.346. As was already noted in [93], a non-physical divergence in the flow equationsappears at θ = 1/4. At the NLO and NLOω level we see that this non-physical divergence comes froma (ω + π)−4θ contribution in the argument of the flow equation for κ∂κfDκ , which diverges for θ ≥ 1/4if the external frequency π vanishes. In practice we can avoid this non-physical divergence by taking adifferent renormalization point RP = (π, p = 0). By doing so, at NLO the flow equation of λκ , (5.72) ismodified in a non-trivial way. The associated flow equation is reported in App. F. The results for theroughness exponent using RP = (0.01, p = 0) are given in Fig. 5.7. As in d = 1 , we find a transitionfrom a SR phase with KPZ exponents where Galilean symmetry is restored, and a LR dominated phasewith θ−dependent exponents and no Galilean symmetry.
5.7 Conclusions

In this chapter we studied the KPZ equation with temporal correlation in the microscopic noise, using aNPRG approach. For the case of a short-range correlation in the noise over a time-scale τ , we showedthat these microscopic correlations are washed out at large scales for any value of τ in one dimension.We thus recover a KPZ fixed point where both time-reversal and Galilean symmetries are recovered,although only approximately for the Galilean one within the level of approximation used, the NLOωscheme. In two dimensions we did not manage to find a good fixed-point at NLOω level, for f tκ = f λκ 6= 1.This is probably due to the artificial breaking of Galilean invariance that is intrinsic to the approximation
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Figure 5.9: (a) The LR coupling wθ
κ and (b) ηλκ , for different values of θ = 0, 0.1, 0.2, 0.3, 0.34, 0.35, 0.4, 0.45(from blueish to greenish) and θ = 0.346 (orange line) as the scale s varies from s = 0 to s = −100, in twodimensions. We can draw the same conclusions as in the one-dimensional case. It is interesting to note that alsoin two dimensions wθ

κ and ηλκ approach zero algebraically at θc = 0.346.
scheme. In the case with the power-law correlation we find results that are in good agreement withthe numerical RG estimations given by Medina et al. in [93] and with the analytical bounds given byFedorenko in [53]. Our results thus confirm the presence of a critical value of the exponent, θc , belowwhich SR-KPZ is recovered. The same scenario appears in two dimensions, with θc ' 0.346. In d = 2no prediction exists in the literature, apart from the one-loop perturbative result given in [93] for whichthe critical value of θ vanishes in d = 2. These perturbative results however are valid for small θ anddo not take into account the renormalization of the non-linearity λ.





Conclusions and Perspectives

In this thesis we studied two out-of-equilibrium physical problems related to the KPZ equation.
The first is a driven-dissipative quantum system of exciton-polaritons, which displays Bose-Einsteincondensation. For homogeneous systems, we showed that the phase of a one-dimensional condensate inits steady state displays KPZ scaling for an experimental accessible set of parameters, in the long timeregime. The KPZ scaling persists down to sample size of about 50µm. When this power-law behaviourin the correlations is present, we found that the full distribution of the phase of the condensate is theTW-GOE distribution, which is characteristic of KPZ equation with flat initial conditions. As the size ofthe correlations grows, we observed a crossover from the TW-GOE distribution to the BR one, typicalof KPZ equation with stationary initial conditions. This is in agreement with the recent experimentalresults found in turbulent liquid crystals [51]. Using Keldysh field-theoretical approach we showed thatthe mapping from EP to KPZ, which was demonstrated theoretically only for homogeneous systems, isrobust with respect to the inclusion of inhomogeneities typical of experimental setups, such as confine-ment, disorder and thermically activated phonons. In the presence of a confining potential we foundthat the associated coefficients in the KPZ equation become inhomogeneous in space. In particular, thevelocity of propagation of the front becomes strongly space dependent. This prediction was verified bythe numerical simulation of strongly confined EP, where we observed that the boundaries of the phasefront are much faster than the center. This provokes cusps propagating from the boundary to the bulk. Apoint in the phase front then follows KPZ dynamics up to the moment at which it is reached by cusps.In the case of space-time correlated disorder, the associated KPZ equation acquires a memory kernel inthe noise correlator, linked to the correlator of the disorder. For KPZ it was showed that in the presenceof a static and not too long ranged disorder, the large distance universal KPZ behaviour is unchanged[86, 87]. For EP, we checked numerically that in the case of a static disorder of typical lengthscale `∗d ,the time correlations follow the KPZ scaling up to a typical time t∗ which scales as `2/3

d as predicted byKPZ equation. When this scaling is present, we found both the TW-GOE distribution for the full phaseand the TW-BR crossover as stationarity is approached. Concerning the effects of thermally activatedphonons, we first computed the resulting semi-classical dynamics of the EP condensate starting from thefull Keldysh action, finding agreement with the results coming from a purely classical treatment of thephonons [90]. Then, we focused on the mapping to the KPZ equation of EP interacting with thermallyactivated phonons. We found that the coefficients of the mapping are not affected by neither acousticnor optical phonons.This interesting phenomena ask for experimental realizations. Definitely demonstrating the KPZ scalingof the EP phase would indeed shed a light on the purely out-of-equilibrium nature of the EP condensate.In this direction, an accurate measurement of the first order correlation functions in EP would be enoughto assess at least the KPZ scaling of the correlations. For the more advanced properties, such as the fullphase distribution, a proper protocol to extract the phase in real time is needed. Furthermore the exten-sion of the numerical simulation to two dimensional systems would be important for both KPZ and EPcommunities. For KPZ equation indeed, no exact prediction for the phase distribution in d > 1 exists, and
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no experimental realization with a high-precision level has been devised in d = 2. Going to two dimen-sional systems would also introduce relevant topological defects in the EP condensate, rendering moresubtle the extraction and the unwinding of the phase, and making a possible KPZ behaviour competingwith the Kosterlitz-Thouless physics [129]. On the other hand, on the experimental side, two dimensionalEP systems already exist, and thus they would be an ideal playground for investigating 2D KPZ physics.

The second model investigated in the manuscript is the KPZ equation with finite time correlation inthe noise, which breaks the Galilean invariance at the microscopic level. This equation was first studiedin the late eighties and, since then, a lot of controversial results about the dynamical restoration or notof the Galilean invariance at large scale exist in the literature. To shed a light on this fundamentalquestion we used a NPRG approach, which already proved to be successful in tackling the pure KPZcase [114, 23, 115]. In the case of short range correlations we extended the already existing NLO schemein order to have an ansatz taking into account the full time dependence of the running functions at themicroscopic level, the NLOω scheme. This approximation has a residual breaking of Galilean invariancedue to the truncation in the functional dependence on the field φ. Using this scheme we found that forany short range microscopic correlation, the pure KPZ fixed point is recovered in d = 1, with an exactrestoration of the time-reversal symmetry and an almost exact restoration of the Galilean one. For thetwo-dimensional case the NLOω scheme seems not sufficient to find the expected SR fixed point. Thisdifference with respect to the one dimensional case is probably due to the presence of the additionaltime reversal symmetry in d = 1. To our knowledge, this is the first analysis of KPZ equation withSR time correlation in the noise. When the noise is long-range correlated, i.e. via a power-law, theNLO scheme is sufficient and a new coupling wθ
κ is responsible for the LR nature of the physics. In onedimension we found that below a critical value θc of the power-law correlation exponent θ, the pureKPZ fixed point with wθ

∗ = 0 is recovered, with both time-reversal symmetry and Galilean symmetrythat are dynamically restored. Above θc , a line of θ−dependent fixed point with wθ
∗ 6= 0 appears.There, neither time-reversal nor Galilean symmetry are restored. In the two dimensional case, whereno previous results existed in the literature, we found a similar picture. This confirms the existence of acritical value for the power-law exponents below which the pure KPZ physics is recovered in the largedistance limit.As a future direction, the implementation of the full SO scheme for the KPZ ansatz, introduced in[23], would be desirable in order to extend the analysis of the SR correlation in d > 1. This schemeindeed, differently from the NLOω one, introduces a full frequency dependence in the running functionswhile preserving the Galilean invariance. Furthermore the SO scheme would probably help in clarifyingthe long lasting debate on the existence of an upper critical dimension for the KPZ equation. Theinvestigation of the geometrical subclasses of KPZ equation, found in d = 1, via the NPRG technique isalso an appealing topic for future studies. The dependence on the initial conditions can be seen either asa boundary NPRG problem, or as a geometrical dependent NPRG. In the first case one should includethe effects of the boundaries in the Wetterich equation. In the second case, the geometry dependencewould imply the field theoretical analysis of the KPZ equation generalized to an arbitrary manifold[130].



A Field-theory formulation of Langevin dynamics

Field-theoretical formalism is the natural framework to develop suitable perturbation theories and in-vestigate responses and correlations. We here review the standard response-field formalism for Langevindynamics. Suppose to have m φα slow fields describing some coarse-grained dynamics of a physicalsystem where the effects of fast-varying fields are embodied in m Gaussian distributed noise fields ξα
∂tφα (x) = Fα [Φ] + ξα (x) (A.1)

with 〈ξα (x)ξβ (x′)〉 = Gαβ (x − x′) and Φ = {φα}mα=1; it is easy to generalize (A.1) to the case in whichthe number of slowing fields and noise fields differs.
A.1 Onsager-Machlup Functional

In a stochastic process we are interested in computing the expectation value of some observable O overdifferent noise realizations,
〈O〉 = ∫ D [ξ ]O[ξ ]P[ξ ] = ∫ D [ξ ]O[ξ ]e− 12 ∫ ξαG−1

αβ ξβ (A.2)
The most natural thing to do is to look at the noise field as a functional of the fields φα ,

ξ [Φ] = ∂tφα − Fα [Φ]. (A.3)
By doing so we end up with

〈O〉 = ∫ D [Φ] J [Φ]O[Φ] e−SOM [Φ] (A.4)
where SOM [Φ] = ∫

x (∂tφα − Fα [Φ])G−1
αβ
(
∂tφβ − Fβ [Φ]) is known as Onsager-Machlup(OM) functional[131], and J is the Jacobian of the change of variables from ξ to φ,

J [Φ] = ∥∥∥∥det(δα,β∂tδ(x− x′)− δFα [Φ]
δφβ

δ(x− x′))∥∥∥∥ . (A.5)
We see that we have our first field-theoretical formulation of Langevin dynamics described by (A.1).However this formulation has some inconveniences. First of all we see that it implies the inverse ofthe noise-correlator, which is a divergent quantity for q→ 0 for standard conserved dynamics, in which
Gαβ = ~∇2δ(x− x′). Another weakness is the fact that SOM increases the degree of non-linearity of theoriginal dynamics due to the multiplication between Fα,β [Φ].
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A.2 Martin-Siggia-Rose-Janssen-De Dominicis Functional

A proper way to solve the first problem is to introduce a set of auxiliary Hubbard-Stratonovich field Φ̄in order to make Gαβ appear instead of G−1
αβ :

〈O〉 = ∫ D [ξ ]D [Φ̄]O[ξ ]e− 12 ∫ φ̄αGαβ φ̄β+∫ φ̄αξα . (A.6)
This procedure also cures the second pathology of the OM functional, i.e. the increasing degree ofnon-linearity. Indeed now the exponential is linear in the noise field ξ and if we now pass from theintegration over the noise to the integration over the slow field φ, we get

〈O〉 = ∫ D [Φ] J [Φ] D [Φ̄]O[Φ]e−S [Φ,Φ̄] (A.7)
with the action

S [Φ, Φ̄] = 12
∫
φ̄αGαβ φ̄β −

∫
φ̄α (∂tφα − Fα [Φ]) (A.8)

and the Jacobian (A.5). The action (A.8) is usually referred to as Martin-Siggia-Rose-Janssen-DeDominicis(MSR) functional [14, 15, 16], with the auxiliary field φ̃α known as response-field, becauseof its direct relation to the response propagator of the theory [36]. From the MSR action we can computeexpectation values of field-momenta by introducing the currents j , j̃ in the partition function Z ,
Z [j , j̃ ] = ∫ D [Φ, iΦ̃] exp{−S [Φ, Φ̃] + ∫

t,~x

(
jΦ + j̃Φ̃)} . (A.9)

Indeed we have that any n-point correlation can be derived via〈Π
ik
φαi (xi)φ̃αk (xk )〉 = Π

ik

δ
δjαi (xi) δ

δj̃αk (xk )Z [j , j̃ ]j ,̃j=0 (A.10)
A.3 Discretization Prescriptions

It is instructive to explicitly compute the Jacobian (A.5):
J [Φ] = ∥∥∥∥det(δα,β∂tδ(x− x′)− δFα [Φ]

δφβ
δ(x− x′))∥∥∥∥ = ∥∥det(∂t) det (δα,βδ(x− x′)

−δFα [Φ]
δφβ

θ(t − t′)δ(~x − ~x ′))∥∥∥∥ = ∥∥∥∥det(∂t)eTr ln(δα,βδ(x−x′)− δFα [Φ]
δφβ

θ(t−t′)δ(~x−~x ′))∥∥∥∥ (A.11)
where we used det AB = det A det B and det A = eTr ln A . We can now expand the logarithm in theexponent and explicitly compute the trace,
Tr ln(δα,βδ(x− x′)− δFα [Φ]

δφβ
θ(t − t′)δ(~x − ~x ′)) =− θt(0) Tr ∫

y

δFα [Φ]
δφβ

(y)
+ 12 Tr ∫

y,y′
θ(y− y′)θ(y′ − y)δFα [Φ]

δφβ
δFγ [Φ]
δφδ

+ . . .(A.12)
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We see that all the higher order terms disappear due to the multiplication of theta functions. We thushave

J [Φ] = ∥∥∥∥det(∂t)e−θt (0) Tr δFα [Φ]
δφβ

∥∥∥∥ (A.13)
where now the trace also includes the integration over internal degrees of freedom. In the Jacobian thusappears the ill-defined quantity θt(0) which depends on the discretization scheme: in the Itô prescription
θt(0) = 0 and the Jacobian is independent of the field, while in the Stratonovich prescription θt(0) = 1/2and we have an additional term in the action. One can show [132, 36] that in the case of additive noise,Feynman diagrams of closed response loops exactly cancel this contribution coming from the Jacobian.A convenient choice is thus to take the Itô prescription omitting closed response loops directly from thebeginning.





B Schwinger-Keldysh Formalism and Homogeneous Driven-Dissipative
Systems

We here review the details of the calculations which lead to the results reported in the main text,for homogeneous EP. The first part is a short introduction to the Schwinger-Keldysh field-theoreticalformalism. This approach has been extensively studied in the literature and several reviews exist [133,134]. In the last part we will focus on the application of this formalism to driven-dissipative EP, mostlyfollowing the review [84]. This last part will be useful in the next chapter, where we will derive newresults for the case in which different inhomogeneities are present.
B.1 Keldysh representation of the Markovian Master Equation

Suppose to have a bosonic open quantum system described by a density matrix ρ whose dynamicsfollows the Markovian master equation
∂tρ = −i [HLP , ρ] + Lρ =̂ L ρ (B.1)where

HLP =∫ d~x [ψ† (~x) (ω0
LP −

∇22mLP

)
ψ(~x) + ucψ† (~x)2ψ(~x)2]

=∫ d~x hLP (~x) (B.2)
describes the unitary dynamics and

Lρ = ∫ d~x
(
γpD [ψ(~x)† ]ρ + γlD [ψ(~x)]ρ + 2udD [ψ(~x)2]ρ) (B.3)

takes into account the incoherent single-particle pumping and losses as well as the two-body losses.Here the superoperator D [·]ρ acts in the Lindbladian way
D [L]ρ = LρL† − 12{L†L, ρ} (B.4)

and the non-linear loss-term ensures the saturation of the pumping.This is an effective description for the dynamics of a driven − dissipative bosonic system.The formal solution to (B.1) is given by
ρ(t) = e(t−t0)L ρ(t0) = lim

N→∞
(I + δtL )Nρ(t0) (B.5)

with δt = (t−t0)/N . The last equality suggests that joining a Trotter decomposition could lead us towarda field-theoretical description of the Markovian master equation, with the same spirit as Feynman’s
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path-integral representation in quantum mechanics. Here, however, the picture is somewhat more subtle.Indeed, a general mixed-state density matrix evolves according to ρ(t) = G(t, t0)ρ(t0)G(t, t0)† where
G(t, t0) is some general evolution operator that does not have to be unitary; this implies that theevolution occurs on both sides of the density matrix and in both time directions. This leads to a doublingof the degrees of freedom with respect to Feynman’s path integral where the evolving quantity is a vectorand thus only the forward time-direction is needed. Furthermore, we are interested in the partitionfunction of the system to get some physical information in analogy with standard statistical mechanics.In order to find such a quantity one has to trace out all the degrees of freedom in the system, that inthis case amounts to identifying the two extremes of the time-evolution path. This gives rise to a closedcontour. We thus define two different sets of fields, one for the upper part of the contour and one for thelower, or in an open-contour picture, one at the right-side of ρ(t) and one at the left-side.Before going into the details of the calculations, it is useful to recall the definition of coherent statesand some of their properties.A coherent state |ψ〉 is an eigenstate of the annihilation operator a, a |ψ〉 = ψ |ψ〉, with |ψ〉 = eψ†a |0〉and |0〉 the vacuum in the Fock space; clearly, 〈ψ| a† = 〈ψ| ψ∗. Coherent states satisfy two fundamentalproperties:

〈ψ|φ〉 = eψ∗φ (B.6a)
I = ∫ dψdψ∗

π e−ψ∗ψ |ψ〉 〈ψ| (B.6b)
We now try to tackle the Trotter decomposition for the dynamics of ρ.Eq. (B.5) tells us that the evolution in a time interval ∆ = t − tf is made by infinitesimal time steps
δt = ∆/N in which the action of L on ρ is linear. If we take the n−th step,

ρn+1 = eδtρn = (I + δtL )ρn + O(δ2
t ) (B.7)together with the representation of ρn on the coherent states will read

ρn = ∫ dψ+,ndψ∗+,n
π

dψ−,ndψ∗−,n
π e−ψ∗+,nψ+,n−ψ∗−,nψ−,n 〈ψ+,n|ρn|ψ−,n〉 |ψ+,n〉 〈ψ−,n| , (B.8)

where ψ+ and ψ− are the coherent states on the forward and backward contour respectively. We canthus find the matrix element 〈ψ+,n+1|ρn+1|ψ−,n+1〉 by evaluating 〈ψ+,n+1|L (
|ψ+,n〉 〈ψ−,n|) |ψ−,n+1〉recalling the definition of L given by (B.1), (B.2) and (B.3) (we neglect spatial degrees of freedom forthe sake of compactness in the notation):

〈
ψ+,n+1L (

|ψ+,n〉 〈ψ−,n|) |ψ−,n+1〉 = −i (〈ψ+,n+1|hLP |ψ+,n〉 〈ψ−,n|ψ−,n+1〉
− 〈ψ+,n+1|ψ+,n〉 〈ψ−,n|hLP |ψ−,n+1〉)+ ∑

α=1,2,3 γα
[
〈ψ+,n+1|Lα |ψ+,n〉〈ψ−,n|L†α |ψ−,n+1〉

−12 (〈ψ+,n+1|L†αLα |ψ+,n〉〈ψ−,n|L†αLα |ψ−,n+1〉)] (B.9)
with γγγ = (γp, γl, 2ud) and L = (ψ∗, ψ, ψ2). We now require all the operators appearing in the aboveequation to be normal-ordered with respect to the annihilation and creation operators; while this makes
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no loss of generality for the Hamiltonian, it is a bit more subtle for the Lindblad operators. As far asthey are linear in a, a† normal ordering does not affect them while when they are a general quasi-localpolynomial one should pay attention because of ambiguities coming from the Markovian approximation;we will go deeper into that in next section. Normal ordering implies that any 〈ψ|Ô|φ〉 can be directlysubstituted with O(ψ∗, φ):

〈
ψ+,n+1|L (

|ψ+,n〉 〈ψ−,n|) |ψ−,n+1〉 = eψ
∗+,n+1ψ+,n+ψ∗−,nψ−,n+1L (

ψ∗+,n+1, ψ+,n, ψ−,n+1, ψ∗n) (B.10)
Thus,

〈ψ+,n+1|ρn+1|ψ−,n+1〉 =∫ dψ+,ndψ∗+,n
π

dψ−,ndψ∗−,n
π eψ+,n(ψ∗+,n+1−ψ∗+,n)+ψ∗−,n(ψ−,n+1−ψ−,n)

×
(1 + δtL

(
ψ∗+,n+1, ψ+,n, ψ−,n+1, ψ∗n)) 〈ψ+,n|ρn|ψ−,n〉+ O(δ2

t )
'
∫ dψ+,ndψ∗+,n

π
dψ−,ndψ∗−,n

π 〈ψ+,n|ρn|ψ−,n〉
e
iδt
[
−iψ+,n ψ∗+,n+1−ψ∗+,n

δt
−iψ∗−,n

ψ−,n+1−ψ−,n
δt

−iL
(
ψ∗+,n+1,ψ+,n,ψ−,n+1,ψ∗n)]

= ∫ dψ+,ndψ∗+,n
π

dψ−,ndψ∗−,n
π 〈ψ+,n|ρn|ψ−,n〉 eiSn (B.11)

with Sn = δt
[
−iψ+,n ψ∗+,n+1−ψ∗+,n

δt − iψ∗−,n
ψ−,n+1−ψ−,n

δt − iL
(
ψ∗+,n+1, ψ+,n, ψ−,n+1, ψ∗n)]. Iterating thisprocedure from t0 to t (i.e. spanning the whole closed contour) and then integrating also over dψ+,Ndψ∗+,N

π
dψ−,Ndψ∗−,N

πone traces out all degrees of freedom and obtains the partition function for this system:
Zt,t0 = ∫ N∏

n=0
dψ+,ndψ∗+,n

π
dψ−,ndψ∗−,n

π eiSn 〈ψ+,0|ρ0|ψ−,0〉+ O(δ2
t ) (B.12)

where ρ0 is the density matrix for the initial system.We now take the N → ∞, δt → 0Nδt = cst limit and look for stationary properties of the system, i.e.
t0 → −∞, t → ∞ limit; under this assumption (B.12) becomes

Z = ∫ D [ψ+, ψ∗+, ψ−, ψ∗−]eiS (B.13)
with

S = ∫ d~x ∫ +∞
−∞

dt(ψ∗+i∂tψ+ − ψ∗−i∂tψ− − iL(ψ+, ψ∗+, ψ−, ψ∗−)) (B.14a)
D [ψ+, ψ∗+, ψ−, ψ∗−] = lim

n→∞

N∏
n=0

dψ+,ndψ∗+,n
π

dψ−,ndψ∗−,n
π (B.14b)

where in the first derivative term in (B.14a) we collected ψ∗+,n instead of ψ+,n as in (B.11), and L isgiven in (B.16) below. In writing (B.13) we assumed a complete loss of memory of the initial state, whichis a reasonable assumption for stationary states and introduced back the spatial degrees of freedom. Akey feature of Keldysh partition function is that
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Z = ∫ D [ψ+, ψ∗+, ψ−, ψ∗−]eiS = 1 (B.15)

by construction in the absence of external sources; this is a heavy simplification with respect to equi-librium situation where one has always to pay attention to normalization factor. Furthermore it is timeindependent, which ensures the conservation of probability. Looking at the quantity
L(ψ∗+, ψ+, ψ∗−, ψ−) = −i(hLP,+ − hLP,−) + ∑

α=1,2,3 γα
[
Lα,+L∗α,− − 12 (Lα,+L∗α,+ + L∗α,−Lα,−

)] (B.16)
we see that the mapping between Markovian master equation and Keldysh formalism can be done ina very direct way by noting that all the operators acting on the left(right) of the density matrix will betranslated into fields residing onto the forward(backward) Keldysh contour. Indeed hLP,± = hLP (ψ∗±, ψ±)as well as L(∗)

α,± contain fields only on the ± contour respectively. A more physical representation isachieved by performing the Keldysh-rotation,
φc = 1√2(ψ+ + ψ−), φq = 1√2(ψ+ − ψ−) (B.17)

with c(q) standing for classical(quantum); this terminology reflects the fact that classical fields canacquire a field expectation value while quantum fields cannot.
B.2 Keldysh field-theory for homogeneous Exciton-Polaritons

In this section we will review the application of the formalism introduced in the previous section toa homogeneous condensate of EP. Plugging (B.2) and (B.3) inside (B.16) and performing the Keldyshrotation, one gets the Schwinger-Keldysh action associated to (B.1):
S = ∫

x
{φ∗q(i∂t + Kc∇2 − rc + ird)φc + c.c. −

[(uc − iud)(φ∗qφ∗cφ2
c + φ∗qφ∗cφ2

q)+c.c.] + i2(γ + 2udφ∗cφc)φ∗qφq} (B.18)
where Kc=̂ 12mLP

, rc=̂ω0
LP , γ is the noise level γ=̂ γl+γp2 and rd is the gap from saturation rd=̂ γl−γp2 .Notice that here we have not modelled the effect of a momentum dependent loss rate, used in Chap.2. This amounts to take Kd = 0, i.e. no complex-diffusion term. The formalism and the approximationsused are easily extensible to the Kd 6= 0 case.

B.2.1 Semiclassical limit of Keldysh ActionSometimes it is interesting to look at how the system behaves at scales which are greater than the mi-croscopic one at which the Markovian master equation pertains; we could refer to it as a semi-classicallimit in which quantum fluctuations do not necessarily vanish. Keldysh formalism is particularly usefulin that direction.Intuitively, thinking at large-scale behaviour suggests to apply some coarse-graining procedure on thesystem’s microscopic quantities; we could exploit this procedure by means of a Renormalization Group(RG) approach. We would thus keep in the Keldysh action only the terms that are relevant in theRG sense. The roughest way for discriminating relevant quantities from irrelevant ones is to look at
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their canonical dimension ∆i = [λi] (where the λi are the quantities under investigation) classifying asirrelevant the ones with ∆i < 0; this approach holds in the vicinity of criticality where the correlationfunctions show scaling behaviour and neglect possible anomalous dimensions, which are supposed to besmall corrections to the canonical scaling. For the physical model under investigation the scaling regimewill be in the vicinity of the saturation threshold rd = 0 where a condensation of exciton-polariton canoccur.Having two different fields in the system we need two conditions for fixing their canonical dimensions andthus understand the canonical scaling of the parameters associated to any combination of these fields.The first constraint is the adimensionality of (B.18); by definition of canonical dimensions, [∇2] = 2 andthus the integration measure has dimension [d~xdt] = −d− 2. The second constraint is that the couplingassociated to the noise vertex γ (we will see in what follows the reasons of this nomenclature), whichis the non-equilibrium analogue of the equilibrium temperature, remains constant through the coarse-graining procedure; this assumption leads to 2[φq] = d+2 and thus to [φq] = d+22 . Now we can fix alsothe canonical dimension of the classical field, which is [φc ] = d−22 . Let us now take a generic vertex ui,kcoupled to i classical and k quantum fields; its canonical dimension is then [ui,k ] = d2 (2−k−i)+(2+i−k ).
Three-dimensional caseIf we focus on the case of three spatial dimensions, using the above estimate for the scaling dimensions,we see that any quartic vertex with more than one quantum field is irrelevant and can thus be neglectedin our semiclassical picture; the noise vertex is marginal and is kept in the analysis.This leads to the semiclassical Keldysh action:

S = ∫
x
{φ∗q(i∂t + Kc∇2 − rc + ird)φc + c.c. −

[(uc − iud)φ∗qφ∗cφ2
c + c.c.

] + i2γφ∗qφq} (B.19)
This action is now at most quadratic in the quantum fields; the semiclassical partition function is thus

Z = ∫ D [φc, φ∗c , φq, φ∗q]ei ∫x{φ
∗
q(i∂t+Kc∇2−rc+ird)φc+c.c.−[(uc−iud)φ∗qφ∗cφ2

c+c.c.]+i2γφ∗qφq} . (B.20)
We see that performing a Hubbard-Stratonovich transformation we could switch to an action linear in
φ(∗)
q and then totally get rid of the quantum field thank to a Dirac-delta:
Z =∫ D [φc, φ∗c , φq, φ∗q]ei ∫x{φ

∗
q(i∂t+Kc∇2−rc+ird)φc+c.c.−[(uc−iud)φ∗qφ∗cφ2

c+c.c.]+i2γφ∗qφq}
=∫ D [φc, φ∗c , φq, φ∗q, ξ, ξ∗]ei ∫x{φ

∗
q(i∂t+Kc∇2−rc+ird)φc+c.c.−[(uc−iud)φ∗qφ∗cφ2

c+c.c.]+i 12γ ξ∗ξ−(φ∗qξ+ξ∗φq)}
=∫ D [φc, φ∗c , ξ, ξ∗]e− 12γ ∫x ξ

∗ξδ
([
i∂t + Kc∇2 − rc + ird − (uc − iud)|φc|2]φc − ξ)

× δ
([
−i∂t + Kc∇2 − rc − ird − (uc + iud)|φc|2]φ∗c − ξ∗) . (B.21)

The last line has a clear physical interpretation; given one realization of the auxiliary pair of Gaussianvariables (ξ, ξ∗) the integral will select the pair of classical fields (φc, φ∗c ) that satisfies the two deltafunctions. The physical content of (B.19) is exactly the same as the following Langevin equation for φc(the same holds for the c.c.)
i∂tφc = [−Kc∇2 + rc − ird + (uc − iud)|φc|2]φc + ξ (B.22)
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where ξ is a Gaussian noise of strength 2γ . We can now also understand the definition of the noisevertex given above.Equation (B.22) is the usual Stochastic Gross-Pitaevskii equation for driven-dissipative systems, with anadditive effective noise. From this derivation we can see that is an effective long-wavelength descriptionof the microscopic system described by (B.1).
One-dimensional caseIn one spatial dimension, there is one more quartic term surviving in the long-scale regime, namely theone with two quantum and two classical fields whose vertex has canonical scaling dimension [λ] = 1.In this case the mapping to a Langevin equation is more subtle because the coefficient of the bilinearterm φqφ∗q is now dependent on the classical field; in order to decouple this term and be able to useDirac-delta properties we thus need a more involved Hubbard-Stratonovich transformation with respectto the one used in previous section.Let us introduce the identity 1 = ∫ D [ξ, ξ∗] exp{−∫

x

12ξξ∗
} (B.23)

and do the shift
ξ → ξ + 2i√γ + 2ud|φc|2φq, ξ∗ → ξ∗ + 2i√γ + 2ud|φc|2φ∗q (B.24)

which leads to
1 = ∫ D [ξ, ξ∗] exp{−12

∫
x

[
ξξ∗ +(2iξ√γ + 2ud|φc|2φ∗q − c.c)− 4 (γ + 2ud|φc|2)φqφ∗q]}(B.25)We can see that inserting this identity in the partition function cancels out the quadratic vertex φqφ∗qleading to a Keldysh action

S → S −
∫

x

√
γ + 2ud|φc|2 (ξφ∗q + ξ∗φq

) (B.26)
Resulting in a partition function of the type
Z =∫ D [φc, φ∗c , ξ, ξ∗]e− 12 ∫x ξ

∗ξδ
([
i∂t + Kc∇2 − rc + ird − (uc − iud)|φc|2]φc −√γ + 2ud|φc|2ξ)

× δ
([
−i∂t + Kc∇2 − rc − ird − (uc + iud)|φc|2]φ∗c −√γ + 2ud|φc|2ξ∗) (B.27)

We hence recover equation (2.29).
B.2.2 Density-phase representation of Keldysh Action and mapping to KPZDealing with a microscopic action instead of a full quantum master equation, one can more easily exploitsymmetries of the system and thus study the large-scale and universal behaviours. For this purposethe crucial point is that the classical phase rotation φc,q → eiαφc,q is a symmetry for (B.18) while thequantum phase rotation {φc → eiαφc, φq → eiβφq} is not; one can show that breaking of classicalphase rotation symmetry is enough to ensure the existence of a Goldstone mode [84]. The latter describesfluctuations in the phase of the order parameter and heavily influences the long-distance properties of
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such systems in low dimensionality. Hence it is natural to derive the action for the Goldstone boson θswitching to a density-phase representation of classical and quantum fields:

φc = √ρeiθ , φq = ζeiθ (B.28)where ρ, ζ are respectively a real and a complex variable. Noting that
∇2φc = eiθ

[
−14ρ− 32 (∇ρ)2 + iρ−

12∇ρ · ∇θ + 12ρ− 12∇2ρ − ρ 12 (∇θ)2 + iρ
12∇2θ] (B.29)

the Keldysh action for the new variables becomes
S =∫

x

{
ζ∗
(
i2ρ− 12∂tρ − ρ 12∂tθ + iKcρ−

12∇ρ · ∇θ − Kc4 ρ−
32 (∇ρ)2

+Kc2 ρ−
12∇2ρ − Kcρ 12 (∇θ)2 + iKcρ

12∇2θ − rcρ 12 + irdρ
12
)+ c.c.

−
[(uc − iud)(ζ∗ρ 32 + ζ|ζ|2ρ 12 ) + c.c.

] + i2(γ + 2udρ)|ζ|2} . (B.30)
To study the physics of the Goldstone boson θ we perform a mean-field approximation over the densities.This is justified by the fact that in the broken phase, where θ is more important, the density fluctuationsare massive and thus expected to be small compared to the ones associated to the phase. In this casewe perform a saddle-point expansion over ρ and ζ :

δS
δρ

∣∣∣∣
ρ0,ζ0 = 0, δSδζ

∣∣∣∣
ρ0,ζ0 = 0 . (B.31)

Since (B.30) is at least linear in ζ , the first equation in (B.31) is satisfied ∀ (ρ0, 0); under this assumptionthe second equation yields
δS
δζ

∣∣∣∣
ρ0,0 = −rc − ird − (uc + iud)ρ0 = 0 (B.32)

that is satisfied when
ρ0 = − rcuc = − rdud . (B.33)

We now go one step further and consider fluctuations up to second order around the mean-field solutionfor ζ = ζ1 + iζ2 and ρ = ρ0 + π . Recalling that (x + δ)α = xα + αxα−1δ + O(δ2) one gets
S '

∫
x

{
ζ2ρ− 12∂tπ − 2ζ1ρ 120 ∂tθ − ζ1ρ− 120 π∂tθ + 2ζ2Kcρ− 120 ∇π ·∇θ

+ζ1Kcρ− 120 ∇2π − 2ζ1Kcρ 120 (∇θ)2 − ζ1Kcρ− 120 π(∇θ)2 + 2ζ2Kcρ 120∇2θ
+ζ2Kcρ− 120 π∇2θ − 2ζ1rcρ 120 − ζ1rcπ− 12 + 2ζ2rdρ 12 −

[2ucζ1ρ 320
+3ucζ1πρ 120 − 2udζ2ρ 320 − 3ζ2πudρ 120

] + i2(γ + 2udρ0)|ζ|2} (B.34)
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Thanks to (B.33), we then obtain

S '
∫

x

{
ζ2ρ− 12∂tπ − 2ζ1ρ 120 ∂tθ − ζ1ρ− 120 π∂tθ + 2ζ2Kcρ− 120 ∇π ·∇θ

+ζ1Kcρ− 120 ∇2π − 2ζ1Kcρ 120 (∇θ)2 − ζ1Kcρ− 120 π(∇θ)2 + 2ζ2Kcρ 120∇2θ
+ζ2Kcρ− 120 π∇2θ + 2(ucζ1 − udζ2)πρ 120 + i2(γ + 2udρ0)|ζ|2} (B.35)

We now consider the long distance and long time properties, and thus neglect all the linear and quadraticterms in the perturbation containing derivatives because they are negligible in the (ω, q)→ (0, 0) limit,where ω and ~q = qû~q are respectively the variable conjugated to t and ~x ; this correspond to thestationary, long-wavelength limit. Under this assumptions,
S ' 2 ∫

x

{
ρ

120 [−ζ1 (∂tθ + Kc(∇θ)2) + ζ2Kc∇2θ − (ucζ1 − udζ2)π] + i(γ + 2udρ0)|ζ|2}=̂S ′(B.36)leading to a partition function
Z = ∫ D [π, θ, ζ1, ζ2]eS ′ = ∫ D [θ, ζ1, ζ2]δ [ucζ1 − udζ2]eiS ′′ = ∫ D [θ, ζ1]eiS ′′′ (B.37)

with
S ′′′ =2∫

x

{
ρ

120
[
−ζ1 (∂tθ + Kc(∇θ)2) + ucKc

ud
ζ1∇2θ] + i(γ + 2udρ0) (1 + u2

c
u2
d

)
ζ21
}

=∫
x
iθ̃
[
∂tθ + Kc(∇θ)2 − ucKc

ud
∇2θ − γ + 2udρ02ρ0

(1 + u2
c
u2
d

)
θ̃
]

=iSKPZ (B.38)
where the response-field θ̃=̇2iρ 120 ζ1 has been introduced and we identify the KPZ action for the phasefield,

SKPZ [θ, θ̃]=̂ ∫
x
θ̃
[
∂tθ − D∇2θ − λ2(∇θ)2 − ∆θ̃] (B.39)

with
ν=̂ucKc

ud
, λ=̂− 2Kc, D=̂γ + 2udρ02ρ0

(1 + u2
c
u2
d

)
. (B.40)



C Schwinger-Keldysh Field Theory for Inhomogeneous Exciton-Polaritons

In this appendix we extend the results presented in App. B to inhomogeneous EP. These inhomo-geneities correspond to realistic effects present in actual experiments, such as confinement, disorder andthermal effects. For any of these cases, we will also analyse how the long-time and -distance mappingto KPZ equation is modified. We will recall some of the results already presented in the main text anddetail the analytical calculations to get them. For the sake of simplicity we focus on the case Kd = 0.The extension to the case Kd 6= 0 presented in the main text is straightforward.
C.1 Exciton-Polariton under an External Potential

The first extension beyond the homogeneous case is the description of a one-body external potential.We start with the deterministic case, i.e. confinement or trapping, and then move to the random one, i.e.consider a disordered system.As discussed in the main text in Chap. 3.1.1, in both cases the Hamiltonian of the problem is modifiedby the additional term
Hext,dis = ∫ d~x [ψ† (~x)Vext,dis(~x)ψ(~x)] (C.1)

that corresponds to a term in the Keldysh action on the contour of the type
Sext,dis = −∫ d~x ∫ ∞

−∞
dt [ψ∗+(x)Vext,dis,+(~x)ψ+(x)− ψ∗−(x)Vext,dis,−(~x)ψ−(x)] . (C.2)

Doing the usual Keldysh rotation (B.17) and assuming a purely classical potential (i.e. a potential thatis the same on both forward and backward contour) we obtain
Sext,dis = − ∫

x
Vext,dis

[
φ∗qφc + φ∗cφq

]
. (C.3)

C.1.1 KPZ mapping in the Deterministic CaseAs introduced in the main text, a confinement potential results in a modification of the semiclassical limit(2.29), that is now an inhomogeneous PDE with an additive noise:
i∂tφc(x) = [−Kc∇2 + rc + Vext(~x) +−rd + (uc − iud)|φc|2]φc(x) + ξ(x) . (C.4)

For the mapping to KPZ equation the effects are more subtle. In the density-phase representation,(C.3) becomes Sint = −2 ∫x Vext(~x)ρ 12 <(ζ), where <(ζ) stands for the real part of ζ . If we now performa mean-field approximation over the densities, the assumption of a uniform density is not anymore asolution and (B.32) turns into (assuming (θ, ρ) ≡ (θ0(~x), ρ0(~x)))
85
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(
iKcρ

− 120 ∇ρ0 · ∇θ0 − Kc4 ρ−
320 (∇ρ0)2 + Kc2 ρ−

120 ∇2ρ0 − Kcρ 120 (∇θ0)2 + iKcρ
120∇2θ0 − rcρ 120 + irdρ

120
)

− (uc − iud)ρ 320 − Vextρ 120 = 0 . (C.5)
We now assume the spatial variation of the mean-field density, ∇ρ0, to be small compared to the homo-geneous mean-field density (B.33) times the typical length-scale introduced by the external potential,i.e.

∇ρ0(~x)udλ−1
Vext
rd

= O(ε), ε � 1 (C.6)
corresponding to the physical assumption that spatial fluctuations in the density are negligible wheneither the uniform density is large or the external potential is very smooth. Under this assumption (C.5)becomes algebraic for ρ0, leading to(

−Kc(∇θ0)2 + iKc∇2θ0 − rc + ird
)
− (uc − iud)ρ 120 − Vext = 0 . (C.7)Requiring both real and imaginary parts to vanish and assuming no cortex cores in the system (i.e. pointswhere the density vanishes) we obtain

ρ0(~x) = −rd + Kc∇2θ0(~x)
ud

(C.8a)
ρ0(~x) = −Vext(~x)− rc − Kc(∇θ0(~x))2

uc
(C.8b)

that is satisfied when
rd + Kc∇2θ0(~x)

ud
= Vext(~x) + rc + Kc(∇θ0(~x))2

uc
. (C.9)

Notice that in the limit in which the spatial variation of the phase plays no role (as in the equilibriumsituation) (C.8) reduces to the well-known Thomas-Fermi approximation where rc plays the role of thechemical potential. However, in the nonequilibrium case θ0(x) must depend at least quadratically on x(otherwise (C.8) is never satisfied).We now look at fluctuations of the densities around the mean-field solution and allow the phase to gaintemporal dependence thanks to these fluctuations:
ζ(x) = ζ1(x) + iζ2(x), ρ(x) = ρ0(~x) + π(x), θ(x) = θ0(~x) + θ1(x). (C.10)To quadratic order, upon forcing the mean-field solutions (C.8), the Keldysh action reads

S =∫
x

{
ζ2ρ− 120 ∂tπ − 2ζ1ρ 120 ∂tθ1 − ζ1ρ− 120 π∂tθ1 + 2ζ2Kcρ− 120 ∇ρ0 · ∇θ + ζ1Kcρ− 120 ∇2ρ0 − ζ1Kcρ− 120 π(∇θ)2

+ζ2Kcρ− 120 π∇2θ − ζ1Vextπρ− 120 − 3ucζ1πρ 120 + 3ζ2πudρ 120 + ζ1rcπρ 120 uc
rc + Vext + Kc(∇θ0)2

−ζ2πρ 120 rdud
rd + Kc∇2θ0 + i2(γ + 2udρ0)|ζ|2} (C.11)
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In the stationary, long-wavelength limit introduced in Section B.2.2 the action reduces to
S =2∫

x

{
ρ

120
[
−ζ1∂tθ1 − Vext2 ρ−10 ζ1π − ucζ1π2

(3− rc
rc + Vext

)+ ζ2Kc∇2θ1 − ζ1Kc(∇θ1)2 + udζ2π
]

+i(γ + 2udρ0)|ζ|2} (C.12)
where

uc
rc + Vext + Kc(∇θ)2 ' uc

rc + Vext

(1− Kc
rc + Vext

(∇θ)2) , ud
rd + Kc∇2θ ' ud

rd

(1− Kc
rd
∇2θ)(C.13)have been used. In the partition function the integration over π results in a Dirac-delta function relating

ζ1 and ζ2. Using this, we end up with a partition function Z = ∫ D [θ1, ζ1]eiS ′ , with
S ′ =2∫

x

{
ρ

120
[
−ζ1∂tθ1 + Kcζ1

ud

(
Vext2 ρ−10 + uc2

(3− rc
rc + Vext

))
∇2θ1 − ζ1Kc(∇θ1)2]

+i(γ + 2udρ0)ζ21
(1 + 1

u2
d

(
Vext2 ρ−10 + uc2

(3− rc
rc + Vext

))2)}
. (C.14)

If we now introduce the response field θ̃ = =̂2iρ 120 ζ1 and let θ1 → θ we obtain
S ′ =∫

x
iθ̃
{[
∂tθ −

Kc
ud

(
Vext2 ρ−10 + uc2

(3− rc
rc + Vext

))
∇2θ + Kc(∇θ)2]

−γ + 2udρ02ρ0
(1 + 1

u2
d

(
Vext2 ρ−10 + uc2

(3− rc
rc + Vext

))2)
θ̃
} = iSKPZ (C.15)

Using the definition (B.39) we can identify the KPZ coefficients in the case of an external spatial-dependent potential,
D(~x)=̂Kc

ud
uc(~x), λ=̂− 2Kc, ∆(~x)=̂γ + 2udρ02ρ0

(1 + 1
u2
d
u2
c(~x)) (C.16)

with
uc(~x) = Vext(~x)2 ρ−10 + uc2

(3− rc
rc + Vext(~x)

)
. (C.17)

We see that in the Vext(~x)→ 0 limit we recover (B.40). The same argument could be used with a generic
Vext(x) adiabatically switched on and off as t → ±∞ respectively.
C.1.2 Random PotentialWe now consider the case in which the potential is random with zero mean and a Gaussian distribution,

P [Vdis] = exp{−12
∫

x,x′
Vdis(x)G−1(x− x′)Vdis(x′)} . (C.18)

The explicit form of G depends on the choice of the second momentum of Vdis; we analyse different casesin the following. The physical observables are obtained by averaging over all the possible realizationsof the disorder,
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〈
O
〉 = ∫ D [φc, φ∗c , φq, φ∗q, Vdis]O(φc, φ∗c , φq, φ∗q)P [Vdis]eiS [Vdis ] . (C.19)

In the following we focus on the implications the random potential has on the KPZ mapping. The effectsof such a potential on the semi-classical limit will also be discussed.
KPZ mapping in presence of a random potential: delta-correlation in time and spaceThe easiest example of random potential is a delta-correlated one in both time and space,〈

Vdis(x)Vdis(x′)〉 = Γδ(x− x′) (C.20)
Its contribution to the averaged partition function is thus

eiSdis =∫ D [Vdis] exp{− ∫
x

[
V 2
dis(x)2Γτ − iVdis(x) (φ∗q(x)φc(x) + φ∗c (x)φq(x))]}

= exp{−Γτ2
∫

x

(
φ∗q(x)φc(x) + φ∗c (x)φq(x))2}=eiSdis,ef f (C.21)

with
Sdis,ef f = iΓτ2

∫
x

[
φ∗2q (x)φ2

c (x) + φ∗2c (x)φ2
q(x) + 2φ∗q(x)φc(x)φ∗c (x)φq(x)] . (C.22)

When passing to a density-phase representation and performing a mean field approximation over densi-ties (mean field equations are the same because terms introduced by disorder are at least linear in thequantum field) we obtain, for the fluctuations around the mean-field solution of the density (B.33)
Sdis,ef f = iΓτ2

∫
x

[(
ζ21 − 2iζ1ζ2− ζ22) (ρ0 + π) + c.c.+ 2(ζ21 + ζ22) (ρ0 + π)] = 2iγτ ∫

x
(ρ0 + π) ζ21 .(C.23)Keeping only terms up to second order,

Sdis,ef f = 2iγτ ∫
x
ρ0ζ21 (C.24)

The delta-delta correlated random potential thus turns into a modification of the white noise in the KPZmapping (B.40),
D → Ddis = D + γτ2 . (C.25)

We see that in the case in which the disorder is delta correlated, the effect on the KPZ mapping is justa shift in the noise correlator. The model should still fall in the KPZ universality class.
KPZ mapping in the presence of a random potential: general space-time correlationWe now relax the delta conditions on the correlations,〈

Vdis(x)Vdis(x′)〉 = G(x, x′) (C.26)
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which implies
eiSdis =∫ D [Vdis] exp{∫

x,x′

[
Vdis(x)G−1(x, x′)Vdis(x′)− iVdis(x′) (φ∗q(x′)φc(x′) + φ∗c (x′)φq(x′)) δ(x− x′)]}

= exp{−12
∫

x,x′

[(
φ∗q(x)φc(x) + φ∗c (x)φq(x))G(x, x′) (φ∗q(x′)φc(x′) + φ∗c (x′)φq(x′))]}

=eiSdis,ef f (C.27)
with

Sdis,ef f = i2
∫

x,x′

[(
φ∗q(x)φc(x) + φ∗c (x)φq(x))G(x, x′) (φ∗q(x′)φc(x′) + φ∗c (x′)φq(x′))] . (C.28)

When passing to a density-phase representation this new term does not affect the mean-field equationsfor the densities, because is again at least linear in φq; in terms of fluctuations over the mean-fieldsolution up to second order, we’ll have
Sdis,ef f =iρ0

∫
x,x′
G(x, x′) {[ζ1(x) + iζ2(x)] [ζ1(x′)− iζ2(x′)] + 12 [(ζ1(x) + iζ2(x)) (ζ1(x′) + iζ2(x′))]

+ (ζ1(x)− iζ2(x)) (ζ1(x′)− iζ2(x′))}=2iρ0
∫

x,x′
ζ1(x)G(x, x′)ζ1(x′) . (C.29)

Introducing the response-field θ̃(x) = 2iρ 120 ζ1(x), this can be rewritten as
Sdis,ef f = − i2

∫
x
θ̃(x) ∫

x′
G(x, x′)θ̃(x′) (C.30)

which implies a modification of the white noise in the KPZ mapping (B.40) of the type
Dθ̃(x)→ Ddisθ̃(x) = Dθ̃(x) + 12

∫
x′
G(x, x′)θ̃(x′) (C.31)

A non-delta correlation in the disorder potential thus introduces a memory-kernel in the noise. Thismemory kernel, as discussed in the main text, could in principle affect the universal properties of the sys-tem. Indeed, while for short range enough spatial correlation the model still fall in the KPZ universalityclass [86, 87], this is no longer the case for long range spatial correlations.
Semi-classical limit in the presence of a random potentialThe more interesting case for the semi-classical limit in an external random potential is the one-dimensional case where the quartic vertices arising in the disorder averaged Keldysh action are relevantin the long distance regime (see App. B). We will treat this contribution separately from the existingone and then merge the two.It is interesting and useful to treat the very general case, with finite correlations in both time and space:〈

Vdis(x)Vdis(x′)〉 = G(x, x′) (C.32)which leads to a disorder-averaged contribution to the partition function of the type
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eiSdis = exp{− ∫
x,x′

12 [(φ∗q(x)φc(x) + φ∗c (x)φq(x))G(x, x′) (φ∗q(x′)φc(x′) + φ∗c (x′)φq(x′))]}
=̂ exp{− ∫

x,x′

12ρ(x)G(x, x′)ρ(x′)} (C.33)
with ρ(x)=̂φ∗q(x)φc(x) + φ∗c (x)φq(x). We now introduce the identity

1 = ∫ D [χ ] exp{−∫
x,x′

12χ (x)G−1(x, x′)χ (x′)} (C.34)
where ∫ dydτ G−1(x, y, t, τ)G(y, x ′, τ, t′) = δ(x − x′) ∀t and G−1(x, x′) has a positive real part; afterdoing the shift

χ (x)→ χ (x) + i
∫
y,τ
G(x, y, t, τ)ρ(y, τ) (C.35)

and plugging the unity inside (C.33) we get
eiSdis =∫ D [χ ] exp{− ∫

x,x′

12χ (x)G−1(x, x′)χ (x′)− i ∫
x
ρ(x)χ (x)}

=∫ D [χ ] exp{− ∫
x,x′

12χ (x)G−1(x, x′)χ (x′)− i ∫
x
χ (x) [φ∗q(x)φc(x) + φ∗c (x)φq(x)]} (C.36)

where we required G(x, x′) = G(x′, x). Integrating out the quantum fields in the partition function andusing the usual properties of Dirac’s delta, the Langevin equation for the real part of φc(the one for theimaginary part comes straightforwardly) under this conditions reads
i∂tφc = [−Kc∇2 + rc − ird + (uc − iud)|φc|2 + χ

]
φc + ξ (C.37)where ξ and χ are normally distributed random variables with correlations〈

ξ(x)ξ∗(x′)〉 = (γ + 2ud|φc|2)δ(x− x′), 〈
χ (x)χ (x′)〉 = G(x, x′) (C.38)where we used the fact that if X is a random-variable with normal distribution N (0, σ 2) than aX is againa normally distributed random variable with distribution N (0, a2σ 2). We now introduce ζ = ξ + χ ′ with

χ ′(x) = φc(x)χ (x) and〈
χ ′(x)χ ′∗(x′)〉 = φc(x) 〈χ (x)χ (x′)〉φ∗c (x′) = φc(x)G(x, x′)φ∗c (x′) . (C.39)The distribution of ζ is then N (0, V ar(ξ) +Var(χ ′)) thanks to properties of Gaussian random variables.Equation (C.37) becomes
i∂tφc = [−Kc∇2 + rc − ird + (uc − iud)|φc|2]φc + ζ (C.40)

with 〈ζ(x)ζ∗(x′)〉 = γδ(x−x′)+φc(x) [2udδ(x− x′) + G(x, x′)]φ∗c (x′). We see that the Hubbard-Stratonovichfield χ takes exactly the place Vdis would have taken if we had treated it as a deterministic potential,
i.e. without averaging over its distribution. Indeed we still have in principle to take the average overthe distribution of χ in the partition function, (C.36). This is because after averaging, a non-linear term
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arises, which has to be made linear again via the introduction of the Hubbard-Stratonovich field in orderto be able to take the semi-classical limit as we did in Chap. B. Hence we are not able to include theeffect of the disorder in the semi-classical picture in a non-trivial way using this formalism. It would beinteresting to formalize the semi-classical limit in a different way in order not to be forced to have alinear action in the fields φ(∗)

q . Due to the triviality of this results we did not reported it in the main text.

C.2 Adding the phonon’s contribution

In order to describe experimental setups it is important to include thermal fluctuations and thus thermallyactivated phonons pf the bulk of the semiconductor material. We will restrict the procedure to acousticphonons. To model their interaction with the EP system we will use the Frölich Hamiltonian:

Hph =∑
~q

{
ω~qb̂

†
~q b̂~q + ∫

k

[
G~qb̂~qâ† (k + qx )â(k ) + G∗~qb̂

†
~q â(k + qx )â† (k )]} (C.41)

with â(† )(k ) = ∫
x ψ̂

(† )(x)e−ikx field operators in the one-dimensional EP system; here b̂(† )
~q is the anni-hilation (creation) field operator in momentum space for the phonon bath (assumed three-dimensional).For our purpose, it is better to switch to real space for the EP fields and to normal-order the resultingHamiltonian, leading to

Hph =∑
~q

{
ω~qb̂

†
~q b̂~q + ∫

x

[
G−qx ,qy,qz b̂−qx ,qy,qz + G∗~qb̂

†
~q

]
e−iqxx ψ̂† (x)ψ̂(x)} + cst (C.42)

where the constant term arises from the normal ordering procedure and will be neglected. Switching toa coherent state representation we obtain

Hph =∑
~q

{
ω~qb∗~qb~q + ∫

x

[
G−qx ,qy,qzb−qx ,qy,qz + G∗~qb∗~q

]
e−iqxxψ∗(x)ψ(x)} . (C.43)
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If we now go to the Keldysh contour, we get an action of the type

Sph =∑
~q

∫t,t′ (b∗~q,+(t), b∗~q,−(t))(Γ++
~q (t, t′) Γ+−

~q (t, t′)Γ−+
~q (t, t′) Γ−−~q (t, t′)

)−1(
b~q,+(t)
b~q,−(t))

+ ∫
x
b~q,+(t) [G~qeiqxxψ∗+(x)ψ+(x)] + b∗~q,+(t) [G∗~qe−iqxxψ∗+(x)ψ+(x)]

−("-" contour)}
=∑

~q

∫t,t′ (b∗~q,+(t), b∗~q,−(t))(Γ++
~q (t, t′) Γ+−

~q (t, t′)Γ−+
~q (t, t′) Γ−−~q (t, t′)

)−1(
b~q,+(t)
b~q,−(t))

+ ∫
x

[(
b∗~q,+(t), b∗~q,−(t))( G∗~qe−iqxxψ∗+(x)ψ+(x)

−G∗~qe−iqxxψ∗−(x)ψ−(x)
)

+ (
b~q,+(t)
b~q,−(t)) (G~qeiqxxψ∗+(x)ψ+(x), −G~qeiqxxψ∗−(x)ψ−(x))]}

=̂∑
~q

∫t,t′ (b∗~q,+(t), b∗~q,−(t))(Γ++
~q (t, t′) Γ+−

~q (t, t′)Γ−+
~q (t, t′) Γ−−~q (t, t′)

)−1(
b~q,+(t)
b~q,−(t))

+ ∫
x

[
G∗~qe−iqxx

(
b∗~q,+(t), b∗~q,−(t))( Φ+(x)

−Φ−(x)) + G~qeiqxx
(
b~q,+(t)
b~q,−(t)) (Φ+(x), −Φ−(x))]} , (C.44)

where [133, 134, 84]
Γ+−
~q (t, t′) =− in(ω~q)e−iω~q(t−t′) , Γ−+

~q (t, t′) =− i (n(ω~q) + 1) e−iω~q(t−t′)Γ++
~q (t, t′) =θ(t − t′)Γ−+

~q (t, t′) + θ(t′ − t)Γ+−
~q (t, t′) , Γ−−~q (t, t′) =θ(t′ − t)Γ−+

~q (t, t′) + θ(t − t′)Γ+−
~q (t, t′)(C.45)

with n(ω~q) the average occupation number for the phononic mode ~q in the bath assumed at thermalequilibrium as t → −∞, and we defined Φ(x) = ψ∗(x)ψ(x). This action is quadratic in the phonon-bathfields and we can integrate them out in the partition function, leading to an effective action looking like
Sph,ef f =−∑

~q
|G~q|2

∫
x,x′
eiqx (x−x ′) (Φ+(x), −Φ−(x)) (Γ++

~q (t, t′) Γ+−
~q (t, t′)Γ−+

~q (t, t′) Γ−−~q (t, t′)
)( Φ+(x′)
−Φ−(x′))

=−∑
~q
|G~q|2

∫
x,x′
eiqx (x−x ′)Φ̂t(x)Γ̂~q(t, t′)Φ̂(x′), (C.46)

with Φ̂(x) = ( Φ+(x)
−Φ−(x)) , Γ̂~q(t, t′) = (Γ++

~q (t, t′) Γ+−
~q (t, t′)Γ−+

~q (t, t′) Γ−−~q (t, t′)
)
. (C.47)

This action is in principle quartic in the classical and quantum Keldysh fields φc, φq. In order to treatits semi-classical limit we are interested in getting rid of all the non-linear terms in φq.
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C.2.1 Full time dependenceWe now try to directly decouple the effective quartic interactions stemming out from (C.46); before doingthat it is important to understand the physical role of each of the term. To do so we perform Keldyshrotation

Φ+(x) = 12 (φ∗c + φ∗q
) (
φc + φq

)
, Φ−(x) = 12 (φ∗c − φ∗q) (φc − φq) . (C.48)We see that four kind of vertices arise from (C.46):

• Quartic and cubic terms in φq: we neglect them because they are irrelevant in the semi-classicallimit for both three and one dimensional systems.• Quadratic terms in φq: we keep them and try to decouple them in order to easily get an associatedLangevin-like equation for φc in the semi-classical limit.• Linear terms in φq: we keep them and they give a coherent contribution to the Keldysh action.• 0-th order terms in φq: we should keep them in the semi-classical limit according to a power-counting argument but we expect them to vanish because of the probability-conservation constraint
S(φc, 0) = 0; indeed this is the case because Γ++ + Γ−− − Γ−+ − Γ+− = 0, as one could easilycheck from the discrete formulation of (C.45).

For the linear part we get, after some simple algebra,
Sl =14∑

~q
|G~q|2

∫
x,x′

(
φ∗q(x)φc(x)φ∗c (x′)φc(x′) + φq(x)φ∗c (x)φc(x′)φ∗c (x′)) {eiqx (x−x ′) [Γ++

~q (t, t′)
+Γ−+

~q (t, t′)− Γ+−
~q (t, t′)− Γ−−~q (t, t′)] + e−iqx (x−x ′) [Γ++

~q (t′, t)− Γ−+
~q (t′, t) + Γ+−

~q (t′, t)− Γ−−~q (t′, t)]} .(C.49)Using the definitions (C.45), Eq. (C.49) reduces to
Sl = i4∑

~q
|G~q|2

∫
x,x′

(
φ∗q(x)φc(x)φ∗c (x′)φc(x′) + φq(x)φ∗c (x)φc(x′)φ∗c (x′)) [eiqx (x−x ′)−iω~q(t′−t)

−e−iqx (x−x ′)+iω~q(t′−t)] [θ(t − t′)− θ(t′ − t) + 1] . (C.50)
For the quadratic terms in φq, φ∗q we get a more involved contribution,
Sb =− 14∑

~q
|G~q|2

∫
x,x′
φ∗q(x)φq(x) {eiqx (x−x ′) [Γ++

~q (t, t′) + Γ−−~q (t, t′) + Γ+−
~q (t, t′) + Γ−+

~q (t, t′)]
+ e−iqx (x−x ′) [Γ++

~q (t′, t) + Γ−−~q (t′, t) + Γ+−
~q (t′, t) + Γ−+

~q (t′, t)]}φ∗c (x′)φc(x′) + eiqx (x−x ′) [Γ++
~q (t, t′)

+Γ−−~q (t, t′)− Γ+−
~q (t, t′)− Γ−+

~q (t, t′)] (φ∗q(x)φc(x), φ∗c (x)φq(x)) (1 11 1)(φ∗q(x′)φc(x′)φ∗c (x′)φq(x′)
)

=i∑
~q
|G~q|2 (2n(ω~q) + 1) ∫

x
φ∗q(x)φq(x) ∫

x′
cos (qx (x − x ′)− ω~q(t − t′))φ∗c (x′)φc(x′). (C.51)
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Using a simple Hubbard-Stratonovich transformation, one can see that this term gives rise to a multi-plicative Gaussian noise of the type

P[ξ ] = exp{−12
∫

x,x′
ξ∗(x)M−1(x− x′)ξ(x′)} (C.52)〈

ξ∗(x)ξ(x′)〉 = 2∑
~q
|G~q|2 (2n(ω~q) + 1) ∫

x ′′,t′′
cos (qx (x − x ′′)− ω~q(t − t′′))φ∗c (x ′′, t′′)φc(x ′′, t′′)δ(x− x′)

(C.53)with
M−1(x− x′)M(x− x′) = δ(x− x′) (C.54)and

M(x− x′) = 2∑
~q
|G~q|2 (2n(ω~q) + 1) ∫

x ′′,t′′
cos (qx (x − x ′′)− ω~q(t − t′′))φ∗c (x ′′, t′′)φc(x ′′, t′′)δ(x− x′) .

(C.55)The same type of noise was derived by Savenko et al. [90]. This result holds for a general bath inthermal equilibrium. In the following we focus on the case in which the time-scales of the bath and ofthe systems are decoupled, and no back-action of the system on the bath is present.
C.2.2 Markovian approximationWe now take the limit of densely lying phononic modes centred around some typical frequency ω0 witha bandwidth θ and then switch to a continuum notation; for the sake of simplicity we assume the phononbath to be 1D and acoustic,∑

qx
|Gqx |2eiqx (x−x ′) →

∫ ω0+θ
ω0−θ

12π ν(ω)|G(ω)|2ei ωu (x−x ′) (C.56)
where ν(ω) is the phononic density of state and u is the sound velocity inside the bath; generalization tohigher dimensional baths with more complicated dispersion relation can be done. We furthermore takeadvantages of the form of the bosonic propagator Γ(t, t′) ≡ Γ(t − t′) and assume that the evolution inthe system is much slower than both the evolution in the bath and its autocorrelation, i.e. ωsys � ω0, θ.This assumption is the analogue of a Markov approximation and leads to an effective action local intime. In the evaluation of tadpole graph however this locality can produce some ambiguities and thus weshould keep in mind the real nature of the non-local action [84]. For this purpose we indicate t′ = t ± τas t ± δ . We then focus on each of the four terms in Γ separately:• Γ+−

− i
∫

x,x ′,τ
Φ+(x)Φ−(x ′, t − δ) ∫ ω0+θ

ω0−θ
12π ν(ω)|G(ω)|2n(ω)ei ωu (x−x ′)e−iωτ = −i∫

x,x ′
Φ+(x)Φ−(x ′, t − δ)

×
∫ ω0+θ
ω0−θ

12π ν(ω)|G(ω)|2n(ω)ei ωu (x−x ′)δ(ω) ' −iν(ω0)n(ω0)|G(ω0)|2 ∫
x,x ′

ei
ω0
u (x−x ′)Φ+(x)Φ−(x ′, t − δ)(C.57)where in the last passage we took the θ → ∞ limit.
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• Γ−+Using a similar argument for Γ−+,

− i
∫

x,x ′,τ
Φ−(x)Φ+(x ′, t − δ) ∫ ω0+θ

ω0−θ
12π ν(ω)|G(ω)|2 [n(ω) + 1] ei ωu (x−x ′)e−iωτ

' −iν(ω0) [n(ω0) + 1] |G(ω0)|2 ∫
x,x ′

ei
ω0
u (x−x ′)Φ−(x)Φ+(x ′, t − δ) (C.58)

• Γ++
i
∫

x,x ′,τ
Φ+(x)Φ+(x ′, t − δ) ∫ ω0+θ

ω0−θ
12π ν(ω)|G(ω)|2ei ωu (x−x ′) {θ(τ) [n(ω) + 1] + θ(−τ)n(ω)} e−iωτ(C.59)Now,∫

τ
θ(τ) ∫ ω0+θ

ω0−θ
12π [n(ω) + 1] e−iωτ = lim

ε→0
∫ ω0+θ
ω0−θ

12π [n(ω) + 1] ∫ ∞0 dτ e−ετe−iωτ

= lim
ε→0

∫ ω0+θ
ω0−θ

12π [n(ω) + 1] { ε
ε2 + ω − i

ω
ε2 + ω

} = ∫ ω0+θ
ω0−θ

12π [n(ω) + 1] {πδ(ω)− iP 1
ω

}
(C.60)

where we used the definition
θ(x) = {limε→0 e−εx if x ≥ 00 if x < 0 . (C.61)

A similar result comes from the θ(−τ) term apart from Φ+(x ′, t − δ) → Φ+(x ′, t + δ) due to thepresence of −τ in the Heaviside’s theta function. Hence, taking the θ → ∞ limit, (C.59) becomes
' i2ν(ω0)|G(ω0)|2 ∫

x,x ′
ei

ω
u (x−x ′)Φ+(x) {[n(ω0) + 1] Φ+(x ′, t − δ) + n(ω0)Φ+(x ′, t + δ)} , (C.62)

where we neglected the principal values. This term, usually referred to as "Lamb shift", gives acontribution to the coherent dynamics of the system of the same physical nature as the dissipativeone but it typically renormalizes the Hamiltonian coefficients in a sub-dominant way [84].
• Γ−−Using a similar argument for Γ−−,

i
∫

x,x ′,τ
Φ−(x)Φ−(x ′, t − δ) ∫ ω0+θ

ω0−θ
12π ν(ω)|G(ω)|2ei ωu (x−x ′) {θ(−τ) [n(ω) + 1] + θ(τ)n(ω)} e−iωτ

' i2ν(ω0)|G(ω0)|2 ∫
x,x ′

ei
ω0
u (x−x ′)Φ+(x) {[n(ω0) + 1] Φ+(x ′, t + δ) + n(ω0)Φ+(x ′, t − δ)} . (C.63)

Putting all the terms together and neglecting the regularization prescription ±δ we get
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Sph,ef f =− iν(ω0)|G(ω0)|2 ∫
x,x ′

ei
ω0
u (x−x ′){(n(ω0) + 1) [Φ−(x)Φ+(x ′, t)− 12 (Φ+(x)Φ+(x ′, t)

+Φ−(x)Φ−(x ′, t))] + n(ω0) [Φ+(x)Φ−(x ′, t)− 12 (Φ+(x)Φ+(x ′, t) + Φ−(x)Φ−(x ′, t))]}
=iν(ω0)|G(ω0)|2 ∫

x,x ′
ei

ω0
u (x−x ′) (Φ+(x), −Φ−(x)) (n(ω0) + 12 n(ω0)

n(ω0) + 1 n(ω0) + 12
)( Φ+(x ′, t)
−Φ−(x ′, t)) . (C.64)

We now perform the usual Keldysh rotation and, following the same argument as in Chap. C.2.1, wetreat separately the linear and quadratic contributions in φq, and neglect higher order vertices. For thelinear part we get, after substituting the set of Markovian Γs in (C.49),
Sl,mk = i4ν(ω0)|G(ω0)|2 ∫

x,x ′

[
φ∗q(x)φc(x)φ∗c (x ′, t)φc(x ′, t) + φq(x)φ∗c (x)φc(x ′, t)φ∗c (x ′, t)]

×
(
ei

ω0
u (x−x ′) − e−i ω0

u (x−x ′))
= i2ν(ω0)|G(ω0)|2 ∫

x,x ′

[
φ∗q(x)φc(x)φ∗c (x ′, t)φc(x ′, t) + φq(x)φ∗c (x)φc(x ′, t)φ∗c (x ′, t)] sin (ω0

u (x − x ′)) .(C.65)We do the same for the quadratic term (C.51), getting
Sb,mk = i2ν(ω0)|G(ω0)|2 (2n(ω0) + 1) ∫

x,x ′
φ∗q(x)φq(x)φ∗c (x ′, t)φc(x ′, t) (ei ω0

u (x−x ′) + e−i
ω0
u (x−x ′))

=iν(ω0)|G(ω0)|2 (2n(ω0) + 1) ∫
x,x ′

φ∗q(x)φq(x)φ∗c (x ′, t)φc(x ′, t) cos (ω0
u (x − x ′)) . (C.66)

Decoupling this term, gives rise to a multiplicative white noise of the type
P[ξ ] = exp{−12

∫
x,x′
ξ∗(x)M−1(x− x′)ξ(x′)} (C.67)〈

ξ∗q(x)ξq(x′)〉 = 2ν(ω0)|G(ω0)|2 (2n(ω0) + 1) ∫
x ′′

cos (ω0
u (x − x ′′))φ∗c (x ′′, t)φc(x ′′, t)δ(x− x′) (C.68)

with
M−1(x− x′)M(x− x′) = δ(x− x′) (C.69)and

M(x− x′) = 2ν(ω0)|G(ω0)|2 (2n(ω0) + 1) ∫
x ′′

cos (ω0
u (x − x ′′))φ∗c (x ′′, t)φc(x ′′, t)δ(x− x′) . (C.70)

The effective contribution to the EP dynamics coming from the Markovian phonon bath is thus
Smk = Sl,mk + Sb,mk , (C.71)as presented in the main text.



D About Cumulant Expansions and Complex Exponentials

The purpose of this appendix is to write a cumulant expansion for the exponential of the phase-phasecorrelators at different space and times. The usual method to extract momenta of a random variable χstarting from its moment-generating function 〈etχ〉 id to write
〈etχ〉 = 1 + t〈χ〉+ t22 〈χ2〉+ O(〈χ3〉) ' et〈χ〉+ t22 〈χ2〉

→ log (〈eχ〉) ' t〈χ〉+ t22 〈χ2〉 . (D.1)
This method turns out to be difficult to use in our case. The first problem is the complex nature of theargument, which implies that any general ratio of g1(x, t) = 〈ψ∗(0, 0)ψ(x, t)〉 ' ρ0〈exp (i∆θ(x, t))〉 =
ρ0g̃1(x, t) is in principle a complex function. The logarithm of such ratios cannot be taken naively as wedo in the real case. The other difficulty comes from the fact that the random variable ∆θ is not centred.It is value is indeed expected to behave as

∆θ(x, t) ' v∞t + (Γt)βχ (D.2)with β < 1. Extracting the v∞ parameter can be done by noting that
〈∆θ(x, t)〉 = arg (g̃1(x, t))→ lim

t→∞

arg (g̃1(x, t))
t = v∞ (D.3)

Another useful quantity out of g̃1 is its squared modulus. Indeed
|g1(x, t)|2 =( ∞∑

k=0
ik
k !〈∆θ(x, t)k〉)( ∞∑

`=0
(−1)` i`
`! 〈∆θ(x, t)`〉) = ∞∑

k=0
k∑
`=0

(−1)k−`
`!(k − `)! ik〈∆θ(x, t)`〉〈∆θ(x, t)k−`〉

=1− 〈∆θ(x, t)2〉+ 〈∆θ(x, t)〉2 + 112〈∆θ(x, t)4〉 − 13〈∆θ(x, t)〉〈∆θ(x, t)3〉+ 14〈∆θ(x, t)2〉2
− 1360〈∆θ(x, t)6〉+ 160〈∆θ(x, t)〉〈∆θ(x, t)5〉 − 124〈∆θ(x, t)2〉〈∆θ(x, t)4〉+ 136〈∆θ(x, t)3〉2+ O(〈∆θ(x, t)8〉)

' exp(−〈∆θ(x, t)2〉+ 〈∆θ(x, t)〉2) = exp(−Var∆θ(x, t)) ∼ exp(−(Γt)2βVar(χ )) (D.4)
where ∑∞i=0 ai ·∑∞k=0 bk = ∑∞n=0∑∞m=0 ambn−m has been used. We then expect

− log(|g1(x, t)|2) ∼ (Γt)2βVar(χ ) (D.5)This quantity is the one we determined in numerical simulations. Such observable could be in principlea good starting point for getting the variance of χ , which is a known quantity. Indeed,
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− lim
t→∞

log(|g1(x, t)|2)(Γt)2β = Var(χ ) (D.6)
The microscopic parameter Γ can thus in principle be extracted from the fit of the re-scaled function
g̃1 with the theoretical scaling function g(y). Accessing higher order momenta starting from just thetwo-point function g̃1 is very difficult in practice. The only quantity that seems accessible is the varianceof χ .



E Non-Perturbative Renormalization Group and its Application to KPZ
Equation

In this Appendix we will introduce the Non Perturbative Renormalization Group (NPRG) techniquein a slightly more technical way than in the main text. After a general basic introduction we will see howto apply this formalism to KPZ equation and how to recover perturbative results with a simple ansatz.We will then give some example of NPRG calculations for the pure KPZ equation. These are useful inthe next chapter, where new calculations for the broken GI case are performed.
E.1 NPRG as Generalization of Momentum-Shell RG

Non-perturbative Renormalization Group (NPRG) is a smart generalization of the Wilson’s momentum-shell RG, in which fluctuations linked to higher momenta are subsequently integrated out in order toobtain the long range effective behaviour of the system (see [135, 136]). In the Wilson’s idea however, themomentum shell is finite or equivalently the cut-off of the momentum integration is sharp. The NPRGidea, introduced by Polchinski in [19], consists in introducing a smooth cut-off function which allows tofollow the entire RG flow and not just to focus on a finite momentum shell. In order to smoothly integrateout high-energy fluctuations while going towards the infrared, we introduce an effective mass in thetheory which has the role of freezing out low-energy modes in the integration:
∆Sκ = 12

∫
q
hi(−q)[Rκ (q)]ijhj (q) . (E.1)

The quantity κ is the physical momentum scale at which we are looking at the system. The regulator
Rκ must satisfy the following limits:

• q2 � κ2We want the fast modes to be easily integrated by the flow, and thus have no additional mass:
Rκ (q)→ 0 (E.2a)

• q2 � κ2We want the slow modes to be frozen, and thus have a large mass:
Rκ (q)→ κ2 (E.2b)

• κ → Λ2At the microscopic level we want to recover the mean field (MF) description where no fluctuationshave been integrated yet, i.e. all the modes are frozen:
Rκ (q)→∞ (E.2c)
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• κ → 0 The more we integrate out fluctuations, the more we want the regulator to play no rolesuch that the true effective action of the model is recovered:

Rκ (q)→ 0 (E.2d)
Note that (E.2a) and (E.2b) ensure the fast and slow modes of the theory to be decoupled during theNPRG flow. It is important for the matrix Rκ to respect the symmetries of the problem, especially onceapproximations are performed. With such a regulator the generating functional of the correlation function,
Z , becomes scale dependent,

Zκ [j , j̃ ] ≡ eWκ [j ,̃j ] = ∫ D [h, ih̃] exp{−S [h, h̃]− ∆Sκ + ∫
x

(
jh+ j̃ h̃

)}
. (E.3)

Taking the derivative with respect to the scale, we get that the of Zκ with respect to k is given by
∂κeWκ [j ,̃j ] = −∂κ〈∆Sκ [h, h̃]〉 = −12

∫
q
∂κ [Rκ (q)]ij〈hi(−q)hj (q)〉 (E.4)

where we used the explicit form of the regulator (E.1); here
〈h1 . . . hnh̃n+1h̃n+m〉 = δn+mZκ

δj1 . . . δjnδj̃n+1δj̃n+m = δn+meWκ

δj1 . . . δjnδj̃n+1δj̃n+m (E.5)
with the argument of the k−th field being (xk ). Thus
∂κeWk [j ,̃j ] = −12

∫
q
∂κ [Rκ ]ij δδJi δδJj eWκ [j ,̃j ] = −12

∫
q
∂κ [Rκ ]ijeWκ [j ,̃j ] [ δ2

δJiδJj
Wκ [j , j̃ ] + δ

δJi
Wκ [j , j̃ ] δδJjWκ [j , j̃ ]](E.6)

with Jt = (j , j̃). Recalling that ∂κeWκ [j ,̃j ] = (∂κWκ [j , j̃ ])eWκ [j ,̃j ] we thus obtain for the evolution equationfor Wκ

∂κWκ [j , j̃ ] =− 12
∫

q
∂κ [Rκ ]ij [ δ2

δJiδJj
Wκ [j , j̃ ] + δ

δJi
Wκ [j , j̃ ] δδJjWκ [j , j̃ ]]

=− 12
∫

q
∂κ [Rκ ]ij [[W (2)

κ ]ij + φiφj
] (E.7)

with
[W (2)

κ ]ij = δ2Wκ
δJiδJj

, φi = δWκ
δJi

. (E.8)
E.1.1 Effective average action and the Wetterich equationWe now perform a Legendre transform in order to switch to the description of the system in terms of theaverage fields φ rather than the sources Ji,

Γk [φ, φ̃] +Wk [j , j̃ ] = ∫
x
jiφi −

12
∫

x
φi[Rk ]ijφj . (E.9)
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The regulator term is added to the Legendre transform in order to recover (E.2c) and (E.2d),

Γκ κ→Λ→ S , Γκ κ→0→ Γ. (E.10)Equation (E.9) implies
Jl(q1) = δΓκ

δφl(q1) + 12 ([Rκ (q1)]ljφj (−q1) + φi(q1)[Rκ (q1)]il) . (E.11)
Taking the k-derivative of (E.9) we get

∂κΓκ [φ, φ̃] + ∂κWκ [j , j̃ ] = ∫
q
ji∂κφi −

12
∫

q
φiφj∂κ [Rκ ]ij − ∫

q
[Rκ ]ijφj∂κφi (E.12)

recalling that everything is taken at constant J . Using (E.7),
∂κΓκ [φ, φ̃] =12

∫
q
∂κ [Rκ ]ij [[W (2)

κ ]ij + φiφj
] + ∫

q
ji∂κφi −

12
∫

q
φiφj∂κ [Rκ ]ij − ∫

q
[Rκ ]ijφj∂κφi

=12
∫

q
∂κ [Rκ ]ij [W (2)

κ ]ij + ∫
q
ji∂κφi −

∫
q
[Rκ ]ijφj∂κφi . (E.13)

All the previous derivatives evaluated at constant-source will now be evaluated at constant-field:
∂κ ◦ |J = ∂κ ◦ |φi + ∫ ∂κφi|J

δ
δφi
◦ . (E.14)

This leads to
∂κΓκ [φ, φ̃] =12

∫
q
∂κ [Rκ ]ij [W (2)

κ ]ij + ∫
q
ji∂κφi −

∫
q
[Rκ ]ijφj∂κφi − ∫

q
∂κφi|J

δ
δφi

Γκ [φ, φ̃]
=12

∫
q
∂κ [Rκ ]ij [W (2)

κ ]ij (E.15)
where in the last passage we used (E.11). It is interesting to express [W (2)

κ ]ij in terms of [Γ(2)
κ ]ij in orderto get a closed expression for the evolution of Γ. To do so we exploit the properties of functional delta.From (E.9) we can see indeed that

δ(x− x1) = δ2Wκ
δJi(x)δφi(x1) = ∫

x2
δ2Wκ

δJi(x)δJl(x2) δJl(x2)
δφi(x1)

= ∫
x2

δ2Wκ
δJi(x)δJl(x2)

[
δ2Γ

δφi(x1)δφl(x2) + [Rκ (x1 − x2)]il] . (E.16)
We conclude that, in an operatorial way,

W (2)
κ ≡ Gκ = (Γ(2)

κ + Rκ
)−1

. (E.17)
This relation leads to the evolution equation for Γκ ,
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∂κΓκ [φ, φ̃] = 12
∫

q
∂κ [Rκ ]ij ([Γ(2)

κ ] + [Rκ ])−1
ij

= 12Tr [∂κRκ (Γ(2)
κ + Rκ

)−1] (E.18)
where the trace is over both indices and internal variables. We thus have

∂κΓκ = 12Tr ∫
q
(∂κRκ )Gκ (E.19a)

> (E.19b)which is the Wetterich’s equation [20]. Equation (E.19b) is the diagrammatic representation of theWetterich equation, which will be useful in the next chapter. The cross element is the κ-derivative ofthe regulator, ∂κRκ . For the following, it is important to compute the flow of the two and three pointfunctions by iteratively differentiating (E.19) with respect to the desired combination of φ, φ̃. Recallingthat
δGκ [φ(q)]
δφ(q1) = δ

δφ(q1) (Γ(2)
κ (q) + Rκ (q))−1 = − ∫

q2,q3 W
(2)
κ (q3) (δΓ(2)

κ (q2)
δφ(q1)

)
W (2)
κ (q) , (E.20)

we obtain
∂κ [Γ(2)

κ ]i,j (p) = 12Tr {∂κRκ (q)Gκ (q) [−Γ(4)
κ,ij (p, −p, q) + Γ(3)

κ,i(p, q)Gκ (p+q)Γ(3)
κ,j (−p, p + q)]Gκ (q)}(E.21a)

>>

> >

>>

>> > (E.21b)and
∂κ [Γ(3)

κ ]i,j ,k (p1, p2) = 12Tr {∂κRκ (q)Gκ (q) [−Γ(5)
κ,ijk (p1, p2, −p1 − p2, q)

+Γ(4)
κ,ij (p1, p2, q)Gκ (p1 + p2 + q)Γ(3)

κ,k (−p1 − p2, p1 + p2 + q)
−Γ(3)

κ,i(p1, q)Gκ (p1 + q)Γ(3)
κ,j (p2, p1 + q)Gκ (p1 + p2 + q)Γ(3)

κ,k (−p1 − p2, p1 + p2 + q)]Gκ (q)} (E.22a)

>>

> >>

>>

>

>

>
> >

>>

>>
>

>

(E.22b)
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with Γ(n+2)

κ,1...n(q, p1, . . . , pn) = δnΓ(2)(q)
δφ1(p1) . . . δφn(pn) , (E.23)

for the two and three point functions respectively. Here and henceforth the trace operation also includesall non-trivial permutations of the external momenta and frequencies. As a general property, we seethat (E.19),(E.21) and (E.22) link the RG evolution of Γ(n)
κ to Γ(n+2)

κ . At the analytical level a lot of efforthas been spent in the last years in order to find controlled approximation schemes able to close thishierarchy. One of such schemes is the BMW method, proposed in the early 2000s by Blaizot, Mendez-Galain and Wschebor [123]. As discussed in the main text, the ansatz we will use for KPZ equation isrelated to the BMW scheme.
E.2 NPRG and KPZ

After a brief introduction to the method of NPRG we can apply it to the main topic of this thesis, thatis KPZ equation. As we have seen in the main text a perturbative approach to KPZ fails to describethe properties of the strong coupling fixed point. A non-perturbative approach is then the natural wayto explore such universal physics.
E.2.1 NPRG Ansatz for KPZ EquationA first approach to KPZ using NPRG technique involved a derivative expansion of the action 1.37.However, due to the derivative nature of the non linearity, a truncation in the derivative of the field, i.e.a restriction in the momentum sector of the theory, fails to give quantitatively accurate results, even thoughenables one to get the strong-coupling fixed point (see Chap. 5.2.3) [126]. As we saw in Chap. 1.3.1, thetwo main symmetries of KPZ equation are the Galilean invariance and the time-reversal symmetry in
d = 1. A way to keep the full-momentum dependence of the theory and have a RG flow preserving thesymmetries of the theory is to devise an ansatz which contains only operators which generate scalars ofthe symmetries of the system [114, 127]. In the case of KPZ the main symmetry in any dimension is, asdiscussed in Chap. 1.3.1, the Galilean one; we thus construct the ansatz by using scalars under Galileantransformation. A function f (x) is defined as a scalar under Galilean transformation it transforms as

f → f + δf , δf (x) = tλ~v · ~∇f (x). (E.24)We see from (1.40) that h̃ is a scalar while h itself is not. Similarly the temporal derivative of a scalaris not itself a scalar. Furthermore, if f (x) is a scalar function the quantities D̃tf ≡ ∂tf − λ ~∇h · ~∇f and
∂i∂j f are scalars; in the following we will take i = j because of translational invariance. Foe field itself,one can construct scalars as ∂i∂jh and Dth ≡ ∂th − λ/2( ~∇h)2, with a 1/2 factor in this case. Hencewe can create scalars quantities by acting with D̃t ans ∇2 onto h̃, Dth and ∇2h. Together with theseconstraints the effective action must be at least linear in the response field h̃ for the conservation ofprobability and causality; furthermore in the following we keep only quadratic vertices in h̃. This levelof approximation is usually referred to as SO approximation scheme. We end up with an ansatz of theform [127]
Γ[φ, φ] = ∫

x

{
φ̃(x)f λk (−D̃2

t , −∇2)Dtφ(x)− ν2D [∇2φ(x)f νk (−D̃2
t , −∇2)φ̃(x) + φ̃(x)f νk (−D̃2

t , −∇2)∇2φ(x)]
−φ̃(x)fDk (−D̃2

t , −∇2)φ̃(x)} . (E.25)
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It is important to define the order of the operators in fXκ (−D̃2

t , −∇2) because D̃2
t and∇2 do not commute;in the following we choose

fXk (−D̃2
t , −∇2) = ∞∑

m,n=0am,n(−D̃2
t )m(−∇2)n. (E.26)

We stress that thanks to the form of fXk (−D̃2
t , −∇2) we are keeping an arbitrary dependence on mo-mentum, frequency and the field φ.

E.2.2 Anomalous dimensions and critical exponentsAs discussed in the main text in Chap. 5.4, we can associate to each running function a running coupling,
Xκ = fXκ (π, p)∣∣RP (E.27)where RP is the chosen renormalization point. The usual choice is to take RP = (πRP , |~pRP |) = (0, 0)because we are interested in the low energy sector of the theory. As we saw in Chap. 5.6.2 however, onecan choose a different RP depending on the specific characteristics of the theory. The running couplingsare important because they are associated to a scaling dimension
ηXκ = −∂s lnXκ . (E.28)In the critical region, where ηXκ attains its fixed point value ηXκ → ηX∗ , we see that the running coefficients

Xκ acquire a power-law behaviour,
Xκ ∼ κηX∗ . (E.29)Using the fact that high and low energy sectors decouple in the RG flow for the KPZ equation [115],together with (5.51), one can show that these scaling dimensions also describe the scaling of the runningfunctions at the fixed point ∂sf̂Xκ = 0:

fX∗ (π̂, p̂) = p̂−ηX∗ ζX ( π̂p̂z ) . (E.30)
Furthermore the scaling dimensions are related to the critical exponents of the theory χ, z . Recallingthat the dimension of the frequency in units of the running momentum cut-off κ is [π] = νκk2 and that
π ∼ pz , we immediately get

z = 2− ην∗ . (E.31)To find the link between χ and the scaling dimensions ηXκ , we recall that it is related to
C (x, t) = 〈h(x, t)h(0, 0)〉c ∼ x2χFC ( txz ) . (E.32)

In the NPRG formalism, the two point correlation matrix W (2) is defined as the running propagator Gκwhen all the fluctuations have been integrated out [115]
W (2)(q) = lim

κ→0Gκ (q) = [Γ(2)
∗ (q)]−1 = ( Γ(2,0)

∗ (q) Γ(1,1)
∗ (q)Γ(1,1)

∗ (−q) Γ(0,2)
∗ (q)

)−1 = 1
|Γ(1,1)
∗ (q)|2

(
−Γ(0,2)
∗ (q) Γ(1,1)

∗ (q)Γ(1,1)
∗ (−q) −Γ(2,0)

∗ (q)
)
.

(E.33)
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Hence we have for the two-point correlator C (x, t) and the response function G(x, t) = 〈h(x, t)h̃(0, 0)〉c ,

C (q) = − Γ(0,2)
∗ (q)

|Γ(1,1)
∗ (q)|2 , G(q) = Γ(1,1)

∗ (q)
|Γ(1,1)
∗ (q)|2 . (E.34)

Recalling (5.43), we thus get
C (q) = fD∗ (q)

q4f ν∗ (q)2 + ω2f t∗(q)2 , G(q) = 1
q2f ν∗ (q)− iωf t∗(q) . (E.35)

By noting from (E.32) that C (q) = F [C (x)](q) ∼ q−d−z−2χ , and using (E.31), we finally get
χ = 12 (2− d+ ηD∗ − ην∗

)
. (E.36)

Usually the quantities ηX∗ are referred to as anomalous dimensions, in that it takes into account the nontrivial scaling acquired by an operator at an interacting fixed point [135]. Indeed at a non interacting(Gaussian) fixed point, ηX∗ = 0 and the dimension of the operators is the canonical one introduced inChap. 1.3.
E.2.3 The Hierarchy of Approximations for the KPZ Ansatz: from the SO to the Local Potential
Approximation (LPA)In the previous section we introduced the SO approximation scheme, which is the minimal truncationin the field dependence preserving Galilean invariance and full frequency and momentum dependencein the two-point function. The ansatz (E.25) indeed, is quadratic in the response field φ̃ (which is thesame dependence we have in the bare action (1.37)) and is linear in the Galilean scalars Dtφ and ∇2φ,but keeps the full functional dependence in the field φ through the running functions fXκ (−D̃2

t , −∇2).It is important to stress that truncating the φ̃ or φ is not equivalent, because the Galilean invarianceconstrains the φ dependence of the ansatz. The choice of truncating the field dependence rather thenthe frequency and momentum one is due to the derivative nature of the non-linear term in the KPZequation (1.13), which suggests to keep the full functional dependence in the momentum [126, 127]. Inthe following we will see that we can pass from the SO approximation scheme to the LPA by furthersimplifications in the ansatz (E.25).
• NLO Approximation The first approximation one can perform on the SO ansatz is to neglect thefrequency dependence of the running functions fXκ appearing in the r.h.s of the Wetterich equation(E.19), while keeping the functional dependence in the momentum. Due to a non-constant externalfrequency, this procedure still ensures a non-trivial frequency dependence of the running functionson the l.h.s of (E.19), which can be computed analytically by performing the integration over theinternal frequency ω. Such an approximation scheme is usually referred to as NLO scheme. Evenif the frequency dependence only comes from the loop integration, this approximation scheme givesa scaling of the two-point function in very good agreement with the exact result in d = 1, and canbe generalised to d > 1 [115, 42].
• LO Approximation A stronger assumption is to take a constant external frequency (usually π = 0);this choice completely neglect the frequency dependence of the running functions fXκ , which re-mains functional in the momentum, and corresponds to the LO approximation scheme.
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• LPA Approximation The last, sharpest approximation is to neglect both the frequency and themomentum dependence of the running functions fXκ , which become simple running couplings. Thusone remains with only the ∇2φ and ( ~∇φ)2 derivative terms in the NPRG ansatz for the EAA: thislevel of approximation then corresponds to a LPA approximation scheme. As we will see in App.5.2.3, at the LPA level one can get analytical results for the NPRG flow of the couplings usingsome particular type of regulator Rκ , and easily recover the one-loop perturbative results. For theKPZ equation, the LPA scheme provides qualitatively good results, being able to find the goodnon-perturbative strong-coupling fixed point. On the quantitative ground however, in d ≥ 2 theresults are unphysical [126].

E.3 Symmetries and Ward Identities

We now exploit the consequences implied by the invariance under some affine transformation of the fields.Suppose to have only one field φ, with Zκ = ∫
D φ exp{A[φ]} and to do a infinitesimal transformation

φ → φ + δφ, then
Z ′κ = ∫ D φ exp{A[φ + δφ]} ' ∫ D φ exp{A[φ] + δA[φ]} = ∫ D φ∑

n

(δA)n
n! exp{A[φ]} ' Zκ + 〈δA〉

(E.37)The value of the functional integral is however invariant under a change in the integrating field, implying
〈δA〉 = 0. In the FRG context this condition reads

〈δS + δ∆Sκ〉 = 〈∫
x
jiδhi〉 (E.38)

These relations are known in literature as Ward Identities(WI). For an exact symmetry of the action, asthe two presented in Chap. 1.3.1, δS = 0. Using (E.9) and the explicit form of ∆Sκ (assuming R12 = R21)we get in general that
〈δS〉 = 〈∫

x

δΓκ
δφi

δhi〉 = ∫
x

δΓκ
δφi
〈δhi〉 (E.39)

We see that there are two interesting cases in which WI will be really useful: the case in which thetransformation under analysis is an exact symmetry of the system and the case in which the variation inthe action is linear in the fields. In the first case we have a set of WIs ∫x
δΓκ
δφi 〈δhi〉 = 0; for the secondcase corresponding to extended symmetries, one can also derive useful identities.

E.3.1 WI for KPZ EquationIn the following we will look at the WI for Galilean transformation (1.40) and its gauged counterpart
h(t, ~x)→ h′(t, ~x) = ~x · ∂t~v (t) + h(t, ~x + λ~v (t)) = h(t, ~x) + ~x · ∂t~v (t) + λ~v (t) · ~∇~xh(t, ~x) +O(|~v|2)

h̃(t, ~x)→ h̃′(t, ~x) = h̃(t, ~x + λ~v (t)) = h̃(t, ~x) + λ~v (t) · ~∇~x h̃(t, ~x) +O(|~v|2) (E.40)
where ~v (t) is now an infinitesimal function of time. This is an example of linear variation of the action,together with the constraints they imply on the derivatives of Γ. These calculations show the generalprocedure to study how symmetries and their extensions constraint the correlations in the systems.
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Galilean transformationThe global Galilean transformation corresponds to ~v (t) = ~vt . In this case δS = 0 and (E.39) becomesthe functional Ward identity:

0 =∫
x

[
〈~x · ~v + λt~v · ~∇h〉δΓδφ + 〈λt~v · ~∇h̃〉δΓδφ̃

]
=∫

x

[(~x · ~v + λt~v · ~∇φ)δΓδφ + (λt~v · ~∇φ̃)δΓδφ̃
] (E.41)

We now look at the implications of such relation on one-,two- and three-point functions under uniformfields φ̃. From now on, we use the short-hand notation
Γ(m,n)(x1, . . . , xm, xm+1, . . . , xm+n) = δΓ[φ, φ̃]

δφ(x1) . . . δφ(xm)δφ̃(xm+1) . . . δφ̃(xm+n) (E.42)
Under uniform fields (i.e. ~∇(∼)

φ = 0) we thus get
Γ(1,0) ∫

x
~x · ~v = 0, ∀~v → Γ(1,0) = 0 (E.43)

We now perform a functional derivative δ/δφ(x1) over (E.41) in order to see the implication of the WI onΓ(2,0); we obtain
0 =∫

x

[
~x · ~v Γ(2,0)(x, x1) + λtφΓ(1,0)(x)~v · ~∇δ(x− x1) + λt~v · ~∇φΓ(2,0)(x, x1) + (λt~v · ~∇φ̃)Γ(1,1)(x1, x)]

p.p.i.= ∫
x

[
~x · ~v Γ(2,0)(x, x1)− λt ~∇Γ(1,0)(x) · ~v δ(x− x1) + λt~v · ~∇φΓ(2,0)(x, x1) + (λt~v · ~∇φ̃)Γ(1,1)(x1, x)](E.44)

At uniform fields we get ∫
x
~x · ~v Γ(2,0)|φ=0 = 0→ Γ(2,0)|φ=0 = 0 (E.45)

A more interesting result comes from the analysis of Γ(2,1), i.e. by differentiating over φ̃(x2) the previousWI,
0 =∫

x

[
~x · ~v Γ(2,1)(x, x1, x2)− λt ~∇Γ(1,1)(x, x2) · ~v δ(x− x1) + λt~v · ~∇φΓ(2,1)(x, x1, x2)

+λtΓ(1,1)(x1, x)~v · ~∇δ(x− x2) + λt~v · ~∇φ̃Γ(1,2)(x1, x, x2)]
p.p.i.= ∫

x

[
~x · ~v Γ(2,1)(x, x1, x2)− λt ~∇Γ(1,1)(x, x2) · ~v δ(x− x1) + λt~v · ~∇φΓ(2,1)(x, x1, x2)

+− λt ~∇Γ(1,1)(x1, x) · ~v δ(x− x2)λt~v · ~∇φ̃Γ(1,2)(x1, x, x2)] (E.46)
Under a uniform-field configuration this reads
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0 = ∫
x

[
~x · ~v Γ(2,1)(x, x1, x2)− λt ~∇Γ(1,1)(x, x2) · ~v δ(x− x1)− λt ~∇Γ(1,1)(x1, x) · ~v δ(x− x2)] , ∀~v (E.47)

implying ∫
x
~x Γ(2,1)(x, x1, x2) = λ

∫
x
t
[
~∇Γ(1,1)(x, x2)δ(x− x1) + ~∇Γ(1,1)(x1, x)δ(x− x2)] (E.48)

It is instructive to do once the full calculation for representing (E.48) into Fourier-space,
∫

x,{p}
~x Γ̃(2,1)(p, p1, p2)ei∑2

k (~xk ·~pk−ωk tk ) =λ∫
x,{p}

t
[
~∇~x Γ̃(1,1)(p, p2)ei(~p2·~x2−ω2t2)ei~p1·(~x−~x1)−iω1(t−t1)

+ ~∇~x Γ̃(1,1)(p1, p)ei(~p1·~x1−ω1t1)ei~p2·(~x−~x2)−iω2(t−t2)] ei(~p·~x−ωt)
i
∫

x,{p}
~∇~p Γ̃(2,1)(p, p1, p2)ei∑2

k (~xk ·~pk−ωk tk ) =iλ∫
x,{p}

t
[
~p1Γ̃(1,1)(p, p2)ei(~p2·~x2−ω2t2)ei~p1·(~x−~x1)−iω1(t−t1)

+~p2Γ̃(1,1)(p1, p)ei(~p1·~x1−ω1t1)ei~p2·(~x−~x2)−iω2(t−t2)] ei(~p·~x−ωt)(E.49)
now let ω+ω1 → ω, p1 → −p1 in the first term of rhs and ω+ω2 → ω, p2 → −p2 in the second termof rhs,

i
∫

x,{p}
~∇~p Γ̃(2,1)(p, p1, p2)ei∑2

k (~xk ·~pk−ωk tk ) =− iλ∫
x,{p}

t
[
~p1Γ̃(1,1)(ω + ω1, ~p, ω2, ~p2)

+~p2Γ̃(1,1)(ω1, ~p1, ω + ω2, ~p)] ei∑2
k (~xk ·~pk−ωk tk ) (E.50a)

i
∫

x,{p}
~∇~p Γ̃(2,1)(p, p1, p2)ei∑2

k (~xk ·~pk−ωk tk ) =λ∫
x,{p}

[
~p1∂ωΓ̃(1,1)(ω + ω1, ~p, ω2, ~p2)

+~p2∂ωΓ̃(1,1)(ω1, ~p1, ω + ω2, ~p)] ei∑2
k (~xk ·~pk−ωk tk )∫

p1,p2
~∇~p Γ̃(2,1)(p, p1, p2)|p=0ei

∑2
k=1(~xk ·~pk−ωk tk ) =λ∫

p1,p2
[
~p1∂ω1 Γ̃(1,1)(ω1, ~p, ω2, ~p2) + ~p2∂ω2 Γ̃(1,1)(ω1, ~p1, ω2, ~p)]

× ei
∑2

k=1(~xk ·~pk−ωk tk ) (E.50b)
where in the last passage we used the fact that ∂xf (x + y)|x=0 ≡ f (y). We now exploit the fact thatfrequencies and momenta are conserved in a uniform-field configuration, and extract from the Γ̃(m, n) thedelta-functions related to such conservation relations:

Γ̃(m, n)(p1, . . . , pm+n) = (2π)d+1δ(∑
i

pi)Γ(p1, . . . , pm+n−1) . (E.51)
We thus get
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i
∫

p1,p2
~∇~p Γ(2,1)(p, p1)|p=0δ(p1 + p2)ei∑2

k=1(~xk ·~pk−ωk tk ) = λ
∫

p1,p2
[
~p1∂ω1

(Γ(1,1)(ω1, ~p)δ(p1 + p2))
+~p2∂ω2

(Γ(1,1)(p1)δ(p1 + p2))] ei∑2
k=1(~xk ·~pk−ωk tk )

= λ
∫

p1,p2
[
~p1δ(p1 + p2)∂ω1Γ(1,1)(ω1, ~p)

+(~p1 + ~p2)Γ(1,1)(p1)δ ′(p1 + p2)] ei∑2
k=1(~xk ·~pk−ωk tk )

= λ
∫

p1,p2 ~p1δ(p1 + p2)∂ω1Γ(1,1)(ω1, ~p)ei∑2
k=1(~xk ·~pk−ωk tk )

(E.52)where in the last passage we used the fact that ∫x xδ(x) = 0. We thus end up with
i ~∇~p Γ(2,1)(p, p1)|p=0 = λ~p1∂ω1Γ(1,1)(ω1, ~p) (E.53)

Gauged-Galilean transformationIn the gauged case, there is an additional contribution coming from the non-zero variation of the action,
〈δS〉 = 〈∫

x
(~x · ∂2

t ~v (t))h̃(x)〉 = ∫
x
(~x · ∂2

t ~v (t))φ̃(x) (E.54)
leading to the functional WI

0 =∫
x

[(~x · ∂t~v (t) + λ~v (t) · ~∇φ)δΓδφ + (λ~v (t) · ~∇φ̃)δΓδφ̃ − (~x · ∂2
t ~v (t))φ̃(x)]

p.p.i.= ∫
t
~v (t) · ∫

~x

[
−~x∂t

δΓ
δφ + λ ~∇φ δΓδφ + λ ~∇φ̃ δΓδφ̃ − ~x · ∂2

t φ̃(x)] , ∀~v (t) (E.55)
which implies

0 = ∫
~x

[
−~x∂t

δΓ
δφ + λ ~∇φ δΓδφ + λ ~∇φ̃ δΓδφ̃ − ~x · ∂2

t φ̃(x)] . (E.56)
Let us emphasize how gauging the transformation changes the WIs for Γ(m,n). The main differencebetween (E.41) and (E.56) is that the latter is integrated in space but is local in time. It is thus moregeneral. As an example let us derive the resulting identity for Γ(2,1). To do so we differentiate (E.56)with respect to φ(x1) and φ̃(x2), getting
0 = ∫

~x

[
−~x∂tΓ̃(2,1)(x, x1, x2)− λ ~∇Γ̃(1,1)(x, x2)δ(x− x1)− λ ~∇Γ̃(1,1)(x1, x)δ(x− x2) + λ ~∇φ̃(x)Γ̃(1,2)(x1, x, x2)](E.57)In a uniform-field configuration this reads

∂t
∫
~x
~x Γ̃(2,1)(x, x1, x2) = −λ∫

~x

[
~∇Γ̃(1,1)(x, x2)δ(x− x1) + ~∇Γ̃(1,1)(x1, x)δ(x− x2)]

= −λ [ ~∇~x1 Γ̃(1,1)(x1, x2) + ~∇~x2 Γ̃(1,1)(x1, x2)] = −λ( ~∇~x1 + ~∇~x2
) Γ̃(1,1)(x1, x2)
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In the Fourier space we get

ω ~∇~pΓ̃(2,1)(p, p1, p2)|~p=~0 = −iλ [~p1Γ̃(1,1)(ω + ω1, ~p1, ω2, ~p2) + ~p2Γ̃(1,1)(ω1, ~p1, ω + ω2, ~p2)] (E.58)which by exploiting frequency and momentum conservation becomes
iω ~∇~pΓ(2,1)(p, p1)|~p=~0 = λ~p1 [Γ(1,1)(ω + ω1, ~p1)− Γ(1,1)(ω1, ~p1)] (E.59)We thus see that gauging the Galilean transformation yields a much stronger WI because it is valid forany ω and not only ω = 0 as in (E.53). Eq. (E.59) simplifies to (E.53) in the ω → 0 limit.

E.4 Functional derivative of fXκBefore continuing in the analysis of the WI for KPZ action, we compute a key quantity for the calculationpresented in the next sections. To perform all the functional derivatives of the ansatz (E.25) for Γκ withrespect to the fields, one crucial element is the functional derivative of the running functions with respectto the field φ,
δfX (−D̃2

t , −∇2)
δφ = 1

δφ

∞∑
m,n=0a

X
m,n(−D̃2

t )m(−∇2)n. (E.60)
Recalling that

δ
(
− D̃2

t
)m

δφ(x1) = m−1∑
l=0 (−D̃2

t )l δ(−D̃2
t )

δφ(x1) (−D̃2
t )m−l−1 (E.61)

we get
δfX (−D̃2

t , −∇2)
δφ(x1) = ∞∑

m=1,n=0a
X
m,n

m−1∑
l=0 (−D̃2

t )l δ(−D̃2
t )

δφ(x1) (−D̃2
t )m−l−1(−∇2)n. (E.62)

In order to compute this quantity we need to find δ(−D̃2
t )/δφ:

δ(−D̃2
t )

δφ(x1) =− δ
δφ(x1) (∂t − λ ~∇φ · ~∇)(∂t − λ ~∇φ · ~∇)

=λ [ ~∇δ(x− x1) · ~∇(∂t − λ ~∇φ · ~∇) + (∂t − λ ~∇φ · ~∇) ~∇δ(x− x1) · ~∇] . (E.63)
In the following we omit the terms proportional to ~∇φ, that will vanish in the uniform-field configurationwe are interested in. Switching to Fourier space, we obtain
δ(−D̃2

t )
δφ(x1) =λ∫

p1
[
δ(t − t1) ~∇ei~p1·(~x−~x1) · ~∇∂t + ∂t

(
e−iω1(t−t1) ~∇ei~p1·(~x−~x1) · ~∇)]

=λ∫
p1
[
δ(x− x1) (i~p1 · ~∇∂t) + δ(~x − ~x1) (∂te−iω1(t−t1) + e−iω1(t−t1)∂t)(i ~p1 · ~∇)]

=λ∫
p1 δ(x− x1) [(i~p1 · ~∇∂t) + (−iω1 + ∂t) (i ~p1 · ~∇)] test f (x)= iλ

∫
p1,p δ(x− x1)~p1 · ~p (ω1 + 2ω)

(E.64)
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Now, recalling that on the r.h.s. we have the phases coming from the whole term in the ansatz and thatwe want to have the same coefficients in the exponentials in order to use the property of uniqueness ofthe Fourier transform, we do the change of variables p + p1 → p, p1 → −p1. We thus have

F
[
δ(−D̃2

t )
δφ(x1)

] (p, p1) = −iλ~p1 · (~p1 + ~p)(ω1 + 2ω). (E.65)
Using the ansatz (E.25) at uniform field, the only non zero contributions from functional derivatives ofthe running functions are (δf kX /δφ(xi))δ(x− xj ). Using the previous result, this quantity is equal to
δf kX (−D̃2

t , −∇2)
δφ(xi) δ(x−xj ) = iλ

∫
x,pi,pj

δ(x−xi)δ(x−xj ) ~piωi · ~pj [f kX ((ωi + ωj )2, ~p2
j

)
− f kX (ω2

j , ~p2
j )] , (E.66)

where we used the relation
n−1∑
k=0 ω

2k
j (ωi + ωj )2(n−k−1) = (ωi + ωj )n − ωnj(ωi + ωj )2 − ω2

j
. (E.67)

E.5 Recovering WIs from the Ansatz

Once we write down the ansatz for Γκ it is important to check that all the WIs previously found aresatisfied by such a functional. As an example we show here that the WI for Γ(2,1), (E.59), is wellreproduced by (E.25). To get Γ(2,1) we first differentiate twice with respect to φ(x1), φ(x2) and then withrespect to φ(x3) getting, in the homogeneous-field configuration,
Γ(2,1)
k (x1, x2, x3) = ∫

x

{
δ(x− x3) [f λk (−D̃2

t , −∇2) δ2Dtφ(x)
δφ(x1)δφ(x2) + δf λk (−D̃2

t , −∇2)
δφ(x1) δDtφ(x)

δφ(x2)
+δf λk (−D̃2

t , −∇2)
δφ(x2) δDtφ(x)

δφ(x1)
]
− ν2D

[(
∇2δ(x− x1)δf λk (−D̃2

t , −∇2)
δφ(x2) +∇2δ(x− x2)δf λk (−D̃2

t , −∇2)
δφ(x1)

)]
× δ(x− x3) + δ(x− x3) (δf λk (−D̃2

t , −∇2)
δφ(x1) ∇2δ(x− x2) + δf λk (−D̃2

t , −∇2)
δφ(x2) ∇2δ(x− x1))} . (E.68)

As introduced in the previous section, we note that all the non vanishing terms containing functionalderivatives of the running functions are applied to delta functions. Using (E.66) we get in Fourier space
Γ(2,1)
k (p1, p2) = λ~p1 · ~p2f λk ((ω1 + ω2)2, (~p1 + ~p2)2) + λω1

ω2 ~p1 · ~p2 [f λk ((ω1 + ω2)2, ~p21)− f λk (ω21, ~p21)]
+λω2

ω1 ~p1 · ~p2 [f λk ((ω1 + ω2)2, ~p22)− f λk (ω22, ~p22)] + i ν2D
{
~p21 ~p2
ω2 · (~p1 + ~p2) [f νk ((ω1 + ω2)2, (~p1 + ~p2)2)

−f νk (ω21, (~p1 + ~p2)2)] + ~p22 ~p1
ω1 · (~p1 + ~p2) [f νk ((ω1 + ω2)2, (~p1 + ~p2)2)− f νk (ω22, (~p1 + ~p2)2)]

+~p21 ~p2
ω2 · ~p1 [f νk ((ω1 + ω2)2, ~p21)− f νk (ω21, ~p21)] + ~p22 ~p1

ω1 · ~p2 [f νk ((ω1 + ω2)2, ~p22)− f νk (ω22, ~p22)]} . (E.69)
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We now take the derivative with respect to ~p1, and evaluate everything at ~p1 = ~0:

~∇~p1Γ(2,1)
k (p1, p2)|~p1=~0 =λ~p2f λk ((ω1 + ω2)2, ~p22) + λω2

ω1 ~p2 [f λk ((ω1 + ω2)2, ~p22)− f λk (ω22, ~p22)]
+ iν νD ~p

22 ~p2
ω1
[
f νk ((ω1 + ω2)2, ~p22)− f νk (ω22, ~p22)] (E.70)

where we used the fact that f λk (ω2
i , p2

i = 0) = 1 is constant along the flow due to shift-gauged symmetry[127]. Recalling that [127]
Γ(1,1)(ω, ~p) = iωf λk (ω2, ~p2) + ν

D ~p
2f νk (ω2, ~p2) (E.71)

we get
iω1 ~∇~p1Γ(2,1)(p1, p2)|~p1=~0 = λ~p2 [Γ(1,1)(ω1 + ω2, ~p2)− Γ(1,1)(ω2, ~p2)] (E.72)that is exactly (E.59).



F Non-Perturbative RG and its Application to KPZ Equation with
Temporally-Correlated Noise

In this appendix we report some technical details about the analytical and numerical tools used toobtain the results presented in Chap. 5. We will first derive the flow equation for f λ in the NLOω schemeintroduced in Chap. 5 and then discuss some subtleties about the latter. We will then focus on somenumerical details which are important to properly integrate the NPRG flow.
F.1 Flow equation of f λκ at NLOω level

Recalling the definition (5.47) of f λκ , its flow ∂sf λκ can be extracted directly from the flow of the three-pointfunction Γ(2,1), (E.22), with Γ(2,1)
κ ≡ [Γ(3)

κ ]φ,φ,φ̃ . The three different contributions in (E.22) involves up toΓ(5),Γ(4) and Γ(3) respectively. It is easy to check that all the Γ(n), n > 3, calculated from the ansatz(E.25), contain only terms proportional to functional derivative of the running functions in principle upto the n − 1 order,
δfX
δφ1 , . . . ,

δn−1fX
δφ1 . . . δφn−1 , (F.1)

applied to some combination of space-time delta functions. As an example we give the result for Γ(3,1)and Γ(4,1):
Γ(3,1)(pk , pj , pi, p4) = ∑

(i,j ,k )∈P3
∫

q

{
− iωiF

{
δ(x− x4) δ2f λκ

δφjδφk
δ(x− xi)}

+λκ~pj · ~pkF{δ(x− x4)δf λκδφi δ(x− xj )δ(x− xk )}
+~p2

i
νκ2Dκ
[
F
{
δ(x− xi) δ2f λκ

δφjδφk
δ(x− x4)} + F{δ(x− x4) δ2f λκ

δφjδφk
δ(x− xi)}]} (F.2)

Γ(4,1)(p` , pk , pj , pi, p5) = ∑
(i,j ,k,`)∈P4

∫
q

{
− iωiF

{
δ(x− x5) δ3f λκ

δφjδφkδφ`
δ(x− xi)}

+λκ~pκ · ~p`F{δ(x− x5) δ2f λκ
δφiδφj

δ(x− xk )δ(x− x` )}
+~p2

i
νκ2Dκ
[
F
{
δ(x− xi) δ3f λκ

δφjδφkδφ`
δ(x− x5)} + F{δ(x− x5) δ3f λκ

δφjδφkδφ`
δ(x− xi)}]} (F.3)

It is interesting to note that Γ(n,1) can be calculated in an iterative way. Using the same procedure weused to compute (E.66), we can compute the Fourier transform of the different functional derivatives:
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F
{
δ(x− x3)δfXκδφi δ(x− xj )} = iλκ~pi · ~pj

[
fXκ (ω2

j , ~p2
j )

ωi
−
fXκ
((ωi + ωj )2, p2

j
)

ωi

] (F.4)
F
{
δ(x− x4) δ2fXκ

δφiδφj
δ(x− xk )} = (iλκ )2 ∑

(i,j)∈P2
~pi · ~pk~pj · (~pi + ~pk )

×
[
fXκ (ω2

k , ~p2
k )

ωi(ωi + ωj ) − fXκ
((ωi + ωk )2, p2

k
)

ωiωj
+ fXκ

((ωi + ωj + ωk )2, ~p2
k
)

ωj (ωi + ωj )
] (F.5)

F
{
δ(x− x5) δ3fXκ

δφiδφjδφk
δ(x− x` )} = (iλκ )3 ∑

(i,j ,k )∈P3
~pi · ~p`~pj · (~pi + ~p` )~pk · (~pi + ~pj + ~p` )

×
[

fXκ (ω2̀, ~p2̀)
ωi(ωi + ωj )(ωi + ωj + ωk ) − fXκ

((ωi + ω` )2, p2̀)
ωiωj (ωj + ωk ) + fXκ

((ωi + ωj + ω` )2, ~p2̀)
ωkωj (ωi + ωj )

−
fXκ
((ωi + ωj + ωk + ω` )2, ~p2̀)
ωk (ωj + ωk )(ωi + ωj + ωk )

] (F.6)
As it was for the Γ(n,1), we note that we can iteratively find a general F{δ(x−xn+2)(δnfX /δφ1 · · · δφn)δ(x−
xn+1)}. One can check that all these contributions vanish in the NLO limit, in which fXκ ≡ fXκ (p2). Fur-thermore it is is straightforward to note that they also vanish in the NLOω case, where fXκ ≡ fXκ (p2, ω)but has no functional dependence on φ, i.e. δfX /δφ = 0. For the NLO and NLOω case we thus havethe same flow equations, in which only Γ(n) with n ≤ 3 are non-vanishing. The flow equation for Γ(3)

κthen reduces to
∂κ [Γ(3)

κ ]i,j ,k (p1, p2) = −12Tr {∂κRκ (q)Gκ (q)Γ(3)
κ,i(p1, q)Gκ (p1 + q)Γ(3)

κ,j (p2, p1 + q)Gκ (p1 + p2 + q)
× Γ(3)

κ,k (−p1 − p2, p1 + p2 + q)Gκ (q)} (F.7a)

>>

>

>

>
> >

. (F.7b)It is important to stress that the NLO and NLOω schemes are substantially different approximations even ifthe resulting flow looks similar. In the NLO approximation we neglect the time-dependence of the flowingfunctions on the r.h.s of the flow equations and hence keep only the explicit frequency dependence comingfrom the propagator of the theory. This approximation level preserves Galilean invariance because the
fX are functions of −∇2 only, which generates scalars of the Galilean transformation. On the contrary,in the NLOω scheme we are able to keep a full dependence on the frequency in the fX . However it isnot the suitable frequency-dependence to preserve Galilean invariance. Indeed, removing the functionaldependence on φ in the total time derivative D̃t , we remove the constraint that Galilean invarianceimposes on the relation between time and space. Keeping only the ∂t dependence in fX we thus havea full time dependence but the price to pay is a breaking of the Galilean Invariance. Of course, this
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does not prevent from describing a Galilean invariant fixed point, but the constraints stemming from thissymmetry will be only approximately verified in the NLOω scheme. At NLOω level we then find
∂sf λκ (π2, ~p2) =− 2gκf λκ (π2, p2) ∫

q

1
p2Pκ (φ2,Π2)Pκ (φ21 ,Π21)Pκ (ω2, q2)2Pκ (Ω2, Q2)

×
{
~q · ~p ∂sSDκ (q2)Pκ (ω2, q2)f λκ (φ2,Π2)[~Π · ~Π1 ~q · ~pPκ (Ω2, Q2)Xκ (φ,Π2, φ1,Π21)f λκ (φ21 ,Π21)

+ 2~q · ~Q~p · ~ΠPκ (φ21 ,Π21)f λκ (Ω2, Q2)Xκ (Ω, Q2, φ,Π2)]
+ q2Sνκ (q2)[~Π · ~Π1 ~q · ~pPκ (Ω2, Q2)Aκ (π, p, φ1,Π1, φ,Π, ω, q) (F.8)
+ 2~q · ~Q ~p · ~ΠPκ (φ21 ,Π21)Aκ (π, p,Ω, Q, φ,Π, ω, q)]} (F.9)

where ~Q = ~q+ ~p, ~Π = ~p/2 + ~q, ~Π1 = ~p/2− ~q and
Aκ (π, p, φ1,Π1, φ, p, ω, q) =f λκ (ω2, q2)[~p · ~Π1 kκ (φ21 ,Π21)f λκ (φ2,Π2)`X (−)

κ (π,Π2, ω, q2)
+ ~p · ~Πkκ (φ2,Π2)f λκ (φ21 ,Π21)`X (+)

κ (φ1,Π21, ω, q2)]
− 2 ~q · ~p kκ (ω2, q2)`κ (ω2, q2)Xκ (φ,Π2, φ1,Π21)f λκ (φ2,Π2)f λκ (φ21 ,Π21) (F.10a)

`X (±)
κ (φ1,Π2, ω, q2) = 2ωΩ`κ (ω2, q2)f tκ (ω2, q2)f tκ (Ω2, Q2)± `κ (Ω2, Q2)Xκ (ω, q2, ω, q2). (F.10b)

In the LR case, the function kκ (ω, q2) is different from the pure case kκ (ω, q2) = fDκ (ω, q2) +Dκr(q2/κ2).Indeed we also have the non analytical contribution to fDκ coming from the LR correlation. We thus have
kκ (ω2, q2) = fDκ (ω2, q2) + Dκr(q2/κ2) + wθ

κ
ω2θ . (F.11)

As discussed in the main text, the flow equation (F.8) is non vanishing for (π = 0, p = 0) and wθ
κ = 0,and it becomes (5.70). In this limit, one gets the flow equation for λκ in the pure KPZ equation, whichhas to be zero in order for Galilean invariance to hold. This artificial breaking of Galilean invariancecomes from the choice of the NLOω scheme. In the NLO limit with wθ

κ 6= 0 one recovers (5.72).
F.2 Non-analycities with power-law correlator

In principles, the presence of the regulator in the NPRG flow ensures the analyticity of all vertexfunctions Γ(n)
κ at any finite scale κ . This is always true for the momentum dependence because of thepresence of the regulator . However, since we have not included a frequency regulator, this could leadto non-analyticities. The flow of wθ

κ can be extracted from the flow of ˜fDκ as
∂swθ

κ = lim
p,π→0π2θ∂s ˜fDκ (π2, p2) (F.12)
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with ˜fDκ (ω2, q2) = fDκ (ω2, q2) + fwθ

κ (ω2, p2)ω2θ and wθ
κ ≡ fwθ

κ (0, 0). Within the NLOω scheme, one finds
∂swθ

κ = lim
p,π→0 2wθ

κ f λk (π2, p2) ∫
ω,~q

(~q · ~Q)2
P(ω2, q2)2P(Ω2, Q2) π2θ(π + ω)2θ

×
(
P(ω2, q2)∂sSDk (q2)− 2~q2`κ (ω2, q2)∂sSνk (q) (πω

)2θ) (F.13)
For values θ < 1/2, the contribution of the first term in the right hand side always vanishes. The sameholds for the second term for θ < 1/4. However, in the range 1/4 ≤ θ < 1/2, an ambiguity arises inthe second term, since this term vanishes only if the limit π → 0 is taken before integration on ω. Thisambiguity arises because the frequency sector is not properly regularized, and would disappear with afrequency-dependent regulator [121]. Since the result should not depend on the choice of the regulator,we simply assume that this term is zero since it should in principle vanish. Under this assumption, thecoupling wθ

κ is indeed not renormalized.
F.3 Numerical Integration

In this part we give some details about the numerical scheme we used to integrate the NPRG flowequations.
F.3.1 Integration schemeIn generic spatial dimension d we have three different integrals to perform: over the modulo of the internalmomentum q, the internal frequency ω and the angle ψ between external and internal momentum. Wewill use quadrature methods for the three of them,∫ π

0 dψ
∫ ∞

0 dq
∫ ∞

0 dω fXκ (ψ, q, ω)→∑
i,j ,k

w (ψ)
i w (q)

j w (ω)
k fXκ (ψ∗i , q∗j , ω∗k ) (F.14)

where (ψ∗i , q∗j , ω∗k ) are the quadrature grid-points and wX
` their respective weights. The momentumintegral, which in principle lies in the domain q ∈ [0,∞), in practice can be performed over a finitedomain q ∈ [0, qmax ] thanks to the presence of the regulator Rκ which also ensures the absence ofdivergences. The fact that the frequency sector instead is not regularized has two major consequences:non-analyticities can in principle arise in the flow if they are present at the bare level and the high-frequency sector cannot be neglected in the integration procedure. The former is especially important inthe case of long-range correlated noise for which fDΛ ∼ ω−2θ and hence is not defined in ω = 0 alreadyat the microscopic scale Λ.

F.3.2 Grid and InterpolationDue to the presence of non-zero external momentum and frequency (~p, π) we have to evaluate the flowingfunctions in Q = |~p + ~q| and Ω = ω + π, that are usually out of the integration grid-points in whichwe compute the flow; we thus have to build a protocol to have access to f̂Xκ (Q,Ω). One way to dothis is to assume the power-law behaviour of these functions in the neighbours of (qmax, ω < ωmax) and(q < qmax, ωmax) , computing the exponent of such power-law using a log-fit and then extrapolate the valueof the function for higher momenta and frequencies [127]. In our work we use a different approach. Wedefine two different grids for the internal and external variables. The internal momentum and frequency,
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over which we integrate, correspond to the Gauss-Legendre quadrature roots in the respective integrationdomains, q ∈ (0, qmax ) and ω ∈ (0, ωmax ). For the external variables we choose a set of logarithmicallydistributed points in the range p ∈ [0, Qmax = pmax + qmax ], π ∈ [0,Ωmax = πmax + ωmax ], with
pmax > qmax and πmax > ωmax . We thus have access to the full NPRG flow of f̂Xκ (π, p2) up to thepoint (πmax , pmax ). To compute the flow of the running functions in the point (π = Ωmax , p = Qmax )we exploit the fact that high-momentum and -frequency sectors in the flow equations decouple from thelow-momentum and -frequency ones as the fixed-point is approached. This implies a vanishing ÎXκ (π̂, p̂)in (5.51), for sufficiently large external frequency and momentum, leading to a pure dimensional flow inthis sector

∂sf̂Xκ (π̂2, p̂2) = (ηXκ + (2− ηνκ )π̂∂π̂ + p̂ ∂p̂
)
f̂Xκ (π̂2, p̂2). (F.15)

For the determination of the values of f̂Xκ (Ω2, Q2) and the derivatives ∂qf̂Xκ (ω2, q2), ∂ω f̂Xκ (ω2, q2) we usea bi-cubic spline interpolation.
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Figure F.1: Sketch of the full momentum-frequency grid used in numerical simulation, at fixed ψ = ψ0.
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