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Introduction

Many physical phenomena in nature exhibit common features at the macroscopic scale, despite hav-
ing extremely different microscopic description. A prominent and long studied example is the analogy
between the paramagnetic to ferromagnetic phase-transition in magnets at the Curie temperature and
the gas to liquid phase transition in a molecular gas at the critical point. Usually, such a universal
description of a-priori different physical apparati appears in the scaling limit, when they become invari-
ant under a change in the scale at which they are observed. In this regime the correlations between
distant degrees of freedom behave as a power law. This regime is often referred to as critical, since
it is related to a phase transition in which the system changes its properties in a dramatic way. At
criticality, the correlation length diverges and the fluctuations between two different parts of the system
are correlated over all the scales, signalling the appearance of long-range order in the system. In this
regime, different correlations decay with different power-laws, characterized by the critical exponents.
The set of these critical exponents defines the Universality Class of the model, which characterizes the
universal properties of different microscopic models when the critical point is reached.

Following these arguments, even if a system possesses many quantities which strongly depend on the
microscopic scale A at which we analyse it, to assess and study universal properties we are interested
in the observables that are smooth and slowly varying with A. Such observables are usually related
to conserved, and hence slowly varying, quantities of the system. The set of conserved quantities of
the model is determined by the set of transformations that leave it invariant. Physical systems obeying
different symmetries will be described by different slowly varying fields and by different critical expo-
nents in the scaling regime: we will say that they belong to different universality classes. The formal
analysis of such universal phenomena can be performed using tools coming from statistical mechanics,
which studies physical systems with a large number of degrees of freedom. Our goal is to explain the
critical behaviour of such systems using as few as possible relevant quantities. Hence we want to get
reliable predictions on the scaling properties of a model while being as ignorant as possible about its
microscopic details.

In equilibrium statistical mechanics, the microscopic dynamics is fully reversible and detailed balance
condition is fulfilled. There, one usually has to fine-tune the control parameters of the model at the scale
A in order to reach the critical behaviour at large scales. Relaxing the equilibrium condition by allowing
drive and dissipation in the system, and hence breaking the reversibility of the microscopic dynamics, the
situation can change drastically. To describe the out-of-equilibrium dynamics of slowly varying fields,
one accepts to be ignorant about the microscopic phenomena generating the driven-dissipative nature
of the system and models these effects by an effective noise term responsible for the fluctuations. The
coarse-grained fields under study thus become random variables, or random fields, following a stochastic
evolution, usually determined by a Langevin-type equation. This equation is assumed to well describe
the underlying dynamics at not too small distances and times. Since the eighties many non-equilibrium
systems described by a Langevin equation showed generic scale invariance, i.e. diverging correlation



length and power law behaviours of the correlations in both time and space for arbitrary values of the
microscopic parameters. These systems are often referred to as self-critical, because they develop critical
properties in their dynamical evolution no matter the initial conditions [1] In general, from simple arqu-
ments, one expects models with conserved dynamics accompanied by non-conservative noise, to be self
critical [2]. For systems with conservative noise the argument is more subtle but one can also show that
without detailed balance, i.e. being out-of-equilibrium, a generic power-law behaviour in the correlation
is attained. Forcing the detailed balance condition suddenly implies exponential, and hence non critical,
decay of the correlations for generic microscopic parameters [3].

In the last sixty years a lot of effort has been devoted to trying to investigate these universal prop-
erties at the theoretical level. More precisely, the task addressed has been to start from a microscopic
formulation of a theory and to look if it ever reaches a critical regime as the observing scale « is
changed. While « flows, the contribution coming from the irrelevant microscopic parameters is supposed
to be washed out, leaving only the one of relevant parameters. If it ever reaches a scaling regime, the
goal is to know to which broader universality class this effective model belongs to in this scaling regime.
Once we find the universality class, the critical exponents and scaling functions associated to it, are
enough to characterize the behaviour of all the physical observables. This procedure of following the
behaviour of a theory as the observing scale « is changed, in order to understand which parameters
survive in the long distance and time regime, is called renormalization. All these scale transformations
are hence called renormalization group (RG) transformations. The application of the renormalization idea
to statistical physics was first introduced by Kadanoff [4] and then refined by Wilson [5, 6], borrowing the
idea of renormalization of the coupling constants already present in quantum field theories [/, 8, 9, 10].
The idea of RG is to get a set of equations describing how the different couplings evolve as the scale «
is varied, which are the Callan-Symanzik beta functions [11, 12] The critical behaviour is reached at the
fixed-point, where the beta functions stop to flow under a scale transformations. This is the signature
of scale invariance. The critical exponents defining the universality classes can then be assessed by
looking at how the system approaches the fixed point of the theory.

This concept of RG introduced in equilibrium statistical physics, has been extended to out-of-
equilibrium by Hohenberg and Halperin [13]. The appropriate framework to implement a RG is a
fleld theory. A procedure to recast the Langevin description into a path integral formalism has been
proposed. It consists in introducing an additional field, also known as response field, for each field in
the Langevin equation. This method is often referred to as Martin-Siggia-Rose-Janssen-De Dominicis
(MSRJD) formalism [14, 15, 16]. Even if the formal derivation is different, the MSRJD formalism is
analogous to the closed-time-path (CTP) formalism introduced by Schwinger and Keldysh in quantum
mechanics for non-equilibrium systems [17, 18].

In interacting field theories, computing the RG flow of an observable at the analytical level is an ex-
tremely difficult task. What is usually done is to study how the free theory is modified by the inclusion
of the desired interaction, at a chosen order in this perturbation. When the interacting fixed points
are connected smoothly to the non-interacting (Gaussian) ones, this perturbative analysis allows to
grasp insights into the critical exponents of the interacting theory. A good example in this sense is the
Wilson-Fisher fixed point in the ¢* theory, which controls the critical properties of the paramagnetic to
ferromagnetic continuous phase transition mentioned previously. This fixed point is Gaussian in d = 4
and can be described perturbatively for small € = 4 — d. However, there are theories where no con-
nection exists between the Gaussian and the interacting fixed points. A paradigmatic example is the
Kardar-Parisi-Zhang (KPZ) equation we will study in this manuscript. In KPZ, all the properties of the
interacting (strong-coupling) fixed point in d # 1 cannot be accessed by perturbation theory. One thus



needs non perturbative techniques to tackle this theory. An alternative formulation of the RG procedure
was first introduced by Polchinski, by generalizing the Kadanoff-Wilson picture [19]. In Polchinski's RG
scheme one finds exact flow equations for the effective Hamiltonian of the system. A reformulation of
Polchinski's RG for the effective average action was proposed some years later by Wetterich, Morris
and Ellwanger separately [20, 21, 22]. This exact flow for the effective average action is the basis of the
non-perturbative renormalization group (NPRC) formalism used in this work. This approach, initially
formulated for physical systems at equilibrium, has recently been extended to study out of equilibrium
universal properties [23].

Motivated by the fascinating properties of out-of-equilibrium dynamics and the concept of univer-
sality, in this thesis we study two models related to the KPZ equation. The first system is a driven-
dissipative quantum system composed by excitons interacting with photons confined in a cavity. In the
strong-coupling regime, this interaction gives rise to a bosonic quasi-particle, the exciton-polariton. Due
to the losses of the photons out of the cavity, the system needs to be constantly pumped by a laser
fleld in order to generate a steady state of exciton-polaritons. Under these conditions, Bose-Einstein
condensation (BEC) of exciton-polaritons has been demonstrated experimentally [24]. Quite remarkably,
the nature of this condensate is different from the equilibrium BEC. In particular it has been shown that
the phase of the condensate in the steady state shows critical properties which are described by the
KPZ equation [25] The second model under study describes classical growing surfaces in which the
underlying microscopic dynamics is correlated in time. This leads to a KPZ equation with temporal
memory effects. This time correlation spoils one of the fundamental symmetry of the system and can in
principle modify all the critical properties of the pure theory.

This manuscript is organized as follows. We first settle the notation used in the rest of the text.
Then, in Chapter 1 we introduce the main features of the KPZ equation. In Chapter 2 we review the
first physical system investigated, the Exciton-Polaritons. In the following two Chapters, 3 and 4, we
present our original results on exciton-polaritons. We first use the Schwinger-Keldysh formalism to
obtain new analytical results which demonstrate the EP to KPZ mapping beyond the homogeneous
case, and then give some numerical results concerning the phase distribution of exciton-polaritons in the
homogeneous case and the scaling in the inhomogeneous one. In the last part of the thesis, Chapter
5, we use NPRG techniques to tackle the KPZ equation with time-correlated noise. We study the one
and two dimensional case with either short or long range correlations. All the technical details of the
calculations presented in the main text are given in the subsequent Appendices.

The work of this thesis is presented in the following articles:

e Squizzato, Davide and Canet, Léonie and Minquzzi, Anna, 'Kardar-Parisi-Zhang universality in
the phase distributions of one-dimensional exciton-polaritons’, Phys. Rev. B 97, 195453 (2018)

e Squizzato, Davide and Canet, Léonie, "Non-Perturbative Renormalization Group Approach to
Kardar-Parisi-Zhang Equation with Temporally-Correlated Noise’, to be submitted (2019)






Notation

In this chapter we introduce the notation used in the rest of the manuscript.

Variables and Integrals

In the thesis we will be interested in both static and dynamical properties of physical systems; the space
variable will be usually denoted by X, which is a d-dimensional vector

X = {X1 ..... Xd}. (L)

In general, the modulus of any vector @ will be indicated by the symbol a. The modulus of the space
vector will thus be

The time variable will be usually addressed to as t. For the sake of simplicity a space-time coordinate
X = (X, ) (it)

is introduced; any bold variable is then meant to be a space-time(or momentum-frequency) variable. A
generic integral of a function f(Y) over a set of variables Y = {y, ..., yn} is denoted as

J o ) o omi= [ g o) i

The symbol [ - thus means the integral over space-time coordinate.
The integrals we will compute in the NPRG approach have the form

K@M/ﬂm@ﬂ@+mﬁ+ﬂ» )
q

In d > 2 we can reduce this (d 4+ 1)—dimensional integral to a 3—dimensional integral, by exploiting
rotational symmetry. Going to hyperspherical coordinates we indeed have

(@, p 2nd+1/ dw/ dysin(y ”/ dqqd_1f(wr(J)9((D+w,\/p2+q2+2cos(¢1) ()

where Sy = 27192 ["(d2) is the d-dimensional solid angle. Here we used the fact that the d—dimensional
solid angle element dQ) can be written as

dQ = sin(1) 7 sin(g) ' sin(g2) dipr . digg
— Sg_1sin(yn)?2dyy (vid)

and we rotated the system such that p- § = pg cos(yn).
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Fourier Transform

In the NPRG context we will frequently switch back and forth from real to Fourier space. Given a
function f(x) = f(x, t) in real-space, its Fourier transform f(p) = f(p, w) is defined as

7(p) = FIF(p) = / f(x)e 5w (i)

X

while the inverse Fourier transform will be

—wi) (ix)

fix) = FF(pNI) = / Fp)e'®
P
vvtthf Zﬂdﬂ [ dpdw -

Averages and Observables

In the main text we will always deal with stochastic systems, i.e. physical systems which undergo a
random dynamics. In general we are interested in quantities that are averaged over different realizations
of such dynamics, in order to exclude spurious effects linked to a single realization. Usually the ran-
domness of the system is embodied by a noise term which takes into account all the microscopic effects
to which we do not have access and which influence the mesoscopic dynamics in a unpredictable way.
Given a noise term n(x) we will indicate physical observables O averaged over different realizations as

_ / D[Pl )

with P[n] being the noise distribution, which in general is a functional, and D] -] being the functional
measure. Besides noise-averaged quantities we are also interested in averaging over, for example,
space- and time-windows in which realizations of the observable are supposed to be independent from
one window to the other, in order to reduce statistical fluctuations. An observable averaged over different
realizations of the noise and over different space domains will read

O~ (1) [ o, &

with x; € [0, LJ

Correlations and Generating Functionals

Dealing with stochastic fields ¢(x) we are interested in different space-time correlations. In out-of-
equilibrium systems, differently from the equilibrium situation, the probability distribution for the field ¢
is in general not known. We can however write down a generating functional for the different correlations.
We define the equivalent of the partition function Z as

= /D[(p}esm (xit)

From this quantity we can in general extract n—point correlation functions {@(x1) - ¢(x,)) via the intro-
duction of an external source linearly coupled to the field ¢,



2]~ [ Digleser e
and then differentiation with respect to the external source,

O 0"Z[J]
(pbxa) - @ban)) = Z0 5157600 7o)

/=0

(xiii)

(xiv)

As in the equilibrium case, we can define the analogue of the Helmholtz free-energy, W[J] = In Z[J]. The

functional W[J] generates the so-called connected correlation functions,

B " W[ﬂ
(o(x1) ... @(Xp))e = m

/=0
which are the analogous of the cumulants of a stochastic variable.

(xv)






1 Kardar-Parisi-Zhang Equation and Universality Class

In this chapter we introduce the central topic of the thesis, the Kardar-Parisi-Zhang equation. The
KPZ equation has been intensively studied after its formulation and we refer to the many available
reviews (among others [20, 2/, 28]) for learning its details and all its applications to other domains of
physics. In this chapter we will focus on its universal features and on some particular properties which
will be useful in the following sections of the manuscript. We will first introduce the model and its
scaling properties and then analyse its linear version, the Edwards-Wilkinson equation. We will then
investigate the strong-coupling nature of the KPZ fixed-point and discuss its consequences. Switching
to the field-theoretical formalism we will be able to discuss the symmetries and their implications. We
will then focus on the one-dimensional case and the geometrical sub-classes that emerge, together with
interesting effects due to finite-size. At the end, we will briefly mention two important related models
which will be useful as benchmarks for the results presented in Chapter 5.

1.1 Non-Conservative Growth Processes

We here present a general framework to describe non-conservative growth processes, based on [29] We
are interested in the description of a moving interface which could be for instance the line separating
two isotropic thermodynamic phases. To describe the system we introduce a vector in d + 1 dimensions
As t) = {ra(s t) GDj which spans the surface as s = {sa}5:1 varies in parameters space. The growth
of the surface can be triggered either by a non-conserved dynamics, e.g. the deposition of external
particles or the growth of one phase against the other, or by a mass-conservative process, e.g. formation
of gradients in the chemical potential on the surface due to modulations of the profile. In both cases the

(deterministic) dynamics can be described by

a — N —
ar(g, t) = fvy[r(s, t)] (1.1)
where
ﬁ:iiﬁx...xif (12)
\/§(351 0sp

is the normal unite vector to the surface at point 7 and g is the determinant of the metric tensor.

1.1.1 The Monge Parametrization

A usual choice of parametrization is the Monge form 7= (X, h(X)) which assumes a flat background and
no overhangs in the single-valued surface h(X), oriented along the z direction perpendicular to X. Using
this parametrization we get

—1/2
g=1+(VhR)? h= [1 + (ﬁh(z))z] (—h(), 1) (13)



2 KPZ equation and Universality class

and (1.1) becomes

0iX(s, t)g = Ngvplh], a=1,..., D
ath(§, t) = nzvn[h] (14)

This description is at fixed s while we are interested in the surface evolution at fixed X:

O¢hls, t) = A:h(x) + V' h - 0R(s, ) = d;h(x) + Vh - 9:K(s, t) (15)
This leads to [29]
d¢h(x) — Py Vh Vh = L (1.6)
[1 + (v”h(x)) ] [1 + (ﬁh(x)) ]
and thus to
1112
dh(x) = v, {1 + (vﬁmq) ] (17)

The effective velocity v, of the front depends on the microscopic dynamics.

1.1.2 Non-conserved dynamics

For non-conservative dynamics,

i =—Tu=-T=- (1.8)

where [ is the effective mobility of the interface, i is the chemical potential and F is the free-energy of
the system, which in the case of a non-conserved growth is given by

A= [ ovg—m [ 0 (1.9)

where o is the effective surface tension and g gives the direction and intensity of the external field.
This implies

oV 2h(x
b L (1.10)
[1 + (ﬁh(i)) ]
and thus .
0 L2 V2h
S5h%) = o [1 + (Vh(x)) ] ‘o ) — (1.11)
1+ (ﬁh(x)) ]
R 2
It's instructive to look at the (Vh(x)) < 1 limit. At first order we obtain
0 -, Ao )2
S5hix) = v + 5 (Vh(x)) (112)

- - 2
with v =g, A = [y and we neglected both V?h (Vh) and constant contributions.



1.2 The KPZ Equation 3

1.2 The KPZ Equation

Kardar, Parist and Zhang in 1986 [30] introduced a non-linear Langevin equation aimed to describe
the transition to roughness of stochastic growing processes which do not conserve the total mass; this
Partial-Differential-Equation(PDE), later referred to as KPZ-equation, is given by

d:h(x) = vV2h(x) + % (v*h(x))2 +VDn (1.13)

with (n(x)) = 0, (n(x)n(x)) = o(x — x’). With respect to the deterministic equation (1.12), the equation
(1.13) takes into account a noise term coming from the effects of the environment on the surface. As we
saw in the previous section, the non-linear term in (1.13) is the most relevant quantity that comes out
when taking into account lateral growth of a surface and has a key role in the roughening process. By
properly rescaling the time and the height field as

t — tlv, hehHQ (1.14)
Vv

the original KPZ equation, containing three parameters v, A, D, reduces to a one-parameter equation

. 2
d¢h(x) = V2h(x) + g (Vh(x)) 40 (1.15)
where g = )\2% is the effective non-linearity of the theory. This non-linear Langevin equation is very
general and its universal features appear to be relevant in different domains such as growing of bacterial
colonies, spreading of fire fronts and turbulent liquid-crystals [31, 32, 33].

1.2.1 Family-Vicsek Scaling

As usual in statistical mechanics one is interested in studying fluctuations of observables of the system.
Historically the most investigated quantity in KPZ equation is the standard deviation w? of the height
profile within a window of spatial extension L often referred to as roughness,

WA (L 1) = () = (h)T) (1.16)

where (), = %fx and (-), is the average over different realizations of the noise 1, and we restricted to
one dimension for the sake of simplicity. Motivated by the exact results obtained for the linear version
of (1.15), see Chap. 1.2.2, Family and Vicsek proposed the following scaling behaviour for the roughness

[3]

X, L < &(1)

w(L, 1) ~ tPF, (L7 ~ { tf L &)

(1.17)
where x and z are referred to as the roughness and dynamical critical exponent respectively and B = x/z,
F. () being a universal scaling function. Here &(t) ~ t'7 is a typical length scale taking into account the
emergence of coherence within the L-sized growing surface. For a finite-size system one thus observes
a power-law behaviour for the roughness up to a saturation time 75 ~ t* where it saturates to a value
w?(L, Ts) ~ L% (see Fig. 1.1). Another interesting quantity is the two-point height-height connected
correlation function,

C(x) = (h(x)h(0,0)). = (h(x)h(0,0)) = (h(x))(h(0, 0)) (1.18)
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Family—Vicsek Scaling Ansatz
RSOS surface, KPZ Universality Class
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Figure 1.1: Scaling of the roughness for one-dimensional restricted-solid-on-solid (RSOS) growth process of
different sizes L; RSOS belongs to the KPZ universality class [26].

which in the long-distance long-time limit (¢, x) — oo behaves as
C(X) ~ XX Fe(tIx?) (1.19)
where Fc(y) is a universal function characterized by two different asymptotic regimes,

F(), yﬁo

FOOyZ)(/Z’ y — 00 : (120)

Fely) ~ {

These power-law behaviours of correlations hold for any value of the coefficients in (1.13), which implies
that no fine-tuning is required to get a critical system, or, equivalently, that KPZ equation describes
fluctuations of self-similar growing surfaces.

1.2.2 The Edwards-Wilkinson Equation

The case A = 0 is known in the literature as the Edwards-Wilkinson equation (EW) [35] and can be
reduced to a perfectly equilibrium problem which can be solved exactly. Indeed the solution to the
equation

d:h(x) = vV2h(x) + VDn (1.21)

can be computed exactly by means of several approaches; we here recall two of them.

Fokker-Planck Solution of EW
The Fokker-Planck formulation of (1.21) reads

D ?

0 P[h(x)] = — / d?% (szh(x)) Pih(]+ = / 4= Plh(x)] (122)
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Its stationary solution is given by

ﬂhwﬂmen)«— dzgﬁimz) (1.23)

which is a Gaussian distribution for the height-field h, typical of non-interacting systems. In such cases
the anomalous dimension n associated to the scaling of the field variable h is n = 0 and we can easily
find the scaling exponents from the behaviour of (1.21) under a scale transformation; if we re-scale
X — bxX, t — b”t, h — bXh and we ask (1.21) to be scale-invariant, we find

2=2 y= (1.24)

which are the exponents defining the EW universality class.

Solution of EW in Fourier Space

Another way of finding the EW exponents, which will be useful in the following for the perturbative RG
analysis of KPZ equation, is to formulate the EW equation in Fourier space,

VD

h(p) = WU(P) = Go(p)n(p) (1.25)

or equivalently using a diagrammatic representation,

—>— = Golp)

h(p) = —>—xX
) X X = nlp) . (1.26)

This representation will be useful in the perturbative expansion of the non-linear case A # 0. Equation
(1.25) implies that

D . D

-t (127)
w? + v2p* V2(1+v3)7;)

using (n(p)) = 0. Recalling that the usual scaling form for the correlation in dynamical critical phenomena
reads [30]

w
pZ
one deduces that z = 2 and n = 0. Furthermore from the comparison between the Fourier transform of
(1.28) and the ansatz (1.19), we find that

Clp) ~ p 21102 (1.28)

y= " (1.29)

which combined to n = 0 gives ¥ = 1/2 in d = 1; we recover the results of the previous section. For
a generic interacting out-of equilibrium system the evolution in Fourier space cannot be solved exactly
and one needs to build proper approximation schemes.
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1.2.3 Strong Coupling Fixed-Point and the Failure of Perturbation Theory

While the linearity of EW implies that one can solve the equation in Fourier space, the non-linear term
in KPZ equation prevents from finding an exact solution to the model in any dimension. This can be
immediately seen by writing KPZ equation in Fourier space, as we did before for (1.25),

=G(p)n(p) (1.30)

with ho(p) = Go(p)n(p) being the solution of EW equation (1.25) and G(p) the full propagator of the
theory; we see that with respect to the EW case we have an additional term that cannot be computed
exactly. Using the diagrammatic notation introduced before in (1.20), equation (1.30) reads

|

G(p) n(p) (1.31)

with

== - G(p) » —>—— = Golp) - X = n(p) - —< - ‘g KPR (1.32)

We see that the full solution of KPZ equation, h(p), can be diagrammatically drawn as a double line
with an arrow, symbolizing the full propagator G(p), times a cross symbolizing the noise vertex n(p), in
analogy with (1.26) where the solution h(p) = ho(p) was a single line with an arrow, symbolizing the
bare propagator Go(p), times the cross standing for the noise vertex n(p). Using this formalism we see
that we can try to solve KPZ equation by substituting the full solution in the integral on the r.h.s with
its approximate solution at the desired order in the non-linear vertex A. This is the basic idea behind
the dynamical RG (DRG) approach.

The DRG Approach to KPZ at One Loop

The dynamical Renormalization Group approach is a combination of the idea of perturbation theory
and of Wilson's momentum-shell RG extended to out-of-equilibrium systems [3/, 38] For the KPZ
equation it consists in a small-A expansion around the exact non-interacting EW solution hg followed
by an integration over an infinitesimal momentum-frequency shell [30]. Once we have an approximate
solution of (1.30) we can compute observables and physical quantities by averaging over the noise n,
exploiting the fact that an arbitrary Gaussian correlator splits into product of two-point correlations
(nn'), whose statistical properties are known. This iterative procedure can be done more intuitively by
using diagrammatic procedure, as shown in Fig. 1.2. If we restrict the momentum integral inside a shell
e N < p < A, for small enough ¢, we can look for the renormalization of a given observable, at the
chosen approximation order, under an infinitesimal scale transformation: this procedure is the key step
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Figure 1.2: We here see an example of the DRG iterative procedure. If we choose as observable the quantity
(h(p)n(—p)), that as we can see in the first line of the figure above will give the corrections to the bare propagator
Co, we have to multiply (1.31) by the term n(—p), represented by a cross (see (1.32)) and to take the average over
the noise n. Next we have to substitute in an iterative way the full solution in the r.h.s of the first line, pictured
as a double line with a cross, by the approximate solution hg plus corrections. If we stop at the O(A%) order we
get the second line in the figure above. The averaging procedure will then consist in combining couples of crosses
and use the fact that (n(p)n(p’)) = o(p + p’); all the odd products of n will give a vanishing contribution because
of its Gaussian statistics. In the third line we see that the chosen observable gives the first order correction to the
bare propagator and hence renormalizes the bare coupling v.
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of DRG. Depending on the chosen observable we will have the renormalization contribution to different
couplings (see Fig. 1.2). If we stop to the order A° and look for only one-loop corrections we find [30]

d;(;) = V|:Z_2+Kdgz4_dd:| (1.33a)
B0 e —d -2+ k7] (133b)
dAe)
W—A[szx—Z} (1.33¢)

where Ky = Sy/(2m)? and Sy = 27%2|(d/2) is the angular volume in d dimension. As we will see in
the following section Galilean invariance implies that the flow of A is zero: this result holds to any order
in perturbation theory. The flows of v, D both depend on only one relevant parameter g, the effective
non-linearity introduced in 1.15. Recalling that \/g = \n/D/2v3, its RG flow can be easily calculated
from the ones above,

dg(9) d—3 ,

e 2d 7
We are interested in fixed point solutions of this equation, i.e. value of g* such that dg(¢)/d¢|4—s = 0.
It is important to note that d = 2 is what would be called the marginal dimension in equilibrium systems,
because the linear correction vanishes and only logarithmic renormalization occurs; we can read from
(1.34) that the coupling g is marginally relevant in this dimension, because it grows under rescaling.
The two fixed point solutions of (1.34) are:

_ - d)g+ K, (1.34)

2d

giw =0 Gkpz = Ki'(d =255 (1.39)
The stability analysis around the two FP then gives:
d(dg(é)) -2-d d(dg(ﬁ)) —d—2. (1.36)
dg de Jew dg dé Ikpz

In d =1 the only stable fixed point is the KPZ one. In d = 2 we have that g is marginally relevant and
a small-perturbation around g = 0 will explode; a possible strong-coupling FP is thus inaccessible at
this level of perturbation theory. For d > 2 we have a different scenario: for small enough perturbation
the solution g7, is stable and we recover the EW physics. However for strong enough initial values the
quadratic term dominates and the flow will diverge, making any strong-coupling fixed point unreachable.
Remarkably, it was shown that the same result is obtained at any order of perturbation theory [39].
This strong-coupling nature of the KPZ fixed point will motivate us in using NPRG approach, which is
intrinsically non-perturbative and allows to reach the true KPZ fixed point in any dimension.

1.3 KPZ Action and Symmetries

Due to its scaling properties the KPZ equation appears as the right playground for investigating out-
of-equilibrium universal features. To this aim it is important to understand the symmetries. A field-
theoretical description of the model is then appropriate. One can use the Martin-Siggia-Rose-Janssen-
De Dominicis (MSRJD) formalism (see App. A for details) to write a classical action associated to
equation (1.13), ending with

Slh, h] = /«[h (0th —vW?h— 3(%)2) — DFF} (1.37)
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where h is usually referred to as the response field. It is useful to look at the canonical (engineering)
dimension, denoted [-], of the different terms for future RG applications; physically this quantity tells
how an observable scales when the observation scale in a free (Gaussian) theory is varied. By defining
[X] = —d and requiring [v] = [D] = 0, i.e. that the diffusivity and the noise strength do not get
renormalized when changing the scale in a free theory, we get

d—2 d+?2 2—d
T e Y 1,
. =W (1.38)

which also implies [g] = (2 — d). We see that the non-linearity becomes marginal at d = 2.

[t]=—=2, [h] [h] =

1.3.1 Symmetries

Besides the translational and rotational invariance, the KPZ action possesses three more exact symme-
tries: invariance under a constant shift of the height field, invariance under an infinitesimal tilt of the
surface and invariance under time reversal of the dynamics; the latter is an accidental symmetry which
holds only in one dimension.

e Shift Symmetry
It is easy to check that the transformation

h(x) = h'(x) = h(x) + ¢ (1.39)
is an exact symmetry of (1.37).

e (Galilean Invariance(Gl)
A key symmetry of (1.37) is the invariance under an infinitesimal tilt of the surface

h(x — h'(x) = X - V+ h(t, X + AVt)

h(x) — B'(x) = h(t, X + AVt) (1.40)

which corresponds to a CGalilean transformation on the velocity field v = Vh. When a system
is Galilean invariant, the standard Lagrangian derivative d; + V- v, is preserved along the flow
and hence gets renormalized in a multiplicative way under a change of scale x — bx. Such a
consideration implies a scaling relation between the roughness and dynamical exponent, which is
exact in any dimension. Indeed taking

x — bx, t— b’t, h— bXh (1.471)
we get that

D; — b™20, + X727V (1.42)

which implies z+ y = 2. This holds also for the covariant derivative in the KPZ equation, defined
as D; = 0;—AV- V. Furthermore, since in this case A is the structure constant of the transformation
(1.40), it is not renormalized under a change of scale. For what follows it is important to note that
this transformation is a symmetry only in the case in which the noise is delta-correlated in time.
The KPZ equation indeed changes under (1.40) as

A
dph’ = vW"7h + i(v/h’)2 + 1 (1.43)
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with
<I’]/(X1)l7/(X2)> = (nX1 + AVt t)n(Xa + A, ) = F(Xi — o + AVt — ), t1 — t) (1.44)

The form of the general correlation F(x1 —x2) is preserved only if F(x1,x2) = 0(t — £)G(X) — X2),
indeed

(') (x2)) = 8(t1 — )G(¥) — % + AVt — 1)) = 3(tr — &) G(X) — %)
(

= {n(x1)n(x2)) (1.45)

which is not true anymore for any non-local correlation in time. Breaking the Gl implies that A is
not any longer a structure constant of a symmetry of the system and in principle can flow under
a change of scale.

e Times Reversal Symmetry
Another important symmetry of the KPZ action is a discrete symmetry under time reversal,

hix) — H'(x) = —h(—t, %)
hix) = B'(x) = h(—t, %) + %Vzh(—t,)?) (1.46)

The variation in (1.37) due to such a transformation is 0S = fX(Vzh)(Vﬁh)2 which is in general
non-zero. However in one dimension

6S = /afh(axh)z — /ax(axh)(axh)z = /aX(aXhP -0 (1.47)
under suitable boundary conditions. This symmetry holds also for the EW equation (1.21) and it
ylelds a fluctuation-dissipation theorem. A consequence of this symmetry is that the roughness
exponent y is equal to the EW one in d =1, xkpz = xew = 1/2. Thanks to Gl we also have that
zkp7z = 2 — xkpz = 3/2. Hence the symmetries are enough to fix the KPZ exponents in d = 1.

1.4 KPZ Universality in One Dimension and its Geometrical Sub-Classes

We here focus on the one dimensional case. Following the scaling properties of the height fluctuations
it is natural to express the asymptotic height profile as

h(x) " Vot + (Tt)P h(x) (1.48)

where A(x) is a random variable and B = x/z = 1/3 in one dimension. The first quantity on the RHS
is the self-averaging contribution, while the second one keeps track of the non-trivial KPZ scaling of
the fluctuations of the height profile; v, " are non-universal quantities depending on the parameters in
(1.13) via [40, 41]

2
F_10
2 v?
A very important analytical progress has been achieved in the last decades concerning the probability
distribution P(h(x)). Interestingly, it has first been shown [417] and then proven using the mapping to
Directed Polymers in Random Media [43, 44, 45, 46, 47/], that this probability distribution depends on

the geometry, or equivalently on the initial conditions, of the problem:

Voo = A, (1.49)
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Figure 1.3: The three different distributions TWeoe, T Wgue and BR, together with a Gaussian distribution with
zero mean and BR variance.

e Flat Initial Conditions
Given a h(x,t = 0) = hg, the distribution of h(x) is the Tracy-Widom(TW) distribution associ-
ated to the probability of the largest eigenvalue of random matrices in the Gaussian orthogonal
ensemble(GOE), TWeior [48]

e Sharp-Wedge Initial Conditions
Given a h(x, t = 0) = — limg_0 alx|, the distribution of h(x) is the Tracy-Widom(TW) distribution
associated to the probability of the largest eigenvalue of random matrices in the Gaussian unitary
ensemble(GUE), TWgye.

e Stationary Initial Conditions
In Chap. 1.3.1 we saw that in one dimension the KPZ roughness exponent is the same as the one
in EW universality class, due to an accidental fluctuation-dissipation theorem. One can also show
that the stationary distribution for h(x) is the same as the EW one. EW dynamics is a Brownian
motion dumped by diffusive effects and has a Gaussian stationary distribution. Taking such a
distribution as an initial condition for the growing interface, one finds that A(x) is distributed
according to the Baik-Rains (BR) distribution [49].

The three distributions introduced above are all highly non-Gaussian, see Fig 1.3; their non-Caussianity
can be measured by looking at the cumulants, that for a generic random variable X are defined as
0" tX
ko = =109 ((e™)) li—o. (1.50)
For a Gaussian distribution only «1, the Mean, and k7, the Variance(Var), are non-zero. Two important
quantities related to the cumulants are the Skewness(Skew) and Excess-Kurtosis(ExKurt), defined as
Skew(X) = == = 22 Exkurtpx) = &4 = 1 3, (151)

312 7 32! 2 2
K5 H> Ky H3
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where p, = (X — (X))") is the nth central moment. The skewness and excess Kurtosis vanishes for
a Gaussian distribution. Both these dimensionless quantities describe properties of the tails of the
distribution: the skewness characterizes the asymmetry of the tails while the excess-kurtosis quantifies
their size. For TWgoe, TWgue and BR these quantities are known numerically to arbitrary precision
and they are reported in Table 1.1. This geometry-dependent universal behaviour has been recently
observed in experiments in the context of liquid-crystal turbulence [33, 51].

1.4.1 Finite Size and Cross-over to BR

All the analytical approaches that have led to the discovery of the KPZ geometrical sub-classes rely on
the fact that the system is in its thermodynamic limit. When its finiteness is taken into account, interesting
effects can be observed. When the KPZ dynamics is present, the correlation length & between different
points on the surface grows as & ~ t'7. As the correlation length becomes comparable with the size
of the system we approach the stationary regime of the interface. An appropriate quantity to study the
spreading of such correlations was introduced in [52] and is defined as

Sh(x, to + At) — Sh(x, to)
N

Aq(x, to, At) = Sh(x) = h(x) — (h(x)). (152)

Starting from either flat or sharp-wedge initial conditions in a finite-size system we thus expect a
transition to the stationary sub-class before finite-size effects start to dominate. If the system is large
enough, this transition can be traced by looking at the evolution of the probability distribution of A(x, t):
a cross-over from either a T Wgor or TWgue, depending on the initial conditions, to BR is expected in

Phg:

(153)

p _{ IT'Weor cue, Atlty — oo
ANg =

BR, Atltg — 0

This cross-over has recently been observed in experiments by Takeuchi and Sano [52].

1.5 Some Related Models

KPZ equation is related to several different models, both discrete and continuous. We here report two
examples that, for different reasons, play an important role in the following.

1.5.1 Directed Polymers in Random Media(DPRM)

By performing a Cole-Hopf transformation Z(x) = exp(%h(x)) we find that the dynamics of this new
variable is ruled by

0:Z(x) = vZ(x) + —n(x)Z(x). (1.54)

‘ Mean Var Skew ExKurt
TWeore | 076007 063805 0.2935  0.1652
TWeye | -1.77109 081320 0.2241  0.09345
BR 0 115039 0.35941 0.28916

Table 1.1: Mean, Var, Skew and ExKurt calculated from numerical integration of Painlevé Il [50, 42].
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This equation is sometimes called Stochastic Heat equation(SHE). Differently from KPZ equation, which
is a non-linear PDE with additive noise, SHE is linear but with multiplicative noise. Being linear, one
can easily find its solution using Feynman-Kac theorem,
X 1 t 0 T 2
200~ [ Plytrlewp (- [ ar| 24 oy ). (159
vV Jo 2

0,0

This is the sum over all possible paths in the T direction starting from a T = 0 and ending at 7 = ¢
at a point y(t) = x, through a disordered landscape of intensity n and at a temperature T = 2v, i.e.
the partition function of a DPRM. Many analytical results for KPZ universality presented above, were
found by exploiting this mapping; the strong disorder phase of DPRM corresponds indeed to the strong
coupling regime of KPZ equation [20] The analogy between DPRM and KPZ has also been exploited
to theoretically understand the effects of breaking the tilt invariance onto the KPZ exponents z, y [53].
To this aim it is important to introduce the relation between the usual set of exponents studied in DPRM
and the KPZ ones. The introduction of a random potential n(x) renders the partition function a random
variable and we will thus have two different averages to perform in the system: the first is the thermal
average, denoted by (- - - ), which we can perform also in the absence of the disorder and the second is

the disorder average, denoted by ~—~. The first scaling exponent is related to the spatial extent of the
polymer at a distance t from the starting point 7 = 0,
((x(t) = x(0))?) ~ t*. (1.56)

For the free polymer, n = 0O, the evolution is a simple random-walk and ¢ = 1/2. The second exponent
is related to the fluctuations of the free-energy due to the presence of the random disorder,

(InZ(t)2) ~ t°° (157)
with 8 = 0 for the n = 0 case. Recalling the relation between h and Z we immediately deduce that
O=B=xlz, (=1]z (1.58)
and that the relation imposed by Gl, z + y = 2, translates into
0=20—-1. (1.59)

This relation can also be found by equating the scaling of the free-energy and of the elastic energy in
(1.55).

1.5.2 Burgers Equation

If we consider the dynamics of the velocity V(x) = —)\ﬁh(x) we find that it is described by the equation
Di7(x) = vV27(X) + AV () (1.60)

where Dy[-] is the usual Lagrangian time-derivative. This equation is known as stochastic Burgers equa-
tion (SBE), and corresponds to a Navier-Stokes (NSE) equation without pressure and with a stochastic
forcing [54, 55]. The deterministic version of SBE has been used to study shock waves, which naturally
arise due to the non-linearity, while SBE is known to be a toy-model for investigating turbulence of
incompressible fluids [56, 5/]. For what follows it is important to note that the tilt transformation on the
fleld h(x) becomes the physically better understood Galilean invariance on the velocity field

v(X) — vo + v (x — wt) (1.61)

which corresponds to looking at the fluid in the moving reference frame.






2 Large distance properties of Exciton-Polaritons and the Relation to KPZ
Equation

In this chapter we review the dynamics of a homogeneous driven-dissipative Bose-Einstein conden-
sate of Exciton-Polaritons and show that its phase dynamics follows the KPZ dynamics introduced in
the previous chapter. In the first part we introduce the physical system and its effective mean-field de-
scription, both from phenomenological and field-theoretical approaches. After this introduction we focus
on the dynamics of the phase and show that it follows the KPZ equation. We then see how the mapping
works in both the phenomenological and field-theoretical approaches. We then extend the mapping to
the non-adiabatic case.

2.1 Physical system: Exciton-Polaritons

Before discussing the model we will investigate in the first part of the manuscript, it is important to
introduce the physical system and the state of the art of the experimental platforms.

2.1.1 Excitons in Semiconductor Structures

Semiconductors are materials whose band structure possesses a finite energy gap A between the valence
band and the conduction band. In the ground state, all the electrons fill the valence band, leaving the
conduction band empty. However, due to the small amplitude of the gap, one electron in the valence
band can be excited to the conduction band if it gains an energy larger than A. In this case the valence
band lacks a single negative charge; this lack can be described by a single quasi-particle of positive
charge, usually referred to as hole. The hole in the valence band and the excited electron are particles of
opposite charges and interact through Coulomb interaction, that allows to form an electron-hole bound-
state known as exciton [58]. The energy structure of the ground state of the semiconductor and the
exciton is illustrated in Fig. 2.1.

2.1.2 Bragg-Mirrors and Confined Photons

A fundamental ingredient of the physical system we will study are the Bragg mirrors, which are periodic
stack of dielectric layers with two different refraction indices; this setup is also referred to as Distributed
Bragg Reflectors (DBR). With proper choice of the optical thickness, i.e. the product between the physical
thickness of the layer and its refraction index, the DBR acts as a mirror with a high reflectivity over
a broad range of wavelength, called stop band [60]. A useful implementation of DBR is a microcavity
made by two DBR separated by a distance L¢, which is usually called Brag mirror microcavity. For
such setup, the reflectivity gets a very narrow dip of width AAc at the center of the stop band (see Fig.
2.2(a)), around a wavelength Ac; this implies that inside the microcavity the electromagnetic field gets
amplified for wavelength A € AAc (see Fig. 2.2(b)), while being reflected almost ideally by the DBR at
the boundary. The result is that the photon with A = A¢ is confined along the axis perpendicular to the

15
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Figure 2.1: Energy difference between the ground state and a phonon excited electron-hole coupling in (a) the
one electron band picture and (b) the two-particle picture. Picture adapted from [58].

DBR, z. The number of round trips the photon makes inside the microcavity before it escapes (because
of non ideal reflectivity of DRB) can be estimated by the quality factor Q, defined as

Ac

(21)

Because of the confinement, the photon acquires an effective mass. Indeed, its dispersion relation inside

the cavity has the form
we(k) = clk| = ey /kE + k2, (2.2)

where ¢ is the speed of light. The confinement in the z direction implies that k, is quantized,
=iy 23)

where j takes integer values. In the small k|| regime the dispersion behaves quadratically, and thus the
cavity photon acquires a finite mass for the in-plane motion. This mass is proportional to ¢~ and hence
is very small, usually of the order of m, ~ 10™>m; [01].

2.1.3 Exciton-Polaritons

The electron-hole quasi-particle forms a dipole which interacts with an electromagnetic field. The
underlying mechanism is light-matter interaction, which can be model by microscopic Hamiltonian of the

type
e —

p-A, (2.4)

H[m‘ = -

el

where —e is the charge of an electron of mass me; and momentum g, and A is the magnetic vector
potential of the electromagnetic radiation. An exciton can thus be created by a photon absorption or,
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Figure 2.2: (a) Reflectance of an empty high quality microcavity and (b) the intensity of the field distribution of
the resonant mode. Picture taken from [59].

conversely, a photon can be emitted by the the electron-hole recombination, with some finite probability

given by
Pint o< [(exc|Hine|0)]? . (25)

where |exc) denotes the excitonic state. It is interesting to note that, if the emitted photon is confined
in some way, multiple excitation-emission processes can take place. As we discussed in the previous
section, a confined photon can do several round trips inside the cavity before escaping. We now introduce
a semiconductor layer in a cavity made by two DBR. If the resonant frequency of the cavity is the
same as the frequency of the excitation of the semiconductor between the two DBR, this means that
several excitation-emission events can take place before the photon leaks out. The coherent transfer of
excitations between the cavity photons and the semiconductor excitons is called Rabi oscillation. This
regime corresponds to a strong coupling between the excitons and the photons, where the eigenstates
of the resulting system is a superposition of the bare excitons and photons. These hybridized bosonic
quasi-particles stemming out from the strong coupling between excitons and photons confined in a cavity
are called Exciton-Polaritons (EP). For an exhaustive review on the optical properties of polaritons the
reader is addressed to [02] The effective mass of EP is extremely low, of the order of the m introduced
above, and opens the possibility to observe purely quantum effects up to at room temperature. It is
important to stress that here by temperature we mean the one of the experimental environment into
which the physical sample is placed. Indeed, due to the unavoidable leakages of the cavity, the system
is fully out of equilibrium, and its temperature cannot be defined. In order to reach a steady state, the
system needs a continuous injection of photons. The formation of a macroscopically-coherent state of
these quasi-particles, analogous to the Bose-Einstein condensation (BEC) in equilibrium systems was
first proposed theoretically in the late nineties [03]. The first experimental results showing long-range
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first order correlations in EP were found in systems with resonant pumping [64, 65] in which a parametric
oscillation linked to the breaking of U(1) symmetry appears [06, 67, 68, 69]. In the case of non-resonant
pumping, the condensation in the minimum of the dispersion and the off-diagonal long-range order have
been observed experimentally [24] in the steady-state regime (see Fig. 2.3). In the following we will
focus on the second case of non-resonant pumping, where the phase of the pumping laser does not
affect directly the one of the condensate. For a more complete treatment of the resonant and non-
resonant pumping, the review [01] is available. Since the first experimental observation of BEC, much
work on the theoretical and experimental side has been done, leading, among all, to the observation of
quantized vortices [/0], superfluidity [/1, /2] and solitons [/3]. However, the nature of the transition to
macroscopically occupied states in EP is still under debate. Indeed it has been conjectured that, rather
than a non-equilibrium BEC transition, EP undergo either an out-of-equilibrium Berezinskii-Kosterlitz-
Thouless (BKT) transition [/4, /5, /6], or a BEC at thermodynamic equilibrium [/7, 78]. The investigation
of KPZ scaling in the phase distribution of EP, and hence, as we will see, the stretched exponential
behaviour of its two-point correlation function, will also contribute to the characterization of the nature
of the phase transition in the EP system.

2.2 A Model for Exciton-Polaritons

A phenomenological description of the dynamics of Exciton-Polaritons under incoherent pumping was
introduced in [/9, 80]. The polaritons in the lower band are described by a classical field ¢(x) satisfying
a complex generalization of the non-linear Schrodinger equation, coupled to a rate-equation for the
polaritonic reservoir density ng,

2 i

o) = | — =2 + gl + 2grng + —(Rng — y)| Y + F (2.6a)
ZmLp 2

ding =P — (yr + R|Y|")nr (2.6b)

where F is an effective noise taking into account both pumping and loss effects and is in general
taken as a delta-correlated Gaussian-distributed random variable of strength F, (F(t, x)F (¢, x’))dt =
F26(t — t')o(x — x’). Equation (2.6) describes the non-linear dynamics of the lower polaritons, with an
effective mass m;p, which interact with the background mean-field density via a coupling strength g,
as in the usual equilibrium Gross-Pitaevskii equation [81]. In this model, moreover, the system interacts
with a high-energy reservoir, whose density ng increases due to a constant pumping P and is depleted
both by unavoidable leakages, on a time-scale ygr, and by stimulated emission of strength R in the lower
polariton branch. The population of the EP band is taken into account by an imaginary positive term in
the dynamics of (. As in the reservoir, there are leakages of EP on a time-scale y. Conservative effects
due to interactions with the reservoir are taken into account via a coupling gr between ¢ and ng.

2.2.1 Hopfield Model and the Dispersion Relation of Exciton-Polaritons

The first term in the rh.s of (2.6a) comes from the usual parabolic approximation of the EP dispersion
relation £ p(k). The full dispersion relation of the lower-polaritons band coming from the hybridization of

the photonic band with the excitonic one can be computed by taking into account the quantum dynamics

of excitons, denoted by 6(;)

(”J(CT) annihilation (creation) operator within the Hopfield model [32, 61]:

annthilation (creation) operator, interacting with cavity photons, denoted by



2.2 A Model for Exciton-Polaritons 19

QW free carrier
states

3
N

= L
Sl : g g %
> Continuous wave € £ 7
2 Ti-sapphire
g 176 4% 1,768 meV 3 2 P (3
we d =35 um spot g '%’
Ky (um™)
-10 -5 0 5 10. 15
1.72 T T T T
Upper polariton \\ ’/ c
1.71F | !
!
N '
N ! 4 ‘
1.70F ! / D
@ Photon h SN gl
) \ S
5] ~ )
5 1691 Exciton
____________ Emission angle, 0 (degree)
20 10 0 10 20 -20 -10 0 10 20 -20 -10 0 10 20
1.68 63
Emission 1 260 630

@
2
3

<\ /\/\/ Lower polariton
167 6030 0 30 60
6 (degree)

Energy (meV)
>
3

@
2
El

3-2-10 123 3-2-10123-3-2-10123
In-plane wavevector (104 cm-')

Figure 2.3: Some figures from the seminal work [24]: a) a schematic representation of the physical process leading
to the creation of EP; b) (black solid lines) the dispersion relation of lower and upper polaritons, resulting from
the coupling between (black dashed lines) the confined photon and the excitons in the quantum well; c) far-field
emission spectra, resolved in angle(top) and energy(bottom), showing the condensation of EP at T = 5K, p = 1.14.

- -, - -

Hep = He -+ i = h [ {uclial (Bocd) + Bl Rav(E) + e af F0x(0) + 0]}

K
(2.7)
where Qg is usually referred to as Rabi splitting. We can diagonalize this system by introducing linear
combinations of dx, ac¢

where X, C are known as Hopfield coefficients [32]. After this transformation we get

Hep = h/ﬁ {ELP(ﬁ)aZP(E)aLP(”) + EUP(E)aLP(E)aUP(*)} (2.9)
with
Eip(K) = 72—1 (welk) + wx(K)) — h\/(“’C( )_4“’)(( Iy (2.10a)

Eup(K) = ;‘ (wc(*) + wx(*)) + h\/(‘”C( )= ox(k)° | o4 (2.10b)
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and

(2.11a)

(2.11b)

Due to the huge difference in the effective mass of exciton and cavity photons, the momentum dependence
in the dispersion of the excitons is usually neglected, wX(E) = wy,. A particular regime is the one
in which we take the minimum of the cavity photon dispersion, wC(E = 6) to coincide with wx o:
this is known as the zero-detuning regime, onto which we will focus in the following. In this case
|X(/? — 0)|2 = |C(k = 0)]2 = 1/2 and LP and UP bands are populated by an equal mixture of cavity
photons and excitons at k = 0. In the phenomenological model (2.6), the full dispersion is usually
expanded around this point and takes the form of a parabola of effective mass m;p; in the following
we are also interested in the zone around the inflection point of the LP band. This requires to include

quartic corrections to the lower-polariton dispersion,

k21 Rk
Eip(k) = — 212
Lp(k) s 2R (szP) (212)
When going to higher k = \/?| the population in LP starts to be imbalanced,
2\ 12 2]
XK > 102, 1CRIP < 5 2.13)

and thus the excitonic component in the LP increases. When taking into account the excitonic contribution,
new loss phenomena that are usually momentum-dependent start to appear; to well reproduce them we
introduce a k-dependent loss term to v,

y(k) = vo + y2k? (2.14)

where the coefficient y» can be estimated in the experiments from the width of the dispersion branches.
This momentum-dependent loss term yields the appearance of a complex coefficient for the Laplacian in
Eq. (2.6).

2.2.2 Steady State Solutions
We look for a solution for the LP wavefunction and for the reservoir density in the stationary regime, of

the form (x, t) = e~ #71M g, np(x, t) = ng). This implies

i

ur = glgol” + ZQR”(fg) + E(R n(;g) — W)

o p (2.15)
R vr+ Rlo)?

and thus
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grP i RP
— st |\ e
YR + Rldol* 2 \ vr + Rl

We see that the we can have two different scenarii for the dynamical stability of the system:

ur = glgol* + 2 Y. (2.16)

(i) For small pumping intensity P, the dynamical stable solution is |¢g|> = 0, n,g =L

(i) For pumping at the threshold value P = Py, = ¥%: |o]> = 0 solution becomes unstable and a
macroscopic condensate appears with |(p|? # 0. This is a non-equilibrium phase transition.

We define the steady state of the condensate as the regime in which no net gain (in time) occurs and
the reservoir density is clamped at the threshold value n(,g) = n%h) = yo/R. In this regime we have a

macroscopic phase 1 and a condensate density |p|® which are equal to

) gr ? PR ) Vr ( P ) Vr
ur = g|dol PRV |o|= = (VRVO R P B (p—1) (217)

respectively, with Py, = PR/(yrY0), p = P/P:. This implies that the condensate grows as the pump
strength is increased, with a reservoir density clamped to its threshold value.
2.2.3 Plugging Fluctuations In

In the case in which the dynamics of the reservoir is much faster than the one of the polariton condensate
one can integrate out adiabatically the former, ending with an effective equation for the dynamics of the
low-energy polariton wavefunction in the adiabatic approximation:

h v\ o 5 grP ih RP
‘ || ——+i= 2—25 4 L2
(hdiy H i +¢2)V + glyl” + yR+R|¢|2+ 2 \ Vet RIOE vol |y +F. (218)

By re-scaling space, time and the condensate density by

5 h s ao ol vrp—1
2 1 2
— 1= , = == 219
2|meplvo e VST TR 219
we can rewrite (2.18) in a dimensionless form,
oo | Vo|mipl iﬁp 2, p
0 = [( sgn(mep) + i 2 ) v+ R v |¢’| hR1 pp1 WE
[ p .
- __ + F, 2.20
| ]w (220

with sgn(x) = x/|x|, )= ¢/t21, t = t/t, and ¥ = x/&. Accordingly, we rescale the noise strength as

w~w&=@g;ﬂﬁ4%@—m%ﬁ&ﬂ4%@—ﬂ- (2.21)

—~
[
,\
‘Nl
=
5
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The mass of the EP has been allowed to get negative values, i.e. negative curvature of the lower-
polaritons band, for the sake of completeness and due to recent experimental results on which we will
focus in the following [83] From now on, for simplicity we will drop the tildes on dimensionless space,
time and wave-function. For a small condensate amplitude, i.e. %|¢/|2 <« 1, we obtain an effective non-

linear Schrédinger equation for the evolution of the condensate wavefunction ¢ by expanding —£— =~

1+
p—(p =1l

valmip|\ o QVRP L 2
o = [(sgnmp PR} 724 S YRS 1 292 (- - 1)

Sto =1 (1~ 1P )]wﬁ

_|_
valmipl\ 2 | 5 9R grp—1[ g v 2
\V4 2 =
[( Son(mee) ) TRP TR p g w i

#5tp= (1- 1) [+ 7
[ Ko+ iKa) V24T + u |y +[(rd—ud|¢\ )]¢+ﬁ (2.22)

where in the last step we defined

= gr — _grp—T1[ g
K, = , —2 _IRET (IR oy,
sgn(mep). - Te wRP YT R p (gR Yo p)
= _ v2lmip| -1 — 1
Kqg = 7 rd—Z(p 1), ud—z(p 1). (2.23)

2.3 Keldysh Field Theory for Exciton-Polaritons

In the previous section we have presented a phenomenological description of the EP system which,
when the reservoir dynamics can be integrated out adiabatically, leads to a generalization of the usual
Gross-Pitaevskil equation including drive and dissipation. This effective dynamics can also be derived
starting from a pure quantum picture via the Keldysh formalism (see App. B). To do so we first have to
define the coherent- and dissipative-part in the evolution of the open quantum system of interest. In the
case of EP the coherent dynamics is the one of a Bose gas with contact interactions while the dissipative
dynamics takes into account one- and two-body losses together with pumping from the reservoir; these
two contributions appear in the Lindblad master equation

dip = —i[Hip, pl+ Lp=ZLp (2.24)

as

e = [ [w & (‘ULP v )Mmucwwmz] - [ ot 225)

X

and

£p = [ (WDl + vDIRIp + 20D (2.26)
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respectively, with the super-operator DJ|-] acting on the system density matrix p as

Ditlp = LolT — 2{L7L. p} 2.27)

The Keldysh action associated to Lindblad master equation for such a system can be written as [84] (see
App. B)

S= [ {63000, + (Ke + IKg)V? = re + irg)pe + c.c. = [ (0 = lwg) (9t 82 + 395 8) + c.c.|
+2(y + 2ugd; )Py b}, (228)

~ n A V+ . . . A Y— .
where we have set KC:Z/TJT’ rczwgp and yz% is the effective noise strength, rdz% is the gap

from saturation and c.c stands for the complex-conjugate. It is important to note that in using the
Lindblad master equation (2.24) to describe the quantum dynamics we assumed the reservoir to be
Markovian, which physically translates into the absence of back-action of the system onto the reservoir;
this corresponds to the adiabatic limit described in the previous section. The effective description given
by the gGPE is a particular limit of the full-quantum evolution given by the action (2.28). As for
equilibrium systems indeed, the classical-field description of the dynamics holds when one particular
state is macroscopically occupied and a large-scale coherence develops in the system; this is the case of
the EP condensate in the steady-state. This condition translates into a large-scale limit of (2.28) around
the point rg = 0, i.e. y = y,, which is the threshold for the steady steady to appear. After performing
such a limit in one dimension one gets (see App. B)

0 = [—(KC v iKg)0% 4 re — irg + (Ue — iud)\gbclz] be + & (2.29)

with

/ 2 N2 112 /
(EXE X)) = 2 [ (v + 204l S XNy + 2ual$X))|  3lx = X). (230)

It is useful to note that using the convention for ry given in (2.28), which was introduced in the seminal
paper [34] and is the usual notation for Keldysh formulation of driven-dissipative quantum system, we get
a minus sign in front of the linear dissipative term (and hence on the complex diffusion coefficient) with
respect to (2.22). Equation (2.29) for the condensate field ¢, is analogous to (2.22) for the condensate field
i, with an additional multiplicative contribution in the noise; such a term is due to quantum fluctuations
and becomes irrelevant in higher dimensions. Furthermore, to derive (2.22) from the phenomenological
model (2.6) we made the assumption (p — 1)/p|¢h|> < 1. If we recall that ug|¢|? = (p — 1)/2|¢|* and
assume that p = O(1), which is in general the case in real experiments, we see that the multiplicative
contribution is negligible. From now on we will then neglect this contribution in the calculations in
order to be able to compare the results with the gGPE coming from the phenomenological description
(2.22). We will then consider a complex noise & with correlation

(Ex)S7 (X)) = 2ya(x —X). (231)

The complete case is reported in App. B.
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2.4 From Exciton-Polaritons to KPZ

As we anticipated at the beginning of this chapter, the long-time and large-distance dynamics of the
phase of the condensate wavefunction for EP is described by the KPZ equation. To understand how
this mapping works out we can start either from the phenomenological description (2.22) or from the
full Keldysh action (2.28). The advantage of the latter is that we can easily modify the homogeneous
case to include more realistic effects, such as disorder and thermal effects. In the next chapter we will
analyse both phenomenological and field-theoretical approaches; for all the details and the calculations
concerning the Keldysh formalism we refer to App. B.

2.41 Dynamics of the Phase in the gGPE

To study the dynamics of the phase, it is useful to switch to the modulo-phase representation of the
condensate wavefunction, ¢.(x) = p(x)'"? exp(iB(x)). We thus have

01bele) =) [ 2plx)"0uplx) + 10,61
=dc(x)Dilp, 6] (232a)
V2 ¢e(x) =clx) {p(x)*(v*p(x)ﬁ + %p(xrwzp(x) — (VM) + ipx) ' Vp(x) - VOKX) + iV 6(x)
=c(x)Dalp, 6], (232b)

and (2.29) for the complex field ¢, becomes a set of coupled equations for the time evolution of the
condensate density and phase, p, 6:

1

gp(X)*10rp(X) = — KcS{Dilp, 0} = KaR{Dalp, O]} — rg — uap(x)
+/¥p() 1 (= sin(B()R{ E(x)} + cos(6(x)S{ E(x)}) (233a)
0:0(x) =K R{Dalp. 6]} — Ky S{Dalp, O]} — re — ucp(x)
—V/vp(x) " (cos(BMR{S ()} + sin(Bx)S{ (]} - (2.33b)
We can look at the dynamics of the fluctuations of the phase around the steady-state solution pg =
—rcluc = —rglug, 6y = 0. We thus assume that the density fluctuations are small and smooth, i.e.

we keep only linear terms in the fluctuations of the density dp(x) and neglect its temporal and spatial
derivatives. Hence we get

Bplx) = — L7260 + LT + L (sl OIR (W) + cosl OIS (2340)
9:0(x) = — K, (/Zd — :’d) V20(x) — K, (1 + Zd//id ) (V6(x))?
— e " [(cos(e(x)m{é(x)} +sin(0x)STEM) ) + 57 (— sin(OMR{E()} + cos(@(x))%{é(x)})]
=vV26(x) + f(%(x))z + VDn(x). (2.34b)

2
We see that (2.34b) is the analogue of the KPZ equation (1.13) for the phase variable 8(x), with
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2
viKC(UC—Kd),AL—ZKC(1+UCKd),Diy(1+uc) , (2.35)

where we used

(nx)n(x)) =vpq {(ﬁ{w)}gﬁ{f(x/)}) [COS(Q(X) cos(0(x')) — = (cos(B(x)) sin(6(x') + sin(6(x)) cos(6(x))

Uy
2
+% sin(6(x)) sln(@(x/))] + S{EX)IS{EKN ) [sin(O(x) sin(O(x')) — :j—; (cos(6(x)) sin(6(x))
d
2
=vpy’ (1 + Zé) d(x — X)) (2.36)

and the fact that the real and imaginary parts of & are uncorrelated, (R{<(x)}S{<(x)}) = R{EX)IHS{(X)}),
and that (R{&(X)}) = (S{E()}) = O, (RIEXIRLEX)}) = (S{EXIS{EX)}) = 3x — %), From (2.35)
we note that for having a well-defined equilibrium limit, A = 0, we need (Kcuc/ug — Kg) > 0. This is due
to the fact that in equilibrium the coefficient v/D is linked to the temperature of the system through the
Einstein’s relation. In the case in which we can focus on the quadratic part of the polariton dispersion
(ie. Ky = 0), we thus need K.uc > 0, due to the fact that ugy > 0 for a non-zero condensate (see
(2.2.3)). This implies that the polariton-polariton interaction must be repulsive for positive effective mass
and attractive for negative effective mass. This is indeed the case in the usual experimental setup (e.g.

[85]).

2.4.2 Dynamics of the Phase in the non-adiabatic limit

We now extend the results reviewed in the last section to the non adiabatic case. We show that the
dynamics of the phase of the condensate is still described by the KPZ equation in this case, which was not
known. Starting from the dimensionless version of (2.6) and switching to a modulo-phase representation
we obtain a set of coupled equations for the time evolution of the dimensionless quantities p, 8, ng,

1 1 AN A
5P 10up(x) = — sgn(mu IS D, O} + 5 (nelx) — 1)+ plx) " [cos(BIS{F}  sin(BR{FY]
(2.37a)
0:6(x) = sgn(m;pIR{Dalp, O]} — 2reng(x) — uc(p — 1)p(x) — p(x) " [cos(@(x»ﬁ{ﬁ} + s'm(@(x))%{ﬁ}]
(2.37b)
0inr(x) = v {p =1+ (p = N)pK)][nr(x)} . (2.37¢)
We can look at the dynamics of fluctuations of the phase around the steady-state solution
2 1 1
=——=|-—1| ——, 6=0, =1, 2.38
i Tl VRl PR AL e
with
p= YR o_ 9 _ 9r — &y
y = , g " re iR Ue = gyre (2.39)
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If we keep only linear terms in the fluctuations of the densities dp(x), 0nr(x) and neglect their temporal
and spatial derivatives, as well as their role in the noise part, we get

11

Sp(x) = g Sng(x) (2.40a)
dnr(x) = 2sqn(m p)V20(x) — 205 " [cos(@(x))%{ﬁ} - sm(e(x)m{ﬁ}] (2.40b)
9:0(x) = —sqn(m_p)(VOx)* — uc(p — 1)dp(x) — 2rcdng — py [cosw(x)m{ﬁ} + stn(@(x»%{ﬁ}]

(2.40c)

which leads to the following effective dynamics of the phase,
9:6(x) = 2sgn(m_p)re(§ — 2)V*6(x) — sgn(m_p)(V 6(x)* + n(x) (2.47)

with

(nin()) = pg " [4r2 (G — 2 +1] olx = X) 242

and where, as in the adiabatic case, we used the fact that R{F} and S{F} are i.i.d random variables,
ie. R{F(X)}S{F(X)}) = 0. Hence we obtain a KPZ equation with

v=2sgn(mip)re§ —2), A= —2sqn(mip), D = 21,00 [4r§ (G — 2 + 1] 4 (2.43)
It is interesting to make some remarks. The additivity of the noise is due to the fact that we took a
complex noise F. With (\”s{/:_} = 0 the noise becomes multiplicative, because we cannot to get rid of
the sinus and cosinus terms in that case. Furthermore, to have a positive steady-state density in (2.38),
we need a negative §, which implies either g or gr to be negative. Finally, the mapping holds only
if fluctuations dng of the reservoir density are allowed. Indeed the equation for dng allows to get 0p,
which is needed in order to know the dynamics of 6. Finally, we see that for the same argument used
in the section above we need sgn(m;p)rc (G — 2) > 0. Interestingly this is the case in real experiments
for non-adiabatic EP, where g < 2, r. > 0 but the effective polaritonic mass is negative [33].

2.4.3 Density-Phase Representation of the Keldysh Action

In this part we show that the Keldysh action itself (2.28) can be mapped to the KPZ action (1.37), in the
same regime considered previously. Dealing with a microscopic action instead of a full quantum master
equation is convenient to exploit the symmetries of the system and thus extract large-scale and universal
behaviours. For this purpose the crucial point is that the classical-phase-rotation ¢cq — €%¢cq is
a symmetry for (2.28) while the quantum-phase-rotation {¢c — e'“¢c, ¢pq — ei’ggbq} is not; one can
show that the breaking of the classical-phase-rotation symmetry is enough to ensure the existence of a
Coldstone mode [84]. This describes fluctuations in the phase of the order parameter and will heavily
influence the long-range properties of such systems in low dimensionality. Hence it is natural to derive
the action for the condensate phase 6, which is the Goldstone boson, switching to a density-phase
representation of classical and quantum fields:

Oc = \/ﬁeie, g = \/Zeie (2.44)

where p,  are respectively a real and complex fields. To study the physics of the Goldstone boson 6
we will perform a mean-field approximation over the densities justified by the fact that in the broken
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phase, where 6 is more important, the density fluctuations are massive and thus expected to be small
compared to the ones associated to ; this approximation consists in a saddle-point over p and (:

35S
op

0S
W Ye

—-0 (2.45)

PME CMF PMF CuF

Due to the fact that the action is at least linear in the quantum field ¢, we can always take as a
solution of (2.45)
(emr, CmrF) = (po, 0) (2.46)
By considering fluctuations up to second order around the mean-field solution for ¢ = {; + i{> and
p = po + 7 and taking the stationary, long-wavelength limit (w, g) — (0,0) we get that the resulting
1

action for the phase-field 6 and its conjugated variable QQZ[pg ¢y is [84]
(- A i
S[o, B~ /9 [ata — vV — E(V@)2 - DO (2.47)

with the same relations reported in (2.35) and pg being the mean-field solution of (2.45). Equation (2.47),
i.e. the Keldysh action reduced to the variables 8 and 6, is identical to the KPZ action (1.37) obtained
from the MSRJD formalism.






3 Semi-classical dynamics of Exciton-Polaritons and the Mapping to KPZ
Beyond the Homogeneous Case

In typical experiments with EP the system is far from being homogeneous. Many physical effects are
present which could in principle play an important role in the long-time and large-distance behaviour
and thus affect the mapping to the KPZ equation. The Keldysh field-theoretical description is a good
starting point to understand how inhomogeneities in the quantum picture translate into the effective
phase dynamics. In this chapter we will show that the mapping to KPZ equation still holds when
static confinement, random disorder and thermally activated phonons are taken into account. We will
present and perform the analytical calculations in order to extend the homogeneous case, discussed in
the previous chapter and already known in the literature, to the presence of inhomogeneities. For the
case of thermally activated phonons we will also study their effects on the semi-classical dynamics of the
condensate, which was never treated before starting from a field-theoretical framework. In what follow we
will focus on the one-dimensional case, but the generalization to higher dimensions is straightforward.

3.1 Confinement and Disorder

In several experimental conditions EP are subjected to a one-body external potential whose effect onto
the dynamics of the EP can be taken into account via the Hamiltonian

Mo = [ [0 00Vi001] B1)

In addition to a confining potential, in-homogeneities in the sample usually lead to an effective multi-
well potential which differs between different experimental realisations; this effect can be mimicked by a
static one-body random potential. This random potential enters in the microscopic dynamics of the EP
under the same form as the confining potential introduced above,

o = [ [9700Vastho0). 2

with

Vais(¥) = |F Va0, Vais(k) = Voe'#e ¥ % (33)

where ¢ is a uniformly distributed random variable in the range [0, 277] ¢4 is the disorder correlation
length and Vp is fixed in such a way that the average value of V/(x) is of the same order as the thermal
noise already present in gGPE. The main difference with respect to the deterministic external potential
is that in the case of a random disorder, physically relevant quantities and observables are obtained as
averages over many realizations of the disorder. In our case we take a Gaussian distributed disorder
\/dis,

P[Vais] = exp { — ;/ / Viis(x) G (x — X) \/dis(x’)]». (3.4)

29
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Taking into account the one-body potentials (3.1), (3.2) in the quantum dynamics, and assuming a purely
classical potential (i.e. a potential that is the same on both forward and backward Keldysh contours
[84)), we end up with a term in the Keldysh action (2.28) of the type (see App. C)

Sext,dis = - / Vext,d[s(x) [¢2¢c + ¢?¢q] : (35)

X

In both cases the presence of the potential results in a modification of the semiclassical limit (2.29), that
is now an inhomogeneous Partial Differential Equation (PDE),

0o = [—(KC 4 iK) 4 e 4 Vore gis — irg + (Ue — iud)|¢>c\2] b+ & (36)

In the case in which the potential is random and Gaussian distributed, as the one which will be considered
in the following, we can collect the effects of Vs and & in a single term, i.e. an effective multiplicative
Gaussian noise ¢ with correlations

(CX)C (X)) = volx — x) + pc(x) Glx, X) ¢z (X (37)

where, as we discussed in the previous chapter, we neglected the multiplicative contribution coming
from quantum fluctuations in one-dimension. Interesting effects coming from one-body deterministic and
random potential are present in the dynamics of the phase. We will discuss them in the following. For
the deterministic case we will directly start from the contribution (3.5), while for the random potential
we will average over different realizations of the disorder to study its effect on the phase dynamics.

3.1.1 EP Under Confinement: Analytical Study

In the density-phase representation

b0 = B, 6y = To 39
Eq. (3.5) becomes
St = 2 / Vo (W R, 59)

where R(() stands for the real part of {. If we now perform the mean-field approximation (2.45) over
the densities p and ¢ (see App. C.1.1 for the technical details), the uniformity assumption does not
apply anymore and we have to consider an inhomogeneous mean-field solution (6, p) = (6o(x), po(x)).
By doing so we obtain

1

S Ke =3 2 Ko 50 3 2 ik 32 .
iKepo “Vpo - Vo = —py “ (Vo) + 5y “Vpo — Kepy (V €0)° + iKepg V760 — repy + pg

3 1
~(ue — tua)py — Vextp =0. (310

We assume that the spatial variations of the mean-field density Vpg are small compared to the ho-
mogeneous mean-field density times the typical length-scale introduced by the interaction potential,
Le.

1

UdA;PX(

YV po(x) = Ole), ek 1. (3.11)

r'd
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This means that spatial fluctuations in the density are negligible when either the uniform density is
large or the external potential is very smooth. Using this approximation we obtain

g + KeV200(x) — Ka(V 6o (x))?

po(x) = " (3.12a)
o) = — ext(X) = re — KC(YQO(X))Z — KdVZQO(X)' (3.12b)

In the limit where the spatial variation of the phase also plays no role (as in the equilibrium situation)
(3.12) reduces to the well-known Thomas-Fermi approximation where r. plays the role of the chemical
potential. It is interesting to notice that in the presence of a confinement the mean-field phase 6y must
depend at least quadratically on x in order for (3.12) to be both satisfied. We now look at fluctuations
around this mean-field solution and study the dynamics of the phase in the stationary, long-wavelength
regime as we did in Chap. 2.4.3; in the case of a deterministic potential we obtain (see C.1.1 for
calculations)

s — /zé { [afe 4 (Ky — GK) V20 + (Ko + 0Ky) (ve)z] _ ”;p”‘po (1 + 02) é} (3.13)
X 0

with Z = [ 2[6, 8™ and

Z(rc + \/ext(X)) + 3KdVZQO(X) + ?’KC(VGO(X))Z

((x)= 314
4t 2rg + 3K 200(x) — 3K4(60)2 (3.14)
Thus, in the presence of an external potential, one can identify an action which is similar to (2.34b) but

with spatially dependent coefficients,

Ky

v=Ke ( i(x) 2

. Ki\ o y+2
) ALK, (1 +0(x)d) | pa Yt 2uapoly)

T+ (x)?) . 315
K. 200(x) (1 at?) (3.15)
One can check that in the Vey(x) — O limit, which also implies Gg(x) = 6p, (B.40) is recovered. In the
presence of a non zero Vey¢(x) we end up with a highly inhomogeneous KPZ equation in which all the
coefficients are spatially dependent. The effective non-linearity of the KPZ equation, defined as

/| D
=AN/== 3.16

becomes g = g(Vext) ~ \/;X/f and thus in principle increases as the strength of the confining potential
is increased. This implies that the boundaries, where usually the potential is stronger, will feel a
much higher non-linearity than the bulk of the system. Recalling that the coefficient A is linked to the
asymptotic velocity of the front in the KPZ equation, v, we see that we will also have an effect of
the confining potential on the average propagation velocity of the phase front. If the difference in the
strength of the potential between the boundary and the bulk of the EP condensate is strong enough, this
difference of propagation speed could lead to interesting effects such as cusps in the phase front, as we
will see in the next chapter.
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3.1.2 EP with Disorder: an Analytical Study

Even if the usual experimental condition is the one in which the disorder is a static spatially-correlated
random potential, it is interesting to also investigate the case in which the potential has some time
correlation

(Vo) Viis X)) = Glx, X, (317)
where we recall that x = (X, t). After averaging over the distribution (3.4), we obtain an effective
contribution of the disorder in the Keldysh action (2.28) of the type

Sdis,etf = ;/ [(#5(x)Dc(x) + D7 (x)pq(x)) Glx, X) (¢ (x)pc(X') + @2 (X ) Bq(xX'))] (318)

x,x"
When transforming to a density-phase representation, the term (3.18) does not affect the mean-field

equations for the densities, (3.12), because it is quadratic in ¢g; in terms of fluctuations over the mean-
fleld solution up to second order, we get

Sdiseff = ZipO/ /51 X)G(x, X') ¢4 (X) . (3.19)

It is important to stress that depending on the long-time and large-distance properties of G(x, x’) this
contribution could turn out to be irrelevant for the KPZ mapping according to the argument used in Chap.
1

243. Supposing a smooth behaviour of G(x,x') and introducing the response field 8(x) = 2ipg C1(x) we
get

smﬂfz—;/éw/ﬂqxwa%) (3.20)
which implies a modification of the white noise in the KPZ mapping (2.35) of the type

DmanDa@+;[cwxmﬂ. (3.21)

As we can see, a non-delta correlation G(x — x’) will introduce a memory-kernel in the noise source. A
particular case often present in experimental setups is a purely static disorder,

(Vais(x) Vais(x)) = Tl (x = x)o(t — 1) (3-22)
for which we get
- - 1 -
DyisO(x) = DO(x) + 5 / G(x —x"O(X, t) . (3.23)
X/
Depending on the long-distance properties of the correlation G, a new length-scale ¢4 appears in the

system; due to the self-critical nature of the KPZ equation we expect the emergence of a new time scale
related to ¢,

t" ~ 0 (3.24)
where z is the dynamical exponent introduced in Chap. 1.2. It has been shown that the KPZ equation
with spatial correlation in the microscopic noise over a finite length remains in the KPZ universality
class [86, 87]. We then expect z to be the KPZ one, i.e. z = 3/2. We will not consider for the EP

the case of a disorder with non zero time correlations. This will be investigated for a KPZ interface in
Chapter 5.
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3.2 EP and Phonons: an Analytical Study

The condensation of EP can be experimentally realized at temperature ranging up to room temperature;
under such conditions the effect of thermal fluctuations in the semiconductor material becomes important
and needs to be taken into account. The most important of such effects is the interaction with the
phonons of the surrounding solid-state environment. In a low-energy picture we are mainly interested
in the acoustic phonons; a well known model describing such phonons is the Frélich Hamiltonian [88]:

Honh =Y {wqb by + /k [GquaT(k +qa(k) + Gibla(k + q.) (k)]]» (3.25)

q

with af(k) = [X tllm(x)e_ikX fleld operators for the one-dimensional Exciton-Polariton system; here

[A)(qﬂ is the annthilation (creation) field operator in momentum space for the phonon-bath (assumed to be
three-dimensional). The effective contribution coming from (3.25) to (2.28) reads (see App. C.2)

Sph =S+ S (3.26)

with

Si=5 3 1Gql / (50D (KNP (X) + By (IS (X) )7 X)) [ 91l =t ot
- ;
x [6(t =)= 6(t" — t) + 1] (3.27a)
sziZ]G(ﬂ (2n(wg) + 1) /¢q (X)q () /cos(qx(x—x/)—w@(t—t/))¢’;(x’)¢c(x/) (3.27b)
q

where n(wg) is the phononic occupation number in mode ¢. Thermal activated phonons usually represent
an incoherent reservoir, with randomly varying phase [89, 90]. This is the analogous of the Markovian
approximation within usual Langevin approach. In this case, (3.20) simplifies to

Sphmk = Stmk + Sb,mk (3.28)

with

Stk = Sv{an) Glan)l [ [85000c8H 06 ) + BolIL Wl A0 0] sin (“20x = x)
(3.29a)

sk = ()| Glan) @ntawo) + 1) [ gilx.thgulx. 0671 D0l Dcos (= x)) - (29b

where wp is the typical frequency of the Markovian phonons bath. Taking the semi-classical limit of
this action as we did in the homogeneous case (see Chap. 2.3), we obtain two different contributions
in the resulting EP dynamics. The first contribution, coming from S; gives rise to a non conservative
deterministic contribution and takes into account spontaneous emission of phonons by the thermally
excited EP condensate. The second term above, coming from Sj, translates into an external stochastic
potential in space and time, or equivalently a multiplicative-noise term & in the gGPE equation (2.29)
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of the form
P[&] = exp {; / I (x, OM (x — X', t — ) (X, t/)} (3.30)
X, txt

(Ex, &, (¢' 1)) = 2u(wo)|Glun)]? 2n(wo) + 1) [

X//

CcoSs (%(X _ X”)) qb’g(x”, t)¢C(X//, t)5(x o X/)5(t B t’)
(331)

with M~ (x—x/, t—t')M(x—x, t—t') = 8(x—x")0(t—t") and M(x—x, t—t') = 2v(wo)| G(wo)|* (2n(wp) + 1)
x [cos (“L(x —x")) @E(X", t)pc(x”, t)0(x — x')o(t — '). This thermal noise, which is coupled to the
condensate density, adds up to the noise coming from the pure driven-dissipative dynamics of the system,
whose coupling to the density can be in general neglected as we discussed in Chap. 2.3. These results
are in agreement with the description given in [90] in which however the condensate field is treated as
completely classical and thus the quantum contribution to the phononic occupation number n is missing,
i.e. one can set (2n + 1) = 2n.

3.2.1 Mapping to KPZ equation

In order to get insights into the effects of the interaction with phonons onto the mapping to KPZ equation
we switch to modulo-phase representation for the classical and quantum fields. Due to the fact that
the term in the Keldysh action coming from the effective contribution of the phonons, (3.20), is at least
linear in the Keldysh quantum field, ¢4, (pF = 0 is still a solution for the mean field equations; as in
Chap. 3.1.1 ppF should be space-dependent to reflect the spatial inhomogeneity of S;, Sp; we will here
suppose that the effect of the phonons will not affect the mean field behaviour of the system and take a
homogeneous mean-field solution (papr, (viF) = (po. 0). By looking at second-order fluctuations around
such solutions we get

S, =i / > 1Gal* Py ¢ (x)Aq(x) (3.32a)
X q
Sh _z/Z |Gal? (2n(wq) + 1) [C(x)]|*Bq(x) - (3.32b)
X q
Taking into account that usually |Gq|?> ~ wq [90] the bi-linear terms will not affect, for acoustic phonons,

the long-time and large-distance limit introduced in Chap. 2.4.3. It is easy to show that the same is
valid for the linear term; indeed even if it is just linear in the density fluctuations, it becomes irrelevant
due to the behaviour of |Gq|2 and Aq(x) as x — 0. We hence expect acoustic phonons not to play a
key role in the KPZ dynamics of the EP system. For the optical phonons the situation is more subtle.
Indeed using the usual Einstein representation for the optical phonon dispersion £(w) o< d(w — wp), we
have that the long-time limit w — 0 is not well defined, which physically means that a gapped spectrum
cannot affect the low-energy, small k dynamics.



4 Scaling and Distributions of the Phase in Exciton-Polaritons Systems

In this chapter we will discuss the results coming from a numerical simulation of the exciton-polaritons
dynamics in one dimension. We will numerically integrate the semi-classical limit of the Keldysh action,
i.e. the associated gGPE, in different conditions using the interaction-picture approach to Stochastic
Partial Differential Equation (SPDE) [91, 92]. From these simulations we will either directly extract the
phase of the condensate, after checking the absence of phase-slips in the system, or work at the level of
wave-function correlations, which can be recast into phase-phase correlations via a cumulant-expansion
(see App. D). We will focus mainly on the homogeneous case, for which we will first show that the
general scaling behaviour for experimentally accessible parameters corresponds to the KPZ universality
class. Then we will study the distribution of the phase of the condensate to deduce the type of KPZ
geometrical sub-class to which the EP phase belongs.

4.1 Numerical Simulations and Parameters

The parameters in the gGPE depend on the material. We use values typical for CdTe, used eg. in
Grenoble experiments in the group of Maxime Richard

mip=4x10"me, yy=05ps~!, g =7.5910°ms™", y, = 0.02ps~", R = 400ms ",
p=16 Ky=045 K% =25x%x10"" (4.1)

Using this set of parameters we numerically solve the gGPE

i0pp = [—(1 + KV + KOV e —irg + (ue — iud)\cp\z] ¢+ Vol (4.2)
with
p—1 p—1 vrgp—1 1 Rplp+1) rquc
= N S - — 43
rq 5 Ud R e B A T v m U Ctry (4.3)

and (<(x, )& (X', t') = 20(x — x")o(t — t)). The parameters Ky and K are not well determined in
experiments and in our simulations we choose K; = 0.45 and Kc(z) =25 x 1073 The space, time and
condensate wavefunction are dimensionless, rescaled from their physical counterparts according to the
choice reported in Chap. 2.2.3. In each simulation, we determine the wavefunction ¢(t, x), and extract
its phase 6(t, x). We work in the low-noise regime, where we checked that the density fluctuations are
negligible. In this regime, topological defects, i.e. phase slips in 1D associated with solitonic solutions,
are absent. Hence the phase can be uniquely unwinded to obtain 8 € (—oo, o). This is a crucial point
as can be inferred from (1.48); indeed both elementary scaling properties and the advanced geometrical
sub-classes linked to the rescaled variable h rely on the non-compact nature of the height field. A
clear example comes from the behaviour of the roughness w? which according to KPZ equation (1.13)
saturates to a value LX, which in general does not lie inside [0, 2).

35
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Figure 4.1. (a) Collapse of the roughness w(L, t) with KPZ scaling x = 1/2, z = 3/2 for different system sizes
Lix =27,28 29, 2" (size growing from lighter- to darker-color). Two-point (b) spatial and (c) temporal correlation
together with the KPZ theoretical behaviour, corresponding to a (stretched) exponential in pi(x, t, x2, t) = e~ G:x2)
and pi(x, t1, x, tp) = e~ Cill2)

4.1.1 Numerical Integration Prescription

The numerical integration is performed using the interaction picture method (IP) for solving non-linear
stochastic partial differential equations (SPDE) [91, 92]. This integration scheme relies on a similar
idea as the interaction picture formalism in quantum mechanics: first, the linear part is solved in Fourier
space, then it is transformed back to real-space and evolved via the non-linear part of the equation using
semi-implicit Runge-Kutta method.

4.2 Homogeneous Case

4.2.1 KPZ scaling

We have computed the roughness function w?(L, t) for the unwinded phase 6 of EP,

wi(L, t) = <1[(@2(X, t) — (Z/XQ(X, t))2>, (4.4)

Our results are reported in Fig. 4.1, and show that using the KPZ exponents, one obtains for the
roughness a perfect collapse onto the expected Family-Vicsek scaling form (1.17). This shows that the
findings of [25] obtained for suitably chosen parameters can also be achieved for realistic experimental
conditions. Let us stress that the inclusion of a momentum-dependent damping rate is crucial since it
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stabilizes the solution for our choice of experimental parameters, which corresponds to a larger KPZ
effective non-linearity parameter |g| = |A|(D/2v?)"? ~ 0.48 than that used in [25] This difference in
parameters has an important effect, since we obtain KPZ scaling not only in the long-time saturation
regime t > T, where the roughness function reaches a constant in time, but also in the growth regime.
If the KPZ nonlinearity is too weak, only the initial Edward-Wilkinson (EW) scaling (with y = 1/2
and z = 2) is visible, and the crossover to the KPZ one cannot occur before t reaches T;. The KPZ
scaling exponents can equivalently be determined directly from the condensate wavefunction, through
the first-order correlation function, p1(x,x’) = (¢*(x)¢(x’)) (see App. D). Focusing on purely spatial or
purely temporal correlations, we define

Ce(x1,x2)|e = —log |p1(x1, t; x2, 1), Gi(t1, ©2)|x = — log|pr(x, t1; x, ). (4.5)

At large distances, the main contribution to the correlation functions comes from the phase-phase corre-
lations, that according to KPZ scaling is predicted to behave as

(6(x1, )0(x2, 1)) ~ |x2 — x1|¥ (4.6)

and
(O(x, 1)0(x, b)) ~ |tr — t1|°P (4.7)

respectively. Our results for the correlation functions in the saturated regime t > T, obtained from the
numerical solution of the gGPE, are shown in the lower panels of Fig. 4.1. For both time and space
correlations, we obtain y =~ 0.49 and B =~ 0.31 for a system size L/x = 219 in close agreement with the
KPZ exponents x = 1/2 and B = 1/3, which confirms our result from the roughness. These features are
observable down to system size of about 50um, as will be shown in the following. This is remarkable
since critical behaviours are generically expected in the limit of infinite system size. It is also important
to stress that the time-correlation is mandatory to discriminate between the KPZ and EW scalings, since
only the B exponent differs between the two in 1D. Let us emphasize that, whereas the measure of the
roughness function may be difficult in EP systems since it requires to resolve the phase in time since
the beginning of the phase unwinding, both space and time correlations are routinely experimentally
accessible (see e.g. [35]), and suffice for the determination of the critical exponents.

4.3 Beyond scaling: Tracy-Widom statistics

As emphasized in Chap. 1.4, unprecedented theoretical advances have yielded the exact probability
distribution of the fluctuations of the 1D KPZ interface for sharp-wedge, flat, and stationary initial
conditions. To further assess KPZ universality in EP systems, we thus study the fluctuations of the
unwinded phase 06 = (6—(0)¢ ) of the condensate (which subtracts the voot term in (1.48)). In practice,
we use the gGPE simulations to determine the distribution of the random variable 8(x) = 66/(I"t)'>.

To extract the parameter [ from the numerical data, we use the relation

M= lim ((867(x, t))/Vary R (4.8)

with (60%) = ((6—(0)z.x)?)e.x and where Var, is the theoretical value of the variance of the distribution.
It is important to note that from the variance we only have access to the absolute value of [, which being
proportional to A (see (1.49)), can be negative for exciton-polariton systems (see (2.35)). In our simulation,
where the effective mass is positive and the polariton-polariton interaction is repulsive, this is the case
and hence all the odd moments of 8 will be the opposite of the standard KPZ ones. This implies that
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Figure 4.2: (a) The absolute value of the Skewness and (b)the excess Kurtosis (lower panel) of the phase-field in
the condensate for [/x = 29,29, together with the theoretical values for TW-GOE and BR statistics (green and
purple dashed-line respectively). TW-GOE values are reached on a plateau around times ¢/ =~ 107, We see that
we cannot clearly discriminate between the two.

the distribution of @ will be the reflection with respect to the zero value of the distributions introduced
in Chap. 1.4. The determination of [ requires to identify which distribution is realized. For this, we first
compute universal ratios of cumulants of 06, which do not depend on [, namely the skewness and the
excess kurtosis, defined in (1.51), that in our case read

Skew(06) = (60°)/(656%) (4.9)

and
eKurt(66) = (66")/(66%)? — 3 (4.10)

respectively, with (00") = ((60—(0)c.x)")e x. These quantities are exactly zero for a Gaussian distribution
and are reported in Table 1.1 for the distributions associated with the 1D KPZ equation. We find that
they reach stationary values on plateaus depending on the system size but roughly extending between
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Figure 4.3: (a) Distribution of 8 for L/x = 2'°, together with the theoretical centred GOE-TW distribution.
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Figure 4.4: Numerical and theoretical values of Var(Aq) for different initial times to/t = 10%,2 x 10* (blue and
brown color-scale respectively) and sizes L/x = 28 29,21 (increasing from lighter to darker). The lower plateau is
the one associated to TW-GOE statistics, reached for very large At. One can see that a higher plateau for small
At appears increasing tp in large systems; This is consistent with the crossover to the stationary BR class, which
is further supported by the value of the ratio between the two plateaus, which is = 1.781, close to the theoretical
value Vargg/Varrw_coe = 1.803.

t =103 and 10 in units of 7. The values of these plateaus are compatible with both TW-GOE and BR
distributions introduced in Chap. 1.4 (see Fig. 4.2). However, as discussed in Chap. 1.4.1, in principle we
expect either TW-GUE or TW-COE to appear before BR statistics, which is associated to fluctuations
of the size of the sample. We thus used the exact value of Vartw_cor to extract [, and recorded the
probability distribution of & accumulated during the plateaus, which is represented in Fig. 4.3. We find
that it is in excellent agreement with the TW-GOE distribution, thus providing a convincing confirmation
that KPZ dynamics is relevant in EP systems. It is interesting to notice that the TW-GOE distribution
is associated with a flat (i.e. spatially constant) initial condition for the KPZ height field, whereas in EP
systems, the initial phase of the condensate is essentially random, and not controllable, and moreover
KPZ behaviour sets in after a non-universal transient dynamics of the condensate.
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Figure 45: Distribution of Ag(x, to, At) for At/ty = 10° (light-green symbols) and At/ty = 5 x 1073 (purple
symbols) for L/x = 2'°, together with the theoretical centred TW-GOE (green solid line) and BR (purple solid
line) distributions.
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Figure 4.6: First-order (a) spatial and (b) temporal correlation function of the phase, for different system sizes
L =20,50,100 ym (growing from lighter to darker colors), together with the KPZ theoretical power-law behaviour
(reference straight lines). These power-laws are visible on about a decade for system sizes down to 50 pm, but
not below.

4.3.1 Beyond scaling: Baik-Rains statistics

The TW distribution is associated to the growth regime of KPZ dynamics. As introduced in Chap.
1.4.1, in a finite-size system, a crossover to the stationary KPZ regime, characterized by the Baik-Rains
distribution, is expected at sufficiently long times, but before finite-size effects dominate [5]. Indications
of a change of regime are manifest in Fig. 4.2 since the skewness and excess Kurtosis depart from the
plateaus at large times. However, this change is hindered by the noise and finite-size effects, which
become more and more relevant as the correlation length becomes comparable with the system size. In
order to reduce finite-size effects and study this crossover, we follow Takeuchi [52] and introduce a new
variable

5O(x, to + At) — 36(x, to)
OE

Since this variable involves a phase difference, it does not require to know the absolute phase, and is
hence accessible in EP experiments. This variable is expected to display a TW-GOE distribution for
to — 0, At — oo and a BR distribution for ty — oo, At — 0, with this precise ordering of the limits. The
distribution of Ag is plotted in Fig. 4.5 for different ratios At/ty. Both TW and BR distributions are clearly
identified. Our analysis hence shows that the homogeneous EP condensate is an ideal playground to
observe non-trivial out-of-equilibrium behaviour associated with KPZ universality sub-classes.

Aq(x, to, At) = (4.11)

4.4 Finite Size Effects in the EP-KPZ Mapping

In the previous section, we demonstrated that exciton polariton systems display advanced KPZ properties:
i.e. not only the scaling of first-order correlation function of the phase, but also the full phase distributions
reproduce the ones expected for KPZ dynamics. The results are mainly illustrated for a system of size
L/x = 2'9 which for our choice of parameters corresponds to samples of about 1 mm, in order to have
a clear picture, in particular of the crossover phenomenon in the phase distributions. Although such
sizes can be found in current EP experiments (e.g. in [/6], which actually work with a sample of a few
millimetres spot size), it is quite large compared to typical set-ups. In this section, we report the results for
the first-order correlation and for the phase distribution obtained for systems of size [ ~ 20,50, 100 ym,
which are relevant experimental values, to show how these results depend on the system size.
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Figure 4.7: (Color online) Variance of Ag for different system sizes L = 20,50, 100 ym (growing from lighter
to darker colors), together with the TW-GOE and BR theoretical predictions (green and purple solid lines re-
spectively). (a) For tp/t = 10, a clear approach to the TW-GOE value is visible as the system size and At are
increased, as expected in the At/ty — oo limit. (b) For ty/t = 100,500, 1000 respectively for L = 20,50, 100 pm,
a plateau is emerging as the system size is increased, which approaches towards the BR value, although it is not
attained for such small sizes. This indicates that only the beginning of the crossover towards BR is observable for
small systems.

4.4.1 First Order Correlation Function

For each system size, we determine the stationary first-order correlation functions Cy(x1, x2) and G¢(t1, t2)
defined in (4.5). The results are shown on Fig. 4.6. We find that the correlation functions still exhibit
a regime of power-law behaviour, extending on a little more than one decade, even in relatively small
samples, down to about L = 50 pm. The associated critical exponents are y ~ 0.43 and B ~ 0.28 for
L =100 pm. These values are in qualitative agreement with the KPZ values ¥y = 0.5 and B = 0.33,
although one cannot really discriminate from the EW value 8 = 0.25 on these data.

4.4.2 Probability distribution

For each system size, we determine the full distribution of the variable Ag defined in the previous section.
For this, we first need to study the variance of Ag in order to check whether the KPZ distributions are
realized, and to extract the parameter . This variance is shown for both large and small At/t on
Fig. 4.7(a) and 4.7(b) respectively. For small At/t, we find that the variance exhibits a plateau whose
value tends to the TW-GOE one as the system size is increased. It is not attained for the smallest
system size considered, i.e. 20pm. The full distribution of Ag for a value of At/t belonging to the
corresponding plateau is shown in Fig. 4.8(a). It confirms that the TW-GOE distribution is observable,
and qualitatively well reproduced, for small systems down to about 50um. For the smallest system,
noticeable discrepancies are visible, in particular in the right tail. However, let us emphasize that these
distributions clearly deviate from Gaussians, which allow ones to exclude EW universality class, and is
thus more conclusive than the mere critical exponents. This shows that, thanks to the relatively high
effective non-linearity, the KPZ regime can still occur for small systems.

For large At/t, we find indications of a crossover towards BR statistics. Indeed, one observes that
the variance, shown in Fig. 4.7(b), exhibits a plateau, whose value departs from the TW-GOE one and
crosses over towards the BR value, although the latter is not attained. In accordance with this, the full
distribution of Ag, recorded on the corresponding plateaus and plotted in Fig. 4.8(b), confirms that the
crossover occurs, but is not fully achieved because finite size effects set in, even for the system of 100um.
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Figure 4.8: (Color online) Full distribution of Ag for different sample sizes L = 20,50, 100 pm (squares, triangles
and rhombt respectively). Panel (a) corresponds to large At/ty, where TW-GOE distribution is expected. The
value of At/ty for each system size is 10,50, 100 respectively, chosen such that it belongs to the corresponding
plateau on Fig. 4.7. The TW-GOE distribution is qualitatively well reproduced down to sizes of about 50um.
Panel (b) corresponds to small At/ty, where the BR distribution is expected. The value of At/ty for each system
size is 0.5,0.2,0.1 respectively, again chosen on the corresponding plateaus in Fig. 4.7. A departure from the
TW-GOE distribution and a crossover towards the BR one is observable down to 50 pm, although the latter is not
attained. In these small systems, the finite size effects take over before the full transition to the stationary KPZ
distribution is established.

To fully study this crossover, a larger system, of size about 1 mm is required.

4.4.3 Conclusions About Finite Size Effects

We find that advanced KPZ properties can still be observed in exciton-polaritons down to systems of
size of the order of 50 ym. Clear signatures of KPZ physics are still observable in such small samples.
We find that both the critical exponents, and the phase distribution of EP belong to KPZ universality
class. The crossover to the BR distribution still occurs, but it is not fully realized in systems smaller
than typically 1 mm, hindered by finite size effects.

4.5 Beyond Homogeneity

We here report some numerical results about the EP-KPZ mapping for the non homogeneous case
analytically studied in Chapter 3.

45.1 EP Under Confinement

To well describe the confinement in the EP system we choose a smooth box, defined by a potential of
the type V(x) = |F~[V(K)](x)| with Vy(k) = Voe P By changing ¢ this functional form interpolates
between a flat potential (¢ — oo limit) and hard-wall potential (¢ — O limit), as we can see in Fig. 4.9.
In Chap. 3.1.1 we discussed how the inclusion of a generic external potential V/(x) in the microscopic
description of EP modifies the associated KPZ equation for the phase field. In the smooth box case
the theoretical results for the inhomogeneous KPZ coefficients (3.15) indicate that the non-linearity
is increased on the boundary. Quite interestingly the velocity of the propagation of the front is also
proportional to the coefficient A in the KPZ equation (2.34b): it thus increases at the boundary if ¢ is
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Figure 4.9: Different shapes of the potential V/(x) for different # = 102,10, 1,10 growing from steeper to flatter
shape. We can see how this form of the external potential interpolates between a flat and a hard-wall potential;
this change in the shape has non-trivial consequences for the phase-front dynamics.

decreased. This is exactly the scenario coming out from the numerical simulations: indeed, we see in
Fig. 410 that in the case of a hard-wall potential the boundaries of the systems propagate much faster
than the bulk.

Even if in the density the effect is confined at the boundaries and the bulk does not feel any effect
of the confinement, in the phase dynamics, the fact that boundaries move much faster translates into an
effective drag that eventually reaches also the bulk. If the confinement is steep enough, cusps appear in
the phase front, leading to interesting physical behaviours; in the case of smooth confinement potential
the front remains smooth even if the boundaries move faster than the bulk (see Fig. 4.10). The appearance
or not of the cusps in the front leads to different dynamics. In order to get insights into the effects of the
shape of the potential we look at the variance of the phase

Var(6) = ((6 — (6),) ) (4.12)
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Figure 4.10: Evolution of the phase-front for different ¢ = 1072, 10(upper and lower panel respectively) and

different times t/t = 10,100, 400, 1000 (growing from top to bottom in each panel). We can see how the presence

of a hard-wall potential influences the dynamics of the front by an effective drag on the boundary. It is worth
noting the cusp in the upper panel propagating from the boundary to the bulk.
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Figure 4.11: Variance of O(x = xo, t) for L/x = 2° and different xo = 0, L/4, L/2 together with the theoretical
prediction for KPZ behaviour. We see that the existence of KPZ scaling strongly depends on the distance from
the wall at x = 0. Indeed the variance at xy = 0 never shows KPZ scaling because it suddenly feels the drag we
can observe in Fig. 410. On the contrary the variance at the two different points xo = L/4, L/2 follows the KPZ
scaling up to the time in which the cusp which develops in the front reaches the point under analysis. After this
time the scaling differs from the KPZ one.

It is important to stress that due to spatial inhomogeneity we do not perform the average over space,
but only over the stochastic noise n. The variance of the phase is expected to behave as Var(6) ~ 23
if the dynamics follows the KPZ one (see (1.48)). In Fig. 4.11 we focus on the hard wall case and
look at how the variance behaves as we change the point in the front. When the cusp reaches the
chosen point in the front, the variance suddenly deviates from the KPZ behaviour. In figure 4.12 we
see that the system shows this power-law behaviour for a typical time-scale t*, related to the typical
length scale ¢ of the confining potential, which decreases by decreasing ¢. This departure from KPZ
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Figure 4.12: Variance of O(x = L/2) for L/x = 2° and different # = 0.2,0.5,0.7,1,2,10 (growing from blue to
red) together with the theoretical prediction for KPZ behaviour. We see that KPZ physics persists even under a
confinement potential for a time-scale t* which depends on the typical length-scale £.
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Figure 4.13: Different shape of the disorder for ;% = 10~',1,10 (increasing from lighter to darker); we can see
how this form of the disorder interpolates between a white noise and a constant potential.

behaviour coincides indeed with the arrival of the cusp at the chosen space-point (here x = 0). After t*
we have a non-universal behaviour which resembles the typical departure from KPZ behaviour that we
have observed in the homogeneous case, and that are linked to finite-size effects.

4.5.2 EP with Disorder

We finally perform a study of the effects of a smooth static disorder with correlation length 4. A choice
for the functional form of the disorder potential which is relevant for experiments is to take Vy(x) =
|F=Va(k)](x)| with (Vg(x)Va(x')) = G(x — x), Va(lk) = Voel#e P4 and ¢ a uniformly distributed
random variable in the range [0, 2;); Wy here is chosen such that the strength of the disorder is smaller
or comparable with the other energy scales in the gGPE. By changing the correlation length, this
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Figure 4.14: Power-law behaviour of the (@) space- and (b) time-correlation functions for L = 2° and different
045 =1071,1,2,2.5,3 (increasing from lighter to darker). Both correlations are close to the theoretical predictions
for KPZ dynamics (solid-black lines).
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Figure 4.15: (Left) behaviour of the roughness w? for L = 27 and different ¢, = 0.1,0.5,1,1.5,2,2.5, 3 (growing
from lighter to darker). We see a departure from KPZ scaling happening on a time-scale t* which depends on 4.
(Right) Collapse of the roughness under re-scaling using KPZ exponents; we clearly see that t* ~ 03/2. This is a
further indication of KPZ dynamics in the system at t < t*.

describes any intermediate condition between a uniform potential for 4 — oo to a white-noise disorder
in the &5 — 0 limit; for a finite &3 = L/10, with L the system size, we obtain a shape close to the real
disorder present in experiments (see Fig. 4.13). As discussed in Chap. 3.1.2 such a disorder should
result in a non-local shift in the KPZ noise related to the correlation of the disorder itself. We chose a
disorder with spatial correlation of finite typical length &4. In this case Calilean invariance is not broken
and we expect the main features of KPZ universality to be preserved with some interesting effects due to
the presence of a new length scale in the system. This prediction is confirmed by numerical simulations.
Both the roughness and the space- and time-correlation follow the KPZ scaling as we can see in Fig.
4.14, 4.15; the flatter is the potential the better is the agreement with KPZ predictions. Interestingly, we
have a further confirmation of the underlying KPZ physics by looking in more detail at the roughness
function, which is quite sensitive to the different length-scale present in the system. As shown in Fig.
415, we can find the KPZ power-law behaviour on a typical time-scale which depends on the correlation
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Figure 4.16: Numerical and theoretical values for Var(Aq) for different disorder correlation lengths &,/L =
0.02,0.07,0.15 (from lighter to darker) for At/ty ~ 10° (blue symbols) and At/ty ~ 10~" (purple symbols),
with L/x = 2% The solid lines correspond to TW-GOE (cyan) and BR (violet) theoretical prediction.
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Figure 4.17: Distribution of Aq(x, tp, At) for different disorder correlation lengths ¢4/L = 0.02,0.07,0.15 (from
lighter to darker) for At/ty ~ 10 (blue symbols) and At/ty ~ 10~" (purple symbols), with L/x = 2% The solid
lines correspond to centred TW-GOE (cyan) and BR (violet) theoretical distributions.

length of the disorder. This is expected in a self-critical system out-of-equilibrium, where the presence
of a length scale implies the existence of an associated time-scale; the relation between the two is via
the dynamical exponent z. If KPZ physics is present in the system we expect this relation to be * ~ #2
with z = 3/2; this is indeed the case, as we can see in the right panel of Fig. 4.15. We hence expect that
for t < tg, KPZ physics is still observable, while for t > t; the features of the disorder become dominant.
Furthermore we expect the departure point to collapse if the time is rescaled by t*. As we can see in
Fig. 4.15 this is indeed the case. Besides the scaling of the correlations, we determined the distribution
of the variable Ag, in both regimes of large and small At/tg. The results, presented in Fig. 4.16 and
417, show that for large At/ty, the TW-GOE distribution is still accurately reproduced. Increasing to,
the approach to the BR distribution is also clearly visible, even if it cannot be fully attained, since tg is
limited to ty by the presence of the disorder.

4.6 Conclusions

In this chapter we showed that the phase dynamics of an out-of-equilibrium condensate of EP under
experimental realistic conditions shows advanced properties of the KPZ equation. In the intermediate-
time regime, the probability distribution of the rescaled phase follows the TW-GOE distribution, that
is the one for KPZ height field with flat initial conditions. When the size of the correlations becomes
comparable with the size of the system, the TW-GOE distribution changes into the BR distribution, that
is the one for KPZ height field with stationary initial condition. This cross-over is in analogy with the
results found in turbulent liquid-crystal experiments [51]. We then analysed the influence of finite-size
effects and we found that a good agreement with KPZ scaling persists down to system sizes around
50um. The KPZ properties are robust with respect to the presence of inhomogeneities in the system, such
as an external potential, disorder and thermally activated phonons. For the first two cases we showed
numerically that the temporal and spatial correlations still follow the KPZ scaling, notwithstanding the
appearance of non-trivial effects. In the presence of random disorder we also showed that both the
TW-GOE distribution for the rescaled phase and the TW-COE to BR crossover when stationarity is
approached, are preserved when averaging over the disorder.






5 Kardar-Parisi-Zhang Equation with Temporally Correlated Noise

In this chapter we investigate the universal behaviour of the Kardar-Parisi-Zhang equation with
temporally correlated noise. The presence of time correlations in the microscopic noise breaks the
statistical tilt symmetry, or Calilean invariance, of the original KPZ equation with delta-correlated
noise (denoted SR-KPZ), and conflicting results exist concerning whether the KPZ universality class
is preserved even in the limit of short-range time correlations. Using NPRG techniques, we study the
influence of two types of temporal noise correlator: a short range one with a typical time-scale 7, and
a power-law one with a varying exponent 8 in both d =1 and d = 2 dimensions. While the results in
d =1 can be compared to previous estimates, no other prediction was available in d = 2 dimension.

5.1 KPZ Equation with non-delta Correlation in the Noise

The noise n in the original KPZ equation (1.13) discussed in Chap. 1 is usually taken as delta correlated
in both time and space,

(n69n()) = B(x — x). 51)

Such delta correlations of the noise are an idealization, as it is not likely to be realized in real physical
systems. This raises the natural question of the robustness of the KPZ properties with respect to the
presence of some microscopic correlations in the stochastic process driving the growth. This question
was first investigated by Medina et al. [93], who considered the more general form of noise correlator

(n(t, X)n(t", X)) = 2D(|¥ = X'|, t = 1) (52)

with long-range (LR) power-law correlations, defined in the Fourier space as

Dso(w, §) = Do + Dgqg=P w27 . (5.3)
In this chapter we also consider short range (SR) temporal correlations of the form

De(w, G) = e 2% (5.4)
These modifications of the noise structure break the integrability of the original KPZ equation with
delta correlation, which will be referred to as SR-KPZ. The effect of spatially correlated noise has been
thoroughly investigated, both analytically and numerically [

]. It was shown that for a SR enough noise, i.e. p < p, the standard SR KPZ properttes
are preserved, while beyond p., a LR phase with p-dependent critical exponents emerges. For a noise
with some finite correlation length &, it was shown for one-dimensional interface that the time-reversal
symmetry, which is broken by such correlations, is restored at large distance, and thus one also finds
SR-KPZ physics [8/]. In contrast, temporally correlated noise has received much less attention. The
few existing analytical [93, , , B3, | and numerical [111, ] studies yield conflicting results,
summarized below. One of the reasons is that, as discussed in Chap. 1.3.1, the presence of temporal

49
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correlations is much more severe, in that it breaks the Galilean symmetry (1.40). Thus it is not clear a
priort whether even an infinitesimal amount of time-correlation destroys or not KPZ physics, and both
answers have been given. Let us summarize these results.

5.1.1 Temporally correlated noise: state of the art

The problem of temporal correlation of the noise was first investigated using dynamical RG by Medina
et al., focusing on d = 1 ]93], They found that the SR-KPZ fixed point is stable up to a threshold
value 6, = 1/6, and thus for 8 < 6, the critical exponents are the standard SR ones zsp = 3/2
and xsg = 1/2 in d = 1. Above the threshold, they determined from the one-loop flow equations an
approximate expression of the critical exponents

1440
XR=377%0

2R =2—XR, (53)

obtained by neglecting the corrections to the effective non-linearity induced by the violations of Calilean
invariance related to the temporal correlations. This expression is thus only valid for small 8 close to
the threshold. Indeed, the exact relation ysg + zsg = 2 stemming from Galilean invariance only holds
at the SR fixed point, and is replaced at the LR fixed point by the exact relation

2R(1+26) = 2qr —1=10, (5.6)

which is violated by the estimate (5.5). The authors then solved numerically a truncated system of flow
equations which led to critical exponents, that could be fitted by

Yir = 1.690 +0.22 ::?ﬂf;;. (5.7)
At variance with this scenario, Ma and Ma [108] advocated on the basis of a Flory-type scaling argument
a smooth variation of the critical exponents as functions of 8, with no threshold, following
2446 2d +4
AR =26+ d+3 R T¥3v20° 58)
such that the SR-KPZ exponents are only preserved at 8 = 0. This alternative scenario was supported
by a Self-Consistent Expansion (SCE) developed by Katzav and Schwartz [109]. The authors found

within the SCE two strong-coupling solutions, one which coincides with the one-loop DRG result,
and the other, considered as dominant, which leads to a smooth dependence on 6 with no threshold,
but with a decreasing z r(6), whereas the solution (5.7) is increasing. The problem was re-visited
using perturbative Functional Renormalization Group (FRG) within the framework of elastic manifolds in
correlated disorder [53]. In this context, a crossover from a SR behaviour to a LR one beyond a certain
threshold was confirmed. The two-loop LR exponents were calculated in a perturbative expansion in
e =4 — d where d is the dimension of the elastic manifold. However, the KPZ interface is equivalent
to a d = 1 directed polymer, which implies € = 3, and the extrapolation to such a large value is not
reliable. Notwithstanding this limitation, the two-loop results indicate a decreasing z R for small 6, at
variance with (5.7). Based on a stability criterion, the author also derives bounds for the value of z g as

5
3420

where the lower bound coincides with the one-loop result (5.5). This bound rules out both the second
SCE solution and the scaling solution. On the analytical side, the situation is thus unclear. Moreover,

3
<zRr < 5 (5.9)
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the very few existing numerical simulations can not convincingly discriminate between the two scenarii
(presence or absence of a threshold) nor on the sense of variation of zir [111] They essentially find a
very weak dependence at small 8 and are too scattered to settle whether z r is decreasing or increasing.
Note that the effect of temporal correlation is also crucial in the context of turbulence. In particular, field
theoretical approaches are constructed from Navier-Stokes equation with a stochastic forcing, which is
delta-correlated in time to preserve Galilean invariance. The presence of temporal correlation in the
forcing correlator was investigated in [113], and support the robustness of the SR properties below a
threshold value.

5.2 NPRG approach to KPZ equation

In the following, we analyse the effect of temporal correlation of the noise in the framework of the
Non-Perturbative Renormalization Group (NPRG). Indeed, this method has turned out to be successful
to describe KPZ interfaces since the NPRG flow equations embed the strong-coupling fixed point in any
dimensions [114], whereas the latter cannot be reached at any order from perturbative expansions [39].
Moreover, a controlled approximation scheme, based on symmetries, can be devised in this framework
[23, ] It was shown that it reproduces with extreme accuracy the exact results in d = 1 for the

scaling function [23]. It yielded predictions for dimensionless ratios for d = 2 and 3 [115] which were
later accurately confirmed by large-scale numerical simulations [116, ]. This framework was extended
to study anisotropy [118], and also spatial correlations in the noise, following a power-law [86] or with

a finite length-scale [57].

5.2.1 Non-Perturbative Renormalization Group formalism

We here give a basic introduction to NPRG in order to understand the results we will derive in the
main part of the chapter. A more technical introduction is given in App. E. Integrating out microscopic
fluctuations is the key ingredient to understand the long-distance universal properties of a physical
system. The NPRG is a modern implementation of Wilson's original idea of the RG [6] conceived
to efficiently average over fluctuations, even when they develop at all scales, as in standard critical
phenomena [119]. The progressive integration of fluctuation modes is achieved by introducing in the
KPZ action a scale-dependent quadratic term

8S =1 [ i, @IRw, @)~ — (510)
w.q

where « is a momentum scale, and ¢ = h, ¢» = h. The matrix elements of R, are proportional to a
cutoff function r(g?/k?), with g = ||, which ensures the selection of fluctuation modes: r(x) is required
to be large for x < 1 such that the fluctuation modes ¢;(qg < «) are essentially frozen and do not
contribute in the path integral, and to be negligible for x 2 1 such that the other modes (¢i(q 2 «)) are
not affected. AS, must preserve the symmetries of the original action and causality properties. For the
KPZ field theory, a suitable form is [114]

2 2
AR (—r |9 0 wgq
RAw,q)—Rx(q)—r(Kz) (quz —zo,{) , (5.11)

where the running coefficients v, and D, are defined later. Here we work with the cutoff function

r(x) = al(exp(x) — 1), (5.12)
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where « is a free parameter whose role is discussed in E. We emphasize that the regulator (5.11) does
not depend on frequency. Whereas it would be desirable to also regulate in frequency, it is much simpler
not to, and it is the actual choice made in most applications to non-equilibrium systems [120, 23] It
turns out that for most applications, regularizing in momentum is enough to ensure the analyticity of
the Effective Average Action (EAA). The implementation of a frequency reqularization was studied in
[1271] on the example of Model A, where it was shown that it does improve the results. However, the
difficulty lies in formulating a requlator which respects both causality and all the symmetries of the
model. For KPZ, the Calilean invariance precludes from having a (manageable) frequency-dependent
regulator. This has implications for the study of the power-law correlator Do, in (5.3), since it brings
non-analyticities in w which would be cured (as they should) by a frequency regularization, whereas
with only a momentum requlator they will survive and have be dealt with. The inclusion of AS, in (1.37)
leads to a scale-dependent generating functional Z,. Field expectation values in the presence of the
external sources j and j are obtained from the functional W, = log Z, as

oW, -~ - OWy
Px) = (hix)) = =, Y(x) = (h(x)) = =—. (513)
0j(x) 0/(x)
The EAA is defined as the modified Legendre transform of W, as
- . , 1
md B+ W)= [ie =5 [ ol 514)
where j; are the sources associated with the fields ¢;, with @1 = , @ = . The scale-dependent
EAA obeys an exact flow equation, usually referred to as Wetterich equation [20] (see App. E for the
derivation):
1 —1
O, = 5T {OSRK [r@ + RK] } (5.15)
where

“—(Z)]LJ _ 52”H‘PH (5.16)
0¢; 09

and Tr{-} is the trace over all the internal degrees of freedom. Even though the equation (5.15) is
exact, it cannot be solved exactly because of its non-linear functional integro-differential structure. One
has to employ some approximation scheme [122]. The key advantage of this approach is that these
approximations do not have to be perturbative in the couplings or in the dimensions, but they are rather
based on some controlled truncation of the functional space. The most common approximation scheme
within the NPRG framework is the Derivative Expansion (DE), which consists in expanding the EAA
in powers of the gradients and time derivatives of the fields. However, due to the derivative nature
of the KPZ interaction, this approximation is not enough to obtain quantitative results, as we show in
Chap. 5.2.3. The approximation scheme appropriate for the KPZ equation is inspired by another common
approximated scheme called Blaizot-Mendez-Wschebor scheme [123], but adapted to preserve the KPZ
symmetry. Its rationale is expounded in details in [/3, | It can be implemented using an Ansatz for
the EAA, which is presented in the following.

5.2.2 The Local Potential Approximation

Let us first present the simplest possible approximation scheme for the EAA, which is the lowest order
of the DE, that is called Local Potential Approximation (LPA). This approximation is already very useful
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to study many equilibrium problems, as well as in some non-equilibrium ones such as reaction-diffusion
systems, where focusing on the zero momentum and frequency sector is enough to obtain satisfactory
results [119]. In the well-known case of the Ising model, this approximation reads

[, LpaAlM] = f (UK(M) + (VM) , (5.17)
where M = M(X) is the magnetization field and U, is the effective potential. It contains only Z; invariant
terms, i.e. in principle all the even power of the magnetization. If we expand this effective potential at
quartic order,

Ue(M) = g2, M + g4, M*, (5.18)

the Wetterich equation becomes just a set of ordinary differential equation for the couplings kept in the
ansatz,

0sGnx = Bok({gmk}) (5.19)

A more refined approximation, referred to as LPA’ also includes the field renormalization, Z

M ecpalM] = ] (UeM) + ZMIT M) (5.20)
X

The LPA can be generalized by including higher order terms in the DE. This procedure has been

systematically implemented for the Ising model up to the sixth order, yielding extremely accurate results

compatible with the conformal bootstrap ones [124]. Furthermore, in the same paper, it was shown that

the DE has a finite radius of convergence and hence it is a controlled approximation scheme.

5.2.3 LPA Aprroximation for the KPZ Equation

After a brief introduction to the LPA scheme, it is instructive to derive the results one can get for the
KPZ equation using such an approximation in the NPRG ansatz. At LPA level, the simplest ansatz for
the KPZ EAA reads

Ll @] =/¢ (61‘90 — VKV2<P—AK|V7P|2) — Dy§*
q

~ [ # (0w~ V2o - vaIVeR) - 7, 521
q

where we introduced the usual effective non linearity g, = A2D,/v. and we expanded the renormalization
functions to lowest orders in the fields. Recalling (E.17) and (5.11), we end up with a propagator of the
form

2D, (r(y)+1) 1
P 2y +1P+w? @ udrly)+1)—iw

Grlq) = (5.22)
0

1
G2 vie(r(y)+1)+iw

with y = Z—; The flows of the couplings can be extracted from the 2- and 3-point functions, indeed

M) = iw+vep®, TOp) = =2De, TV (p1,p2) = AB1 - P2 (5:23)

K K
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leading to

KO = o [ k0T (p) + kLT (—p) (5.24a)

s
2p? RP
0.0, = —2kd, 02 ‘ 5.24b
K D 0p)| (524b)

1
KO Ay = ?KaKrg’”(p, p) (5.24c)

RP

where RP = (0, 0) in what follows. By explicitly computing (E.21), (E.22) using the ansatz (5.21) we get

KOy Vi B y N N / A
=~ 20, /q oPlaT g 12 o) (Ay) (P@g) = 462) + 207 (X (@ g)
—~0,riy) (Oly) (sin(W)PLa2, y) - 267) + 2y cos’(W)r ()X (2, 4) ) | (525)
aKDK g N v
2 =2, [ s [P PR ) - 20,10t (5250)
K q K ’

KO A 2 . R R
=200 | gy O AP [P ) 467]

—40,r(y)e(y)’ [P(&)Z, y) — 6&»2]} (5.25¢)

with 2(y) = y(1 + r(y)), X(&?, y) = =& + €(y)? and P(&?, y) = @* + ¢(y)?. Because of the polynomial
behaviour in w of the integrand, all the integrals above can be calculated analytically in the frequency
sectors. Using (5.60) and (5.62), we get

d
2

oeve K 5 [ / ’
KO _ R g =2 [O Loyt 10 = 20w) + 20 )] - 2070, 2w )} (5260)

TR T
k0Dy Ky 45 (% dp2 )
D. ?-qkkd 2/0 dyﬁ [20gr5(y)—30yrx(y)] (5.26b)
KAK
Ki =0 (5.260)

2

Recalling that §, = k9 2g, = k922D, |v} we obtain a flow for the dimensionless coupling §, of the

type

KOGK _ 4 5y Ka o po /0 g v {ourPi)[detw) + 3% ()] = 30,rtw) [(d = ey + v?r(w) |}

di 4d%" g
(5.27)
It is interesting to explicit %rff(y),
0yri(y) = = (nf +209,r10)) . (528)
where n¥ = —dsIn X, is the running scaling dimension of X,. This quantity measures the difference

between the full and the canonical (or engineering) dimension of X, at a given fixed point, and is zero
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at the non-interacting fixed point (see App. E.2.2 for the relation between n¥ and the critical exponent).
We thus have

A _ 0 /
K@AKgK d_24 Kd_CfKZd 3/ dgg%_1 r'(y)

R 2d - Jy (rly) + 17
A o %721’
‘%?0 yﬁ@+€%PfW“W+d+%ﬂwl—muw—nww+n+yﬂwﬂ.
(5.29)

We see that thanks to the presence of ), this equation not only is non-linear in §, but in principle
recursively contains all its powers. Equations (5.26), (5.29) cannot be solved analytically for a generic
r(y); however there are particular choices which allow one to overcome this difficulty. In the following
we will see two cases in which such equations can be solved analytically. First we will set n} = 0;
by doing so the flow of § becomes integrable in the proximity of d = 2 for any form of the requlator.
This procedure however, destroys the non-perturbative nature of the flow equations (5.26), (5.29) because
the contributions of higher order terms in A embodied in the n¥ is not present anymore. The second
approach we will investigate is to keep the anomalous dimensions different from zero and to choose a
particular form of the regulator r(y).

Exact Integration around d = 2

We see that after setting n} = 0, Eq. (5.29) becomes integrable around d = 2, that is the lower critical
dimension of the model. Indeed we have

KO, gK 2d —3 [ r'(y)
,\=d2+KfK/ dy — W _ (530)
G P2y Vg 7
Using (E.2) we get
KOy G ., 3—2d
=d—2 K 531
R + guKd od ( )

which is exactly (1.34) obtained via DRG, recalling that the NPRG scale « goes from A to 0, while
the DRG scale ¢ goes from A to oo, leading to an overall relative minus sign in the flows. As in
the case presented in the main text, this flow suffer from divergences which prevent from reaching the
strong-coupling KPZ fixed point.

Litim Regulator

As we saw in the previous section, around the lower critical dimension and setting the anomalous
dimensions to zero, we can perform the analytical integration for any form of the requlator. However
these calculations are possible only in d = 2 and furthermore they are perturbative in A. To overcome such
restriction we can choose a particular form of the requlator and explore different dimensions, keeping the
anomalous dimensions. Of course the results depend on the choice of the reqgulator once approximations
are performed. A convenient choice is the Litim regulator, which allows to perform analytically the
momentum integrals [125]. This regulator s,

Rt = q°riely) = (k* — ¢°) 8(q” — k) (532)

with rie(y) = (y=" = 1) B(1 — y). Its usefulness in our model relies on the fact that one can extend the
analytical calculations to any dimensions while keeping the anomalous dimensions, which ensures the
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flow to be non-perturbative in the non-linearity. Using this form of the requlator in (5.26) and noting
that

Ay Xriit(y) _ _
Oyritly) = A = = [y~ = 1)+ 2972 601 - y) 533)
we get
KOeve . (d—2) 1 5, (d-4
— 4K - - v 534
ve d{ 242 d(d+2)™ T 2d2(d + 2)' (5.349)
k0 Dy 1 1, 3
= 9Ky — - v 5.34b
D. g d{2d+d(d+2)n“ 2d(d+2)”‘<} (5.34b)
KOkAe _ (5.34¢)
Ax
which give
KO o [B-2) d-3 , 3(d-2
—d -2+ 4K - v 535
» *9 d{ 7 Pdr ™ T g™ (5:35)

We see that this form is more general than (5.31), which is recovered by setting n =0in d = 2.

The Importance of Being Non-Perturbative

We can now compare the two approaches and see how being non perturbative is fundamental already
at this level of approximation in the ansatz (5.21). As we briefly mentioned in the section above, the
presence of the anomalous dimensions in the flow is very important in (5.34). Indeed n?, Y are defined
from the flow of D, and v, respectively which themselves depend on ) and are linear in the coupling
G« This recursive relation renders (5.34), (5.35) not analytically solvable but ensures that all the orders
of g, to be taken into account, i.e. makes (5.34), (5.35) non-perturbative in the effective non-linearity.
To see the effects of this non-perturbative nature of the flow , we can integrate numerically (5.34), (5.35)
and compare the results with the perturbative ones ;' = 0. The results are reported in Fig. 5.1. As we
see, already with the Litim reqgulator we are able to discriminate between the non-interacting Gaussian
fixed point and the strong-coupling KPZ fixed point in any dimension. We recall that at one-loop
perturbative level, no strong-coupling fixed point is accessible. Even if the qualitative behaviour and the
phase diagram are well reproduced within the LPA approximation, this scheme fails to give a quantitative
reliable prediction of the critical exponents in d > 2 [126]. This is due to the derivative nature of the
non-linearity, which asks for a full functional treatment of the momentum sector of the theory. In the
following section we will see how this task can be accomplished with a field, rather than momentum,
truncation.

5.2.4 Effective Average Action for the KPZ Equation: SO and NLO Schemes

In the original KPZ equation, a general ansatz for the EAA can be constructed using invariants under
the symmetries listed in Chap. 1.3.1. In particular, for the Calilean symmetry, one can define a function
f(t, X) as a scalar density if its infinitesimal transform under (1.40) is of(t, X) = AV(t) - V1, which implies
that fdd)?f s invartant under Galilean transformation. One can check that with this definition, he
elementary Galilean scalar densities are ¢, d;0,¢, and

A=
&¢E&¢—5V@? (5.36)
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Figure 5.1: The phase diagram of KPZ equation at the level of LPA using Litim regulator. For d > 2 the basin of
attraction of the strong-coupling KPZ fixed point §. # 0 (blue line with circles) is separated from the one of the
EW fixed point §. = 0 (green line with triangles) by a line of critical values for the initial non-linearity ga (red
line with cubes). For d < 2 only the KPZ fixed point is present.

but not d;p alone. The scalar property is preserved by the operator ¥V and by the covariant time
derivative

Di=0,— V¢ -V, (5.37)

but not the simple time derivative d;. Using these building blocks, one can construct an ansatz which
explicitly preserves Galilean symmetry. At quadratic order in the response field, the most general ansatz
obtained this way, called SO, was first proposed in [127] and reads (see App. E.2.3 for a discussion on
the relation between different approximations scheme for the KPZ ansatz):

~ ~ A ~ I ~ 1 v a ~ ~rv A
o9l | {<pf3(_0,2, —V)Dip — (=D} =V 2)p — 5| V2l (=D~ Vg + Pl (—D —V V)| }
(5.38)
with X analytic functions of their arguments defined as
(=D7, V) = ) ap,(=D)"(=v?) (5.39)
m,n=0

The microscopic KPZ action corresponds to the initial condition f/‘\’((DZ,pZ) =, f/’\\((DZ,pZ) = 1 and
fAD(tDZ,pZ) = D. The constraints stemming from Galilean invariance are two-fold: first A is not renormal-
ized, which implies that the term proportional to D¢ renormalizes as a whole, with a unique function
f/ in (5.38). The second constraint is that time derivatives only enter via the covariant time derivatives

Dt. This constraint can be expressed on the vertices I—&n), under the form of exact Ward identities, which
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relate a ["*1) vertex with one vanishing momentum on a ¢ leg to a lower order vertex ") [23] (see App
E). Furthermore, additional constraints stem from the other symmetries. The time-gauged shift symmetry
(1.3.1) imposes that fA(w?, p> = 0) = 1 at all scale k. In d = 1, the time-reversal symmetry further
imposes that f2 = Y, and f/ = 1, such that there is a single independent function in one dimension.
The ansatz (5.38) truncates the functional dependence in { at quadratic order, but it remains functional
in ¢ through the operators D;. This ansatz provides a non-trivial frequency and momentum dependence
for all vertices 'Y, This dependence is the most general one for the two point functions, but it is not
for higher order vertices. It was shown in [23] that this ansatz yields very accurate results. It reproduces
in particular to a very high precision level the exact result available in d = 1 for the scaling function
associated with the two-point correlation function. However, solving the flow equations at SO represents
quite a heavy numerical task in d > 1. Thus, a simplification was proposed in [115] which consists in
neglecting the frequency dependence of the functions £, in the integrands of the flow equation. This
approximation, named NLO, allows one to explore higher spatial dimensions in a reasonable computa-
tional time. Indeed, at NLO, all the n—point functions I—&”), with n > 2, vanish except the bare one |—£<2’1)
(see App. E). The NLO approximation leads to reliable estimates for the exponents, and it enables one to
determine non-trivial properties of the rough phase in d > 1, such as scaling functions, and associated
universal amplitude ratio. This prediction was accurately confirmed by subsequent numerical simula-
tlons. Note that this approximation turns out to deteriorate when the dimension grows, and it becomes
unreliable above d = 3.5. Therefore it cannot be used for instance to probe the existence or not of an
upper critical dimension, for which the full SO order should be implemented. In the following, we use
the NLO approximation, extended to take into account possible breaking of both Galilean invariance and
time reversal symmetry.

5.3 Effective average action with broken Galilean invariance: NLO,, scheme

Introducing a non-trivial frequency dependence in the noise correlator breaks Galilean invariance at
the microscopic level. This means that the constraints associated with this symmetry no longer appluy.
In particular, the non-linear coupling acquires a non-trivial RG flow A = Ax. As a consequence, the
two terms of D¢ are renormalized independently, such that one is led to introduce two independent
functions as follows

Dt 51 (Tl (5.40)
On the other hand, to take into account analytical temporal correlations in the noise, such as the SR case
(5.4), at the microscopic level, we need to implement a time-dependence in the initial conditions for 7.
Keeping the full dependence on the covariant time derivative, as prescribed by the SO approximation,
would lead to flow equations which, at the moment, are not treatable in a reasonable amount of time
at the numerical level. To overcome this difficulty we replace the covariant time derivative by a simple
time derivative in the argument of the running functions £

fX(—=D? —V?) = (=07, —V?). (5.41)

This in turn implies that the functions X no longer depend on the field ¢, which results in a truncation
at quadratic order in ¢ also (see App. F for more technical details). On the other hand, in order to
take into account the temporal correlation of the noise, one has to treat the full time-dependence of the
functions £\, preserving it in the right-hand side of the flow equations as well, contrarily to the NLO
approximation. It is important to note that this approximation scheme, termed NLO,, does not preserve
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the Galilean Invariance. Indeed, differently from the D; operator, the simple time derivative d; does
not generate scalars under Galilean transformation. We will see in the next section how this spurious
breaking of Gl affects the flow of the running non-linearity A,. The NLO,, ansatz reads

~ ~ A = ~ ~ 1 > ~ rv
M. @ = /{Wﬁaﬂp — SR Vo) - 900 — 5 [ Vielie + @fKV2<P” . 64

where all the functions )\ depend on (—d7, _ﬁz). With this ansatz, the two-point functions are given
by

M w, p) = iwfi(w?, p?) + p*fY (0, p7)
MONw, p) = =22(w”, p?)
20w, ) =0. (5.43)

As with the NLO ansatz, the only non-zero vertex function is the 3-point one rﬁf'”, which reads

FE 0w, 1, wa, B2) = AP - Pof (w1 + w2)?, [P + Fal?). (5.44)

5.4 Flow equations and running anomalous dimensions

The flow equations for the running functions £, f!, respectively f2 can be deduced from the flow equation
of the two-point function i, respectively %4 The calculations and the results are similar to those
reported in [115]. We obtain

0,07, p?) = 2@, p*)? [

P 0sS2(q°)Plw’, §%) — 270551 (a7 k(w”, ¢°) b, CIZ)]
q My

(5.45a)

G- 0
p?Pi(w?, g%)2P(Q?, Q%)
+670,50(0) [+ O k@ QX(w?. 02, 0, . )

Osf (@, p?) =291(a’, p?) [ {7 70.5P(a)1610%, QYPu(?, )% @)
q

~2 - Phelw?, 0w, @007, QIO )| } (5.45b)

G0
OP, (62, G2 P (Q7, 07

+2q°0:5/(q°) (w0’ 47) [Q G- Phelw’, ¢°)L(Q7, Q) Q%)

0sfe(@, p?) =2g14(@*, p?) / {*Q G- F0550(q%)Pulw’, g)fA(Q7, Q)7 QF)
q

tup- Okl O )i )| | (5:45¢)

with
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l(w?, q%) = q*[ X (w”, ¢°) + vicr(q * )] (0.46a)
ke(w?, g%) = f2(w?, ¢%) + Der(q*1x?) (5.46b)
Pelw’, ¢°) = w” fl(w”, ) + be(w?, g7, (5.46¢)
Xe@,p*, w, q°) = 6@”, p*) 0w, ¢°) — @wll(@”, p)fi(w”, ¢°), (5.46d)
Se(q%) = Xerly) . y = g°I*, X € {D,v}, (5.46e)
0552 (y) = =X (e r(y) + 2y 9y r(y)) (5.46f)
The additional running function f2(@?, p%) can be defined from the 3-point vertex FE'” as
4 @ p @p
A2 2y _ 2.1
= —I - =, =, = . 5.47
@™ p) = 35T (2'2'2'2) (547)
One introduces two scale-dependent coefficient v, and D,, defined as
D.=fP0,0),  v.=f%0,0), (5.48)

which encompass the renormalization of the fields and the anomalous scaling between space and time.
One defines two running anomalous dimensions associated with these coefficients

NP = —kd nD.,  nl=—kdlnv,. (5:49)

Working with rescaled running functions and units,

Axx—ié ﬁ:% w—viz (550)
the dimensionless flow equations take the form
OsT (&7, ) = | i + (2= b0y, + p oy | T, p7) + (7, p7), (551)
with
D&% p) = 0@ ) 552)

One can show that the critical exponents can be expressed in terms of the fixed point values of the
anomalous exponents (5.49) as (see App. E.2.2)

z=2-n!, x=Q2-d+n?-n)2. (5.53)

The shift-gauged symmetry is still valid in the presence of temporal correlations and imposes that
f1(0,0) = 1. On the other hand, one can define a running non-linear coupling by fixing

££(0,0) = 1. (554)

Let us denote its flow as

KOy ln Ay = —1h. (5.55)
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One obtains that the flow of the dimensionless coupling g, is given by

0sgk = G (d —2—2n +3n. —n? ) . (5.56)
At a non-zero fixed point, this fixes
z4+x—2=n (5.57)

If Galilean symmetry is present, then n/ = 0 and one recovers the standard relation z 4+ y = 2. A
non-zero n/ quantifies the violation of Galilean invariance.

5.5 Flow of A, in the NLO, scheme

As we discussed above, the NLO,, scheme allows one to keep the full time dependence in the running
functions at the price of an additional breaking of Galilean invariance. The effect of such a violation of the
Galilean symmetry can be seen directly in the flow of the running non-linearity A.. In a Galilean invariant
system indeed we expect dsA, = 0, because it is the structure constant of the Galilean transformation.
At NLO,, level the flow of A, defined as

2g« [ dq ° dw g¥ 3 w?, g?)? s L
T T Puw gl 1955k (@)Pdw,
’ >0y /0 (2r) /OO 21 Po(w?, g2) {a S (q7)Pulw”, %)

< [ Pele?, %) = 4w, g9 = 4070 U@ kel ), ) | Pela?. %) — 6w filw?, a2 |
(559)

4
Ok 9,r2 (? (558)

:W

Ny
OSIRS!
Ny

w=0,p=0

reads (see App. F for derivation)

where we used g - ¢ = cos ¢ in (5.58), together with the fact that

Sus [0 g sin()* costy)? = >, (560)

where Sy = 2792 |"(d/2) is the d-dimensional solid angle. Equation (5.59) is in general non-zero, but
it vanishes in the NLO limit when fX(w?, g°) — (g%). Indeed at NLO the flow equation for A, reads

29 (% dq i34 2 2/00 dw 1 D2 2 2
= — A o {0.5P(¢)Pu”,
ahe==5 2 [T et e | S {0l )

x| Pelw?, q%) = 40P1L10*)? | = 49%0:SX(aP kel a?)6cla?) | Pl a) — 6w?fl(a? |} (561)

and the integral over the frequency w can be performed analytically. Noting that

o 22\ 2t 2)2 [ (b—23) (g%’
/ dﬁPK(w,q) awfl(q?) _Qb—a—2) ( 2) () ’ b>§, (5.62)
02T Puul gl WA b)) ’

one obtains that (5.61) is exactly zero. This is expected because the NLO approximation scheme preserves
the Galilean Invariance. With the non-trivial frequency dependence of the NLO,, scheme, (5.59) is in
general not vanishing and leads to an artificial breaking of Calilean invariance. We will show in Chap.
5.6.2 that this violation of Calilean invariance remains small. .
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5.5.1 Power-law noise correlator

With a non-zero Dy in (5.3), one introduces another coupling, related to the non-analytic part. The
function P is now composed of two parts

10— 1P, ¢°) = 126 %) + wlu®®, (563)
and the function k(w?, %) in (5.46) changes accordingly. In principle, the NPRG flow is analytic, such

that no non-analytic contribution can arise to renormalize the coupling w?. The situation is more subtle
here since the frequency sector is not reqularized, see discussion in F.2, but the non-renormalization of

w? is preserved. Defining the dimensionless running coupling w? as
V0 = 00 (5.64)
K K DKVEG :
one deduces its flow as
W = w? (=40 + nP + 201" (5.65)

For any fixed point solution for which w? # 0, one deduces that

0 =46 —20n! (5.66)
which yields if g, # 0

= %(2—d+49—(3+29)/7;’), (5.67)

which is non-zero. Hence, if a LR fixed point with W? =+ 0 exists and is stable, it leads to a violation
of Galilean symmetry. Assuming that the two fixed points, the LR and the SR ones, compete then the
transition from one to the other occurs when the corresponding exponents are equal, that is for z.r = zsr
and thus n7 = 0. One deduces from (5.67) that the corresponding critical 6. is given by

1

Ol = 3 —2)

(2—d—3n;). (5.68)
Hence, if two competing fixed points are found, one expects a transition from a SR to a LR dominated
phase with exponents:

SR: Z+x =2, 0 < 0.

LR: z4+x=2-n50), 6> 06

5.6 Results

In this section we report the results coming from the numerical integration of the flow equations, using
the scheme reported in App. F.3. We first focus on the case in which the correlation has a finite time
scale 7. After that we focus on the case of power-law correlations, in both one and two dimension. We
will discuss our results and compare them with the different scenarii present in the literature.
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Figure 5.2: (a) n/ and (b) [n2 — nY| for different values of T = 0.01,0.05,0.1, as s = log(k) decreases from s = 0
to s = —15. We see that the time-reversal symmetry is always restored, i.e. n? = nY, which implies that the
roughness exponent is exactly the SR-KPZ one y = (1—n+nY)/2 = 1/2. The Galilean symmetry is also restored
dynamically for all T, although only approximately at the NLO,, level of approximation (7 =~ 0.006). By increasing
7, no LR fixed-point seems to appear, and the flow always reach the SR-KPZ fixed point with a dynamical exponent
7z = 2—x —n} which is slightly different from the theoretical prediction for KPZ z = 2 — y = 3/2 (less then 0.5%).
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Figure 5.3: (a) The running function f?(@, 0) for different values of T = 0.01,0.05,0.1 and — log(k/A\) = 0, 3, 40.
For any microscopic value of 7, £ reaches a power-law behaviour at the fixed point of the type f2 (@, 0) ~ it
with z = 2 — x — i, very close to the pure KPZ case f°_o(@,0) ~ @'7 (purple line). (b) The running functions
fP(@,0), £/(w,0) for T = 0.01 and different values of — log(k/A) = 0, 3, 40. Even if the initial conditions break the
time-reversal symmetry, i.e. f2(@, p) # 1¥(@, p), this symmetry is restored at the fixed point, f2(®@, p) = ¥(®@, p).
This implies that the exponent y is exactly the same as in the pure KPZ case (see Fig. 5.2).

5.6.1 Temporal correlations with a finite correlation time

In this section, we study the effect in d = 1 of a microscopic noise with short-range correlation of the
form (5.4). This is simply implemented by specifying the initial condition at scale A:
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Figure 5.4: The roughness exponent x(6) in one dimension for different approximation schemes, as 6 varies from
6 =0 to 8 = 0.24. The exponent follows the KPZ prediction y = 1/2 up to a critical value very close to the
theoretical prediction 6. = 1/6 (dashed green line). After this value, x(6) varies continuously with 6. The LPA
results (light-blue solid line) improves the analytical result at one-loop given in (5.5) (dashed orange line), where
we recall the authors set i = 0, but still are far from the NLO results (dark-blue solid line). At NLO we find an
almost linear behaviour of x(0) = 1.436 + 0.26, close to numerical estimation (5.7) (yellow dashed line).

FAlp) = Delp) = 72" (569
Since we work in d = 1, we keep fL = f/ = 1 not to induce a supplementary breaking of time reversal
symmetry [23]. Under these assumptions we have that the contribution coming from dsSP2 in the flow of
Ak, (5.59), vanishes and we are thus left with the flow

< 89 [ dg d+5/°odw 1 v 2 2 2 2 2 2 2 2
0 =503 | mai®" | Sr im0 S ) ) | Pl 07) - 67
(5.70)

which corresponds to the effective artificial breaking of the Galilean invariance due to the NLO,, approx-
imation scheme. The SR noise is characterized by a typical time-scale t; in the long-time physics one
thus expects such microscopic correlation to be washed out by fluctuations. For all values of 7, we ob-
served that the flow reaches a fixed-point, with stationarity in « for all quantities. The coupling g, tends
to a fixed-point value g,. At the same time, the renormalization functions 2 and fY smoothly evolve to
endow a fixed-point form, which does not depend on the value of 7, as illustrated for £ in Fig. 5.3 (a).
This means that the large distance physics is universal, i.e. independent of the microscopic details, and
it corresponds to the SR-KPZ universality class (the same fixed-point is attained as for T = 0). Further-
more, although they start with very different shapes, the two functions 2 and f! become equal at the
fixed point f2(@, p) = (@, p), as illustrated in Fig. 5.3 (b). This means that the time-reversal symmetry
is dynamically restored at large distances. This is further illustrated in Fig. 5.2 (a), which shows that the
difference |n” — n?| vanishes at the fixed point for all 7. According to Eq. (5.53), this implies that the y
exponent is exactly the KPZ one ¥ = 1/2. Moreover, the Galilean symmetry is also restored at the fixed
point, although only approximately. This can be assessed by the value of 5}, which is represented in
Fig. 5.2 (b). One observes that it reaches a constant value, which is not strictly zero but a small number
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of order 0.0065. As explained before, this reflects the spurious violation of Galilean invariance induced
by the NLO,, ansatz, (5.70). This value is the same as for the pure KPZ case (for T = 0) and yields
an error of less than 0.5% on the exponent z. Furthermore, we observe that for any finite 7, the function
fP decays at large frequency as a power law ffr(w, 0) ~ @2, with z = 2 — x — i}, very close to the
pure KPZ case f*D,T:O((D, 0) ~ @' Hence one can conclude that for all T, the universal properties of the
interface are the standard SR-KPZ ones. To summarize on the temporally SR-correlated noise, we found
in d = 1 that its presence does not change the large-distance properties of the interface, which is still
characterized by the SR-KPZ universality class. Hence, although both the Galilean and time-reversal
symmetries are broken at the microscopic level, these symmetries are restored dynamically along the
flow. This is the first analysis of the effect of SR time-correlations in the KPZ equation, which is here
rendered possible by the both functional and non-perturbative formalism we use.

Comments about the two-dimensional case

In d = 2 we did not manage to access the strong-coupling fixed point within the NLO,, scheme, even for
the pure KPZ case. This is probably due to the fact that the artificial breaking of Galilean invariance in
NLO,, is too severe in two dimensions where, differently from the one-dimensional case, no additional
symmetry (such as the time-reversal one in d = 1) is present to constraint the RG flow. On the other
hand, the NLO scheme, which was proven to find very good results in d = 1 and d = 2 for the KPZ
equation, is not enough to implement initial conditions of the flows involving frequency-dependent f/\).
The study of the two dimensional KPZ equation with short-range temporal correlation would then require
the use of the full SO ansatz, which does not break the Calilean invariance and allows for temporal
dependence of the running functions .. This is beyond the scope of the present thesis.
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Figure 5.5: The dynamical exponent z(6) in one dimension for different approximation schemes, as 6 varies from
6 = 0to 8 = 0.24. The exponent, as in the case for the roughness x, follows the KPZ prediction z = 3/2 up
to a critical value very close to the theoretical prediction 8, = 1/6 (dashed green line). After this value, z(6)
varies continuously with 8. Both LPA and NLO (light- and dark-blue solid lines respectively), differently from the
numerical prediction (5.7) (orange solid line), are in agreement with the bounds given in (5.9) (yellow region).
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5.6.2 Power-law temporal correlations

We now study temporal correlations with no typical length-scale, i.e. a power-law. Such a microscopic
behaviour could in principle modify the universal properties of the system and is the one usually studied
in the literature. To analyse how this LR correlation modifies the flow we initialize it at k = A as

F2A(P) = Doo(p) = Do + Dow 7. (571)

As discussed in the previous sections this term introduces a new coupling constant w? in the RG flow
which can lead to two different scenarii: a SR fixed point with w? = 0 or a LR fixed point with w? =+ 0,
retaining memories of the initial microscopic correlations. Such a fixed point is associated to a violation
of Gl, z+ x # 2. In what follows we always work at the NLO level of approximation. Indeed in the LR
case it is not necessary to retain the full time-dependence in the running functions, because the temporal
dependence of the noise correlator is linked to the new coupling w?. Going to NLO we also remove the
artificial breaking of Gl present at NLO,, level (5.59). By doing so, the violation of Gl comes only from
the coupling w?,

8g.,wd [ dg ® du w20
0, = Sy d+5 £ 22655" ng 2/ 77[/3’( 2 g?) — 6ulf! 22]
2 [T S 0SNG | S [Pl 40 = 66 ?)
(5.72)
Furthermore we keep /! = f., in order to be able to recover the correct SR limit when w? = 0.
100 §
%SE =
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Figure 5.6: (a) The LR coupling w? and (b) n, for different values of 8 = 0,0.1,0.16,0.17,0.22,0.24 (from blueish
to greenish) and 68 = 0.160 (orange) as the scale s varies from s = 0 to s = —100, in one dimension. We see
that for 8 < O, the flow reaches the SR-GI KPZ fixed-point where w? = 0, 7 = 0, while for 8 > 0, a new LR
non-Gl fixed point with w? # 0, 7/ # 0 is reached. The critical value 8, = 0.166 corresponds to the theoretical
prediction 6. = 1/6. Interestingly we can see that for the critical value of 8, the fixed point is reached in an
algebraic RG-time s (linear in the log — log scale). The accuracy in the estimation of the critical 6 is due to the
fact that n’ is going to zero as the FP is approached for 8 < 6,; this implies that the stability criterion leading to
(5.68) holds in an exact way. It is important to stress that this is not the case for the NLO,, approximation scheme.
There indeed, Gl is never restored exactly, even at the SR fixed-point w? = 0; we hence expect the critical value
of O to be slightly shifted due to a non-zero i in the SR regime.
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Figure 5.7: (The roughness exponent x(8) in two dimensions for different approximation schemes, as 6 varies from
0 =0to 6 =0.45. The NLO results are compared with both the numerical estimation for the pure KPZ case
[128] and the one-loop analytical result (5.5). The exponent follows the NLO result for the pure KPZ, y = 0.375,
up to a critical value 8, =~ 0.346. The same conclusions as in one dimension (see Fig. 5.6) about the accuracy in
the determination of 6, hold.

One dimension

We first study the one-dimensional case. In this case we keep f! = f! = 1 in order to recover the
time-reversal symmetry at the SR w? = 0 fixed point. These conditions lead to the following NLO
ansatz,

(V2 fe (=D ~VA)p + phe(- D~V V)
(5.73)
with Dy @ = 0 — A /2(0x@)?. The results for the roughness exponent y are reported in Fig. 5.4. We
can clearly notice the existence of a critical value 8. below which the SR KPZ fixed-point is retrieved.
Above this value of the temporal correlation exponent, we find a line of LR fixed-point with y = x(6).
This is in agreement with the results presented in [93, 53] and rules out the appearance of a line of
LR fixed-point for any non-vanishing 8. As expected at NLO, Gl is dynamically restored exactly at the
SR fixed-point (see Fig. 5.6), differently from the NLO,, we discussed in Chap. 5.6.1 where a residual
nt # 0 remains at the SR fixed-point. In the LR regime 8 > 6, the NLO results are in good agreement
with the numerical estimation (5.7). It is interesting to note that the transition is found already at the
LPA Llevel with the requlator (5.12), where x(8) is close to the one-loop result (5.5); on the contrary, at
LPA level with the Litim requlator R.(q%) = (k* — q%)0(q® — k?) only the SR fixed-point is accessible,
which shows that this requlator is not adapted to study KPZ problems. For the dynamical exponent z
the results are reported in Fig. 5.5. At both the LPA and NLO level, z(6) in the LR regime falls inside
the bounds given by (5.9), ruling out the numerical estimation (5.7). It is also interesting to note that at

the critical value of 6, both w? and ! go to zero algebraically as the fixed-point k — 0 is approached
(see Fig. 5.6).

N —

Cdlep, @) = [ {@Dt,xsa — @fP(=Df, —V)p —
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Figure 5.8: The dynamical exponent x(8) in two dimensions for different approximation schemes, as 6 varies from
6 =0to 8 =0.45. The NLO results are compared with the one-loop analytical result (5.5). The exponent follows
the NLO result for the pure KPZ, x = 0.375, up to a critical value 6, = 0.346. The same conclusions as in
one dimension (see Fig. 5.0) about the accuracy in the determination of 6. hold. We can see that the one-loop
estimation is far from the NLO result; this is expected because (5.5) holds for small 8 and n/ = 0, i.e. close to
the 6O..

Two dimensions

The study of the two-dimensional case is more difficult than the one-dimensional one. By looking at the
analytical formula for 6., (5.68), and substituting the NLO estimation for the n; anomalous dimension
for the two-dimensional pure KPZ nY = 0.375, we find a theoretical critical value for the correlator
exponent 6. = 0.346. As was already noted in [93] a non-physical divergence in the flow equations
appears at 8 = 1/4. At the NLO and NLO,, level we see that this non-physical divergence comes from
a (w4 @)% contribution in the argument of the flow equation for k9,12, which diverges for 6 > 1/4
if the external frequency @ vanishes. In practice we can avoid this non-physical divergence by taking a
different renormalization point RP = (@, p = 0). By doing so, at NLO the flow equation of A, (5.72) is
modified in a non-trivial way. The associated flow equation is reported in App. F. The results for the
roughness exponent using RP = (0.01, p = 0) are given in Fig. 5.7. Asin d =1, we find a transition
from a SR phase with KPZ exponents where Galilean symmetry is restored, and a LR dominated phase
with 6—dependent exponents and no Galilean symmetry.

5.7 Conclusions

In this chapter we studied the KPZ equation with temporal correlation in the microscopic noise, using a
NPRGC approach. For the case of a short-range correlation in the noise over a time-scale 7, we showed
that these microscopic correlations are washed out at large scales for any value of T in one dimension.
We thus recover a KPZ fixed point where both time-reversal and Galilean symmetries are recovered,
although only approximately for the Galilean one within the level of approximation used, the NLO,
scheme. In two dimensions we did not manage to find a good fixed-point at NLO,, level, for f{ = /! # 1.
This is probably due to the artificial breaking of Galilean invariance that is intrinsic to the approximation
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Figure 59: (a) The LR coupling w? and (b) n, for different values of 6 = 0,0.1,0.2,0.3,0.34,0.35,0.4,0.45
(from blueish to greenish) and 6 = 0.346 (orange line) as the scale s varies from s = 0 to s = —100, in two
dimensions. We can draw the same conclusions as in the one-dimensional case. It is interesting to note that also
in two dimensions w? and n’ approach zero algebraically at 6, = 0.346.

scheme. In the case with the power-law correlation we find results that are in good agreement with
the numerical RG estimations given by Medina et al. in [93] and with the analytical bounds given by
Fedorenko in [53] Our results thus confirm the presence of a critical value of the exponent, 6, below
which SR-KPZ is recovered. The same scenario appears in two dimensions, with 6, ~ 0.346. In d = 2
no prediction exists in the literature, apart from the one-loop perturbative result given in [93] for which
the critical value of 8 vanishes in d = 2. These perturbative results however are valid for small 8 and
do not take into account the renormalization of the non-linearity A.






Conclusions and Perspectives

In this thesis we studied two out-of-equilibrium physical problems related to the KPZ equation.

The first is a driven-dissipative quantum system of exciton-polaritons, which displays Bose-Einstein
condensation. For homogeneous systems, we showed that the phase of a one-dimensional condensate in
its steady state displays KPZ scaling for an experimental accessible set of parameters, in the long time
regime. The KPZ scaling persists down to sample size of about 50um. When this power-law behaviour
in the correlations is present, we found that the full distribution of the phase of the condensate is the
TW-GOE distribution, which is characteristic of KPZ equation with flat initial conditions. As the size of
the correlations grows, we observed a crossover from the TW-GOE distribution to the BR one, typical
of KPZ equation with stationary initial conditions. This is in agreement with the recent experimental
results found in turbulent liquid crystals [51]. Using Keldysh field-theoretical approach we showed that
the mapping from EP to KPZ, which was demonstrated theoretically only for homogeneous systems, is
robust with respect to the inclusion of inhomogeneities typical of experimental setups, such as confine-
ment, disorder and thermically activated phonons. In the presence of a confining potential we found
that the associated coefficients in the KPZ equation become inhomogeneous in space. In particular, the
velocity of propagation of the front becomes strongly space dependent. This prediction was verified by
the numerical simulation of strongly confined EP, where we observed that the boundaries of the phase
front are much faster than the center. This provokes cusps propagating from the boundary to the bulk. A
point in the phase front then follows KPZ dynamics up to the moment at which it is reached by cusps.
In the case of space-time correlated disorder, the associated KPZ equation acquires a memory kernel in
the noise correlator, linked to the correlator of the disorder. For KPZ it was showed that in the presence
of a static and not too long ranged disorder, the large distance universal KPZ behaviour is unchanged
66, 87]. For EP, we checked numerically that in the case of a static disorder of typical lengthscale £,
the time correlations follow the KPZ scaling up to a typical time t* which scales as 65/3 as predicted by
KPZ equation. When this scaling is present, we found both the TW-GOE distribution for the full phase
and the TW-BR crossover as stationarity is approached. Concerning the effects of thermally activated
phonons, we first computed the resulting semi-classical dynamics of the EP condensate starting from the
full Keldysh action, finding agreement with the results coming from a purely classical treatment of the
phonons [90]. Then, we focused on the mapping to the KPZ equation of EP interacting with thermally
activated phonons. We found that the coefficients of the mapping are not affected by neither acoustic
nor optical phonons.

This interesting phenomena ask for experimental realizations. Definitely demonstrating the KPZ scaling
of the EP phase would indeed shed a light on the purely out-of-equilibrium nature of the EP condensate.
In this direction, an accurate measurement of the first order correlation functions in EP would be enough
to assess at least the KPZ scaling of the correlations. For the more advanced properties, such as the full
phase distribution, a proper protocol to extract the phase in real time is needed. Furthermore the exten-
sion of the numerical simulation to two dimensional systems would be important for both KPZ and EP
communities. For KPZ equation indeed, no exact prediction for the phase distribution in d > 1 exists, and
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no experimental realization with a high-precision level has been devised in d = 2. Going to two dimen-
sional systems would also introduce relevant topological defects in the EP condensate, rendering more
subtle the extraction and the unwinding of the phase, and making a possible KPZ behaviour competing
with the Kosterlitz-Thouless physics [129]. On the other hand, on the experimental side, two dimensional
EP systems already exist, and thus they would be an ideal playground for investigating 2D KPZ physics.

The second model investigated in the manuscript is the KPZ equation with finite time correlation in
the noise, which breaks the Calilean invariance at the microscopic level. This equation was first studied
in the late eighties and, since then, a lot of controversial results about the dynamical restoration or not
of the Galilean invariance at large scale exist in the literature. To shed a light on this fundamental
question we used a NPRG approach, which already proved to be successful in tackling the pure KPZ
case [114, 23, 115]. In the case of short range correlations we extended the already existing NLO scheme
in order to have an ansatz taking into account the full time dependence of the running functions at the
microscopic level, the NLO,, scheme. This approximation has a residual breaking of Calilean invariance
due to the truncation in the functional dependence on the field ¢. Using this scheme we found that for
any short range microscopic correlation, the pure KPZ fixed point is recovered in d = 1, with an exact
restoration of the time-reversal symmetry and an almost exact restoration of the Galilean one. For the
two-dimensional case the NLO,, scheme seems not sufficient to find the expected SR fixed point. This
difference with respect to the one dimensional case is probably due to the presence of the additional
time reversal symmetry in d = 1. To our knowledge, this is the first analysis of KPZ equation with
SR time correlation in the noise. When the noise is long-range correlated, i.e. via a power-law, the
NLO scheme is sufficient and a new coupling w? is responsible for the LR nature of the physics. In one
dimension we found that below a critical value 6. of the power-law correlation exponent 6, the pure
KPZ fixed point with wf = 0 is recovered, with both time-reversal symmetry and Galilean symmetry
that are dynamically restored. Above 8, a line of 6—dependent fixed point with w? # 0 appears.
There, neither time-reversal nor Galilean symmetry are restored. In the two dimensional case, where
no previous results existed in the literature, we found a similar picture. This confirms the existence of a
critical value for the power-law exponents below which the pure KPZ physics is recovered in the large
distance limit.

As a future direction, the implementation of the full SO scheme for the KPZ ansatz, introduced in
[23], would be desirable in order to extend the analysis of the SR correlation in d > 1. This scheme
indeed, differently from the NLO,, one, introduces a full frequency dependence in the running functions
while preserving the Galilean invariance. Furthermore the SO scheme would probably help in clarifying
the long lasting debate on the existence of an upper critical dimension for the KPZ equation. The
investigation of the geometrical subclasses of KPZ equation, found in d = 1, via the NPRG technique is
also an appealing topic for future studies. The dependence on the initial conditions can be seen either as
a boundary NPRG problem, or as a geometrical dependent NPRG. In the first case one should include
the effects of the boundaries in the Wetterich equation. In the second case, the geometry dependence
would imply the field theoretical analysis of the KPZ equation generalized to an arbitrary manifold

[130]



A Field-theory formulation of Langevin dynamics

Field-theoretical formalism is the natural framework to develop suitable perturbation theories and in-
vestigate responses and correlations. We here review the standard response-field formalism for Langevin
dynamics. Suppose to have m ¢, slow fields describing some coarse-grained dynamics of a physical
system where the effects of fast-varying fields are embodied in m Gaussian distributed noise fields &,

0t @al(x) = FalP]+ a(x) (A1)

with (&, (x)&p(X)) = Gap(x — X') and & = {¢o}7_,; it is easy to generalize (A1) to the case in which

a=1'
the number of slowing fields and noise fields differs.

A.1 Onsager-Machlup Functional

In a stochastic process we are interested in computing the expectation value of some observable O over
different noise realizations,

(0) = [Digaapia - [ Digoge I wa "2
The most natural thing to do is to look at the noise field as a functional of the fields ¢g,
&) = ;g — Fol®]. (A3)
By doing so we end up with
(0) / DIO] 0] Ofb] o~ 509 (A4)

where Som[®] = fx (0tpa — Fo[P)) G;; (0@3 — F,g[d>]) is known as Onsager-Machlup(OM) functional
[1371], and J is the Jacobian of the change of variables from & to ¢,

ol =

det (5(,,36t6(x —x) — 5Fa[¢]5(x — x/)) H : (AD)
0¢p

We see that we have our first field-theoretical formulation of Langevin dynamics described by (A.1).

However this formulation has some inconveniences. First of all we see that it implies the inverse of

the noise-correlator, which is a divergent quantity for g — O for standard conserved dynamics, in which

Gop = ﬁzé(x —x/). Another weakness is the fact that Spprs increases the degree of non-linearity of the

original dynamics due to the multiplication between F, g[®].
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A.2 Martin-Siggia-Rose-Janssen-De Dominicis Functional

A proper way to solve the first problem is to introduce a set of auxiliary Hubbard-Stratonovich field ®
in order to make Ggg appear instead of G;;:

0) = [ DiaD(@| OfgleH #oCortasf e (A6)

This procedure also cures the second pathology of the OM functional, i.e. the increasing degree of
non-linearity. Indeed now the exponential is linear in the noise field ¢ and if we now pass from the
integration over the noise to the integration over the slow field ¢, we get

0) = / D[®] J[®] D[®] O[d]e ") (A7)
with the action
6.8 = 5 [ $aCop B0~ [ b0 (0160 — Fl9) (A8)
and the Jacobian (A5). The action (A.8) is usually referred to as Martin-Siggia-Rose-Janssen-De
Dominicis(MSR) functional [14, 15, 16], with the auxiliary field ¢, known as response-field, because
of its direct relation to the response propagator of the theory [36]. From the MSR action we can compute
expectation values of field-momenta by introducing the currents j, j in the partition function Z,
71,7 = /D[(D, i®]exp {—5[q>,<i>] +/ (jCD +]<T>) } | (A9)
txX
Indeed we have that any n-point correlation can be derived via
~ 0 -
g, (X xk) ) = [— —Zj, j]; - A10
(Doalidbain)) = N =t o (A10

A.3 Discretization Prescriptions

It is instructive to explicitly compute the Jacobian (A5):

Jjo] = ‘ — || det(0,) det (34 g3(x — X)

det (5a,5(3f5(x —X) — 6§2[¢]5(x —X) ) ’
B

Ot — t')o(x — )?”)) H = ‘

_ 0F[®]
0¢p

where we used detAB = detAdetB and detA = e™"A  We can now expand the logarithm in the
exponent and explicitly compute the trace,

Tr In (5a,35(xfx/)f 5§g:] Q(tft/)é()?ﬂ?’))

det(d¢)e

‘ (A1)

Trin | 00 50(x — X) — 5;‘;@]9“— t’)é()?—)?’)) __ 9’(0)“/5;;@(”)
p y B
1 oy OFa®10F)[®]
+2Tr/w9(u VIO =955 e,

(A12)
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We see that all the higher order terms disappear due to the multiplication of theta functions. We thus
have

—~6,(0) Tr %55

o] = ‘ det(d;)e (A13)

where now the trace also includes the integration over internal degrees of freedom. In the Jacobian thus
appears the ill-defined quantity 6;(0) which depends on the discretization scheme: in the Itd prescription
6¢(0) = 0 and the Jacobian is independent of the field, while in the Stratonovich prescription 6;(0) = 1/2
and we have an additional term in the action. One can show [132, 36] that in the case of additive noise,
Feynman diagrams of closed response loops exactly cancel this contribution coming from the Jacobian.
A convenient choice is thus to take the Itd prescription omitting closed response loops directly from the
beginning.






B Schwinger-Keldysh Formalism and Homogeneous Driven-Dissipative
Systems

We here review the details of the calculations which lead to the results reported in the main text,
for homogeneous EP. The first part is a short introduction to the Schwinger-Keldysh field-theoretical
formalism. This approach has been extensively studied in the literature and several reviews exist |

] In the last part we will focus on the application of this formalism to driven-dissipative EP, mostly
following the review [84] This last part will be useful in the next chapter, where we will derive new
results for the case in which different inhomogeneities are present.

B.1 Keldysh representation of the Markovian Master Equation

Suppose to have a bosonic open quantum system described by a density matrix p whose dynamics
follows the Markovian master equation

Oip = —i[Hp, p|+ Lp=ZLp (B.1)

where

2

Hip =/d)?[¢f(7) (W(L)P_Zv

mip

)wm+uwWW¢mﬂ
_[drhuﬂm 82)

describes the unitary dynamics and

£p = [ % (v DG o + vDLEp + 204Dl lp (B3

takes into account the incoherent single-particle pumping and losses as well as the two-body losses.
Here the superoperator D[]p acts in the Lindbladian way

Ditlp = LplT — 1{L7L, p) (B4)

and the non-linear loss-term ensures the saturation of the pumping.

This is an effective description for the dynamics of a driven — dissipative bosonic system.
The formal solution to (B.1) is given by
e I+ 012)"plto) (B5)

plt)=e plto) =

lim
N—oo
with 8; = (t—1tp)/N. The last equality suggests that joining a Trotter decomposition could lead us toward
a field-theoretical description of the Markovian master equation, with the same spirit as Feynman's
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path-integral representation in quantum mechanics. Here, however, the picture is somewhat more subtle.
Indeed, a general mixed-state density matrix evolves according to p(t) = G(t, to)p(to)G(t, to)T where
G(t, tp) is some general evolution operator that does not have to be unitary; this implies that the
evolution occurs on both sides of the density matrix and in both time directions. This leads to a doubling
of the degrees of freedom with respect to Feynman'’s path integral where the evolving quantity is a vector
and thus only the forward time-direction is needed. Furthermore, we are interested in the partition
function of the system to get some physical information in analogy with standard statistical mechanics.
In order to find such a quantity one has to trace out all the degrees of freedom in the system, that in
this case amounts to identifying the two extremes of the time-evolution path. This gives rise to a closed
contour. We thus define two different sets of fields, one for the upper part of the contour and one for the
lower, or in an open-contour picture, one at the right-side of p(t) and one at the left-side.

Before going into the details of the calculations, it is useful to recall the definition of coherent states
and some of their properties.

A coherent state |(/) is an eigenstate of the annihilation operator a, a |¢) = ¢/ |¢), with |¢) = e¥’a |0)
and |0) the vacuum in the Fock space; clearly, ()| a” = (| *. Coherent states satisfy two fundamental
properties:

(1) = ¢ (B6)
dgdy*
1= [ e )l (B.6b)

We now try to tackle the Trotter decomposition for the dynamics of p.
Eq. (B.5) tells us that the evolution in a time interval A = t — tr is made by infinitesimal time steps
0 = AIN in which the action of .Z on p is linear. If we take the n—th step,

pni1 = €% py = (I + 6,.Z)py + O(57) (B7)

together with the representation of p, on the coherent states will read

Y=t <¢l+,n‘,0n|¢/—.n> ‘¢+,n> <¢’—,n‘ ' (B38)

where 4 and (_ are the coherent states on the forward and backward contour respectively. We can
thus find the matrix element (Y ni1]pns1|—ns1) by evaluating (¢ry n1|-Z ([Wsn) (Ynl) [P=ns1)
recalling the definition of .Z given by (B.1), (B.2) and (B.3) (we neglect spatial degrees of freedom for
the sake of compactness in the notation):

d dyg* dy_ ,dy* .
/ ¢+,FI Lp+,n LZ] A Lp_’n ef¢+,/v¢j+,n*

n =
J J

(D012 (1) (Dol [ ni1) = =i ({rnarlhepl s n) (e nlid—nir)
- <¢+,n+1 |¢+,n> <¢f,n|hLF’|¢’7.n+1 >)

0 Ve |Wnniallalbin) (gonl L2 0in)

a=1,2,3

f% (<¢’+,n+1 \LZLa|¢+,n> <(/L,n|LZ;La|¢r,,n+1 > )] (B.9)

with y = (vp, vi, 2ug) and L = (¢, ¢, y?). We now require all the operators appearing in the above
equation to be normal-ordered with respect to the annihilation and creation operators; while this makes
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no loss of generality for the Hamiltonian, it is a bit more subtle for the Lindblad operators. As far as
they are linear in a, a” normal ordering does not affect them while when they are a general quasi-local
polynomial one should pay attention because of ambiguities coming from the Markovian approximation;

we will go deeper into that in next section. Normal ordering implies that any ¢:|O|qb> can be directly
substituted with O(¢g*, ¢):

(W[ L (1) (Yo n]) [ ) = ePrnnentmnlomat (e oy o nir, ) (BA0)
Thus,

i, oddt dg dgr i )
<¢+’n+1|pn+1|¢,_’n+,‘> :/ n +.n n N e‘r//+,f7(¢j+,n+1 ‘1[}+,n)+'7[/—,n(‘r/f—,n+1 Yo n)

JT J

X (1 + 01 (Ql’:nﬁv Win, Y, ¢:)) (enlpalg—n) + 0(55)
ds pdyt L dy_ dyt
= [ S ST (e alpnldn)
6[5[[7i¢*"’ wi,m;;w 0y e -y, /77j(t//:nH,¢J+v,7,¢,’,7+q,t//2)]

/dwﬂdm ) i dw

JT

(Y nlpn|P—n > (B.11)

with S, = o, [—M% R % (:,b;m,¢+,n,¢,ﬁ+1,¢;)]. lterating this

d NdYt N d ndyt
procedure from to to ¢ (i.e. spanning the whole closed contour) and then integrating also over %'Nﬂ Vin 2N

J
one traces out all degrees of freedom and obtains the partition function for this system:

Zity = (ol polth—o0) + O(57) (B.12)

dys ﬂd¢+nd¢’ Y
T

where pg is the density matrix for the initial system.
We now take the N — o0, 0y = 0 No; = cst limit and look for stationary properties of the system, ie.
to = —oo, t — oo limit; under this assumption (B.12) becomes

7= [ 9 gt e 0l (B.13)
with
+00
s [dt [ i -t — Ll g e ) (B.14a)
S g dyt Ay dy
D e e ) = lim [ ] Ven 0V 99 a0V, (B.14b)

neo o by 7
where in the first derivative term in (B.14a) we collected ¢/} , instead of ¢ , as in (B.11), and L is
given in (B.16) below. In writing (B.13) we assumed a complete loss of memory of the initial state, which
is a reasonable assumption for stationary states and introduced back the spatial degrees of freedom. A
key feature of Keldysh partition function is that
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7~ [ et g e 1 (3.15)

by construction in the absence of external sources; this is a heavy simplification with respect to equi-
librium situation where one has always to pay attention to normalization factor. Furthermore it is time
independent, which ensures the conservation of probability. Looking at the quantity

L e 0 ) = =ilhip s — bup )+ ) Va {La,# 5 (el L Lo )| (BI6)
a=1,23

we see that the mapping between Markovian master equation and Keldysh formalism can be done in
a very direct way by noting that all the operators acting on the left(right) of the density matrix will be
translated into fields residing onto the forward(backward) Keldysh contour. Indeed h;p o+ = h;p(YiL, Ys)

as well as L(;)i contain fields only on the & contour respectively. A more physical representation is
achieved by performing the Keldysh-rotation,

1 1
bc = ﬁ(% + o) g = ﬁ(% — ) (B.17)

with ¢(g) standing for classical(quantum); this terminology reflects the fact that classical fields can
acquire a field expectation value while quantum fields cannot.

B.2 Keldysh field-theory for homogeneous Exciton-Polaritons

In this section we will review the application of the formalism introduced in the previous section to
a homogeneous condensate of EP. Plugging (B.2) and (B.3) inside (B.16) and performing the Keldysh
rotation, one gets the Schwinger-Keldysh action associated to (B.1):

S = {6310+ KV = e irahge + c.c. = [{ue = iwal( 98287 + 96:)
te.cl+ 2y + 20 Pc)PgPqt (B.18)

~ ~ . . NRVES X . A Y—
where Kczz,;ﬁr rC:w(L)P, y is the noise level y= yl2yp and ry is the gap from saturation rdzy’zy".

Notice that here we have not modelled the effect of a momentum dependent loss rate, used in Chap.
2. This amounts to take Ky = 0, i.e. no complex-diffusion term. The formalism and the approximations
used are easily extensible to the Ky = 0 case.

B.2.1 Semiclassical limit of Keldysh Action

Sometimes it is interesting to look at how the system behaves at scales which are greater than the mi-
croscopic one at which the Markovian master equation pertains; we could refer to it as a semi-classical
limit in which quantum fluctuations do not necessarily vanish. Keldysh formalism is particularly useful
in that direction.

Intuitively, thinking at large-scale behaviour suggests to apply some coarse-graining procedure on the
system’s microscopic quantities; we could exploit this procedure by means of a Renormalization Group
(RG) approach. We would thus keep in the Keldysh action only the terms that are relevant in the
RG sense. The roughest way for discriminating relevant quantities from irrelevant ones is to look at



B.2 Keldysh field-theory for homogeneous Exciton-Polaritons 81

their canonical dimension A; = [A;] (where the A; are the quantities under investigation) classifying as
irrelevant the ones with A; < 0; this approach holds in the vicinity of criticality where the correlation
functions show scaling behaviour and neglect possible anomalous dimensions, which are supposed to be
small corrections to the canonical scaling. For the physical model under investigation the scaling regime
will be in the vicinity of the saturation threshold ry = 0 where a condensation of exciton-polariton can
occur.

Having two different fields in the system we need two conditions for fixing their canonical dimensions and
thus understand the canonical scaling of the parameters associated to any combination of these fields.
The first constraint is the adimensionality of (B.18); by definition of canonical dimensions, [V?] = 2 and
thus the integration measure has dimension [dxdt] = —d — 2. The second constraint is that the coupling
associated to the noise vertex y (we will see in what follows the reasons of this nomenclature), which
is the non-equilibrium analogue of the equilibrium temperature, remains constant through the coarse-

graining procedure; this assumption leads to 2[¢q] = d + 2 and thus to [¢,] = %. Now we can fix also
the canonical dimension of the classical field, which is [¢¢] = %. Let us now take a generic vertex u; x

coupled to i classical and k quantum fields; its canonical dimension is then [u; x| = %(Z—k—i)—i—(Z—H—k)‘

Three-dimensional case

If we focus on the case of three spatial dimensions, using the above estimate for the scaling dimensions,
we see that any quartic vertex with more than one quantum field is irrelevant and can thus be neglected
in our semiclassical picture; the noise vertex is marginal and is kept in the analysis.

This leads to the semiclassical Keldysh action:

S = /X{¢;;([at + K V2 = 1o+ irg)be + c.c. — [(uc — lug) L i g + C.c.] +2vpide)  (B19)

This action is now at most quadratic in the quantum fields; the semiclassical partition function is thus

7 = /D[¢c, ¢§’ ¢q’ ¢2]eifx{4)2(idf+KCVZ,rCHrd)¢C+c.c.7[(u67iud)¢;¢2‘¢?+c.c.}+i2y¢;¢q} . (BZO)

We see that performing a Hubbard-Stratonovich transformation we could switch to an action linear in
gbg*) and then totally get rid of the quantum field thank to a Dirac-delta:

7 =/D[¢c, ¢, bq, ¢;}e[fx{¢z([6f+K(V27r(+[rd)¢c+c.c.7[(uc7iud)¢>2¢ﬁ¢g+c.c.]+[2y¢2¢>q}

= /D[(bc, ¢’C" ¢q’ ¢2’ g, c-'(*]eifx{(PZ(L'@(+K(VZfr(Jrird)(i)(Jrc.c.f[(u(ﬂ'ud)qﬁg¢§¢g+c.c.]+i2iy5*57(¢25+5*¢q)}

= [ Dige 1, & T H R[04 KT et ira = (e~ iwall ] 6 €)
X 5([—@ K2 — e —irg — (uc + [ud)|¢c\2] oF — 5*) ‘ (B.21)

The last line has a clear physical interpretation; given one realization of the auxiliary pair of Gaussian
variables (¢, &*) the integral will select the pair of classical fields (¢, ¢}) that satisfies the two delta
functions. The physical content of (B.19) is exactly the same as the following Langevin equation for ¢,
(the same holds for the c.c)

i0r b = [—KeV? + re—irg + (ue — iug) g |] éc + & (322)
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where ¢ is a Gaussian noise of strength 2y. We can now also understand the definition of the noise
vertex given above.

Equation (B.22) is the usual Stochastic Gross-Pitaevskii equation for driven-dissipative systems, with an
additive effective noise. From this derivation we can see that is an effective long-wavelength description
of the microscopic system described by (B.1).

One-dimensional case

In one spatial dimension, there is one more quartic term surviving in the long-scale regime, namely the
one with two quantum and two classical fields whose vertex has canonical scaling dimension [A] = 1.
In this case the mapping to a Langevin equation is more subtle because the coefficient of the bilinear
term ¢q ¢y is now dependent on the classical field; in order to decouple this term and be able to use
Dirac-delta properties we thus need a more involved Hubbard-Stratonovich transformation with respect
to the one used in previous section.

Let us introduce the identity
1
1= [ Dl e {— | Zsz*} (323)
and do the shift
&= &+ 20\ v+ 2uqg|dc | ¢q. & — 5*+2h/y+2ud|qﬁc|zqﬁg (B.24)
which leads to
1
1= /D[E, lexp {—2 / [55* + (Ziéw/y + 2ug| pc |2} — c.c) —4 (y + zucflczbc!z) <Z>q¢i§”

(B.25)
We can see that inserting this identity in the partition function cancels out the quadratic vertex ¢q¢y

leading to a Keldysh action
S—>S—/\/y—i-Zud\(i)CZ(c?gb;—i—E*qbq) (B.26)

Resulting in a partition function of the type

7= [Dm, 918 & ks ( |00+ KoV = 1 irg = (ue — iwg) @] g — /v + 2ud|¢C25)
) ( [—ia, K2 — e —irg — (U + iud)|qbc|2] o —/y+ 2ud|¢c\25*) (B.27)

We hence recover equation (2.29).

B.2.2 Density-phase representation of Keldysh Action and mapping to KPZ

Dealing with a microscopic action instead of a full quantum master equation, one can more easily exploit
symmetries of the system and thus study the large-scale and universal behaviours. For this purpose
the crucial point is that the classical phase rotation ¢4 — e'“¢c o is a symmetry for (B.18) while the
quantum phase rotation {¢¢ — €%, ¢g — eP ey} is not; one can show that breaking of classical
phase rotation symmetry is enough to ensure the existence of a Goldstone mode [84]. The latter describes
fluctuations in the phase of the order parameter and heavily influences the long-distance properties of
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such systems in low dimensionality. Hence it is natural to derive the action for the Goldstone boson 6
switching to a density-phase representation of classical and quantum fields:

b = ﬁé‘l@, ¢q _ 56[@ (B.28)

where p, ( are respectively a real and a complex variable. Noting that

T 1
Vi = e [—4p3(vp)2 +ip IV VO + ip*%vzp — p2(VO)Y + iplvze] (B.29)

the Keldysh action for the new variables becomes

. Ko
S Z/‘[C* (;p;@tp —p%até + iKCp*%Vp Vo — TP g(Vp)Z

K
+7Cpf%vzp — ch%(VQ)z + iKCp%VZQ — rcp% + irdp;) +c.c.
= [we = wa)@*p? + ¢I¢1Pp%) + c.c. | + 2ty + 2u4p)I¢P} (B30)

To study the physics of the Goldstone boson 6 we perform a mean-field approximation over the densities.
This is justified by the fact that in the broken phase, where 6 is more important, the density fluctuations
are massive and thus expected to be small compared to the ones associated to the phase. In this case
we perform a saddle-point expansion over p and (:

o5 o5
op £0.G0 o

Since (B.30) is at least linear in ¢, the first equation in (B.31) is satisfied V (pg, 0); under this assumption
the second equation yields

=0. (B.31)
£0.G0

0S
— = —rc—irg —(uc+iug)po =0 (B.32)
0¢ po.0
that is satisfied when
po= - (B.33)
Ue Uq

We now go one step further and consider fluctuations up to second order around the mean-field solution
for ( = {4 4+ iG> and p = pg + 7. Recalling that (x + 0)% = x? + ax?~ ' + O(6?) one gets

1 _1 _1
S~ /{Qplc’)[ﬂ — 201p50:0 — Cipy “ 7010 4+ 20K py * V- VO
_1 1 _1 1
+OKepy VA = 20K pg (VO = GRepy * 7t (V 0) + 20K pg V26

_1 1 3
+OKopy LaN20 = 20 epE — Qe 4 20orap? — [ZUpo&

1 3 1
+3ucGimpy — 2uq(opy — 3CzﬂUdp5] +i2(y + 2Udpo)|5|2} (B.34)
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Thanks to (B.33), we then obtain

1 _1 _1
S :/{Qp%a,n— 201p80,6 — Cipg 2 70,0 + 252/<ch Ve v

_1 1
+OKepy PNV = 20K pi (VO) — K Cpo 7(VO)? + 2(2/<Cp0 V%6

_1 1
+06Kepy P VA0 + 2(ucCy — ud(z)ﬂpé + 2(y + ZUdpo)IZIZ} (B.35)

We now consider the long distance and long time properties, and thus neglect all the linear and quadratic
terms in the perturbation containing derivatives because they are negligible in the (w, g) — (0, 0) limit,
where w and § = qlg are respectively the variable conjugated to t and X; this correspond to the
stationary, long-wavelength limit. Under this assumptions,

S~ Zf{pé [_61 (at9+ KC(VQ)Z) + CchVZQ —(ucqy — Ud(g)ﬁ] + i(y + ZUdPO)’qZ} 2g

(B.36)
leading to a partition function

/ 9.6, (e / A6, ¢, oluc s — uglole / 76,00 (B37)

with

"o % 2 UCKC 2 . i% 5
S"=2 Py | —C (0:0+ K (VO | + o V0| + iy + 2ugpo) | T+ —= | G
X d le
u?
/L’é [(%9—1— K (V6) — LKCV@_ v+ 2udpo (1 + ) @]
X Ud 2/00 Ud
=i5kpz (B.38)

; 1
where the response-field 6=2ip; (1 has been introduced and we identify the KPZ action for the phase
field,

Skps]6, 0= [é [ate — DV?0 — %(ve)z — Aé] (B.39)

with

2
palUhe 4n ok paYdludp (1 4 ”2) . (B.40)
Ug
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In this appendix we extend the results presented in App. B to inhomogeneous EP. These inhomo-
geneities correspond to realistic effects present in actual experiments, such as confinement, disorder and
thermal effects. For any of these cases, we will also analyse how the long-time and -distance mapping
to KPZ equation is modified. We will recall some of the results already presented in the main text and
detail the analytical calculations to get them. For the sake of simplicity we focus on the case Ky = 0.
The extension to the case Ky # 0 presented in the main text is straightforward.

C.1 Exciton-Polariton under an External Potential

The first extension beyond the homogeneous case is the description of a one-body external potential.
We start with the deterministic case, i.e. confinement or trapping, and then move to the random one, i.e.
consider a disordered system.

As discussed in the main text in Chap. 3.1.1, in both cases the Hamiltonian of the problem is modified
by the additional term

Horsaie = [ 08 [07 (Ve 0910 (c1)

that corresponds to a term in the Keldysh action on the contour of the type

Sext,dis = /dY/ dt [y () Vext,dis, + ()4 (X) = P2 (X) Vext,dis,~ ()i (x)] - (C2)

Doing the usual Keldysh rotation (B.17) and assuming a purely classical potential (i.e. a potential that
is the same on both forward and backward contour) we obtain

Sext,d[s = - / \/ext,dis [¢2¢C + ¢?¢q] : (C3)

C.1.1 KPZ mapping in the Deterministic Case

As introduced in the main text, a confinement potential results in a modification of the semiclassical limit
(2.29), that is now an inhomogeneous PDE with an additive noise:

0rcl) = | KoV o re b Vet )+ —ra + (ue — ita) 9’| bel) + Elx) (€4

For the mapping to KPZ equation the effects are more subtle. In the density-phase representation,
(C.3) becomes Sipt = =2 |, \/exf()?)p%R(C), where }({) stands for the real part of {. If we now perform
a mean-field approximation over the densities, the assumption of a uniform density is not anymore a
solution and (B.32) turns into (assuming (6, p) = (60(X), po(X)))

85
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_1 1

e 3 Ke =3 2, Ke 3 3 2, e b2 Y3
iKepy “Vpo - V8o = —=py “(V o)™ + =y “VEpo — Kepy (V E0)" + iKepy V760 — repy + irapy
3 1

5 - Vextpé =0. (C5)

We now assume the spatial variation of the mean-field density, ¥V pg, to be small compared to the homo-
geneous mean-field density (B.33) times the typical length-scale introduced by the external potential,
Le.

1

udA;
Vool = Ofe), € <1 (C6)
d

corresponding to the physical assumption that spatial fluctuations in the density are negligible when
either the uniform density is large or the external potential is very smooth. Under this assumption (C.5)
becomes algebraic for pg, leading to

1

—K(VO0)? + iKe V200 — re + irg | — (ue — iug)pi — Vext = 0. (C.7)

Requiring both real and imaginary parts to vanish and assuming no cortex cores in the system (L.e. points
where the density vanishes) we obtain

rg + K.V260(X
mm=dUd°ﬁ (C8a)

_Vext()?) —Ic— KC(VQO()?))Z

Ue

po(X) = (C.8b)

that is satisfied when

rq + KchQO()?) _ Vext()?) +re+ KC(VQO()?))Z

0 m (C9)

Notice that in the limit in which the spatial variation of the phase plays no role (as in the equilibrium
situation) (C.8) reduces to the well-known Thomas-Fermi approximation where r. plays the role of the
chemical potential. However, in the nonequilibrium case By(x) must depend at least quadratically on x
(otherwise (C.8) is never satisfied).

We now look at fluctuations of the densities around the mean-field solution and allow the phase to gain
temporal dependence thanks to these fluctuations:

Cx) = Gi(x) +iG(x),  plx) = po(x) + 7(x),  Ox) = €b(x) + O1(x). (C.10)

To quadratic order, upon forcing the mean-field solutions (C.8), the Keldysh action reads

1 1 1 1 1 1
S= / ‘[fng 20e7 — 20195 0:01 — Cipy 270,01 + 20Kepy NV po - VO + (iKepy Vi po — GKep, 2 71(V )

Ue

re + Vext + KC(VQO)Z

+4ay+zmmmmﬁ} (C11)

_1 _1 1 1 1
+Kepy 220 — Qi Vewripy * = 3ucGiopg + 3Gmuaps + Girempg

rqud

1
_ 2_d7da
(27[[30 rq + KCVZQO
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In the stationary, long-wavelength limit introduced in Section B.2.2 the action reduces to

1 Voxt _ uclyor re
S 22/{/35 [—51@t91 ) oo Gt — ? (3 ) + OK V0 — GK (V) + Udfzﬂ]
X

B re + Vext
Fily + 2ugp0)|CP] (€12)
where
Uc Uc K Uqd Uqd Ke 2
~ 1— VoY, — =~ - [1-—=V“0
Fe + Vext + K(VO0)2 7 re+ Veyt ( re + \/ext( ) ) rg + K.V20 T ry ( ry

(C13)
have been used. In the partition function the integration over s results in a Dirac-delta function relating
(1 and (. Using this, we end up with a partition function Z = [ 26, 51]9[5/, with

1
S’ _2/{;)5 [—Gaf& 1 Rl ( Vé’“;ﬂ -+ ”7 (3— e ) ) Vi — 51KC(V91)2]

Udg 2 "0 re + Vext
1 Voxt 1 Ue ( I'e ))2
1+ — oz e | C14
U(Zj ( 2 Po 2 re + Vext ( )

. 1
If we now introduce the response field 6 = éZ[pg ¢y and let 6; — 6 we obtain

/ = Kc \/ext -1 Uc I'c 2 2
S = _ B ol (3o e V)4 kv
/XLQ { [019 " 0 > 3 v ) (V)

Vext 71_'_& 3_ I'e s
2 P05 re + Vorr

Using the definition (B.39) we can identify the KPZ coefficients in the case of an external spatial-
dependent potential,

+i(y + 2Ud,00)512

2
2 1
_ YA 2udpo (4 —
2po 2

é} — iSkpz (C.15)

~ KC n ~ Y+ 2ud 0 1
d
with Vo)
ext(X) 1 Ue I'c
= — |3 ——] . c17
UC(_)) 2 pO + 2 ( re + Vext(y)) ( )

We see that in the Vey(X) — O limit we recover (B.40). The same argument could be used with a generic
Vext(X) adiabatically switched on and off as t — o0 respectively.

C.1.2 Random Potential

We now consider the case in which the potential is random with zero mean and a Gaussian distribution,

’D[Vdis} = exp ‘[12 / , Vdis(x)c_1(x - X/) \/dis(xl)}> . (C18)

The explicit form of GG depends on the choice of the second momentum of Vy;s; we analyse different cases
in the following. The physical observables are obtained by averaging over all the possible realizations
of the disorder,
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(0) = / Dide, 7. bg. &, Viis|Olpe, b7, bg. )P Vigisle ™). (C19)

In the following we focus on the implications the random potential has on the KPZ mapping. The effects
of such a potential on the semi-classical limit will also be discussed.

KPZ mapping in presence of a random potential: delta-correlation in time and space
The easiest example of random potential is a delta-correlated one in both time and space,
(Vais(x) Vais(x)) = Fo(x — X)) (C.20)

Its contribution to the averaged partition function is thus

— vz
elSdis = /D[\/dis]exp { / [‘zj[rs(rx) — 1Viis(x) ((ﬁ’(;(x)qbc(x) + @(X)‘bq(x))”’
=exp{—r; [ <¢z;(x)¢c(x)+d)t(x)cf)q(x))z}
— ! Sdisefr (C21)
with -
Suserr = 1 [ [#2006200 + 62000309 + 265600 b6 R €22

When passing to a density-phase representation and performing a mean field approximation over densi-
ties (mean field equations are the same because terms introduced by disorder are at least linear in the
quantum field) we obtain, for the fluctuations around the mean-field solution of the density (B.33)

I ‘ ‘
Suwert = ity [ [(G =202~ @) too-+ 1)+ co.+2(G+ B) (oot 7] = 20yt [ oo+ 71 F
" " (C.23)
Keeping only terms up to second order,
Sdis,eff = ZiVT/POQZ (C.24)

The delta-delta correlated random potential thus turns into a modification of the white noise in the KPZ
mapping (B.40),

D = Dy = D + % . (C.25)

We see that in the case in which the disorder is delta correlated, the effect on the KPZ mapping is just
a shift in the noise correlator. The model should still fall in the KPZ universality class.

KPZ mapping in the presence of a random potential: general space-time correlation

We now relax the delta conditions on the correlations,

(Vigis(X) Viis(x')) = Glx, X) (C.26)
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which implies
o5 = [ Dlvadep | [ [Vast)" b x)Vasl) = Vi) (650100) + 6060040x) 31 =) |

=exp {—;[ [(#500¢c(x) + Gr(X)dg(x) Glx, X) ((x)pe(x) + @(X/)%(X/))]}
— ! Sdiseff (C.27)
with

{

2 / [($5X)8c(x) + G2 (x)dg(x)) Glx. X') (S (X)de(X') + S (X (x)] - (C28)

Sdis,eff =

When passing to a density-phase representation this new term does not affect the mean-field equations
for the densities, because is again at least linear in ¢g; in terms of fluctuations over the mean-field
solution up to second order, we'll have

Sdiseff =i,00[ Glx.x) {[51 (%) + i QM) [ (X)) = iG(x)] + % [(G1(x) + G (x) (Gi(X) + ia(x))]
— QM) (G(X) = Qi) }
ipy / G Glx, X)) (€.29)

. 1
Introducing the response-field (x) = 2ip; ¢1(x), this can be rewritten as

i [ - .
Sucert = =5 [ B0 [ Gl X)) (€30
which implies a modification of the white noise in the KPZ mapping (B.40) of the type
3 3 5 1 .
DBl > DuBlx) = DB + 5 | Gix x)B1x) €31)

A non-delta correlation in the disorder potential thus introduces a memory-kernel in the noise. This
memory kernel, as discussed in the main text, could in principle affect the universal properties of the sys-
tem. Indeed, while for short range enough spatial correlation the model still fall in the KPZ universality
class [86, 87], this is no longer the case for long range spatial correlations.

Semi-classical limit in the presence of a random potential

The more interesting case for the semi-classical limit in an external random potential is the one-
dimensional case where the quartic vertices arising in the disorder averaged Keldysh action are relevant
in the long distance regime (see App. B). We will treat this contribution separately from the existing
one and then merge the two.

It is interesting and useful to treat the very general case, with finite correlations in both time and space:

(Vigis(X) Viis(x')) = Gix, X) (C32)

which leads to a disorder-averaged contribution to the partition function of the type
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a0 —exp {— [ 31165000000 + 62008000) Gl ) (95061605 + czf;(x’)ebq(x’))]}
= exp {— [ x/)p(x/)} (€33)

with p(x)éqSZ(x)gbC(x) + @7 (x)@q(x). We now introduce the identity

1= [Dldew |~ [ 5096 X} (€34

where [ dydt G 'x,y t, )Gy, X', 1, t') = d(x — X) Vt and G~ '(x,X) has a positive real part; after
doing the shift

XX) = xb) + i / Glx, .t Tply. 1) (€39)
y,T

and plugging the unity inside (C.33) we get

e = [ Do {~ [ SawG x)tx) [ pito |

- / Dix]exp {— / 1§>(<x)c—1(x,x/)><(x/) — i / (x) [ @5 () e(x) + ¢;‘(x)¢q(x)]} (C.36)

where we required G(x,x’) = G(x,x). Integrating out the quantum fields in the partition function and
using the usual properties of Dirac’s delta, the Langevin equation for the real part of ¢.(the one for the
imaginary part comes straightforwardly) under this conditions reads

i1 — [—KCVZ Y re— irg + (ue — iug)|de|? + x] b+ & (C.37)

where & and x are normally distributed random variables with correlations

(S0ST(X)) = (v + 2ug|dc)olx =), (xlx)x(x)) = Glx, x) (C38)

where we used the fact that if X is a random-variable with normal distribution N(0, 6?) than aX is again
a normally distributed random variable with distribution A'(0, a®a?). We now introduce { = &+ x’ with

X' (X) = ¢c(x)x(x) and

(X" (X)) = delx) (e x)x (X)) 2 (x') = de(x)Glx, )7 (x'). (C.39)

The distribution of C is then N'(0, Var(&) + Var(x’) thanks to properties of Gaussian random variables.
Equation (C.37) becomes

i — [—KCVZ Yo —irg + (Uc — iug)|éd] ] b + ¢ (C.40)

with ({(x)C*(x)) = yo(x—X)+dc(x)[2ugd(x — x') + G(x, x)] ¢£(X'). We see that the Hubbard-Stratonovich
fleld x takes exactly the place Vy;s would have taken if we had treated it as a deterministic potential,
i.e. without averaging over its distribution. Indeed we still have in principle to take the average over
the distribution of y in the partition function, (C.36). This is because after averaging, a non-linear term
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arises, which has to be made linear again via the introduction of the Hubbard-Stratonovich field in order
to be able to take the semi-classical limit as we did in Chap. B. Hence we are not able to include the
effect of the disorder in the semi-classical picture in a non-trivial way using this formalism. It would be
interesting to formalize the semi-classical limit in a different way in order not to be forced to have a

linear action in the fields qbg*). Due to the triviality of this results we did not reported it in the main text.

C.2 Adding the phonon's contribution

In order to describe experimental setups it is important to include thermal fluctuations and thus thermally
activated phonons pf the bulk of the semiconductor material. We will restrict the procedure to acoustic
phonons. To model their interaction with the EP system we will use the Frolich Hamiltonian:

~

Hoh =y {wﬁégég - / | Gabar® (k + q.a(k) + Gyblatk + qx)af(k)]} (C41)

with a7)(k) = N QAL/(T)(X)e_ikX fleld operators in the one-dimensional EP system; here [A)g) is the anni-
hilation (creation) field operator in momentum space for the phonon bath (assumed three-dimensional).
For our purpose, it is better to switch to real space for the EP fields and to normal-order the resulting
Hamiltonian, leading to

n

Hppn = Z {wﬁgqtgﬁ + / [qux,qgrngqu.qwz + Cébg] e_[qXXQ’T(X)‘Z’(X)]’ + cst (C42)

X

s

q

where the constant term arises from the normal ordering procedure and will be neglected. Switching to
a coherent state representation we obtain

Hph = Z {wﬁbgbﬁ + / [qux,qyrqzbqu,qwz + C}b}] e_[qxx‘l’*(x)ﬂﬁ’(x)]‘ : (C43)
q

X
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If we now go to the Keldysh contour, we get an action of the type

. CEr(e t) TE (1) - ba (1)

Sph = ‘|/ 0.b(1) (rZﬁ(t,t') r;(t,t’)) (b;(r))

+ ] g+ (1) Gge ™ WL (s ()] + b7, (1) | Ge™ i (X))
—("-" contour)}

— G PN (X))

G ™ T (x)y (x) )

(1)
. . B} e ) TE(t b (t
;«{/ﬂ, (b(jJr(t) bd (t)) (r;Jr(t f/) rzj—(t t/)) bZ*J_r(T )
+ /X[G;e“w( (0, b (t)) (_q;t()(())()) + Gap'PX ( Z::+(§ ) (d (x) _(D_(X))H (C.44)
where | |
() = = infwg)e ™l =1, T (6 t) = =i (n(wg) + 1) e wali=1)
Mt ) =0t =TT (e )+ 0t =) 5 (6, 1), T (tt)=0(t = 7 (t, )+ 0(t — I 7 (¢, 1)

(C.45)

with n(wg) the average occupation number for the phononic mode ¢ in the bath assumed at thermal
equilibrium as t — —oo, and we defined ®(x) = *(x)(x). This action is quadratic in the phonon-bath
flelds and we can integrate them out in the partition function, leading to an effective action looking like

_ i (x—) e t) Tat)) [ o)
S,Dh,eff —_Z|G§|2/X q (q)+( ) —d_ (X)) (I’Z?*(t, f/) rzjf(t, f/) (_q;r(X/))
=—Zyc 12/ e =IG! x)F 4(t, ) D), (C.46)
with
fo P . n [ TEre ) Ta(t )
P(x) = (—qj(x)) , Ca(t, 1) = (sz(t, ) I—Z?_(t, K (C.47)

This action is in principle quartic in the classical and quantum Keldysh fields ¢, ¢4. In order to treat
its semi-classical limit we are interested in getting rid of all the non-linear terms in ¢,.
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C.2.1 Full time dependence

We now try to directly decouple the effective quartic interactions stemming out from (C.46); before doing
that it is important to understand the physical role of each of the term. To do so we perform Keldysh
rotation

O =5 (904 95) (6 6a). O =5 (6 — 63) (9 — 90 (c48)

We see that four kind of vertices arise from (C.46):

e Quartic and cubic terms in ¢,4: we neglect them because they are irrelevant in the semi-classical
limit for both three and one dimensional systems.

e Quadratic terms in ¢4: we keep them and try to decouple them in order to easily get an associated
Langevin-like equation for ¢, in the semi-classical limit.

e Linear terms in ¢g: we keep them and they give a coherent contribution to the Keldysh action.

e O-th order terms in ¢g: we should keep them in the semi-classical limit according to a power-
counting argument but we expect them to vanish because of the probability-conservation constraint
S(¢¢,0) = 0; indeed this is the case because ™" + T~ —[~" — [T~ =0, as one could easily
check from the discrete formulation of (C.45).

For the linear part we get, after some simple algebra,

Z|G 1l / (50D ()P (X) + 3y (6L X)9c ()91 (X)) { e [T+ (¢, 1)

— o — n_ r—— / igy(x—x") ++4 — ey =y
+r(7 (6 6) =T (6 )~ T (t,t)]+e [r () =T () + T () T (t,t)]}i

(C.49)
Using the definitions (C.45), Eq. (C.49) reduces to
=2 Z |Ggl’ / (409G )DX) + g (X)pe (X)) ) [t
—e_qu(X_X )+iwglt —f>] [6(t — ) — 6(' — 1) +1]. (C50)

For the quadratic terms in ¢q, ¢; we get a more involved contribution,

Z‘G 2/ B2 (x) g (x) { @0 X [rqt*(t, )+ () + T (6 ) + Tt t’)]

+ o~ 0xx— x') [|—++(t t) + I’“(t t) + |—+ (t )+ rq:+(t/, t)]} (ﬁ?(x/)(pc( )+ oldxx— X' [|—++(t t)
I N I * T 1) [P ec(X)

‘|‘|—(7 (t' t ) - I—q1L (t' t ) - I—(jJr(t' t )] (¢q(x)¢f(x)' ¢C(X)¢Q(X)) (1 1 ) (¢§(X/)¢q(x/))

=) |Ggl” (2n(wg) + 1) /qﬁg(x)gﬁq(x) / cos (gulx — X') = wg(t — 1)) $:(X) b (X). (C51)
(7 X X
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Using a simple Hubbard-Stratonovich transformation, one can see that this term gives rise to a multi-
plicative Gaussian noise of the type

P[] = exp {—; / / ()M (x — x’)E(x’)]» (C52)
(& (x)EX)) = ZZ |Gal? (2n(wg) + 1) / cos (qx(x — X") — wg(t — ")) p(X", ") (X", t")5(x — X))
q X" t"

(C53)
with

M (x — x)M(x — X) = (x — X) (C54)

and

M(x —x) =2 Z |Gal* (2n(wg) + 1) /” cos (qu(x — x") — wg(t — t")) dr(x", t")pe(x”, t")(x — X).
q X"t

(C55)
The same type of noise was derived by Savenko et al. [90]. This result holds for a general bath in
thermal equilibrium. In the following we focus on the case in which the time-scales of the bath and of
the systems are decoupled, and no back-action of the system on the bath is present.

C.2.2 Markovian approximation

We now take the limit of densely lying phononic modes centred around some typical frequency wp with
a bandwidth 68 and then switch to a continuum notation; for the sake of simplicity we assume the phonon
bath to be 1D and acoustic,

2 ,igy(x—x) Wt 1 Z (x—x")
Z|Gq e - w)|?e's (C56)

where v(w) is the phononlc density of state and v is the sound velocity inside the bath; generalization to
higher dimensional baths with more complicated dispersion relation can be done. We furthermore take
advantages of the form of the bosonic propagator '(t,t’) = I'(t — t’) and assume that the evolution in
the system is much slower than both the evolution in the bath and its autocorrelation, i.e. wsys < wp, 0.
This assumption is the analogue of a Markov approximation and leads to an effective action local in
time. In the evaluation of tadpole graph however this locality can produce some ambiguities and thus we
should keep in mind the real nature of the non-local action [84]. For this purpose we indicate ' =t + 1
as t + 0. We then focus on each of the four terms in [ separately:

o [T7

wo+6 ’l .
—i/ <D+(x)<l>(x/,t—5)/ 5V Glw )2 n(w)els X )emiwT — —i/ by ()P (X, t — 0)
XX, T 0—6 X, X/

wo+6 1
X / w)|G(w)|*n(w)e' s 5 (w) ~ —iv(wo)n(wo)| G(wo) |2/ /el Pl N, (x)P_ (¥, t — 0)
' (C57)

where in the last passage we took the 8 — oo limit.
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o [T

Using a similar argument for [,

wo+6 W , )
—i/ ¢_(x)¢+(x’,t—5)/ iv(w)|G(w)|2[n(w)+ﬂe‘?(X’”e’“‘”
x,x', T wo—6 T

)

~ —iv(wo) [n(wo) + 1]|G(wo)[? / , el b _(x) by (v, t — 0) (C.58)

o [+

wo+6 » , )
[ emeae=0) [ S llG)Pe ) {6 n(w) + 1)+ B thn(w)} e "

0—0 ZJT
(CH9)
Now,
wo+6 1 ) wo+6 1 o0 .
/TQ(T) /oqu E[n(w) + 1]e " = eti% /wOQ E[n(w) + 1}/0 dre Te V"
wo+6 1 € w wo+6 1 1
= i — 1 — = — 1 —P—
etﬂ) /wog 27 [n{w) +1] {62 + w lez + w} /wog 2m [n{w) +1] {ﬂé(w) ﬂ)w}
(C.60)
where we used the definition
lime_,g e~ ¥ if x>0
Ox) = { 0 nr= (C61)
0 if x <0

A similar result comes from the 6(—1) term apart from & (x', t — 0) — P, (x/, t + 0) due to the
presence of —7 in the Heaviside's theta function. Hence, taking the 8 — oo limit, (C.59) becomes

= éV(wo)!G(wo)\2 / e T (x) {[n(wo) + 1] (', t — 0) + n(wo)bs (X, t + )}, (C62)

where we neglected the principal values. This term, usually referred to as "Lamb shift’, gives a
contribution to the coherent dynamics of the system of the same physical nature as the dissipative
one but it typically renormalizes the Hamiltonian coefficients in a sub-dominant way [84].

o [~
Using a similar argument for [~

wo+6 w , )
z// q>(x)q>(x’,t—5)/ y ;—ﬁv(w)]G(sz GO 19(—1) [n(w) + 1]+ B(1)n(w)} e~ T

:émecme[/a?“*wAnﬂmM»+ﬂ¢Avx+6rwmwwA/¢—6u.(C@>

Putting all the terms together and neglecting the regularization prescription &0 we get
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Sphetr = — iv(wp)| G(w)|? f el {(nwo) +1) [d>(x)d>+<xé ) — % (@4 () (x', 1)

2

. 1 /
S R R e B | AR

We now perform the usual Keldysh rotation and, following the same argument as in Chap. C.2.1, we
treat separately the linear and quadratic contributions in ¢4, and neglect higher order vertices. For the
linear part we get, after substituting the set of Markovian ['s in (C.49),

+O_(x)d_(x", £)) ] + n(wo) [d>+(x)d>(x/, t) — 1 (P ()P4 (x, 1) + P_(x)P_(X, t))] ]»

Stk ;V(wo)lG(wo)lz/ [$5(X)Pc(x) B (X' t)pe(x', ) + dq(x) L (X)delx’, 1)L (X', 1)]

X, x"

« (et'?(xfx/) - efiuzfo(xfx/))

—SotwnllGlan)? | [N, )+ Gabdt e, 16, )] sin (2hx - )

(C.65)
We do the same for the quadratic term (C.51), getting
S = 5v{on) Glan)? @nfan) +1) [ 636, D0l ) (o F0 4 e )
—iv(wo)| Glwo)? (2n(wo) + 1) / B2 Bg (G, 1)be (X', 1) cos (%(x - x/)) . (C.66)
Decoupling this term, gives rise to a multiplicative white noise of the type
P = e {3 [ e x-xa0] (co7

(€5%,(x)) = 2vlan) o) (2n(un) + 1) [ cos (“2x = x1) g20x", t1gulx”, 0160x —X)  (C66)

with
M~ (x = X)M(x — x) = 3(x — X) (C.69)

and

Mix — x) = 2v{wo)| G(wo)|? (2n(wo) + 1)/ cos (%(x - x”)) O (W Db )5x —x) . (C70)

X//

The effective contribution to the EP dynamics coming from the Markovian phonon bath is thus

Smk = Sl,mk + Sb,mkr (C71)

as presented in the main text.



D About Cumulant Expansions and Complex Exponentials

The purpose of this appendix is to write a cumulant expansion for the exponential of the phase-phase
correlators at different space and times. The usual method to extract momenta of a random variable x
starting from its moment-generating function (e'X) id to write

(%) = 14 100) + 5 () + Ol ) = el 200
2
—log () = tx) + 5 (). D)

This method turns out to be difficult to use in our case. The first problem is the complex nature of the
argument, which implies that any general ratio of gq(x, t) = (¢*(0,0)¢(x, t)) = po(exp (iAB(x, t))) =
poG1(x, t) is in principle a complex function. The logarithm of such ratios cannot be taken naively as we
do in the real case. The other difficulty comes from the fact that the random variable A8 is not centred.
It is value is indeed expected to behave as

N6B(x, t) = Vot + (T1)Px (D.2)

with B < 1. Extracting the v, parameter can be done by noting that

(AD(x, t)) = arg(g1(x, t)) — lim %;(X't)) = Voo (D.3)

t—o00

Another useful quantity out of g1 is its squared modulus. Indeed

00 . 00 ook _
gl 07 =) ‘| A6(x, t)k Z AQX 0oy | = Zzﬂik@ﬂx, OO (AO(x, <)
k=0 =0 k=0 £=0 ek —o)!
=1 —(AB(x, 1)) + (AO(x, t))* + 2<A6(x £y — %(AQ(X, 1)) (AB(x, t)?) + %(A@(x, t)%)?
— e (00, ) + (86, )G, 1) — S (A8, 078X, 1)) + S (A6, 1)
+ O((AB(x, 1)®))
~ exp(—(AO(x, 1)°) + (AB(x, 1))%) = exp(—VarAO(x, t)) ~ exp(—(I"t)*#Var(x)) (D.4)

where Y 20 ai Y Sobk =3 020> oo ambn_m has been used. We then expect

— log(|gi(x, ) ~ ()" Var(x) (D)

This quantity is the one we determined in numerical simulations. Such observable could be in principle
a good starting point for getting the variance of y, which is a known quantity. Indeed,
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= Var(y) (D.6)

The microscopic parameter [ can thus in principle be extracted from the fit of the re-scaled function
g1 with the theoretical scaling function g(y). Accessing higher order momenta starting from just the
two-point function g1 is very difficult in practice. The only quantity that seems accessible is the variance

of x.



E Non-Perturbative Renormalization Group and its Application to KPZ
Equation

In this Appendix we will introduce the Non Perturbative Renormalization Group (NPRG) technique
in a slightly more technical way than in the main text. After a general basic introduction we will see how
to apply this formalism to KPZ equation and how to recover perturbative results with a simple ansatz.
We will then give some example of NPRG calculations for the pure KPZ equation. These are useful in
the next chapter, where new calculations for the broken Gl case are performed.

E.1 NPRG as Generalization of Momentum-Shell RG

Non-perturbative Renormalization Group (NPRG) is a smart generalization of the Wilson's momentum-
shell RG, in which fluctuations linked to higher momenta are subsequently integrated out in order to
obtain the long range effective behaviour of the system (see [135, 130]). In the Wilson's idea however, the
momentum shell is finite or equivalently the cut-off of the momentum integration is sharp. The NPRG
idea, introduced by Polchinski in [19], consists in introducing a smooth cut-off function which allows to
follow the entire RG flow and not just to focus on a finite momentum shell. In order to smoothly integrate
out high-energy fluctuations while going towards the infrared, we introduce an effective mass in the
theory which has the role of freezing out low-energy modes in the integration:

1

ASc= 5 [ m-alR e (1)

The quantity « is the physical momentum scale at which we are looking at the system. The regulator
R, must satisfy the following limits:

o q° > Kk’
We want the fast modes to be easily integrated by the flow, and thus have no additional mass:

R«(q) — 0 (E.2a)

o ¢’ K K’
We want the slow modes to be frozen, and thus have a large mass:

Relq) = «° (E.2b)

o Kk — N
At the microscopic level we want to recover the mean field (MF) description where no fluctuations
have been integrated yet, i.e. all the modes are frozen:

Re(q) — o0 (E.2¢)
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e Kk — 0 The more we integrate out fluctuations, the more we want the requlator to play no role
such that the true effective action of the model is recovered:

Ri(q) = 0 (E.2d)

Note that (E.2a) and (E.2b) ensure the fast and slow modes of the theory to be decoupled during the
NPRG flow. It is important for the matrix R, to respect the symmetries of the problem, especially once
approximations are performed. With such a requlator the generating functional of the correlation function,
Z, becomes scale dependent,

Z0j, ) = il = [D[h,imexp{—S[h,ﬁ]—A5K+/(jh +]’/S)} | (E3)
Taking the derivative with respect to the scale, we get that the of Z, with respect to k is given by
. 1
0611 = ~0,(8Sh H) =~ [ uRlally(h(~a)hyla) (E4)
q
where we used the explicit form of the requlator (E.1); here
N N 5n+mZK 6I7+meWK
(h1...hphaithpim) = - = = = ~ (E5)

5f1 ce 5]/7 5fn+1 5fn+m 5/1 cee 5/n 5fn+1 5fn+m
with the argument of the k—th field being (xk). Thus

1 5 9 1 =T 52 ) ) -
Wilig) — __ Wiligl — oW J] P
d«e 5 /qa (Relij= 5 5}/ 5 /an[RKL]e [511511 W)+ 5 Wilj, j]5/ WK[/,/]]
(E.6)
with J1 = (j,]). Recalling that d,e"<isl = (9, W,[j, /)e"/1l we thus obtain for the evolution equation
for Wy
0T == 5 [ ORIy | 5o WAl 1+ WAl Tl WAl T
K 2 q iy 5]15j/ Kj'j 5 jjéj jj
1
== 5 | OlRy [[ i +<pl<p,] (E7)
q
with
2
oy 0P W oW, €8

Wl =S M e

E.1.1 Effective average action and the Wetterich equation

We now perform a Legendre transform in order to switch to the description of the system in terms of the
average fields ¢ rather than the sources J;,

Cilo, @)+ Wilj. j] = /]i<Pz —;/¢i[Rk]ij¢j~ (E.9)
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The requlator term is added to the Legendre transform in order to recover (E.2c) and (E.2d),

S TS E10
Equation (E.9) implies
Jilqr) = ol « +1([R( )ii@i(—a1) + @i(q)[Rel )]) E11)
nq1) = dpilqr) 2 A1) Pi—q1 @i(q1) < (q1)]it) - _

Taking the k-derivative of (E.9) we get

1
Al o, @]+ 0 W), j] = / JiOkpi = 5 / @90 Relij — / [Rilij 00 pi (E12)
q q

recalling that everything is taken at constant J. Using (E.7),

] , 1
9. @] _Z/aK[RK]lj [[Wiz)]ij + <P[<P/'] + //iax(,Di - 2/@% /R Jij @0 i
q q q

1 )
:2/aK[RK]ij[W;EZ)]ij‘I’/liaKQDi_/[Rx}ij()ajak(ﬂi- (E13)
q q q

All the previous derivatives evaluated at constant-source will now be evaluated at constant-field:

0
Ox =0, . 0, @i|j— o . E.14
ol O<pi+/ <Pz|/5(p[0 (E.14)
This leads to
1
dil e, @] =3 Il Reifl Jij JiOk®i — | [Relijpi0kepi K‘Pl|JT . ¢l
q q q q Pi
1
=5 / IRl W; (E15)
q

where in the last passage we used (E.11). It is interesting to express [W,EZ)LJ- in terms of [rﬁ?][, in order
to get a closed expression for the evolution of ['. To do so we exploit the properties of functional delta.
From (E.9) we can see indeed that

= W W, 8Ji(x2)
O(x 1)_5][(X)5(p[(x1)_/ 51:(x)0i(x2) Ogi(x1)
0> W, 52 |
:/ 51 X)) [5§0z(x1)5§0/(x2) F Rea = Xzﬂw] ~ (E.16)

We conclude that, in an operatorial way,

-1
Wi = Go= (TP +R.) . (E17)

This relation leads to the evolution equation for [,
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0.9l = 5 [ 3R, (IFE)+R.)

1 1
L [aKRK (M + R ] (E.18)
q

where the trace is over both indices and internal variables. We thus have

1
APE / (0.Re) G (E19)
q
_1
Ol =5
q (E.19b)
which is the Wetterich's equation [20] Equation (E.19b) is the diagrammatic representation of the

Wetterich equation, which will be useful in the next chapter. The cross element is the wk-derivative of
the regulator, 0, R,. For the following, it is important to compute the flow of the two and three point
functions by iteratively differentiating (E.19) with respect to the desired combination of ¢, ». Recalling
that

0Ge(q] o ) - ) o (qo) )
- r Ry — - ( W2 (q), E.20
st = (e + Rela) [qq ) | a2 | W) (E.20)
we obtain
1
0T 2)1(p) = 5Tr{ 9cRela) Gula) | T, P, —p. @) + TCh(p. ) Gulpall ) (. p + @) | e}
(E21a)
q q
8n[rl(€2)]i,j(p): -3
i/ \J
P’ p (E21b)
and

1 5
0T )1p1,p2) = 5Tr{ 0uRul@) Giela) [=T) (1. p2. —p1 — p2. )

4 3
+0(p1, P2, @) Gulpt + p2 + Q)T L (—p1 — p2, p1 + p2 + q)
N p1, q) Gulpr + q)rf),-(pz, p1 +q)Cu(pr +p2 + q)rf,)k(*m —p2.p1+p2+ q)] GK(q)} (E.22a)
q
8H[F,(€3)]iﬁj’k(p1,p2) = _%

(E.22b)
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with
0" (q)

0@i(p1) - 0@n(pn)
for the two and three point functions respectively. Here and henceforth the trace operation also includes
all non-trivial permutations of the external momenta and frequencies. As a general property, we see
that (E.19),(E.21) and (E.22) link the RG evolution of 7 to T2 At the analytical level a lot of effort
has been spent in the last years in order to find controlled approximation schemes able to close this
hierarchy. One of such schemes is the BMW method, proposed in the early 2000s by Blaizot, Mendez-
Calain and Wschebor [123]. As discussed in the main text, the ansatz we will use for KPZ equation is
related to the BMW scheme.

2
I—E:jll»)n(q’ p1 IIII pn)

(E.23)

E.2 NPRG and KPZ

After a brief introduction to the method of NPRG we can apply it to the main topic of this thesis, that
is KPZ equation. As we have seen in the main text a perturbative approach to KPZ fails to describe
the properties of the strong coupling fixed point. A non-perturbative approach is then the natural way
to explore such universal physics.

E.2.1 NPRG Ansatz for KPZ Equation

A first approach to KPZ using NPRG technique involved a derivative expansion of the action 1.37.
However, due to the derivative nature of the non linearity, a truncation in the derivative of the field, i.e.
a restriction in the momentum sector of the theory, fails to give quantitatively accurate results, even though
enables one to get the strong-coupling fixed point (see Chap. 5.2.3) [126] As we saw in Chap. 1.3.1, the
two main symmetries of KPZ equation are the Galilean invariance and the time-reversal symmetry in
d =1. A way to keep the full-momentum dependence of the theory and have a RG flow preserving the
symmetries of the theory is to devise an ansatz which contains only operators which generate scalars of
the symmetries of the system [114, | In the case of KPZ the main symmetry in any dimension is, as
discussed in Chap. 1.3.1, the Galilean one; we thus construct the ansatz by using scalars under Galilean
transformation. A function f(x) is defined as a scalar under Galilean transformation it transforms as

f—f+6f  8f(x) = tA7 VI(x). (E.24)

We see from (1.40) that h is a scalar while h itself is not. Similarly the temporal derivative of a scalar
is not itself a scalar. Furthermore, if f(x) is a scalar function the quantities D;f = 0;f — AVh -V and
0,0;f are scalars; in the following we will take i = j because of translational invariance. Foe field itself,
one can construct scalars as d;0;h and Dih = dth — )\/2(th)2, with a 1/2 factor in this case. Hence
we can create scalars quantities by acting with D; ans V2 onto h, D;h and V2h. Together with these
constraints the effective action must be at least linear in the response field i for the conservation of
probability and causality; furthermore in the following we keep only quadratic vertices in A. This level
of approximation is usually referred to as SO approximation scheme. We end up with an ansatz of the
form [127]

%

(o) = [ { @007 (-D2 ~T2D10t) — 575 [ V20l (- D7 V)00 + 9l (-7, ~ V)V x|

~ WP (-DF =P | (£.25)
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It is important to define the order of the operators in fX(—D7, —V?) because D7 and V2 do not commute;
in the following we choose

=D7, =V = ) anal=D)"(=V7)". (E 26)
m,n=0
We stress that thanks to the form of ka(—DtZ, —VZ) we are keeping an arbitrary dependence on mo-
mentum, frequency and the field ¢.

E.2.2 Anomalous dimensions and critical exponents

As discussed in the main text in Chap. 5.4, we can associate to each running function a running coupling,

X = 1(@.p)|gp (E.27)

where RP is the chosen renormalization point. The usual choice is to take RP = (@gp, |Fre|) = (0,0)
because we are interested in the low energy sector of the theory. As we saw in Chap. 5.6.2 however, one
can choose a different RP depending on the specific characteristics of the theory. The running couplings
are important because they are associated to a scaling dimension

ne = —0sIn X, . (E.28)

In the critical region, where n} attains its fixed point value n} — ), we see that the running coefficients
X, acquire a power-law behaviour,

X ~ K™ (E.29)

Using the fact that high and low energy sectors decouple in the RG flow for the KPZ equation [115],
together with (5.51), one can show that these scaling dimensions also describe the scaling of the running
functions at the fixed point dsf = 0:

"

Aa . w
X(&,p) = p ”fcx(g). (E.30)

Furthermore the scaling dimensions are related to the critical exponents of the theory x,z. Recalling
that the dimension of the frequency in units of the running momentum cut-off « is [@] = v, k? and that
@ ~ p”, we immediately get

z=2—n;. (E.31)
To find the link between y and the scaling dimensions 1\, we recall that it is related to

t
X?

C(x, t) = (h(x, )h(0,0))¢ ~ x> Fc(—). (E.32)

In the NPRG formalism, the two point correlation matrix W) is defined as the running propagator G,
when all the fluctuations have been integrated out [115]

(2.0) A1y 0.2) (1)

. 2 — r* r* 1 _r* r*

W(Z)(q) — lim GK(q) _ [ri )(q)} 1 _ 0 (q) (0’2)(q) _ ) - , (q) ’ (q)
k=0 i (=a) T (a) Fe g2\l (=a) —
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Hence we have for the two-point correlator C(x, t) and the response function G(x, t) = (h(x, t)h(0, 0)),

(0.2) (1,7)
Cla) =~ Glg) = o E34
M q)l M (q)
Recalling (5.43), we thus get
fP(q) |
Clq) = - . Glg) = : : (E.35)
q*f(a)” + wfi(q)? q°fY(q) — iwf{(q)
By noting from (E.32) that C(q) = F[C(X)](q) ~ ¢~ 9==?X, and using (E.31), we finally get
x=1(2-dra?—n). (E36)

Usually the quantities n) are referred to as anomalous dimensions, in that it takes into account the non
trivial scaling acquired by an operator at an interacting fixed point [135]. Indeed at a non interacting
(Gaussian) fixed point, n¥ = 0 and the dimension of the operators is the canonical one introduced in
Chap. 1.3.

E.2.3 The Hierarchy of Approximations for the KPZ Ansatz: from the SO to the Local Potential
Approximation (LPA)

In the previous section we introduced the SO approximation scheme, which is the minimal truncation
in the field dependence preserving Calilean invariance and full frequency and momentum dependence
in the two-point function. The ansatz (E.25) indeed, is quadratic in the response field § (which is the
same dependence we have in the bare action (1.37)) and is linear in the Galilean scalars D;¢ and V?¢,
but keeps the full functional dependence in the field ¢ through the running functions fX(—D?, —¥/?).
It is important to stress that truncating the @ or ¢ is not equivalent, because the Calilean invariance
constrains the ¢ dependence of the ansatz. The choice of truncating the field dependence rather then
the frequency and momentum one is due to the derivative nature of the non-linear term in the KPZ
equation (1.13), which suggests to keep the full functional dependence in the momentum [126, ] In
the following we will see that we can pass from the SO approximation scheme to the LPA by further
simplifications in the ansatz (E.25).

e NLO Approximation The first approximation one can perform on the SO ansatz is to neglect the
frequency dependence of the running functions fX appearing in the r.h.s of the Wetterich equation
(E.19), while keeping the functional dependence in the momentum. Due to a non-constant external
frequency, this procedure still ensures a non-trivial frequency dependence of the running functions
on the Lhs of (E.19), which can be computed analytically by performing the integration over the
internal frequency w. Such an approximation scheme is usually referred to as NLO scheme. Even
if the frequency dependence only comes from the loop integration, this approximation scheme gives
a scaling of the two-point function in very good agreement with the exact result in d = 1, and can
be generalised to d > 1[115, 42]

e LO Approximation A stronger assumption is to take a constant external frequency (usually @ = 0);
this choice completely neglect the frequency dependence of the running functions £\, which re-
mains functional in the momentum, and corresponds to the LO approximation scheme.
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o LPA Approximation The last, sharpest approximation is to neglect both the frequency and the
momentum dependence of the running functions .\, which become simple running couplings. Thus
one remains with only the V¢ and (V_)go)2 derivative terms in the NPRG ansatz for the EAA: this
level of approximation then corresponds to a LPA approximation scheme. As we will see in App.
5.2.3, at the LPA level one can get analytical results for the NPRG flow of the couplings using
some particular type of requlator R, and easily recover the one-loop perturbative results. For the
KPZ equation, the LPA scheme provides qualitatively good results, being able to find the good
non-perturbative strong-coupling fixed point. On the quantitative ground however, in d > 2 the
results are unphysical [120].

E.3 Symmetries and Ward ldentities

We now exploit the consequences implied by the invariance under some affine transformation of the fields.
Suppose to have only one field ¢, with Z, = [Dgexp{A¢]} and to do a infinitesimal transformation
@ — @+ 0@, then

(5A)”
|

n!

exp{Algl} = Zc + (6A)

(E37)
The value of the functional integral is however invariant under a change in the integrating field, implying
(0A) = 0. In the FRG context this condition reads

z - / Dy exp{Alp + 5gl} = / Dy explAlp] + 5]} = / Dy

(6S + 6AS,) = (/jiéh[) (E.38)

These relations are known in literature as Ward Identities(WI). For an exact symmetry of the action, as
the two presented in Chap. 1.3.1, 0S = 0. Using (E.9) and the explicit form of AS, (assuming Ry = R»1)
we get in general that

ol « ol
0S) = ohy) = Oh; E.39
(85) = (| Sosoh = [ 52toho (E39)
We see that there are two interesting cases in which WI will be really useful: the case in which the
transformation under analysis is an exact symmetry of the system and the case in which the variation in
the action is linear in the fields. In the first case we have a set of Wis [ 9e(5h;) = 0; for the second

0¢p;
case corresponding to extended symmetries, one can also derive useful identities.

E.3.1 WI for KPZ Equation

In the following we will look at the WI for Galilean transformation (1.40) and its gauged counterpart

h(t,X) — h'(t,X) = % 0;7(t) + h(t, X + AV(t) = h(t, ) + X - 0:7(t) + AV(t) - Vh(t, %) + O(|7]%)
h(t,x) — B'(t,X) = h(t, X + AV(t) = h(t, 2) + AU(t) - Vgh(t, %) + O(7]%) (E.40)
where V(t) is now an infinitesimal function of time. This is an example of linear variation of the action,

together with the constraints they imply on the derivatives of I'. These calculations show the general
procedure to study how symmetries and their extensions constraint the correlations in the systems.
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Galilean transformation

The global Calilean transformation corresponds to V(t) = Vt. In this case 0S = 0 and (E.39) becomes
the functional Ward identity:

L oor Lol
0_/[7 V4 AV V) — + (AtV-Vh ]
i ( >5(p ( >5(p
/X[()?V’—i—)\t\fv_)(p)g;+(At7~ﬁ¢)§;] (E.41)

We now look at the implications of such relation on one-two- and three-point functions under uniform
fields @. From now on, we use the short-hand notation

— olle. 9]
= 0p(x1) ... 00(Xm)0P(Xm+1) - .. 0P(Xm-+n) (E.42)

Under uniform fields (i.e. ﬁ(&) = 0) we thus get

(.0 /)? v=0vw—-r10—p (E.43)

We now perform a functional derivative d/0¢(x1) over (E.41) in order to see the implication of the WI on
(20 we obtain

0= f [)? 720, x1) + Al OV - Va(x — x1) + A7 - Vol 2 (x, x1) + (A7 - V@) Dy, x)]

Pt / [z 7T x1) = AT (%) - 78(x — xq) + At - Vel 20 (x, x7) + (Atv - V@) 1 (xq, x)]
(E.44)

At uniform fields we get

o

RO, =0 [0, =0 (E.45)

/

A more interesting result comes from the analysis of >V, i.e. by differentiating over @(x2) the previous
Wi,

s

0= / [)? T2 (x, xq, x0) = AT (x, x0) - 78(x — x1) + AtV - Vol P (x, x7, x2)
AT g, )7 - VE(x — x2) + A7 - VR (xq, x, xz)]
Pt / [)? TN (%, xq,%0) — AT (x, x0) - 20(x — x1) + At7 - Vol @ (x, x7, %2)

= VT (g x) - 78(x — xo)At7 - Vol 12 (xq, x, xz)]
(E.46)

Under a uniform-field configuration this reads
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0= /[7 7 (%, x1,%0) — AV T (x, x2) - 75(x—x1)—Atﬁr(“)(x1,x)~va(x—xz)], ¥ (EA47)
X

implying

/x*r@”(x, X1,x2) = A /r [ V00 50)8(x = x1) + VT, x)5(x = x0)] (E.48)

X X

It is instructive to do once the full calculation for representing (E.48) into Fourier-space,

/ SR (p, 1. py)et ZAk Pty _A/ [V PN (p, o) eilPe Rt i (2= o (=11
Ap} {p}

— ~

FV 0 (g, p)ellprfi—unt) ifz (V—32) - [wz(l‘—fz)] oilP

—wt)

i V5 FC(p, py, paje! LA Aemurt) — / )(p, py)eilP T—wt) gif (i) —ion(—1)
x{p}
D(py, p)ellFrFi—wit) gipz (-3~ Wz(f—fz)] pilp 5 —wt)

(E.49)

now let w+ wy — w, p1 — —p1 in the first term of rhs and w + wy) — w, p» — —p>2 in the second term
of rhs,

([ VpTR(p, py, py)e! TilAk it ——M/ t[ﬁf”'”(wﬂw«ﬁ' w2, p2)
x.{p} {r}

+50 0wy, B1, w+ wo, p)] (i (R Pr— ) (E.504)

i V FN (p pP1. pz) le —witi) —)\/ [ﬁ1aw|:(1’1)(w+ w1,/5’, wz,ﬁz)
x.{p} x.{p}

+520, 1 N, pr, w + wz,ﬁ)] ot Lkl Fe—witi)
/ Ve, pr. po)lp- pe! S Aty _A/ [ﬁ1aw1 F N wr, B, wa, B2) + F20u,T " Nan, B, wz,ﬁ)]
p1.p2 P10

N

X eLZk 11X p —wi tk)

(E.50b)

where in the last passage we used the fact that d,f(x + y)|x—=0 = f(y). We now exploit the fact that
frequencies and momenta are conserved in a uniform-field configuration, and extract from the ['(m, n) the
delta-functions related to such conservation relations:

C(m, n)(p1, .-, Pmtn) = (Zﬁ)d+15(z Pl (pr.-- - Pm+n—1) - (E57)

We thus get
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I S Y N [ (r“'”(w1,ﬁ)5(P1+pz))
P1.P2 p1.p2
+p204, (r(1’1)(p1)5(p1 + Pz))] (L (kP wnti)
P1.p2
{1 + BT (p1)3 (py + po)| e i A st

o =

= )&/ P10(p1 + pZ)BMI—“'”(M,ﬁ)eiZia( ke Pr—wk i)
p1.p2
(E52)
where in the last passage we used the fact that fX x0(x) = 0. We thus end up with

iV (p, p1)lp=0 = 49100, T N(wi, p) (E53)

Gauged-Galilean transformation

In the gauged case, there is an additional contribution coming from the non-zero variation of the action,

(6S) = f (¥ - OFV(t))h(x)) = / (¥ - 97 V(1)) @(x) (E.54)

leading to the functional WI

-0, oy S O Loor
0= /[(x SOV(t) + AV(E) - Vo )5(,0 + (AV(t) - V @) 5% — (% 0tV(f))(p(X)]
Ppl / / {—xat + )\V(ﬂ? + )&V(p? —X- ag(p(x)} , V(t) (E.55)
which implies
ol or 5r i

Let us emphasize how gauging the transformation changes the Wis for ™7 The main difference
between (E.41) and (E.50) is that the latter is integrated in space but is local in time. It is thus more
general. As an example let us derive the resulting identity for [>1) To do so we differentiate (E.56)
with respect to ¢(x1) and @(x2), getting

0= / [—Yatll(z'”(x, x1,%) — AT 0D %) 3(x — x1) — AT (1, x)3(x — x2) + AV @M1 (x1, x, xz)]

(E57)
In a uniform-field configuration this reads

@t/)ﬂl(z’”(x,XLXz) = A/[ﬁﬁm(x,xz)é(xm) + VI (xq, x)5(x — x2)

—

=—A [6;1 |:(1’1)(X1,X2) + V)?Zﬁ“’”(XLXz)] = —) (ﬁﬂ + ﬁ*
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In the Fourier space we get

wV 5l (p, pr.,p2)| g = —ik [m M0 w + wi, p1, wa, 32) + 5ol ' wn, B, w + w2, ﬁz)] (E.58)

which by exploiting frequency and momentum conservation becomes

WV 5 (p, p) g = A1 [T+ wn, 1) = 10w, )| (E.59)

We thus see that gauging the Galilean transformation yields a much stronger WI because it is valid for
any w and not only w = 0 as in (E.53). Eq. (E.59) simplifies to (E.53) in the w — O limit.

E.4 Functional derivative of f}

Before continuing in the analysis of the Wl for KPZ action, we compute a key quantity for the calculation
presented in the next sections. To perform all the functional derivatives of the ansatz (E.25) for ', with
respect to the fields, one crucial element is the functional derivative of the running functions with respect
to the field ¢,

OX(=DF -V 1 & X sy w2

5o 5*2: na=0)" (=" (E.60)

Recalling that

5(-D)" &, n0=D7), -
_ _D t _DZ m—I[—1 E 61
we get
o (=D, = X = D) D?),  movm—i 2

ax D)= E.62
5%1 120 ; D7) &M( D= (E.62)

In order to compute this quantity we need to find 5(—Dt2)/5<p:

T R T
Spia)  dgla) T Ve VIO = AV V)

- [%(x —x1) V(0 — AV V) + (0 — AV - V)V (X — x1) - ﬁ] . (E63)

In the following we omit the terms proportional to V_)go, that will vanish in the uniform-field configuration
we are interested in. Switching to Fourier space, we obtain

fo > Lo

5t 1) ) 5, 1 0 o 0T ) )]

|
|

o(x —x1)

3(x — x1) (lm ﬁat) L 57— *)(ae in(i=t) 4 g=ivlt=t at) (ip? .v*)]

Il
P

Il
p =
Nb%

L N . R N test f(x) ) R R
(tpyV(%) +(—Lw1+8t)(tp1‘V)] = L)\/ o(x —x1)p1 - pwr + 2w)
P1.p

(E.64)

1
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Now, recalling that on the r.h.s. we have the phases coming from the whole term in the ansatz and that
we want to have the same coefficients in the exponentials in order to use the property of uniqueness of
the Fourier transform, we do the change of variables p + p1 — p, p1 = —p1. We thus have

o(—Dy)

Solx) (P, p1) = —iAp1 - (P1 + P)(wr + 2w). (E65)

Using the ansatz (E.25) at uniform field, the only non zero contributions from functional derivatives of
the running functions are (5f)k(/5<p(xl-))5(x —x;). Using the previous result, this quantity is equal to

ork(—DE, —V?)
09(xi)

O(x—x;) = iA / Olx—x)(x—x)) 2 g [ £ (i + wp?, 57) — (. )] . (E.66)
X.Pi.Pj

Wi

where we used the relation

Z wjzk(wi )=k = —/2 (E.67)
k=0

E.5 Recovering WIs from the Ansatz

Once we write down the ansatz for [, it is important to check that all the WIis previously found are
satisfied by such a functional. As an example we show here that the WI for 1) (E59), is well
reproduced by (E.25). To get 1) we first differentiate twice with respect to ¢(x1), ¢(x2) and then with
respect to ¢(x3) getting, in the homogeneous-field configuration,

M0, %2, x3) = /{5@(—)@)

B 2 5f/\ _DZ _v2
f/é\(_thy _vZ) 0 Dt(P(X) + /<( t ) 5Dt§0(x)

0p(x1)0p(x2) op(x1) o0p(x2)
O(=D} =V 6Dplx) | v 250 x Sff (=D}, —V?) 250 Sf (=D}, —V?)
Spbx) o) | 2D [ VO T g Y O T T )
SfH(—D2,—V2) _, SR=D;, =V
X 0(x —x3) + 0(x — x3) (WV o(x —x2) + WV o(x —x1) . (E.68)

As introduced in the previous section, we note that all the non vanishing terms containing functional
derivatives of the running functions are applied to delta functions. Using (E.66) we get in Fourier space

2,1 S s = wr L _ 5
T 1 p2) = 481 Bof{(fwn + wal?s (B 4+ 20°) + A o | + wal?, p7) = A )|

w2 = = =, =, .V =, ﬁZ = — v = =
+AZ251 - o [ (w1 + w2, B3) — 13, B3)] + i35 {;ﬁ (Pr+ o) [ (wn + wa. (51 + o))
w1 w?
— — =, ﬁ1 — — - — — =
—f(wi, (P1 + Pz)z)] + P%wj - (P1 + Pa) [fkv((w +w)), (B + B2)°) — (w3, (Pr + Pz)z)]

=, 2 — v =, v =, =, ‘)1 — v =, v =,
TS 1 [+ wal?, 57) — R, 1))+ PR [ fwn + wn)?. p3) — Y (wh p§>” . (E69)
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We now take the derivative with respect to p1, and evaluate everything at p1 = 0:

e 21 N s w2 N _
Vi T e pall g =2 f{ (n + wal?, 3) 42 o | (w4 wal?, 53) — 13, 53)|

. 1»2@ fv 2 =2 _fv 2 =2 E70

+ VP2 o i (w1 + w2)”, p3) — 1 (w3, p3) (E.70)

where we used the fact that fé(wiz, p? = 0) = 1 is constant along the flow due to shift-gauged symmetry
[127]. Recalling that [127/]

=) . =, v =, v =,
M w, p) = iwfi(w’, p) + 5P (W 57) (E71)
we get

w1 ﬁﬁw |—(2.1)(p1 ’ PZ)‘@:G = Ap> [|‘(1,1)<w1 + wy, fr) — |—(1,1)(w2’ '52)] (E.72)

that is exactly (E.59).



F Non-Perturbative RG and its Application to KPZ Equation with
Temporally-Correlated Noise

In this appendix we report some technical details about the analytical and numerical tools used to
obtain the results presented in Chap. 5. We will first derive the flow equation for f* in the NLO,, scheme
introduced in Chap. 5 and then discuss some subtleties about the latter. We will then focus on some
numerical details which are important to properly integrate the NPRG flow.

F.1 Flow equation of /! at NLO,, level

Recalling the definition (5.47) of fZ, its flow dsf can be extracted directly from the flow of the three-point
function >N (E.22), with r(}” = [I—S)}@q%gp. The three different contributions in (E.22) involves up to
O 4 and I'O) respectively. It is easy to check that all the '™, n > 3, calculated from the ansatz
(E.25), contain only terms proportional to functional derivative of the running functions in principle up
to the n — 1 order,

éfi; 5n—1fX

,,,,, —, F1
0 0@1...0Pp =1

applied to some combination of space-time delta functions. As an example we give the result for 31
and 471

52fA
FO (b pjpips) = > { N i“”'j:{(s(x —X4) =< —O(x — X[)}
(

Ljk)ep; 79 OPj0Pk
L of!
+Apj - prF 5(X—X4)5 -0(x — xj)0(x — x)

- O(x — x; o(x — O(x — O(x — x; F2
+p; oD, l]:{ (x X)5<P/5<Pk (x —x4)  + F10(x X4)5<P'5<Pk (x — x;) (F2)
(a1 Z 63,

[ pe, px, Pj. Pis P5) = / zwf{ )5(x—xi)]»
(i,j,k,0)EP; 5¢05¢H45¢£
A
+ AP g]:{éx—X5 0(x — Xk 5x—Xg]»
P peF{dl >5¢[5¢j (x = xc)3(x = xe)

o Vi 53 } { o317 }
+p; Fio X)) =——=—=—0(x — +F490 5) =————=—0(x — X; F3

g ZDx[ { X )5<p,5<pk5w . = )590,5%590@ x=x) 3

It is interesting to note that 1) can be calculated in an iterative way. Using the same procedure we
used to compute (E.66), we can compute the Fourier transform of the different functional derivatives:
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off ) R ((wi - w)?pj)
f{(S(x —X3) 5(;[ o(x — xj)]» = iAJi Pj[ u/)[ i - J (F4)
°fe 2
F{ oot = | = (0 Y -+ )
(i.j)eP;
W) (i wpg) | (@t ) ) (F5)
wi(w; + w)) W W; wj(w; + w)) '
53{)( ;
f{5(x —X5) " ——0(x — Xe)} = (iA) i pepj - (Pi + po)px - (Pi + Py + po)
09 0P;0Px s
" X (wg, ) R (wi+ we) pg) R (Wit wp + we), B
wi(w; + wi)(w; + w; + wy) wiwj(w; + wg) wrwj(w; + wj)
_f,i(((w[—kwj—kwk—i—wg)z,ﬁ%) (F6)
wi(w; + wi)(w; + wj + wi) '

As it was for the 1) we note that we can iteratively find a general .7-"{5(x—x,7+2)(5” FX10¢1 - 0¢n)0(x—
xn+1)}‘ One can check that all these contributions vanish in the NLO limit, in which £} = fX(p?). Fur-
thermore it is is straightforward to note that they also vanish in the NLO,, case, where )\ = fX(p?, w)
but has no functional dependence on ¢, i.e. 5f*X[d¢ = 0. For the NLO and NLO,, case we thus have

the same flow equations, in which only ") with n < 3 are non-vanishing. The flow equation for FEE)
then reduces to

1 3 3
0T )41, p2) = =5 Tr { OuRel@) Gl @ ) (p1, @) Gulpy + Q)T L) (P2, 1 + A)Gelpr +p2 + )

3
x T (=p1 —p2.p1 +p2 + q)GK(q)} (F7a)

3
8K[F;(-; )]i,j,k(p17p2) = _% Z(iijk)ep3

(F.7b)

It is important to stress that the NLO and NLO,, schemes are substantially different approximations even if
the resulting flow looks similar. In the NLO approximation we neglect the time-dependence of the flowing
functions on the r.h.s of the flow equations and hence keep only the explicit frequency dependence coming
from the propagator of the theory. This approximation level preserves Galilean invariance because the
X are functions of —\/2 only, which generates scalars of the Galilean transformation. On the contrary,
in the NLO,, scheme we are able to keep a full dependence on the frequency in the fX. However it is
not the suitable frequency-dependence to preserve Galilean invariance. Indeed, removing the functional
dependence on ¢ in the total time derivative D;, we remove the constraint that Galilean invariance
imposes on the relation between time and space. Keeping only the d; dependence in X we thus have
a full time dependence but the price to pay is a breaking of the Calilean Invariance. Of course, this
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does not prevent from describing a Galilean invariant fixed point, but the constraints stemming from this
symmetry will be only approximately verified in the NLO,, scheme. At NLO,, level we then find

1
af)k Z—»Z ZKIU\(Dz, 2/
( ) g K( p ) a pZPK((pZ,HZ)PK((P12,H%)PK(WZVQZ)ZPK(Q; QZ)
x {@ﬁ@sSﬁ)(qz)P (w?, g2 (¢, T )[ﬁ M1 G- B Pe(Q%, Q%) Xe(op, 1%, 1, M) (97, T19)

+2G - Op - TP (o], MFLQ?, 0P X(Q, O, @, T1%)

+q25,r(q2>[ﬁ M1 G- B Pc(Q% Q))A®, p, @1, T, 9,1, w, q) (F8)
+2G - Op -TP(@], MA@, p.Q, 0, 9,1, w, q)” (F9)

Ad@,p, @1, Th, @, p, w, q) =FL(w?, 2| B Th kelof, M9 A (9%, 112X (@, 12, w, g7)

+ 5 Tke@?, T2 (@, NHEX (1, 117, w, ¢7)
—2G - P helw?, 420w’ %) Xelop, 112, @1, TI9)FL (9 ﬂ2>f*< 7,13 (F.10a)
OXF (@1, 1% w, %) = 20Q0(w?, ¢*) LW, g7)FHQ?, Q%) £ 0,(Q%, OP) X (w, %, w, G°). (F.10b)

In the LR case, the function k(w, g?) is different from the pure case ki (w, ¢?) = f2(w, %) + D,r(g?/K?).
Indeed we also have the non analytical contribution to 2 coming from the LR correlation. We thus have

0
Wic (F11)

kelw?, ¢%) = 12(w?, %) + Dir(q?Ik?) + —%
W

As discussed in the main text, the flow equation (F.8) is non vanishing for (@ = 0,p = 0) and w? = 0,
and it becomes (5.70). In this limit, one gets the flow equation for A, in the pure KPZ equation, which
has to be zero in order for Galilean invariance to hold. This artificial breaking of Galilean invariance
comes from the choice of the NLO,, scheme. In the NLO limit with w? # 0 one recovers (5.72).

F.2 Non-analycities with power-law correlator

In principles, the presence of the requlator in the NPRG flow ensures the analyticity of all vertex
functions ) at any finite scale k. This is always true for the momentum dependence because of the
presence of the requlator . However, since we have not included a frequency requlator, this could lead

to non-analyticities. The flow of w? can be extracted from the flow of f2 as

osw? = lim @?%0,fP(@?, p?) (F12)

« p,0—0



116 Non-Perturbative RG and its Application to KPZ Equation with Temporally-Correlated Noise

with fP(w?, g?) = P(w?, ¢2) + 1" (w?, p2)w?® and w? = *"(0,0). Within the NLO,, scheme, one finds

2 029
0 0 )

wf = 2wl

O Wi p%”lo W@ ) / sz 2P(£22 Q%) (@ + w)*®

X

26
P(w”,q%)0550(9°) = 23 6c(w’, 4°)0:5{ () (3) ) (F13)

For values 8 < 1/2, the contribution of the first term in the right hand side always vanishes. The same
holds for the second term for 8 < 1/4. However, in the range 1/4 < 6 < 1/2, an ambiguity arises in
the second term, since this term vanishes only if the limit @ — 0O is taken before integration on w. This
ambiguity arises because the frequency sector is not properly reqularized, and would disappear with a
frequency-dependent requlator [121]. Since the result should not depend on the choice of the requlator,
we simply assume that this term is zero since it should in principle vanish. Under this assumption, the
coupling w? is indeed not renormalized.

F.3 Numerical Integration

In this part we give some details about the numerical scheme we used to integrate the NPRG flow
equations.

F.3.1 Integration scheme

In generic spatial dimension d we have three different integrals to perform: over the modulo of the internal
momentum g, the internal frequency w and the angle ¢ between external and internal momentum. We
will use quadrature methods for the three of them,

/ d¢/ dq/ dwfX (i, g, w) ZW W/ WX, q;, wp) (F.14)

i,j.k

where (¢, g}, wi) are the quadrature grid-points and vvg their respective weights. The momentum
integral, which in principle lies in the domain g € [0, 00), in practice can be performed over a finite
domain g € [0, gmax| thanks to the presence of the regulator R, which also ensures the absence of
divergences. The fact that the frequency sector instead is not reqgularized has two major consequences:
non-analyticities can in principle arise in the flow if they are present at the bare level and the high-
frequency sector cannot be neglected in the integration procedure. The former is especially important in
the case of long-range correlated noise for which f/f) ~ w™?% and hence is not defined in w = 0 already
at the microscopic scale A.

F.3.2 Grid and Interpolation

Due to the presence of non-zero external momentum and frequency (P, @) we have to evaluate the flowing
functions in Q = | + G| and Q = w + @, that are usually out of the integration grid-points in which
we compute the flow; we thus have to build a protocol to have access to l?i((Q, Q). One way to do
this is to assume the power-law behaviour of these functions in the neighbours of (Gmax, w < Wnax) and
(g < Gmax, Wmax) , computing the exponent of such power-law using a log-fit and then extrapolate the value
of the function for higher momenta and frequencies [127]. In our work we use a different approach. We
define two different grids for the internal and external variables. The internal momentum and frequency,
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over which we integrate, correspond to the Gauss-Legendre quadrature roots in the respective integration
domains, g € (0, gmax) and w € (0, wpay). For the external variables we choose a set of logarithmically
distributed points in the range p € [0, Qmax = Pmax + Gmax) @ € [0, Qnax = Omax + Wmax), with
Pmax > Gmax and Qmax > Wmaex. We thus have access to the full NPRG flow of ?Z(((D,pz) up to the
point (@max, Pmax). To compute the flow of the running functions in the point (@ = Qpax, p = Omax)
we exploit the fact that high-momentum and -frequency sectors in the flow equations decouple from the
low-momentum and -frequency ones as the fixed-point is approached. This implies a vanishing 75(&) D)
in (5.51), for sufficiently large external frequency and momentum, leading to a pure dimensional flow in
this sector

T (&% p°) = | + (2= )3 + p O | 1N (&7,p7). (F15)

For the determination of the values of )A‘f(QZ, 0?) and the derivatives GqIA‘,ﬁ((wZ, q), dw;‘f(wz, q°%) we use
a bi-cubic spline interpolation.
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Figure F.1: Sketch of the full momentum-frequency grid used in numerical simulation, at fixed ¢ = .
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