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Abstract

In this dissertation we report on our main research contributions dealing with Model-Based

Testing of Dynamic and Distributed Real-Time Systems, performed during the last ten years.

Our first contribution deals with testing techniques for distributed and dynamically adapt-

able systems. In this context, we propose a standard-based test execution platform which affords

a platform-independent test system for isolating and executing runtime tests. This platform uses

the TTCN3 standard and considers both structural and behavioral adaptations. Moreover, our

platform is equipped with a test isolation layer that reduces the risk of interference between

testing processes and business processes. Besides, we compute a minimal subset of test cases

to run and efficiently distribute them among the execution nodes while respecting resource and

connectivity constraints. In addition, we validate the proposed techniques on two case studies,

one in the healthcare domain and the other one in the fleet management domain.

Our second contribution consists in proposing a model-based framework to combine Load

and Functional Tests. This framework is based on the model of extended timed automata with

inputs/ouputs and shared integer variables. We present different modelling techniques aspects

and we illustrate them by means of a case study. Moreover, we study BPEL compositions be-

haviors under various load conditions using the proposed framework. We introduce a taxonomy

of the detected problems and we illustrate how test verdicts are assigned. Besides, we validate

our approach using a Travel Agency case study. Furthermore, we consider several mutants of

the corresponding BPEL process and we test them using our tool.

Our third contribution consists in introducing a set of formal techniques for the determiniza-

tion and off-line test selection for timed automata with inputs and outputs. With this respect,

we propose a game-based approach between two players for the determinization of a given timed

automaton and some fixed resources. Moreover, we present a complete formalization for the au-

tomatic off-line generation of test cases from non-deterministic timed automata with inputs and

outputs. We also define a selection technique of test cases with expressive test purposes. Test

cases are generated using a symbolic co-reachability analysis of the observable behaviors of the

specification guided by the test purpose which is in turn defined as a special timed automaton.

Finally we report on two ongoing works. The first one deals with a model-based approach

for security testing of Internet of Things applications. The second one deals with providing a

scalable test execution platform providing testing facilities as a cloud service.
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CHAPTER 1

General Introduction

1.1 Research Context and Motivation

In order to build and deliver quality assured software and avoid potential costs caused by unstable

software, testing is a definitely essential step in software life cycle development. During the last

few decades, very critical programming errors and accidents have been detected in different

domains and in different corners of the world. Some of these errors were very dangerous and

caused huge and dramatic human/financial/environmental damages.

A first example of critical software errors we cite is related to the medical field. From 1985

to 1987, at least four patients died as a direct result of a radiation overdose received from the

medical radiation therapy device Therac-25. In fact, the victims received up to 100 times the

required dose. The accident was the result of a bug in the software powering the Therac-25

device. A second example concerns the European rocket Ariane 5 explosion in 1996 just 37

seconds after launch. The explosion was the result of a wrong reuse of code from Ariane 4. The

financial loss caused by this accident was estimated to be about $400 millions. A third example

of software errors struck the very famous web service provider Google. This accident occurred in

February 2009. Obviously, many other critical errors happened in many other fields. However,

we restrict ourselves to the three previous introduced examples.

The important issue to emphasize here is that a good percentage of these errors could have

been avoided by considering some more refined testing efforts. Yet, such efforts are still minimal

in practice and the need for advanced testing solutions is still deep. Indeed, software companies

are still not making enough efforts at this level.



Runtime Testing of Dynamically Adaptable and Distributed Systems: Nowadays, distributed

component-based systems tend to evolve dynamically without stopping their execution. Known

as Dynamically Adaptable and Distributed Systems, these systems are currently playing an im-

portant role in society’s services. Indeed, the growing demand for such systems is obvious in

several application domains such as crisis management (4), medical monitoring (5; 6), fleet

management (7), etc. This demand is stressed by the complex, mobile and critical nature

of these applications that also need to continue meeting their functional and non-functional

requirements and to support advanced properties such as context awareness and mobility. Nev-

ertheless, dynamic adaptations of component-based systems may generate new risks of bugs,

unpredicted interactions (e.g., connections going down), unintended operation modes and per-

formance degradation. This may cause system malfunctions and guide its execution to an unsafe

state. Therefore, guaranteeing their high quality and their trustworthiness remains a crucial re-

quirement to be considered. One of the most promising ways of testing dynamic systems is the

use of an emerging technique, called Runtime Testing. In this work, we propose a standard-

based test execution platform which affords a platform-independent test system for isolating and

executing runtime tests. We also compute a minimal subset of test cases to run and efficiently

distribute them among the execution nodes.

Combining Load and Functional Tests: Many systems ranging from e-commerce websites to

telecommunications must support concurrent access by hundreds or thousands of users. In order

to assure the quality of these systems, load testing is a required testing process in addition to

conventional functional testing procedures, which focus on testing a system based on a small

number of users (8). In fact, load testing is one of the testing types with high importance.

It is usually accompanied by performance monitoring of the hosting environment. Typically,

industry software testing practice is to separate load testing from functional testing. Different

teams with different expertise and skills execute their testing at different times, and each team

evaluates the results against its own criteria. It is exceptional to get the two testing types

together and to evaluate load test results for functional correctness or incorporate sustained

load in the functional testing. In this work, we propose a formal model-based framework to

combine functional and load tests. Moreover, we study BPEL (Business Process Execution

Language) compositions behaviors under various load conditions using the proposed framework.

Determinization of Timed Automata: Timed automata (TA), introduced in (9), form a usual

model for the specification of real-time embedded systems. Essentially TAs are an extension of

automata with guards and resets of continuous clocks. They are extensively used in the con-

text of many validation problems such as verification, control synthesis or model-based testing.

2



Determinization is a key issue for several problems such as implementability, diagnosis or test

generation, where the underlying analyses depend on the observable behavior. Our method com-

bines techniques from (3) and (10) and improves those two approaches, despite their notable

differences. The core principle is the construction of a finite turn-based safety game between

two players, Spoiler and Determinizator, where Spoiler chooses an action and the region of its

occurrence, while Determinizator chooses which clocks to reset. Our main result states that if

Determinizator has a winning strategy, then it yields a deterministic timed automaton accepting

exactly the same timed language as the initial automaton, otherwise it produces a deterministic

over-approximation.

Off-Line Test Selection for Timed Automata: Conformance testing is the process of testing

whether an implementation behaves correctly with respect to a specification. Implementations

are considered as black boxes, the source code is unknown, only their interface with the environ-

ment is known and used to interact with the tester. In formal model-based conformance testing

models are used to describe testing artifacts (specifications, implementations, test cases, ...),

conformance is formally defined and test cases with verdicts are generated automatically. Then,

the quality of testing may be characterized by properties of test cases which relate the verdicts

of their executions with conformance (soundness). In this context, a very popular model is timed

automata with inputs and outputs (TAIOs), a variant of timed automata (TAs) (11), in which

observable actions are partitioned into inputs and outputs. We consider here partially observ-

able and non-deterministic TAIOs with invariants for the modeling of urgency. In this work, we

propose to generate test cases off-line for non-deterministic TAIOs, in the formal context of the

tioco (2) conformance theory.

1.2 Contributions

The main research contributions presented in this dissertation are the following.

1. Testing Techniques for Distributed and Dynamically Adaptabe Systems:

(a) We designed a standard-based test execution platform which affords a platform-

independent test system for isolating and executing runtime tests. This platform

uses the TTCN3 standard and considers both structural and behavioral adaptations.

Moreover, our platform is equipped with a test isolation layer that reduces the risk

of interference between testing processes and business processes.

(b) We computed a minimal subset of test cases to run and efficiently distributed them

among the execution nodes while respecting resource and connectivity constraints.

3



The minimal subset of test cases is obtained using a smart generation algorithm

which keeps old tests cases which are still valid and replaces invalid ones by new

generated or updated test cases.

(c) We validated the proposed techniques on two case studies, one in the healthcare

domain and the other one in the fleet management domain. Through several exper-

iments, we showed the efficiency of our tool in reducing the cost of runtime testing

and we measure the overhead introduced in case of dynamic structural or behavioral

adaptations.

2. A Model-Based Approach to Combine Load and Functional Tests:

(a) We proposed a formal model-based framework to combine functional and load tests.

The proposed framework is based on the model of extended timed automata with

inputs/ouputs and shared integer variables. In addition, we presented different mod-

elling issues illustrating some methodological aspects of our framework and we illus-

trated them by means of a case study.

(b) We studied BPEL compositions behaviors under various load conditions using the

proposed framework. We also proposed a taxonomy of the detected problems by our

solution and we illustrated how test verdicts are assigned. Moreover, we validated

our approach using a Travel Agency case study. We considered several mutants of

the corresponding BPEL process and we tested them using our tool.

3. Formal Techniques for Determinization and Off-Line Test Selection for Timed Automata:

(a) We proposed a game-based approach for the determinization of timed automata. For

a given timed automaton A and some fixed resources, we build a finite turn-based

safety game between two players Spoiler and Determinizator, such that any strategy

for Determinizator yields a deterministic over-approximation of the language of A

and any winning strategy provides a deterministic equivalent for A.

(b) We introduced a complete formalization for the automatic off-line generation of test

cases from non-deterministic timed automata with inputs and outputs. We proposed

an approximate determinization procedure and a selection technique of test cases with

expressive test purposes. Test cases are generated using a symbolic co-reachability

analysis of the observable behaviors of the specification guided by the test purpose.
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1.3 Document Outline

The rest of this dissertation is structured in four parts as follows.

Part I: Testing Distributed and Dynamically Adaptable Systems

• Chapter 2 presents the background material related to runtime testing of distributed and

dynamically adaptable systems. Besides, it reports on related works.

• Chapter 3 details the approach we propose to handle structural adaptations at runtime.

• Chapter 4 introduces our proposal to handle behavioral adaptations at runtime.

• Chapter 5 presents the prototype implementation of the RTF4ADS framework and re-

ports on two case studies.

Part II: Combining Load and Functional Tests

• Chapter 6 presents a classification of the load testing approaches and makes a compara-

tive evaluation of them.

• Chapter 7 propsoes a formal model-based framework to combine functional/load tests.

• Chapter 8 reports on our study of BPEL compositions behaviors under various load

conditions.

Part III: Determinization and Off-Line Test Selection for Timed Automata

• Chapter 9 proposes a game-based approach for the determinization of timed automata..

• Chapter 10 presents a formalization for the automatic off-line generation of test cases

from non-deterministic timed automata.

Part IV: Ongoing Works

• Chapter 11 reports on our ongoing work related to the model-based security testing of

internet of things for smart cities.

• Chapter 12 reports on our ongoing work dealing with providing a scalable test execution

platform providing testing facilities as a cloud service.

Finally, Chapter 13 summarizes the contributions and the obtained results and outlines

several directions for future research.
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Part I

Testing Distributed and Dynamically Adaptable Systems



CHAPTER 2

Background Materials and State of the Art

2.1 Introduction

This chapter is dedicated to present the background material and an overview on the sate of art

related to the first contribution presented in this work. In Section 2.2, we start by giving the

main characteristics of adaptable and distributed component-based systems and we discuss the

challenges that we face after the occurrence of dynamic adaptations. Key concepts on software

testing is outlined in Section 2.3. It includes software testing definition, test kinds, well-known

test implementation techniques and test architectures. In Section 2.4, some testing techniques

commonly used to validate modifications introduced in software systems are presented, namely

regression and runtime testing. Section 2.5 outlines research work done mainly on test selection

and test generation issues. The surveyed approaches in Section 2.6 are studied from different

perspectives such as resource consumption, interference risks, test distribution, test execution

and dynamic test evolution and generation. Finally, Section 2.7 summarizes the chapter.

2.2 Dynamically adaptable systems

2.2.1 Main characteristics

Dynamically adaptable systems (12) consist of a set of interconnected software components

which are software modules that encapsulate a set of functions or data. Seen as black-boxes,

components offer functionalities that are expressed by clearly defined interfaces. These interfaces

are usually required to connect components for communication and to compose them in order
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to provide complex functionalities (See Figure 2.1).

Component1 Component2 

Provided
Interface1

Node i Node j

Remote 

Connection

Provided
Interface2 Provided

Interface3

Required
Interface1

Figure 2.1: Distributed component-based architecture.

2.2.2 Dynamic adaptation: kinds and goals

Dynamic adaptation is defined in (13) as the ability to modify and extend a system while it

is running. It can be either structural or behavioral. Figure 2.2 illustrates different kinds of

structural reconfiguration actions.
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C2

C4
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(a) Initial SUT 

architecture 

(b) Adding a new component

and its connections

(c) Deleting a component

and its connections

(d) Replacing a component

by another version

C1’

Figure 2.2: Basic structural reconfiguration actions.

For behavioral changes, the system behavior is modified by changing the implementation of

its components or by changing its interfaces. Four major purposes of dynamic adaptation are

defined in (14) :

• Corrective adaptation: removes the faulty behavior of a running component by replac-

ing it with a new version that provides exactly the same functionality.

• Extending adaptation: extends the system by adding either new components or new

functionalities.

• Perfective adaptation: aims to improve the system performance even if it runs correctly.

• Adaptive adaptation: allows adapting the system to a new running environment.

In the literature, several research approaches have been proposed to support the establish-

ment of dynamic and distributed systems. Without loss of generality, we use in this work the

OSGi (15) platform as a basis to build dynamic systems.
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2.2.3 Challenges

By evolving dynamically the structure or/and the behavior of a distributed component-based

system, several faults may arise at runtime. We distinguish:

• Functional faults: For instance, a defect at the software level can lead to an integration

fault caused by interface or data format mismatches with its consumers.

• Non-functional faults: For instance, migrating a software component from one node to

another can lead to performance degradation.

The failure of one component can trigger the failure of every component which is directly

or indirectly linked to it. Also, all composite components that contain the faulty one may

be subject to a failure. In the literature, two surveys address this issue (16; 17) and several

Validation and Verification (V&V) techniques are proposed:

• Model checking: This technique exploits research done in the Models at Run-Time

(M@RT) community (18; 17) in order to have an up-to-date representation of the evolved

system. The latter is still a challenging issue since it is highly demanded to preserve

coherence between runtime models and the running system (16; 19).

• Monitoring and analysis of system executions: Monitoring consists in observing

passively system executions. The gathered data are then analyzed with the aim of detecting

inconsistencies introduced after dynamic adaptions.

• Software Testing: To address the weakness imposed by the passive nature of monitoring,

software runtime testing was introduced. It consists in stimulating the system with a set

of test inputs and comparing the obtained outputs with a set of expected ones.

The latter technique is adopted in this work as one of the most effective V&V technique.

2.3 Software testing fundamentals

2.3.1 Levels and objectives

As shown in Figure 2.3, software testing is usually performed at different levels.

• Unit testing: in which individual units of the system are tested in isolation.

• Integration testing: in which the compatibility between components is checked.
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Figure 2.3: Different kinds of testing (1).

• System testing: in which the system formed from tested subsystems is tested as an

entity.

Testing can be conducted to fulfill a specific objective. It can be used to verify different

properties either functional or non-functional. For instance, test cases can be designed to validate

whether the observed behavior of the tested software conforms to its specifications or not. This

is mostly referred to in the literature as Conformance testing. Non-functional requirements, such

as reliability, performance and security requirements, can be also validated by means of testing.

2.3.2 Test generation techniques

We distinguish mainly three categories:

• Specification-based testing: Formal SUT specifications (e.g., based on the Z specifi-

cation language (20)) or object-oriented specifications (e.g., based on Object-Z notation

(21)), are used for automatic derivation of functional test cases without requiring the

knowledge of the internal structure of the program.

• Model-Based Testing (MBT): Test cases are derived from formal test models like Uni-

fied Modeling Language (UML) diagrams (22) and Finite State Machine (FSM) models (1).

• Code-based testing: Several approaches are proposed to extract test cases from the

source code of a program. For instance, approaches in combinatorial testing (23), mutation

testing (24), and symbolic execution (25) are seen as code-based test generation techniques.
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2.3.3 Test implementation techniques

In the literature, we identify several test specification and test implementation techniques, in-

cluding the Java Unit (JUnit) framework and the TTCN-3 standard (26).

• JUnit: It is designed for the Java programming language. JUnit exploits a set of assertion

methods useful for writing self-checking tests. Compared to its old version (version 3),

JUnit 4 makes use of annotations which provide more flexibility and simplicity in specifying

unit tests. JUnit is fully integrated in many Integrated Development Environments (IDE)

such as Eclipse. It supplies a Graphical User Interface (GUI) which simplifies testing and

gives valuable information about executed tests, occurred errors, and reported failures.

• TTCN-3: It is known as the only internationally standardized testing language by the

European Telecommunications Standards Institute (ETSI). It is designed to satisfy many

testing needs and to be applied to different types of testing. The strength of TTCN-3

relies on its platform independence. This makes the use of TTCN-3 more appropriate in

the case of heterogeneous systems. In contrast to various testing and modeling languages,

TTCN-3 does not comprise only a test language, but also a test system architecture for

the test execution phase. In fact, this TTCN-3 test system comprises interacting entities

that manage test execution, interpret or execute compiled TTCN-3 code and establish real

communication with the SUT.

In this work, we adopt TTCN-3 as a convenient test notation and test execution support for

validating dynamic and distributed systems.

2.3.4 Test architectures for distributed systems

A test architecture is composed of a set of Testers which are entities that interact with the

SUT to execute the available test cases and to observe responses. A test case can be defined as

a set of input values, execution preconditions, execution post-conditions and expected results

developed generally in order to verify the conformance of a system to its requirements.

Test architectures can be either centralized (27; 28) or distributed (29; 30; 28). A centralized

architecture consists of a single tester that communicates with the different ports of the system

under test. In our work we consider a distributed test architecture by associating a new tester

with each component of the SUT. More precisely we adopt the TTCN-3 standardized test

architecture (26).
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2.4 Testing dynamically adaptable systems

In the literature, two well-known testing techniques are usually performed to check the correct-

ness of an evolved software system. Regression tests are executed after the occurrence of each

modification at design time whereas Runtime tests are performed at service time.

2.4.1 Regression testing

Regression testing attempts to validate modified software and ensure that no errors are intro-

duced into previously tested code (31). This technique guarantees that the modified program

is still working according to its specification. It is commonly applied during the development

phase and not at runtime. When the program code is modified code-based regression testing

techniques can be advocated, as in (32).

According to Leung et al. (33), old tests can be classified into three kinds of tests:

• Reusable tests: valid tests that cover the unmodified parts of the SUT.

• Retestable tests: still valid tests that cover modified parts of the SUT.

• Obsolete tests: invalid tests that cover deleted parts of the SUT.

Leung et al. identify two types of regression testing. In the progressive regression testing, the

SUT specification can be modified by reflecting some enhancements or some new requirements

added in the SUT. In the corrective regression testing, only the SUT code is modified by altering

some instructions in the program whereas the specification does not change. Thus, new tests

can be classified into two classes:

• New specification tests: new tests generated from the modified parts of the specifica-

tion.

• New structural tests: structural-based test cases that test altered program instructions.

Although regression testing techniques are not dedicated for dynamically adaptable systems,

research done in this area is useful to obtain in a cost effective manner a relevant test suite

validating behavioral changes.

2.4.2 Runtime testing

The runtime testing activity is defined in (34) as any testing method that is carried out on the

final execution environment of a system when the system or a part of it is operational. It can

be performed both at deployment-time and at service-time.
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For systems whose architectures remain constant after their initial installation, there is ob-

viously no need to retest the system when it has been placed in-service. On the contrary, if any

change in the execution environment or the system behavior/architecture occurs, service-time

testing becomes a necessity to verify and validate the new system in the new situation.

2.4.3 Runtime testability

According to IEEE std. 610.12 (35), testability is defined as the degree to which a system or

a component facilitates the performance of tests to determine whether a requirement is met.

Consequently, runtime testability is defined as an indicator of the effort needed to test the

running software without affecting its functionalities or its environment. In this direction, some

approaches, such as (36), focused on proposing mathematical methods for its assessment. Next

we explain how runtime testability varies according to two main characteristics of the SUT: Test

Sensitivity and Test Isolation.

2.4.3.1 Test sensitivity

It is a component property that indicates whether the component under test can be tested

without unwanted side-effects. In particular, a component is called test sensitive when it includes

some behaviors or operations that cannot be safely tested at runtime. In this case, the component

is called untestable. In the opposite case it is called a testable component.

2.4.3.2 Test isolation

This solution is applied by test engineers in order to counter the test sensitivity problem and to

prevent test processes from interfering with business processes. Many test isolation techniques

are available to fulfill such aim:

• Built-In Test approach: The Built-In Test (BIT) paradigm consists in building testable

components. To do so, components are equipped with a test interface which provides

operations ensuring that the test data and business data are not mixed during the test

process (37; 38).

• Aspect-based approach: This technique uses Aspect Oriented Programming (AOP). Un-

like the BIT approach that embeds test cases into components, the aspect-based approach

integrates such test scripts into a separate module, i.e., aspect. Thus, maintainability of

the component and its capacity to check itself are improved.



2.5 Related work on regression testing 14

• Tagging components: This technique consists in marking the test data with a special

flag in order to discriminate it from business data (39). The component is then called

test aware. The principal advantage of this method is that one component can receive

production as well as testing data simultaneously.

• Cloning components: This mechanism consists in cloning the component under test

before the start of the test activity. Thus, test processes are performed by the clone

while business processes are performed by the original component. To clone components

efficiently, we must also duplicate their dependencies, known as Deep clone strategy (40).

• Blocking components: In case of untestable components, a blocking strategy can be

adopted as a test isolation technique. In fact, it consists in interrupting the activity of

component sources for a lapse of time representing the duration of the test.

The listed test isolation techniques suffer from some weaknesses. First of all, the cloning

strategy is very costly in terms of resources especially when the number of needed clones in-

creases. Besides, BIT, tagging and aspect-based techniques have an additional development

burden. Regarding the blocking option, it may affect the performance of the whole system,

especially its responsiveness in case of real-time systems.

2.5 Related work on regression testing

In the literature, many researchers have investigated regression testing techniques to reestablish

confidence in modified software systems. Their research spans a wide variety of topics, namely

test selection, test prioritization, efficient test generation, etc. The existing approaches are

classified into : code-based regression testing (41; 32; 42), model-based regression testing (43;

44; 45; 46; 47; 48) and software architecture-based regression testing (49; 50).

2.5.1 Code-based regression testing approaches

Rothermel et al. (32) construct control flow graphs from a program and its modified version

and then use the elaborated graphs to select all non obsolete tests from the old test suite. The

obtained set of tests is still valid and covers the changed code. Similarly, Granja et al. (41) deal

with identifying program modifications and selecting attributes required for regression testing.

Based on data flow analysis, the authors use the obtained elements to select retestable tests.

Test generation features to produce new tests covering new behaviors are not discussed in this

work. In (42), the authors apply a regression test selection and prioritization approach based



2.5 Related work on regression testing 15

on code coverage. The obtained results show the efficiency of the proposed implementation to

reveal defects, to reduce the test set and test time. Nevertheless, this approach is specific to

C++ programming language. Moreover, it is tightly related to the system under test and cannot

be easily applied to other systems.

2.5.2 Model-based regression testing approaches

Brian et al. (47) introduce a UML-based regression test selection strategy. The proposed

approach automatically classifies tests issued from the initial behavioral models as obsolete,

reusable and retestable tests. Identifying parts of the system that require additional tests to

generate was not tackled by this approach. Similarly, the work of (48) deals with minimizing the

impact of test case evolution by avoiding the regeneration of full test suites from UML diagrams.

A point in favor of this work is the enhancement of the test classification already proposed by

Leung et al. (33). In fact, the authors define a more precise test status based on the model

dependence analysis. Pilskalns et al. (45) present a new technique that reduces the complexity

of identifying the modification impact from various UML diagrams. This proposal is based on

an integrated model called Object Method Directed Acyclic Graph built from class and sequence

diagrams as well as Object Constraint Language (OCL) expressions. Chen et al. (46) propose

a safe regression technique relying on Extended Finite State Machine (EFSM) as a behavioral

model and a dependence analysis approach. Similar to (46), Korel et al. (51) support only

elementary modifications, namely the addition and the deletion of a transition. In this context,

they present two kinds of model-based test prioritization methods : selective test prioritization

and model dependence-based test prioritization.

2.5.3 Software architecture-based regression testing

Harrold et al. (49) introduced the use of the formal architecture specification instead of the

source code in order to reduce the cost of regression testing and analysis. This idea has been

explored later by Muccini et al. (50). The authors propose an effective and well-implemented

approach called Software Architecture-based Regression Testing. They apply regression testing

at both code and architecture levels whenever the system implementation or its architecture

evolve.

2.5.4 Discussion

Two major questions are identified when several regression testing approaches are studied. The

first one is how to select a relevant and a minimal subset of tests from the original test suite.
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The second one is how to generate new tests covering only new behaviors. Responding to these

challenging questions requires both test selection and generation capabilities. In this respect, we

notice that some approaches focus only on the test selection activity at the code level (32; 41)

or at the model level (47) whereas the work of (46) deals only with model-based test generation

issue. Addressing both activities as in (44; 48; 45; 50) is highly demanded in order to reduce

their cost especially in terms of number of tests and time required for their execution.

Up to our knowledge, no previous work dealt with the use of regression testing approaches

at runtime. Therefore, our goal was to handle test selection and test generation activities at a

higher abstract level without code source access while the SUT is operational.

2.6 Related work on runtime testing

We identified several approaches supporting only runtime testing of structural adaptations

(52; 53; 54; 55; 56; 57). The work presented in (58) deals only with behavioral adaptations.

The approaches in (59; 60; 61) take into account both structural and behavioral adaptations

while performing runtime tests. Next runtime testing approaches are discussed from various

perspectives.

2.6.1 Supporting test isolation strategies

In the literature, several research approaches have a strong tendency to investigate test isolation

concept in order to reduce the interference risk between test processes and business processes.

The majority accommodates the Built-In Test paradigm for this purpose (34; 53; 39). Similarly

to this strategy, the approaches introduced in (60) and (56) deal with putting all the involved

components into a testing mode before the execution of runtime tests. We also identified ap-

proaches dealing with runtime testing of untestable components. They afford other test isolation

strategies such as Safe Validation with Adaptation (58), which is equivalent to the blocking strat-

egy already introduced. Similar to cloning components, the Replication with Validation strategy

was proposed by (61) as a means of test isolation. Furthermore, instantiating services at runtime

and using new service instances for runtime testing purposes is proposed by (57). Finally, the

Mobile Resource-Aware Built-In-Test (MORABIT) framework introduced in (52) addresses the

runtime testing of heterogeneous software systems composed of testable and untestable compo-

nents. This framework supports two test isolation strategies: cloning if components under test

are untestable and the BIT paradigm otherwise.
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2.6.2 Handling test distribution

The test distribution over the network has been rarely addressed by runtime testing approaches.

Most of the studied works assume that tests are integrated into components under test. We

identified only two approaches that shed light on this issue.

First, the authors of (62; 59) introduce a light-weight framework for adaptive testing called

Multi Agent-based Service Testing in which runtime tests are executed in a coordinated and

distributed environment. This framework defines a coordination architecture that facilitates

test agent deployment and distribution over the execution nodes and test case assignment to the

adequate agents. Unfortunately, this framework suffers from a dearth of test isolation concerns.

In the second study (54), a distributed in vivo testing approach is introduced. This proposal

defines the notion of Perpetual Testing which suggests the proceeding of software analysis and

testing throughout the entire lifetime of an application. The main contribution of this work

consists in distributing the test load in order to attenuate the workload and improve the SUT

performance by decreasing the number of tests to run. However, this framework does not handle

the occurrence of behavioral adaptations and supports only the cloning strategy for test isolation.

2.6.3 Handling test selection and evolution

The test selection issue has to be addressed seriously with the aim of reducing the amount of

tests to rerun. One of the potential solutions that tackle this issue is introduced in (39). The

proposed approach uses dependency analysis to find the affected components by the change.

In the literature, we distinguish the ATLAS framework (53), which affords a test case evolu-

tion through an Acceptance Testing Interface. This strategy ensures that tests are not built in

components permanently and can evolve when the system under test evolves, too. The major

limitation of this approach is the lack of automated test generation since tests are not gener-

ated automatically from components’ models and specification. Contrary to this approach, the

authors of (62) and (60) address this last issue. Both methods regenerate all test cases from

new service specifications when dynamic behavioral adaptations occur. However, regenerating

all tests can be costly and inefficient. To overcome these limitations, Akour et al. (63) propose

a model-driven approach for updating regression tests after dynamic adaptations. Called Test

Information Propagation, this proposal consists in synchronizing component models and test

models at runtime. In the same context, Fredericks et al. (64) propose an approach that adapts

test cases at runtime with the aim of ensuring that the SUT continues its execution safely and

correctly when environmental conditions are adapted. Nevertheless, this work can only adapt

test case parameters at runtime and it is not intended to dynamically add or remove test cases.
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2.6.4 Affording platform independent test systems

The major test systems, that have been surveyed, have been implemented in a tightly coupled

manner to the programming language of components or to the underlying component model such

as Fractal (53), OSGi (57), the Dynamic Adaptive System Infrastructure (DAiSI) component

model in (56) and the MORABIT component model in (65). Another approach presented in

(54) affords a Java-based framework. Many other approaches (66; 67; 68; 69; 70; 71; 72; 73; 74)

benefit from the strengths of the TTCN-3 standard as a platform independent language for

specifying tests even for heterogeneous systems. However, they address testing issues at design

time and not at runtime. Deussen et al. (75) stress the importance of using the TTCN-3 standard

to build an online validation platform for internet services. However, this work neglects the test

isolation issue.

2.6.5 Supporting test resource awareness

To the best of our knowledge, this problem has been studied only by Merdes’work (52). Aiming

at adapting the testing behavior to the given resource situation, it provides a resource-aware

infrastructure that keeps track of the current resource states. To do this, a set of resource

monitors are implemented to observe the respective values for processor load, main memory,

battery charge, network bandwidth, etc. According to resource availability, the proposed frame-

work is able to balance in an intelligent manner between testing and the core functionalities of

the components. It provides in a novel way a number of test strategies for resource aware test

management. Among these strategies, we can mention, for example, Threshold Strategy under

which tests are performed only if the amount of used resources does not exceed thresholds.

2.6.6 Discussion

Considering both structural and behavioral adaptations was only done by (59; 60; 61). Fur-

thermore, we noticed a quasi-absence of approaches offering platform independent test systems

except in (75). However, the authors of (75) support homogeneous systems-under test made

up of only testable (or only untestable ones). We identified only one work (52) that deals with

combining two test isolation strategies. Moreover, only the latter approach tackled the issue

of resource limitations and time restriction during runtime testing. Regarding test evolution

and generation at runtime, the authors of (62; 60) that regenerate all test cases from the new

specifications when dynamic behavioral adaptations occur. The work of (64) tries to reduce

this cost by adapting exiting test cases to the evolved environmental conditions but without

generating new tests covering new behaviors or removing obsolete ones. To partially overcome
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this limitation, (63) supports only reductive changes (e.g., removing existing components) and

then adapts the test suite by removing obsolete tests and by updating the set of retestable tests.

In summary, our study on runtime testing approaches reveals a dearth in the provision

of a platform-independent support for test generation and execution which considers resource

limitations and time restriction. To surmount this major lack, our ultimate goal was to conceive

a safe and efficient framework that minimizes the cost of checking a running system after each

dynamic adaptation either structural or behavioral. From the test execution perspective, setting

up a TTCN-3 test system for the distribution, isolation and execution of a minimal set of test

cases identified after the occurrence of structural adaptations is strongly required. From the

test generation perspective, proposing a selective test case generation method that derives test

cases efficiently from the affected parts of the SUT behavioral model and selects relevant tests

from the old test suite was a must, too.

2.7 Summary

This chapter addressed the fundamentals related to runtime validation of dynamically adaptable

systems. It was mainly dedicated to give an overview of the most common concepts frequently

used in the field of software testing, especially while testing evolvable systems. In this context,

two well-known techniques, namely regression testing and runtime testing were introduced.

Morover, we discussed the state of art of testing modified systems. Research done in the area

of regression testing as well as runtime testing was analyzed.



CHAPTER 3

Runtime Testing for Structural Adaptations

3.1 Introduction

Testing at design-time or even at deployment-time usually demonstrates that the System Under

Test, SUT, satisfies its functional and non-functional requirements. However, its applicability

becomes limited and irrelevant when this system is adapted at runtime according to evolving

requirements and environmental conditions that were not explicitly specified at design-time.

For this reason, runtime testing is strongly required to extend assurance from design-time to

runtime.

The rest of this chapter is structured as follows. In Section 3.2, a brief overview of the

overall runtime testing process is given. First of all, the timing cost is reduced by executing only

a minimal subset of test cases that validates the affected parts of the system by dynamic changes.

In this respect, Sections 3.3 and 3.4 introduce the use of the dependency analysis technique to

identify the affected parts of the dynamically adaptable system and their corresponding test

cases. Secondly, Section 3.5 introduces the method we use to effectively distribute the obtained

tests over the network with the aim of alleviating runtime testing load and not disturbing SUT

performance. Thirdly, Section 3.6 presents the standard-based test execution platform that

we designed for test isolation and execution purposes. The latter is extended to supply a test

isolation layer that reduces the interference risk between test processes and business processes.

Ultimately, this chapter is concluded in Section 3.7.
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3.2 The Approach in a nutshell

The process depicted in Figure 11.1 spans the different steps to fulfill with the aim of executing

runtime tests when structural reconfiguration actions are triggered, as follows :
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Figure 3.1: Runtime testing process for the validation of structural adaptations.

• Online Dependency Analysis: In this step, we focus on identifying the affected com-

ponents and compositions by a structural reconfiguration action.

• Online Test Case Selection: Once the affected parts of the system are identified, we look

for their corresponding test cases that are stored in the Executable Test Case Repository.

• Constrained Test Component Placement: Test components are assigned to execution

nodes in an appropriate manner with respect to resource and connectivity constraints.

• Test Isolation and Execution: A test isolation layer is set up then test components

are dynamically created and test cases are executed.

More details are presented in the next sections.
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3.3 Online dependency analysis

To reduce the time cost and the resource burden of the runtime testing process, the key idea

is to avoid the re-execution of all tests at runtime when structural adaptations occur. Thus,

we use the dependency analysis approach with the aim of determining the parts of the system

impacted by dynamic evolutions and then computing a minimal set of tests to rerun. In fact, the

dependency analysis technique is widely used in various software engineering activities including

testing (76), maintenance and evolution (77; 78).

3.3.1 Definition

Dependencies between components is defined in (77) as “the reliance of a component on other(s)

to support a specific functionality”. It is also considered as a binary relation between two com-

ponents. A component A is an antecedent to another component B if its data or functionalities

are utilized by B . Equivalently, A component B is a dependent on another component A if it

utilizes data or functionalities of A. Formally, the relation → called “Depends on” is defined in

(79) where B → A means that the component B depends on the component A. The set of all de-

pendencies in a component-based system is defined as : D = {(Ci ,Cj ) : Ci ,Cj ∈ S ∧ Ci → Cj }

where S is the set of components in the system. Accordingly, the current system configuration

is a set of components and its dependencies Con = (S,D).

Several forms of dependencies component-based systems are identified in the literature (76).

For instance, we mention data dependency (i.e., data defined in one component is used in

another component), control dependency (i.e., caused by sending a message from one component

to another component), etc. The main dependency form that we support in this work is the

interface dependency, which means that a component requires (respectively provides) a service

from (respectively to) another component.

3.3.2 Dependency representation

To represent and analyze component dependencies, two formalisms are generally described : a

Component Dependency Graph (CDG) and a Component Dependency Matrix (CDM). A CDG is

a directed graph denoted by G = (S,D) where: S is a finite nonempty set of vertices representing

system’s components andD is a set of edges between two vertices, D ⊆ (S×S). A CDM is defined

as a 0-1 Adjacency Matrix AMn×n , that represents direct dependencies in a component-based

system. In this matrix, each component is represented by a column and a row. If a component

Ci depends on a component Cj then dij = 1 otherwise dij = 0. Figure 3.2 shows an example of

dependency graph and its corresponding adjacency matrix.
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C1

C2

C3

C4

C5

0 1 0 0 0

0 0 1 1 0

0 0 0 0 1

0 0 0 0 1

0 0 0 0 0

C1      C2       C3       C4       C5

C1

C2

C3

C4

C5

Figure 3.2: A CDG and its CDM representing direct dependencies.

Initially, D represents only direct dependencies between components. In order to gather all

indirect dependencies in the component-based system, the transitive closure of the graph has to

be calculated. Several transitive closure algorithms have been widely studied in the literature

such as the Roy-Warshall algorithm and its modification proposed by Warren (80).

3.4 Online test case selection

This concern has been extensively studied in the literature. In fact, various regression test

selection techniques have been proposed with the purpose of identifying a subset of valid test

cases from an initial test suite that tests the affected parts of a program. These techniques

usually select regression tests based on data and control dependency analysis (81).

Two kinds of tests are considered after the occurrence of dynamic adaptations. On the one

hand, unit tests are executed to validate individual affected components. On the other hand,

integration tests are performed to check interactions and interoperability between components.

Let us take an example with four components and a dependency graph that looks like Figure

3.3. Assume that C2 is replaced with a new version. Thus, two dependence paths are identified:

C1 → C2 → C3 and C1 → C2 → C4. As a result, the mapping to integration tests produces:

ITC1C2C3 and ITC1C2C4 have to be rerun.

C1

C2

C4C3

Figure 3.3: Illustrative example of dependence path computation.
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Recall that tests are written in the TTCN-3 notation and are executed by TTCN-3 test

components. As depicted in Figure 3.4a, an MTC component is only charged with executing a

unit test. It shares this responsibility with other PTC components when an integration test is

executed (see Figure 3.4b). Each PTC is created to simulate a test call from a component to

another at lower hierarchy in the dependence path. The following subsection copes with test

case distribution and more precisely with main test components assignment to execution nodes.

C1

MTC

PTC1 PTC3PTC2

C3C2 C4

Composite Component Under Test

PTC4

MTC

Component Under Test

C

(a) Unit test configuration.

C1

MTC

PTC1 PTC3PTC2

C3C2 C4

Composite Component Under Test

PTC4

MTC

Component Under Test

C

(b) Integration test configuration.

Figure 3.4: TTCN-3 test configuration for unit and integration testing.

3.5 Constrained test component placement

In the following subsections, we discuss how to formalize resource and connectivity constraints

and how to find the adequate deployment host for each test involved in the runtime testing

process.

3.5.1 Resource allocation issue

For each node in the execution environment, three resources are monitored during the SUT

execution: the available memory, the current CPU load and the battery level. The value of each

resource can be directly captured on each node through the use of internal monitors. These

values are measured after the runtime reconfiguration and before starting the testing activity.

Formally, provided resources of m execution nodes are represented through three vectors: C

contains the CPU load, R provides the available RAM and B introduces the battery level.
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C =


c1

c2
...

cm

 R =


r1

r2
...

rm

 B =


b1

b2
...

bm


The resources required by the n test components are initially computed at the deployment

time after a preliminary test run. Similarly, they are formalized over three vectors : Dc that

contains the required CPU, Dr that introduces the required RAM and Db that contains the

required battery by each test.

Dc =


dc1

dc2
...

dcn

 Dr =


dr1

dr2
...

drn

 Db =


db1

db2
...

dbn


As the proposed framework is resource aware, The overall resources required by n test

components must not exceed the available resources in m nodes. This rule is formalized as

follows: 

n∑
i=1

xijdci ≤ cj ∀ j ∈ {1, · · · ,m}
n∑

i=1
xijdri ≤ rj ∀ j ∈ {1, · · · ,m}

n∑
i=1

xijdbi ≤ bj ∀ j ∈ {1, · · · ,m}

(3.1)

where the two dimensional variable xij can be equal to 1 if the corresponding test component i

is assigned to the node j , 0 otherwise.

3.5.2 Connectivity issue

Dynamic environments are characterized by frequent and unpredictable changes in connectivity

caused by firewalls, non-routing networks, node mobility, etc. For this reason, we have to pay

attention when assigning a test component to a host computer by finding at least one route in

the network to communicate with the component under test. For each test component, a set

of forbidden nodes to discard during the constrained test component placement step is defined.

This connectivity constraint is denoted as follows:

xij = 0 ∀ j ∈ forbiddenNodeSet(i) (3.2)
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Finding a satisfying test placement solution is achieved by fitting the former constraints (3.1)

and (3.2). The latter can be seen as a Constraint Satisfaction Problem (CSP) (82).

3.5.3 Optimizing the test component placement problem

Looking for an optimal test placement solution consists in identifying the best node to host

the concerned test component in response with two criteria : its distance from the node under

test and its link bandwidth capacity. To do so, we are asked to attribute a profit value pij for

assigning the test component i to a node j . For this aim, a matrix Pn×m is computed as follows:

pij =

 0 if j ∈ forbiddenNodeSet(i)

maxP − k × stepp otherwise
(3.3)

where maxP is a constant, stepp = maxP
m , k corresponds to the index of a node j in a Rank

Vector that is computed for each node under test. This vector corresponds to a classification of

the connected nodes according to two criteria : the distance from the testing node to the node

under test (83) and the link bandwidth capacities.

As a result, the constrained test component placement module generates the best deployment

host for each test component involved in the runtime testing process by maximizing the total

profit value while fitting the former resource and connectivity constraints. Thus, this problem

is formalized as a variant of the Knapsack Problem, called Multiple Multidimensional Knapsack

Problem (MMKP).

MMKP =



maximize Z =
n∑

i=1

m∑
j=1

pij xij (3.4)

subject to (3.1) and (3.2)
m∑

j=1
xij = 1 ∀ i ∈ {1, · · · ,n} (3.5)

xij ∈ {0, 1} ∀ i ∈ {1, · · · ,n} and ∀ j ∈ {1, · · · ,m}

Constraint (3.4) corresponds to the objective function that maximizes test component profits

while satisfying resource (3.1) and connectivity (3.2) constraints. Constraint (3.5) indicates that

each test component has to be assigned to at most one node.

3.6 Test isolation and execution support

With the purpose of alleviating the complexity of testing adaptable and distributed systems, we

propose a test system called, TTCN-3 test system for Runtime Testing (TT4RT) (84).
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3.6.1 Detailed interactions of TT4RT components

TT4RT relies on the classical TTCN-3 test system. Thus, it reuses all its constituents, namely

Test Management (TM), TTCN-3 Executable (TE), Component Handling (CH), Coding and

Decoding (CD), System Adapter (SA) and Platform Adapter(PA). These entities are briefly

introduced below. As depicted in Figure 3.5, a new Generic Test Isolation Component is added

to the TTCN-3 reference architecture with the aim of handling test isolation concerns. The next

steps define the different components of TT4RT and their internal interactions:
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Figure 3.5: Internal interactions in the TT4RT system.

When a reconfiguration action is triggered, the RATP (Ressource Aware Test Plan) file is

generated and it is considered as an input to the TT4RT test system (Step 1). The test execution

is initiated by the TM entity which is charged with starting and stopping runtime tests (Step

2). Once the test process is started, the TE entity (i.e., which is responsible of executing the

compiled TTCN-3 code) creates the involved test components and informs the SA entity (i.e.,

which is charged with propagating test requests from TE to SUT) with this start up in order

to set up its communication facilities (Step 3). Next, TE invokes the CD entity in order to

encode the test data from a structured TTCN-3 value into a form that will be accepted by the
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SUT (Step 4). The encoded test data is passed back to the TE entity as a binary string and

forwarded to the SUT via the SA entity (Steps 5-6-7). After the test data is sent, a timer can be

started (Step 8). The Generic Test isolation Component, implementing test isolation facilities,

intercepts the test request, identifies the component under test and its supported test isolation

technique and prepares the test environment (Steps 7-9). Different test isolation instances are

automatically created to perform test isolation inter-component invocations (Step 9). The SUT

response is forwarded to the SA entity through the Generic Test Isolation Component. The

given response is an encoded value that has to be decoded in order to be understandable by

the TTCN-3 test system (Step 10). For this purpose, the SA entity forwards the encoded test

data to the TE entity (Step 11). The TE entity transmits the encoded response to the CD

entity with the intention of decoding it into a structured TTCN-3 value (Step 12). The decoded

response is passed back to the TE that stops the running timer and finally computes a verdict

(pass, fail or inconclusive) for the current test case (Steps 13-14-15). Finally, a local verdict

is computed depending on the obtained verdicts for test cases executed by the current TT4RT

instance (Step 16).

3.6.2 Overview of the Generic Test Isolation Component
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Figure 3.6: Test isolation policy.
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As outlined in Figure 3.6, the proposed policy is executed while a test request is intercepted

from the System Adapter entity. Five strategies can be applied in response to the testability

degree of a Component Under Test (CUT). With the assumption that the CUT is testable,

the test request can be redirected to one or more test operations provided by its corresponding

test interface or its associated aspect (particularly in the advice part) when the aspect-based

technique is used. If the component under test is test aware, the tagging technique is applied

and the CUT is invoked by tagging the input test data with a flag to discriminate them from

business data. If we deal with untestable components, either cloning or blocking techniques can

be performed. For a test sensitive component, a clone is created and the test request is redirected

to it. Regarding the blocking strategy, it consists in interrupting the activity of the component

under test consumers for a lapse of time that corresponds to the test duration. During this

period, all business requests are delayed until the end of the test. Once the test is achieved, the

component under test consumers are unlocked and the delayed requests are treated.

3.6.3 The adopted distributed architecture

The TTCN-3 standard offers concepts related to test configurations, test components, their com-

municating ports between each other and with the SUT, their execution and their termination

only at an abstract level. Nevertheless, the means to control the distributed execution of these

test components are not explicitly defined in the current specification. Regarding this issue, we

propose our own test architecture that relies on a Test System Coordinator (TSC) and several

TT4RT instances. As outlined in Figure 3.7, TSC is mainly charged with distributing selected

test cases to rerun and assigning their corresponding test components to the execution nodes.

Several TT4RT instances are installed within the host computers involved in the final execution

environment. They can be seen as test containers that hold test components (i.e., either MTC

or PTC components). Each instance controls the execution of a subset of selected test cases.

Test System Coordinator
Test Case 

Repository

SUT Execution Environment

Sub-SUT

Sub-SUT

Sub-SUT

TT4RT

TT4RT

TT4RT

Execution

Nodes

Figure 3.7: The distributed test execution platform.
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3.7 Summary

In this chapter, we applied the runtime testing process to validate component-based systems

after the occurrence of dynamic structural adaptations. For this aim, we proposed a generic

and resource aware test execution platform that covers essentially two phases. The first phase

deals with test selection and distribution concerns. The main issue tackled in this first part is

alleviating test burden, cost and resource consumption. This goal is achieved by reducing the

amount of test cases to rerun and by assigning efficiently their associated test components to

execution nodes while fitting resource and connectivity constraints. The second phase handles

test isolation and execution concerns. Based on the TTCN-3 standard, we proposed a test

system, TT4RT, which performs tests written in a standardized notation. Accordingly, we gained

in terms of using the same notation for all types of tests and using a generic and flexible test

harness. Furthermore, TT4RT afforded a test isolation infrastructure supporting components

with various testability options (i.e., testable, test aware, untestable, etc.).



CHAPTER 4

Runtime Testing of Behavioral Adaptations

4.1 Introduction

Running old test suites on dynamic software systems, in which not only the structure evolves but

also the behavior may change, seems to be meaningless. Therefore, it is highly required to update

test suites in a cost effective manner as long as the software system is changing to fulfill new

requirements. In this chapter, we address this issue by merging model-based testing and selective

regression testing capabilities. To do so, we propose a Selective Test Generation Approach, called

TestGenApp. The latter is briefly outlined in Section 4.2. Background materials on timed

automata, UPPAAL formalism and observer automata are presented in Section 4.3. Then, we

introduce the model differencing algorithm in Section 4.4. The output of this module is then

used in Section 4.5 to perform an old test classification. Section 4.6 handles the test coverage

customization that we propose in order to generate efficiently new tests. Moreover, it presents

the algorithm that we propose to adapt either aborted or obsolete tests. Once abstract test

sequences are obtained, their mapping to the TTCN-3 notation is discussed in Section 4.7.

Finally, this chapter is concluded in Section 4.8.

4.2 The approach in a nutshell

As illustrated in Figure 4.1, our Selective Test Generation Approach is composed of four modules.

• Model Differencing Module: It is proposed to capture correspondences and differences
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Figure 4.1: TestGenApp: Selective test case generation approach.

between two models in terms of added, removed or modified locations and transitions.

• Old Test Suite Classification Module: It is charged with classifying the old test suite

issued from the original model M into reusable, retestable, aborted and obsolete tests.

• Test Generation and Recomputation Module: It generates new abstract test se-

quences covering newly added behaviors and adapts aborted and obsolete tests.

• TTCN-3 Transformation Module: It is used to transform the abstract test sequences,

obtained in the last step, into the TTCN-3 code.

4.3 Prerequisites: UPPAAL Timed Automata

In order to specify the behavioral models of evolved systems, Timed Automata (TA) is chosen

for the reason that it is a widespread formalism usually used for modeling behaviors of critical

and real-time systems. More precisely, we opt for the particular UPPAAL style (85) of timed

automata because UPPAAL is a well-established verification tool. It is made up of a system
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editor that allows users to edit easily timed automata, a simulator that visualizes the possible

dynamic execution of a given system and a verifier that is charged with verifying a given model

w.r.t. a formally expressed requirement specification. Within UPPAAL timed automata, a

system is modeled as a network of timed automata, called processes. A timed automaton, is an

extended finite-state machine equipped with a set of clock-variables that track the progress of

time and that can guard when transitions are allowed.

Let C be a set of variables called clocks, and Act = I ∪O∪{τ} with I a set of input actions,

O a set of output actions , and the non-synchronizing action (denoted τ). Let G(C) denote the

set of guards on clocks being conjunctions of constraints of the form c ./ n, where c ∈ C, n ∈ N,

and ./∈ {6,≤,=,≥,>}. Moreover, let U(C) denotes the set of updates of clocks corresponding

to sequences of statements of the form c := n.

A timed automaton over (Act, C) is a tuple (L, l0,Act, C, I ,E ), where :

• L is a set of locations, l0 ∈ L is an initial location.

• I : L 7−→ G(C) a function that assigns to each location an invariant.

• E is a set of edges such that E ⊆ L× G(C)×Actτ × U(C)× L

We write l
g,α,u−−−→ l ′ when 〈l , g , α, u, l ′〉 ∈ E .

Let (L, l0,Act, C, I ,E ) be a timed automaton. The semantics of TA is defined in terms of

a timed transition system over states in the form (l , σ) where l is a location and σ ∈ RC>0 is a

clock valuation satisfying the invariant of l . The initial state (l0, σ0) is a state where l0 is the

initial location of the automaton and σ0 is the initial mapping where ∀ c ∈ C, c = 0. Indeed,

there are two kinds of transitions :

• Delay transitions, (l , σ)
d−→ (l , σ + d), in which all clock values of the automaton are

incremented with the amount of the delay, denoted σ + d . In such a case, the automaton

may stay in a location l as long as its invariant remains true.

• Discrete transitions, (l , σ)
α−→ (l ′, σ

′
), correspond to the execution of edges (l , g , α, u, l ′) for

which the guard g is satisfied by σ. The clock valuation σ
′ of the target state is obtained

by modifying σ according to updates u.

A run of timed automaton (L, l0,Act, C, I ,E ) is a sequence of transitions (l0, σ0)
d1−→ α1−→

(l1, σ1)
d2−→ α2−→ ...

dn−→ αn−−→ (ln , σn), with σi ∈ RC>0, di ∈ R>0 and αi ∈ Act. A network of timed

automata, TA1‖...‖TAn over (Act, C) is modeled as a timed transition system obtained by the

parallel composition of n TA over (Act, C). Synchronous communication between the timed

automata is performed by hand-shake synchronization using input and output actions.
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4.4 Differencing between behavioral models

We introduce a novel Differencing Algorithm that concisely captures differences and similarities

between networks of timed automata. In such a case, two main elements are compared: locations

and transitions. First, we differentiate automata at the transition level. The two transitions Ti

in the initial T A and Tj in the evolved T A′ are considered similar if the following conditions

are met :

a. Ti and Tj have the same source and target locations, and

b. they have the same values in the guard, assignment and synchronization fields.

The procedure used for this purspose takes as input two array lists including transitions of

two timed automata : T A and T A′. For each transition in the initial automaton, we firstly check

its presence within the evolved one. From a technical point of view, this condition is checked by

looking for an equivalent transition in the evolved model having similar source location id and

target location id . As long as this condition is satisfied, we look for meeting conditions defined

above meaning that they have the same source and target locations (i.e., name, label, committed,

and urgent) and unchanged transition labels (i.e., guard, assignment and synchronization). As

a result, the transition is considered unmodified.

If at least one condition is not respected, the transition is considered modified and it is marked

in Yellow. New transitions which exist only in the evolved model are finally marked in Red.

If a transition in T A does not have an equivalent in the new timed automaton T A′, then this

transition is not copied in the final array list because it is considered as a removed transition.

The output of this procedure is an array list containing all marked transitions (unmodified,

modified and new ones).

Following the same logic, we compare locations in both models. Two locations li in T A and

lj in T A′ are considered similar if the following conditions are satisfied :

a. li and lj have the same name and the same identifier,

b. they have the same incoming and outgoing transitions, and

c. they have the same invariant expression.

One location is marked as changed if at least one of these conditions is not met. Finally since

the SUT is generally modeled by a network of timed automata, it is necessary to apply these

procedures for each timed automaton in the network.
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4.5 Old test suite classification

Inspired from the test classification proposed by Leung et al. (33), we introduce in this section

a new test classification algorithm in which the old test suite generated from the original model

M is analyzed and then partitioned into :

• Reusable test set TRu : valid traces that traverse unimpacted items by the change.

• Retestable test set TRt : valid traces that traverse impacted items by the change.

• Aborted test set TAb : invalid traces that cannot be animated on the new model because

they cannot traverse modified items.

• Obsolete test set TOb : invalid traces that cannot be animated on the new model because

they traverse removed items.

For that aim, each trace in the T R set should be animated on the Mdiff model and its

covered items should be identified. Two scenarios are then tackled. On the one hand, the test

animation on the new model is achieved successfully. If the trace traverses unchanged items,

it is classified as a reusable test. Otherwise, it is classified as a retestable test. On the other

hand, the test animation on the new model is abandoned. If this abort is due to some removed

items which are no longer available in the new model, the trace is seen as an obsolete test and it

should be automatically discarded from the new test suite. Otherwise, this abort can be due to

a modified transition which cannot be reached any more. In such a case, the trace is classified

as an aborted test.

4.6 Test generation and recomputation

Our approach identifies critical regions in the evolved model not only by marking added locations

and transitions but also by detecting old traces that cannot be animated on the new model.

Consequently, the Mdiff is used in this stage to generate new tests and adapt aborted and

obsolete ones in a cost effective manner.

4.6.1 Test generation

To generate new tests covering newly added behaviors, we are based on the findings of Blom

et al. (86), which express coverage criteria by using observer automata with parameters and

formulate the test generation problem as a search exploration problem. Instead of adding aux-

iliary variables to enable the expression of a coverage criterion as a reachability property using
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UPPAAL, the superposition of an observer onto timed automata is supported. The test genera-

tion tool UPPAAL CO
√

ER (87) supports the concept of observers and the test case generation

algorithm (88). This efficient test suite generator is adopted in this thesis to realize a selective

test generation approach when behavioral adaptations occur. The key idea is to formulate an

observer that monitors only new regions in the evolved model. A test sequence satisfies this

coverage criterion if when executed on the model it traverses at least one new edge where the

col variable is updated to zero.

4.6.2 Test recomputation

At this stage, the new test suite NT S contains reusable, retestable and new tests.

NT S = TRu ∪ TRt ∪ TNew

As mentioned before, the test animation on the evolved model may not be achieved due to

some removed or modified items (i.e., locations or transitions) that cannot be traversed anymore.

The key idea here consists in starting the test recomputation not from the initial state of the

evolved model but from the last reachable state detected during the test animation. To do so,

we take as inputs the current test suite NT S, the evolved modelMdiff , the valid sub-trace T R

from a given aborted trace (respectively obsolete trace) and the last reached state. Next, we

look for the adjacency matrix of each timed automaton in Mdiff . Then, we explore the state

space while generating all sub-paths that start from the given state and reach the initial one .

For each sub-path, an adapted trace is obtained and added to the NT S test suite while verifying

that the test redundancy is avoided.

The greatest added value of this technique is not only the decrease of the test generation cost

but also its ability to create a test suite based on the kind of change (i.e., made up of reusable,

retestable, new and adapted tests).

NT S = TRu ∪ TRt ∪ TNew ∪ TAd

If the obtained test suite is still large, a test prioritization strategy can be adopted. In that case,

a high priority should be attributed to tests that cover critical zones of the evolved model such

as new and adapted tests.
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4.7 Test case concretization

Before introducing our proposed transformation rules that we use to derive TTCN-3 test cases

from the abstract test sequences which have been newly generated from UPPAAL CO
√

ER, we

give a brief overview of exiting research dealing with this issue.

4.7.1 Related work on transforming abstract tests to TTCN-3 notation

In the last decade, several researchers have paid more attention to automatic test case generation,

more particularly to the concretization and the execution of abstract test suites (89; 90; 91; 92; 93;

94). We can mention, for instance, the approach in (93) which describes the generation of TTCN-

3 test suites specifically for the Session Initiation Protocol without using formal specifications.

The obtained test case generator is included in a commercial tool developed by Ericsson.

Deriving executable tests from UML 2.0 models was proposed by (92). Based on a commer-

cial tool usually used for interoperability testing of healthcare applications, this work generates

TTCN-3 test behaviors from UML sequence diagrams whereas TTCN-3 test data are generated

from two eHealth standards, namely Health Level 7 which is generally used for data represen-

tation and Integrating Healthcare Entreprise which is used for describing interactions between

medical devices. Similarly, the approach in (90) shows the translation of Message Sequence

Charts elements to the TTCN-3 notation.

Following the same principles of model-driven engineering, (95) proposes an approach that

deals with the model transformation of UML 2.0 Test Profile (U2TP) elements into an exe-

cutable test code. Within this work, U2TP is adopted as a modeling language for the test case

specification. Then, the models are transformed to the TTCN-3 language.

To our best knowledge, only the works in (91; 94) handle the derivation of TTCN-3 test cases

from abstract test sequences which are generated from finite state machines. In this context,

authors in (91) make use of another variant of UPPAAL called UPPAAL CORA. Similar to

our approach, they obtain witness traces from extended finite state machines and perform their

derivation to TTCN-3 notation. Also, the approach presented in (94) is close to our proposal as

it deals with a variant of timed automata called Labeled-Ports Timed Input/Output Automata.

The latter formalism is used to model the different port behaviors in a given multi-port system.

Then, a test generation algorithm is proposed and the obtained test cases are transformed into

TTCN-3 language.

Since there are no available tools which are able to realize automatically the mapping of

test sequences, generated from formal specifications based on timed automata, to the TTCN-3

notation, we had to develop our own transformation rules as outlined in the following subsection.



4.7 Test case concretization 38

4.7.2 Transformation rules from abstract test sequences to TTCN-3

At this stage, we define several rules to derive TTCN-3 test cases from abstract test sequences

(see Table 4.1) (96). First of all, we assume that for each test suite, a TTCN-3 module should

be generated (R1).

Table 4.1: TTCN-3 transformation rules.

Rules Abstract concepts TTCN-3 concepts
R1 a test suite a TTCN-3 module
R2 a single trace a TTCN-3 test case
R3 Time dependent behavior a timer definition

R4
a test sequence in the form of
input delay output a TTCN-3 test behavior

R5 each involved TA a PTC component
R6 each channel a template

Within the TTCN-3 standard, the module concept is used as a top-level structure. The first

part includes definitions of test data, templates, test components, functions, communication

ports, test cases and so on. The second part is usually used to describe the execution sequence

of test cases. A test component can be either a Main Test Component (MTC) or a Parallel

Test Component (PTC). Remember that the MTC is charged with creating PTC components

and executing TTCN-3 test cases. To do so, a port must be defined in order to specify a Point

of Control and Observation via which the test component can interact with other components

and with the SUT. To specify time delays, TTCN-3 supports a timer mechanism (R3). Timers

can be declared in component type definitions, the module control part, test cases, functions

and altsteps. The channels declared in the UPPAAL XML file are transformed into TTCN-3

templates (R6). Moreover, an abstract test system interface is defined similarly to a component

definition. It includes a list of all possible communication ports through which the test system

is connected to the SUT. Once the test configuration is generated, we look for the mapping of

the abstract test sequences to test cases. As stated in Table 4.1, for each test behavior in the

form of input delay output a TTCN-3 function is derived (R4). Moreover, for a single trace

(i.e., an abstract test sequence), a test case is generated (R2). Then, the communication is

established between the PTC ports and the System ports. Finally, a sequence of calls to the

already generated TTCN-3 functions is performed. To compile the obtained test cases, the

TThree compiler (97) is used. It transforms the Abstract Test Suite into an Executable Test

Suite. Then, our TT4RT test system can be used for test isolation and execution purposes.
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4.8 Summary

The contributions presented in this chapter are many-fold. First, we defined a model differencing

technique that highlights similarities and differences between an original behavioral model and

the evolved one, generally obtained after behavioral adaptations. Second, we provided a test

classification technique that selects efficiently reusable and retestable tests, identifies aborted

tests and discards obsolete ones. These two steps are responsible for identifying critical regions

in the evolved model that need to be covered by newly generated tests. For this purpose, we

specified our own coverage criteria based on the observer automata language and we used the

well-established tool UPPAAL model-checker and its extension UPPAAL CO
√

ER for generating

new tests. Also, a test recomputation technique was introduced with the aim of adapting aborted

and obsolete tests. Finally, the mapping of the abstract test sequences to the TTCN-3 notation

was handled.



CHAPTER 5

Prototype Implementation

5.1 Introduction

This chapter deals with the implementation details of the proposed approach either when struc-

tural adaptations or behavioral adaptations take place. To this end, we provide a Runtime

Testing Framework for Adaptable and Distributed Systems (RTF4ADS) that gathers the differ-

ent modules already introduced in the previous chapters.

The rest of this chapter is structured as follows. Section 5.2 summarizes from a technical

point of view the different constituents of RTF4ADS. Next, each implemented graphical user

interface is illustrated in Sections 5.3 (Test selection and distribution GUI), 5.4 (Test isola-

tion and execution GUI) and 5.5 (Selective Test Generation GUI). In Section 5.6 reports on

the application of the tool for structural adaptations for the case of Teleservices and Remote

Medical Systems. Similarly Section 5.7 reports on the application of RTF4ADS for behavioral

adaptations for the case of Toast Architecture. Finally, Section 5.8 summarizes the chapter.

5.2 RTF4ADS overview

Getting confidence in dynamic and distributed software systems can be reached by using

RTF4ADS as a resource aware and platform independent test support. On the one hand,

resource awareness is achieved by distributing selected tests according to available resources and

connectivity constraints of the final execution nodes. On the other hand, platform indepen-

dence is reached using the TTCN-3 standard. The latter provides a text-based language that
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inherits the most important programming features and includes some specific concepts related

to the testing domain. Its strength lies essentially in its reference test architecture that auto-

mates test execution and more particularly in its test adaptation layer. The latter comprises

Coding-Decoding entity, Test Adapter entity and Platform Adapter entity that supply means

to adapt the communication and the time handling between the SUT and the test system in a

loosely-coupled manner.
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Figure 5.1: RTF4ADS prototype.

As depicted in Figure 5.1, this Java-based framework comprises three layers :

• Test management layer: Graphical User Interfaces (GUI) are provided to handle auto-

matically the different phases of the runtime testing process.

• Test planning layer: The RTF4ADS core includes modules that contribute efficiently

to the test generation, the test selection and the test distribution steps.

• Test execution layer: Several TT4RT instances are deployed and charged with first apply-

ing test isolation mechanisms and second executing runtime tests.

In the following, we introduce each GUI while presenting its corresponding involved modules.

5.3 Test selection and distribution GUI

The GUI component, illustrated in Figure 5.2, is used by the Test System Coordinator to plan

the execution of runtime tests. It is responsible for analyzing SUT dependencies, selecting test

cases to rerun and looking for a test component placement solution for the involved main test

components while fitting resource and connectivity constraints. More details are given next.
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Figure 5.2: Screenshot of the test selection and distribution GUI.

• Dependency Analysis Module: It takes as inputs the performed reconfiguration action

and a file that describes the system dependency graph. The latter is expressed in the

Graph Markup Language (GraphML). Indeed, GraphML notation (98) is an XML-based

file format for graphs. It consists of a language core to describe the structural properties

of a graph and a flexible extension mechanism to add application-specific data.

• Test Case Selection Module: It requires two major inputs. The first input is the Test

Case Repository Description that expresses, for each test stored in the repository, data

like identifiers, names, artifacts, MTC components, required resources, etc. The second

input is the set of affected components and compositions obtained from the last step. The

main goal at this stage is to look for a minimal set of test cases to run.

• Tester Placement Module: It is used to distribute TTCN-3 tests and their correspond-

ing MTC components to the execution nodes while respecting already defined resource and

connectivity constraints. The core of this module is based on the Choco Java library which

is an open source software offering a problem modeler and a constraint programming solver

(99). The generated output is a Resource Aware Test Plan.
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5.4 Test isolation and execution GUI

The second component GUI, depicted in Figure 5.3, is used by the Test System Coordinator

to start remotely one or several tests. For this purpose, it communicates with several TT4RT

instances by using the Remote Method Invocation (RMI) technology. It also displays the global

verdict, local verdicts collected from each involved host in the runtime testing process and some

logging data.

Figure 5.3: Screenshot of the test isolation and execution GUI.

The first JTree panel outlines the involved nodes in the test execution process. In each one,

a TT4RT instance is installed and started. Two majors input elements are required by TT4RT :

selected Executable TTCN-3 test cases from the repository as JAR files and the Resource Aware

Test Plan.

The centered JTable describes test cases assigned to the selected node as well as their main

characteristics (i.e., test case name, TTCN-3 module name and MTC identifier). Several buttons

are proposed to efficiently manage the test execution. Consequently, we can start a selected test

case, all tests in a selected node or even all tests on their corresponding nodes. In that case,

each TT4RT instance is designed as a remote server object which implements a remote interface

offering three methods.

The Generic Test Isolation Component, which represents the test isolation layer in TT4RT,

implements a User Datagram Packet (UDP) port listener function which runs an infinite loop
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listening for test data in the form of UDP packets from the UDP test adapter. It can intercept

either local test requests sent by a local test adapter or remote test requests sent by a remote test

adapter. It is worth noticing that in the current implementation of RTF4ADS, not only a UDP

test adapter was implemented but also a Transmission Control Protocol (TCP) test adapter was

encoded. The latter can be easily integrated if required. These two possible implementations

can be used to establish communication through sockets between our TS and any kind of SUT.

This component uses AOP facilities to automate the test isolation of components under test

before the execution of runtime tests. In fact, we associate for each provided interface a test

isolation instance, designed as an AOP advice, which is automatically launched if at least one of

its methods is called by a test component. This test isolation instance is charged with looking

for the testability option of the component under test and then proceeds to the test execution.

To realize such an implementation, we use the most popular and stable AOP language, namely

AspectJ (100). Indeed, the latter extends the Java language with new features to support the

aspect concepts.

5.5 Selective Test Generation GUI

The RTF4ADS framework includes a selective test generation GUI to build automatically a new

test suite after the occurrence of behavioral adaptations.

Figure 5.4: Screenshot of the selective test generation GUI.
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The new test suite is composed of reusable and retestable tests, selected from the old test

suite, new tests generated from the evolved behavioral model by UPPAAL CO
√

ER (version

1.4) (87) and some adapted ones obtained by test recomputation. Once the new test suite is

evolved, it is mapped to the TTCN-3 notation.

The first panel illustrated in Figure 5.4 deals with the model differencing step. Indeed, the

initial behavioral model and the evolved one are loaded, and then an Mdiff model highlighting

their similarities and their differences is computed. The next step consists in loading the old

test suite and performing a test classification.

Finally, we compute the new test suite by launching the UPPAAL CO
√

ER tool to generate

new tests, in a cost effective manner, by adapting obsolete and aborted tests and by including

resuable and restestable tests.

5.6 Application of RTF4ADS for Structural Adaptations

5.6.1 Teleservices and Remote Medical Care Systems

Teleservices and Remote Medical Care Systems (TRMCS) were introduced in the literature for

more than a decade ago (101). They were designed initially to provide monitoring and assistance

to patients suffering from chronic health problems. Thus, they send emergency signals to the

medical staff (such as doctors, nurses, etc.) to inform them with the critical state of a patient.

Recently, both the architecture and the behaviors of such medical care systems are evolved and

enhanced by more elaborated functionalities (for instance, the acquisition, the analysis and the

storage of biomedical data) and sophisticated technologies (102; 103; 5; 6).

New components and features can be installed at runtime during system operation in order

to fulfill new requirements such as adding new health care services, updating the existing ones

in order to support performance improvements, etc. Such adaptability is essential to ensure

that the healthcare system remains within the functional requirements defined by application

designers, and also maintains its performance, security and safety properties.

Following these directions, we provide our own architecture of the TRMCS application which

is inspired mainly from (103). Its main architecture is highlighted through a UML deployment

diagram depicted in Figure 5.5. We assume that initially a given patient is suffering from

chronic high blood pressure. Thus, he is equipped with a Blood Pressure Sensor and a Heart

Rate Sensor that measure respectively his arterial blood pressure and his heart-rate beats per

minute. Periodic reports are built and stored in the medical database. They are also accessible

for consultation from the medical staff. The Analyzer component is charged with analyzing the
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Figure 5.5: The basic configuration of TRMCS.

monitored data in order to detect whether some thresholds are exceeded. In that case, an Alarm

component is invoked with the aim of sending help requests to the medical staff.

5.6.2 TRMCS implementation

The TRMCS is fully implemented as an OSGi application. Developed by OSGi Alliance (15),

the OSGi specification describes how to build service-oriented and loosely coupled systems. This

standardized technology defines a lightweight framework based on Java Runtime Environment

and a set of installed bundles. Bundles are software components, packed in JAR files. A bundle is

designed as a minimal deliverable application in OSGi that is composed of cooperating services,

which are discovered after being published in the OSGi service registry. It is capable of either

exporting Java packages and exposing functionalities as services to other bundles or importing

Java packages or services from other bundles (104; 105).

5.6.3 TRMCS test specification

To show the high expressiveness of the TTCN-3 language in supporting various testing levels

(i.e., unit and integration tests) and different testing purposes (i.e., functional tests, load tests,

availability tests, etc.), some test scenarios are studied and their mapping to the TTCN-3 no-

tation is given afterwards. Given that the entire test scenarios are too lengthy to describe, four

examples are provided to highlight the most common types of test scenarios. First of all, these

scenarios are introduced in a descriptive way then their mapping to the TTCN-3 code is given.
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• Guarantee of help service delivery: This scenario can be used to test the situation

in which the analysis of monitored critical events are triggered or threshold conditions are

reached (i.e., when the heart rate exceeds a certain level of tolerance). In this context,

emergency signals are sent to the appropriate medical staff.

• Achievement of timing constraints: This scenario is used to check that the Alarm

component must send the help request to the Nurse component in a duration that does

not exceed 15 time units.

• Availability of a component: This scenario serves to check component availability after

the occurrence of dynamic reconfigurations (i.e., adding, updating or migrating compo-

nents). For instance, in case of patient mobility in and out of the local server’s range,

we have to check that wearable medical sensors are accessible and can be invoked from

components deployed on the local server.

• Concurrent test requests: This scenario is used to simulate the situation in which

multiple users request the service under test at the same time. The dynamic creation of

PTCs in TTCN-3 standard enables our framework to create a number of virtual users that

send multiple test requests concurrently and perform load testing on the SUT.

In order to edit and compile the specified tests, we use respectively the TTCN-3 Core Language

Editor (CL Editor) and the TThree Compiler that are included in the TTworkbench basic tool.

The generated Jars are stored in the Test Case Repository for further use and can be dynamically

loaded during the runtime test execution to check dynamic changes.

5.6.4 Evaluation and overhead estimation

We carried out some experiments to measure the overhead introduced by the use of the

RTF4ADS framework when structural adaptations take place. Thus, the main objective is

to estimate the dependency analysis, the test selection, the constrained test component place-

ment and the test execution overheads and to determine which parameters have a significant

effect on each of them. Thereby, we deployed our distributed test system as well as the TRMCS

application on five machines: a PC with Intel Core 2 Duo CPU and 2 GO of main memory,

another PC with Intel Core i7 and 8 GB of main memory and three virtual machines having

each 2.30 GHz CPU and 512 MB of main memory. Using this experimental setting, we deployed

four TT4RT instances on the involved test nodes identified during the test component placement

step. RTF4ADS user interfaces were deployed on a separate host (see Figure 5.6).
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Figure 5.6: The adopted testbed.

The different experiments that we carried out show that the runtime testing cost in terms

of execution time and memory consumption increases significantly while the amount of tests

to run or the number of test components to deploy rises. Compared to one of the traditional

test selection strategy, the Retest All strategy (106), which re-executes all available tests, our

proposal seems to be more efficient as it reduces the number of tests to rerun. In addition, the

adopted test selection technique does not require much time to identify the unit and integration

tests involved in the runtime testing process. Even in the worst case, when the whole system is

affected by the dynamic change, we reduce the impact of the runtime testing on the system under

test and on its environment by distributing test cases and their corresponding test components

while fitting the resource and connectivity constraints.
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Figure 5.7: The impact of resource and connectivity awareness on test results.

The experiment outlined in Figure 5.7 shows the importance of the constraint test component

placement module and its impact on the final test results. In the following, three cases of test

results are obtained while executing twenty one selected tests.

• In the first case, our test placement module was used to identify the adequate test hosts

and our test system was run to perform the selected tests. The seeded faults were detected

and thus we obtained seventeen Pass and four Fail verdicts.
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• In the second case, we assume that the hospital computer is disconnected from the network.

However, this connectivity problem was not taken into consideration during the testing

process. As a result, six test requests were sent from their corresponding test components

without receiving any response. In this situation, neither a Pass nor a Fail verdict can be

assigned and thus six inconclusive verdicts are obtained.

• The third case shows the test results obtained while executing the twenty one tests on

some overloaded nodes. As in Case 2, the tests results are influenced by the execution

environment state and consequently several verdicts were set to inconclusive. Such test

results were obtained due to the timeout occurrence during the test execution.

To sum up, runtime testing may affect not only the SUT performance and responsiveness

but also the test system itself could be impacted. Thus, resource and connectivity awareness

appears to be a solution in order to have a high confidence in the validity of the test results as

well as to reduce their associated cost.
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Figure 5.8: The overhead of the whole runtime
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solution in step 3.
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Figure 5.9: Assessing the overhead of the whole
runtime testing process while searching for a sat-
isfying solution in step 3.

The experiments presented in Figure 5.8 and Figure 5.9 show that the different overheads

introduced by our runtime testing support are relatively low. In fact, we find out that the sum

of all overheads including the dependency analysis (step 1), the test selection (step 2), the test

placement (step 3) and the test execution (step 4) overheads does not exceed 2.5 seconds in

the worst case (i.e., when we are looking for an optimal solution in step 3). This cost can be

justified by the use of exact methods in the current version of the constrained test component

module. It is obvious that this resolution technique is one of the most costly ways to find the

best solution from all feasible solutions. As illustrated in Figure 5.9, this cost decreases when we

simply look for a feasible solution of test component placement. In this case, our test framework

requires less than 1.5 seconds for checking Conf 5. With the aim of guaranteeing the scalability

of RTF4ADS, we recommend to make do with generating the satisfying solution as it consumes

less time when the numbers of test components and host nodes increase.
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5.7 Application of RTF4ADS for Behavioral Adaptations

5.7.1 Toast architecture

The interest in telematics and fleet management systems has witnessed an increase during the

last decade. The first generation of these systems provides simple functionalities such as vehicle

tracking systems. The latters include but they are not limited to the Global Positioning System

(GPS) technology integrated with other advanced sensors and the mobile communication tech-

nology. Currently, fleet management systems are more and more mature and highly developed.

Consequently, they involve sophisticated functions such as the supervision of the use and the

maintenance of vehicles, the monitoring and the accident investigation capabilities, and so on.

Moreover, the flexibility and the dynamic adaptability have become important attributes of a

fleet management system with the aim of adapting its behavior to the changing needs of the

industry and the increasing evolution in the automotive area.

Seeing all these features, a sample case study in this emergent domain is retained to show

the feasibility of our selective test generation approach after the occurrence of behavioral adap-

tations. As introduced in (107), Toast is a typical fleet telematics system used to demonstrate

a wide range of EclipseRT technologies. As an OSGi-based application, it provides means to

manage and to interact with vehicle devices at runtime. Initially, we start with a simple sce-

nario that covers the case of emergency notification. In this situation, the vehicle comprises

three devices : an Airbag, a GPS and a Console. If the airbag deploys, an Emergency Monitor

is notified. The monitor asks the GPS for the vehicle position and speed (see Figure 5.10) and

displays the obtained data on the vehicle console.

Mise à jour 19/04

Emergency Monitor

SUT part

ENV part
i?

Airbag+ Console

GPS

IGps

ENV part
i?

O!

Figure 5.10: The initial Toast architecture.

In the following, we consider the Airbag and the Console components as a part of the

environment. Our system under test is made up of GPS and Emergency Monitor components.

SUT and ENV parts are modeled by a network of UPPAAL timed automata as shown in

Figure 5.11. At the beginning, timing constraints are not considered and we focus mainly on

the synchronization of input and output signals between the Toast components.
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When the Airbag is deployed (via the action deploy), the Emergency Monitor interacts with

the GPS to get the vehicle’s latitude, longitude, heading and speed. Once this information is

obtained, it is displayed on the console with an emergency message (modeled by the action

displayData).

_7 _6 _5 _4

_3_2_1_0

Speed!

getSpeed? Head! getHead?

Long!

getLong?Lat!getLat?

(a) The initial GPS model. (b) The environment model.

(c) The initial Emergency Monitor model.

Figure 5.11: Toast behavioral models.

5.7.2 Dynamic Toast evolution

Starting from the basic configuration introduced in the previous section, new components and

features can be installed at run-time during the system execution. For instance, we can add a

new application that tracks the vehicle’s location and periodically reports to the control center.

A support for climate control can be integrated, as well. As illustrated in Table 5.1, six cases of

behavioral adaptations are considered.

5.7.3 Applying the selective test generation method after Toast evolution

To check the correctness of the evolved Toast application in a cost effective manner, we have to

evolve the test suites by making use of the TestGenApp module. The first step in this module

consists in comparing the initial behavioral model and the evolved one. As output, it generates

an Mdiff model that highlights the similarities and difference between timed automata. It is

worthy to note that several cases of evolution are studied in the following. For each case, the

obtained Mdiff model is automatically exported from the UPPAAL model checker. Once the

test generation process is achieved, the transformation of the abstract test sequences to concrete

tests should be performed.
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Table 5.1: Several studied Toast evolutions.

Scenarios Evolution description Kind of the evolution SUT templates Locations Transitions

Case 0 Initial Toast configuration ——–
GPS
Emergency

8
10

8
10

Case 1 Updated GPS behavior

Complex (adding
locations and
transitions)

GPS
Emergency

13
15

15
17

Case 2
Error support in GPS
data transmission

Complex (adding
locations and
transitions)

GPS
Emergency

27
29

36
38

Case 3
Removal some behaviors
within the GPS

Complex (removing
locations and
transitions)

GPS
Emergency

23
25

31
33

Case 4
Addition of the Back End
Server

Complex (adding a
new template)

GPS
Emergency
Back End

23
26
3

31
34
3

Case 5
Addition of the Tracking
Monitor

Complex (adding a
new template)

GPS
Emergency
Tracking
Back End

23
26
11
6

31
34
11
6

Case 6

Addition of the Climate
Controller and the
Climate Monitor

Complex (adding two
new templates)

GPS
Emergency
Tracking
Back End
Climate Monitor
Climate Controller

23
26
11
6
9
6

31
34
11
6
12
9

5.7.4 Test distribution and execution

At this stage, the new abstract test suite is computed after the occurrence of behavioral adap-

tations. In addition, its mapping to the TTCN-3 notation is achieved with the aim of obtaining

concrete tests. Once the latter are compiled by using the TTthree compiler, executable TTCN-3

tests are ultimately produced. To execute the obtained tests, RTF4ADS is called, more con-

cretely its constraint test placement module as well as its test isolation and execution module.

5.7.5 Evaluation and overhead estimation

In this section, we carried out some experiments to measure the overhead introduced by the use

of TestGenApp module when different scenarios of behavioral evolutions take place. Thus, the

main objective is to compute the number of generated traces after each evolution and estimate

the execution time required for the model differencing step, the test classification step and

ultimately for the test generation step with UPPAAL CO
√

ER.

Table 5.2 illustrates the studied Toast evolution scenarios and pinpoints the comparison

between our proposal TestGenApp and two well-known regression testing strategies : the Re-

generate All and the Retest All approaches. Recall that the first one consists in generating all

tests from the new evolved model. The second approach deals with re-executing all tests in the

old test suite issued from the old behavioral model and generating new tests that cover only

new added behaviors.
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Table 5.2: Comparison between Regenerate All, Retest All and TestGenApp strategies.

Scenario Case study evolutions Regenerate All Retest All TestGenApp
Old New Reusable New Retestable Adapted

1 From Case 0 to Case 1 7 traces 3 4 1 4 2 0
2 From Case 1 to Case 2 18 traces 7 14 1 14 6 0
3 From Case 2 to Case 3 14 traces 18 0 1 0 11 4
4 From Case 3 to Case 4 17 traces 14 2 7 2 7 0
5 From Case 4 to Case 5 19 traces 17 2 17 2 0 0
6 From Case 5 to Case 6 28traces 19 9 19 9 0 0

Compared to the Regenerate All technique, our proposal reduces the number of generated

traces as shown in Table 5.2. For instance, the evolution from Case 0 to Case 1 requires the

generation of seven traces with the Regenerate All strategy. The application of TestGenApp

produces the selection of one trace as a reusable test that covers the unimpacted parts of the

model. Moreover, two old traces are classified as retestable tests. Only four traces are newly

generated to cover the newly-added transitions in both the GPS and the Emergency models.

Similarly, instead of generating the full test suite (fourteen traces here) when the Toast

architecture evolves from Case 2 to Case 3, only four traces are adapted in order to cover the

modified transitions in the SUT models. Eleven old traces are still valid and can be re-executed

to prove that these reductive changes have no side effects on the unimpacted parts of the model.

Moreover, one trace is considered as a reusable test.

Concerning the Retest All strategy, we notice that this strategy does not make any analysis

before re-executing tests. Its main limitation consists in re-executing obsolete tests which are

no longer valid. For example, when the Toast evolves from Case 2 to Case 3, four traces from

the old test suite cannot be animated on the new model and then they may cause failure during

test execution. This failure is not caused by a faulty behavior in the system but it is due to the

execution of invalid tests. Consequently, we conclude that selecting valid and relevant tests to

run is highly recommended because it provides a high degree of confidence in the evolved system

without rerunning the overall test suite.
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Figure 5.12: Comparison between TestGenApp and Regenerate All approaches.
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Figure 5.12 outlines two experiments that we conducted on a machine with Intel Core i7 and

8 GB of main memory. They show that TestGenApp and Regenerate All approaches depend

highly on the model scale either in terms of generation time or generated traces.

Regarding the number of generated traces after each evolution, we notice that an increase

in the number of involved templates, locations and transitions causes an increase in the test

suite size. As depicted in Figure 5.12a, it is obvious that the TestGenApp produces less traces

than the Regenerate All strategy since it focuses only on covering new behaviors in the evolved

model.

Regarding the generation time, Figure 5.12b shows that this measure follows the model scale,

as well. In case of small systems (e.g., Toast scenarios in Case 1, Case 2 and Case 3), TestGenApp

overhead in terms of test generation time is greater than Regenerate All as it performs several

tasks : model differencing, test classification and test generation (see Figure 5.13). When we

deal with large systems, we notice that the cost of generating the complete test suite is higher

than generating only new behaviors.
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Figure 5.13: The overhead of the TestGenApp modules.

Such experiments show the clear benefits of the TestGenApp especially in case of large scale

models and elementary modifications (i.e., Adding/removing/modifying a location and/or a

transition). It is easier to generate a minimal set of tests from the part of the model impacted

by the dynamic change rather than performing a full regeneration.

Compared to the typical solutions such as Regenerate All and Retest all, TestGenApp gives

an important information about the obtained tests and which parts of the SUT they cover. As

a result, test prioritization can be easily applied in our context and tests covering critical zones

have the priority to be executed first.
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5.8 Summary

The achievement of a well-implemented prototype for runtime testing of dynamic adaptations

was pinpointed in the present chapter. The obtained framework includes the realization of both

approaches proposed to check structural and behavioral adaptations. Some implementation

details in terms of input files, output results and used tools required for each module were pre-

sented. Moreover we reported on two case studies. On the one hand, we illustrated the efficient

execution of runtime tests in case of dynamically adapting the structure of an e-Health case

study. On the other hand, our tool was used to update test suites when behavioral adaptations

take place in the case of a telematic application.



Part II

Combining Load and Functional Tests



CHAPTER 6

A Comparative Evaluation of State-of-the-Art of Load Testing Approaches

6.1 Introduction

In order to deliver quality assured software and avoid potential costs caused by unstable software,

testing is essential in software life cycle. Load testing is one of the testing types with high

importance. It is usually accompanied by performance monitoring of the hosting environment.

The purpose of this chapter is to present related solutions to load testing issues in different fields

and emerging paradigms, and to evaluate them in order to identify their advantages and their

shortcomings. Looking at the areas focused by existing researchers, gaps and untouched zones of

different systems relatively to load testing can be discovered. This investigation is a preliminary

step for our research work in the context of load testing of Web service compositions, considered

as an arising concept in Service-Oriented Architecture (SOA).

The remainder of this chapter is organized as follows. Section 6.2 explains the motivation

behind the work presented in this chapter. Some background information on load testing con-

cepts and a general overview of their challenges are presented in Section 6.3. A classification of

the load and stress testing approaches is presented in Section 6.4. Section 6.5 lists the criteria

used in the comparative evaluation as well as a summary of the evaluation. Finally Section 6.6

concludes the chapter.



6.2 Motivation 58

6.2 Motivation

Many software applications must provide services to hundreds or thousands of users concurrently.

These applications must be load tested to ensure that they can function correctly under high

load. Indeed, load testing is a process of subjecting a computer, peripheral, server, network or

application to a workload approaching the limits of its specifications. Unlike stress testing, which

evaluates the extent to which a system keeps working when subjected to extreme workloads or

when some of its hardware or software has been compromised, the primary goal of load testing

is to define the maximum amount of work a system can handle without significant performance

degradation. For that, load testing requires one or more load generators which mimic clients

sending thousands or millions of concurrent requests to the application under test. During the

course of a load test, the application is monitored and performance data along with execution

logs are stored.

However, load testing is usually very time consuming. A test run typically lasts for several

hours or even a few days. A memory leak, for example, might take hours or days to fully manifest

itself. Therefore, load tests have to be long enough. Also, load tests are usually performed at

the end of the testing phase after all the functional tests. Testing in general is performed at

the end of a development cycle. Thus, load testers are usually under a tremendous pressure to

finish testing and certify the software for release.

In this context, several approaches have been proposed with the aim to perform load or/and

stress testing of different systems, such as program codes (108), network applications (109), dis-

tributed systems (110) and software applications (111), (112). This chapter focuses on load and

stress testing issues in general and offers a detailed survey of state-of-the-art testing approaches.

By offering an overview and a classification of current approaches which are related to both load

and stress testing, it is hoped to provide an essential outlook for future research in different

areas, particularly concerning load testing of Web service compositions, both in academia and

industry.

6.3 Load & Stress Testing

In this section, we present some related concepts and challenges to both load and stress testing

areas.
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6.3.1 Definitions

Testing is an important stage in software life cycle. It is an assurance of software quality and an

effective way to avoid potential costs caused by unstable software. Indeed, it verifies the expected

results are achieved or not and correct the bugs as soon as possible. In software development

processing, bugs always exist no matter what technology is adopted. Thus, testing is applied

to find bugs, and used to calculate software bugs density (113). In a typical software project,

the percentage of software testing workload is about 40%. Particularly, many systems ranging

from e-commerce websites to telecommunications must support concurrent access by hundreds

or thousands of users. To assure the quality of these systems, load testing is a required testing

process in addition to conventional functional testing procedures, such as unit and integration

testing, which focus on testing a system based on a small number of users. In fact, load and

stress testing are important to guarantee the system is able to support specified load conditions

as well as properly recover from the excess use of resources. The generation of test cases to

achieve levels of load and stress is thus a demanding task.

On the one hand, load testing (114; 115) assesses how a system performs under a given

load. The rate at which transactions are submitted to the system is called the load (116). Load

generators are used to induce load on the system under test (117), i.e., imitating thousands

of users committing concurrent transactions to a system. During the course of a load test,

the system is strictly monitored and important sources of data exposed by the system, i.e.

performance metrics, are collected. These metrics include numerical measurements related to

the system’s state and performance (e.g., CPU, memory utilization, network usage, etc.). One

of load testing objectives is to determine the maximum sustainable load the system can handle.

It reveals programming errors that would not appear if the system executes with a small/limited

workload. Such errors are called load sensitive faults and emerge when the system is executed

under a heavy load.

On the other hand, stress testing (116; 114; 115) refers to subject a system to an unreasonable

load with the intention of breaking it. A stress test denies a system the resources (e.g., RAM,

disk, interrupts, etc.) needed to process a certain load. It is designed to cause a failure and to

test the system’s fault recovery capability. The system is not expected to process the overload

without adequate resources, but to behave (e.g., fail) in a reasonable manner (e.g., not corrupting

or losing data). By automatically driving the resource usage to its limit, load sensitive faults

can be detected and performance issues can be verified under stress conditions. The automatic

identification of these faults can have a large impact on the quality of the products released as

well as on the reduction of the required test effort.
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6.3.2 Challenges

Load testing is an area of research that has not been explored much. Actually, load testing is a

difficult task requiring a great understanding of the application under test. Besides, load testing

involves the setup of a complex load environment. The application under test should be setup

and configured correctly. Similarly, load generators must be configured properly to ensure the

validity of the load test. Then, test results must be analysed closely to discover any problem in

the application under test, in the load environment, or in the load generation.

Particularly, load testing uncovers residual functional and performance problems that slipped

through the conventional functional testing. Indeed, a functional problem results in processing

happening at the wrong place in the wrong order (118). In order to verify functional correctness,

load test engineers first check whether the application has crashed, restarted or hung during the

load test. Then, they perform a more in-depth analysis by grepping through the log files for

specific keywords like failure or error. Load test engineers analyse the context of the matched

log lines to determine whether these lines indicate problems or not. There are two limitations in

the current practice for checking functional correctness. Firstlym terms like ‘error’ or ‘failure’

are worth investigating. A log such as Failure to locate item in the cache is probably not a bug.

Secondly, not all errors are indicated in the log file using the terms ‘error’ or ‘failure’.

On the other hand, performance problem results in processing taking too much or too little

of important resource. A request that takes too long may indicate a bottleneck, while a request

that finishes too quickly may indicate truncated processing or some other performance bug (112).

With the aim to evaluate performance criteria, load test engineers first use domain knowledge to

check the average response time of a few key scenarios. Then, they examine performance metrics

for specific patterns. Finally, they compare these performance data with previous releases to

assess whether there is a significant increase in the utilization of system resources. However, the

current performance analysis practice is not efficient, since it takes hours of manual analysis.

Current practice is neither sufficient for the following two reasons: first, checking the average

response time does not provide a complete picture of the end user experience, as it is not clear

how the response time evolves over time or how response time varies according to load. Second,

merely reporting symptoms like system is slowing down or higher resource utilization does not

provide enough context for developers to reproduce and diagnose the issues.

All the previously described challenges may explain the existence of relatively few works

dealing with load and stress testing in various fields as introduced in the next section.
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6.4 Classification of Load & Stress Testing Solutions

Many systems must offer services to a great number of users at the same time. Thus, they must

be load tested in order to guarantee that they behave correctly under high load. In this section,

we expose some related solutions to both load and stress testing issues in different fields.

6.4.1 Load & Stress Testing Tools

Load testing tools are used for software performance testing in order to create a workload on

the system under test, and measure response times under this load. Load testing tools are

available from large commercial vendors such as Borland, HP Software, IBM Rational and Web

Performance Suite, as well as Open source projects. In the following, we expose efforts made

particularly in the context of Web applications and Web service compositions load testing.

• Web Applications Field: Nowadays, Web applications are widely used, one fact is ob-

vious: most of Web applications are public and used by vast number of users, which are

making a considerable traffic load on hosting environments and Web sites. By the way,

(119) analysed and compared several existing tools which facilitate load testing and per-

formance monitoring, in order to find the most appropriate tools by criteria such as ease

of use, supported features, and license. Selected tools were put in action in real environ-

ments, through several Web applications. In order to introduce different capabilities of

tools, including distributed testing, security support, results analysis, monitoring of key

parameters, etc., (119) presented the test results of a Web application being developed

in ENT (Ericsson Nikola Tesla). They concluded at the end that concerning load testing

tools, the most required feature was support for performing load test process steps, with

emphasis on recording, distributing tests, HTTPS and AJAX support.

• Web Service Compositions Field: Furthermore, Web service compositions provide

services to thousands of users concurrently. These applications must be load tested to

ensure that they can function properly under high load. In this context, the infrastructure

of Oracle BPEL Process Manager, an existing commercial tool, offers a solution for deploy-

ing and managing designed BPEL processes in particular. Moreover, the BPEL console,

which is provided by Oracle BPEL Process Manager, includes stress test capability that

makes it possible to perform load testing of a deployed BPEL process and then to view

performance statistics of the flow under stress. Enabling stress test permits to perform a

continuous series of invocations of the Web service operation. At the end of test, Oracle

BPEL Process Manager generates a final report.
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6.4.2 Load & Stress Testing Approaches

There are different research works dealing with load and stress testing in various contexts. In

the following, we describe these approaches in chronological order.

• Avritzer (1993, 1994, 1995): (120; 121),(122) introduced a load testing technique

called Deterministic Markov State Testing. This approach is limited to applications that

can be modeled by a Markov Chain since the input data is assumed to arrive according

to a Poisson distribution and is serviced in an exponential distribution. In addition, the

authors proposed a class of load test case generation algorithms for telecommunication

systems which can be modeled by Markov chains. The proposed black-box techniques are

based on system operational profiles. Indeed, the operational profile is used to build a

Markov chain that represents the software’s behaviour. Only the most likely test cases, as

computed from the most probable Markov chain states, are generated at planning time;

i.e. before the start of system test. Each test case certifies a unique software state. For

that, the Markov chain is first built. The operational profile of the software is then used

to calculate the probabilities of the transitions in the Markov chain. The steady-state

probability solution of the Markov chain is then used to guide the generation process of

the test cases according to a number of criteria, in order to target specific types of faults.

From a practical standpoint, targeting only systems which behaviour is modeled by Markov

chains can be considered as a limitation of this work. Furthermore, using only operational

profiles to test a system may not lead to stressing situations.

• Yang (1996): (108) proposed a technique to identify the load sensitive parts in sequential

programs based on a static analysis of the code. A load sensitive part is defined as a part

the correctness of which depends on the amount of input data or the length of time that

the program will execute continuously. In addition, the authors illustrated some load

sensitive programming errors, which may have no damaging effect under small loads or

short executions, but cause a program to fail when it is executed under a heavy load or

over a long period of time. Their proposed technique targets memory-related faults (e.g.,

incorrect memory allocation/de-allocation, incorrect dynamic memory usage) through load

testing. To explain, the approach first identifies statements in the module under test that

are load sensitive, i.e., they involve the use of malloc(·) and free(·) statements (in C)

and pointers referencing allocated memory. Then, data flow analysis is used to find all

Definition-Use (DU)-pairs that trigger the load sensitive statements. Test cases are then

built to execute paths for the DU-pairs.
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• Zhang (2002): (123) consider a multimedia system consisting of a group of servers and

clients connected through a network as a SUT (System Under Test). Stringent timing

constraints as well as synchronization restrictions are present during the transmission of

information from servers to clients and vice versa. The authors identify test cases that

can lead to the saturation of one kind of resource, namely CPU usage of a node in the

distributed multimedia system. For that, the authors first model the flow and concurrency

control of multimedia systems using Petri nets coupled with timing constraints. A specific

flavor of temporal logic is used to model temporal constraints. The following are some

of the limitations of their technique: (1) the technique cannot be easily generalized to

generate test cases to stress test other kinds of resources, such as network traffic, as this

would require important changes in the test model; (2) the resource utilization (CPU) of

media objects is assumed to be constant over time, although such utilization would likely

depend on the requests the server receives for example; (3) no variation of the technique

is proposed or even mentioned to stress test over a specific period of time.

• Grosso (2005): (109) proposed to combine static analysis and program slicing with

evolutionary testing, in order to detect buffer overflow threats. For that purpose, the

authors made use of Genetic Algorithms (GA) in order to generate test cases. Actually,

static analysis identifies vulnerable statements, while slicing and data dependency analysis

identify the relationship between these statements and program or function inputs, thus

reducing the search space. To guide the search towards discovering buffer overflow in

this work, the authors defined three multi-objective fitness functions and compared them

on two open-source systems. These functions account for terms such as the statement

coverage, the coverage of vulnerable statements, the distance from buffer boundaries and

the coverage of unconstrained nodes of the control flow graph.

• Briand (2005, 2006): (124; 125), suggested a methodology also based on GA with the

aim to analyse real-time architectures and determine whether deadlines can be missed.

The proposed method generates test cases, concentrating on seeding times for aperiodic

tasks, such that completion times of a specific task execution are as close as possible to

their deadlines. Indeed, they showed that task deadlines may be missed even though the

associated tasks have been identified as schedulable through appropriate schedulability

analysis. The authors noted that although it is argued that schedulability analysis simu-

lates the worst-case scenario of task executions, this is not always the case because of the

assumptions made by schedulability theory. Finally, the authors developed a methodology

that helps identifying performance scenarios which can lead to performance failures.
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• Garousi (2006): (110) presented a stress test methodology that aims at increasing

chances of discovering faults related to distributed traffic in distributed systems. The

proposed technique uses as input a specified UML 2.0 model of a system, extended with

timing information, and grants stress test requirements composed of specific Control Flow

Paths along with time values indicating when those paths have to be triggered so as to

stress the network to the largest extent possible. In particular, the introduced technique

mainly entails (1) a Network Deployment Diagram (following the UML package notation)

that describes the distributed architecture in terms of system nodes and networks, and

(2) a Modified Interaction Overview Diagram (following the UML 2.0 interaction overview

diagram notation) that describes execution constraints between sequence diagrams. Fi-

nally using the specification of a real-world distributed system, the authors designed and

implemented a prototype system and described how the stress test cases were generated

and executed.

• Bayan (2006): (126) proposed an approach for the automatic generation of test cases to

achieve specified levels of load and stress for a combination of resources. The technique

is based on the use of a PID (Proportional, Integral, and Derivative) controller to drive

the input and make the system achieve a specified level of resource usage. In fact, PID

controller accepts a setpoint as an input which represents the level of resource usage need

to be achieved by the application. The PID controller will use an initial test case, defined

by the tester, to drive the application to the desired level of usage, independently of the

initial test case value. Every time the current usage is fed back to the PID controller, it

generates a new gain. In general, positive gain represents an increase in the input and

negative gain reflects a decrease in the input.

• Jiang (2008, 2010): (111), (112) presented an approach that accesses the execution

logs of an application to uncover its dominant behaviour and signals deviations from the

application basic behaviour. The intuition behind the proposed approach is that load

testing involves the execution of the same operations a large number of times. Therefore,

it is expectable that the application under test would generate similar sequences of events

a large number of times. These highly repeated sequences of events are the dominant

behaviour of the application. Variations from this behaviour are anomalies which should

be closely investigated since they are likely to reveal load testing problems. The authors

also showed that their solution can automatically identify problems in a load test. However,

it requires domain knowledge by the load tester to perform properly.
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• Wang (2010): (127) described a realistic usage model to simulate user behaviours in

load testing of Web applications. Another workload model was also proposed to generate

realistic load for load testing. In addition, the paper demonstrates LTAF (Load Testing

Automation Framework) tool which is based on the two previous models and can carry

out load testing of Web applications automatically. The authors of this article recognize

that some enhancement of their proposal should be considered in the future concerning

the load model, as they could possibly find no solution or multiple solutions for the model.

Furthermore, the authors did not consider the think time, which is an import factor for

realistic load testing.

6.5 Discussion

In this section, we present some surveys on testing Web service compositions in general and we

discuss later existing solutions on particularly load testing of Web service compositions.

6.5.1 Comparative Evaluation of Existing Approaches

We notice that load testing concerns various fields such as mutlimedia systems (123), network

applications (109), embedded systems (126), etc. Furthermore, all these solutions focus on the

automatic generation of load test suites. Besides, most of the existing works aim to detect

anomalies which are related to resource saturation or to performance issues as throughput,

response time, etc.

Only (108) and (128; 129; 130) proposed a solution that allows to verify functional errors

in programs/implementations under load conditions. In fact, detected faults according to (108)

are related to dynamic memory allocation, and may occur because of memory leaks, incorrect

dynamic memory allocation, etc. In the context of BPEL compositions (128; 129; 130), possible

errors which may be detected under various load conditions are mainly the addition/omission

of non-specified/specified behaviours particularly within BPEL conditional branches. Another

potential error type is related to delays coding. Actually, such errors are introduced when

implementing synchronous communications conditioned by delays which are different from those

specified in the composition model.

In general, the used technique for load test generation is tightly coupled with the SUT model

or specification. For example, (123) model their SUT using Petri nets and adopt constraint

solving techniques for test generation. Also (110) make use of UML 2.0 as model and on

the other hand generate test cases based on identification of the control flow in corresponding

sequence diagrams.
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The identification of problem cause(s) (application, network or other) is not the main goal

behind load testing, rather than studying performance of the application under test, this fact

explains why few works address this issue. However, (128; 129) are able to recognize if the

detected problem under load is caused by implementation anomalies. Network or other causes

are ongoing works. Indeed, the authors are defining and validating an approach based on

interception of exchanged messages between the composition under test and its partner services.

That way it would be possible to monitor exchanged messages instantaneously, and to know

what is the cause behind their loss or probably their reception delay, etc.

Few research efforts, such (111), (112) and (128; 129; 130), are devoted to the automated

analysis of load testing results in order to uncover potential problems. Indeed, it is hard to

detect problems in a load test due to the large amount of data which must be analysed. Current

industrial practice mainly involves time-consuming manual checks which, for instance, search

through the logs of the application for error messages.

Finally, we remark that the majority of existing works illustrated their load testing solutions

based on academic or/and industrial case studies. Besides, different proposed approaches have

been concretized in form of testing tools. However, each developed prototype tool for load testing

depends on the SUT domain and is thus dedicated only to a particular context. For example,

RTTT tool (124; 125) is used for load testing of reactive real-time systems, whereas WSCLT

tool (129) aims to test non-conformances within BPEL compositions considering diverse load

conditions.

6.5.2 Testing of Web Service Compositions

A single web service may not be able to satisfy the need of a user. In such a situation, it is

possible to combine existing services together in order to fulfill this need. This act is called Web

service composition. Although many research works have been focused on the discovery, selection

and composition of Web services, research areas such as testing of Web services (especially Web

service compositions) are still new and immature (131). In general, testing is the process of

executing a program with the intent of finding errors. It involves activities such as specifying

test cases, generating test data, monitoring test execution, measuring test coverage, validating

test results and tracking system errors. We highlight that several research papers have been

written on testing of Web services addressing areas such as testing SOAP messages, WSDL

interfaces, and publish, find and bind capabilities. However, Web service composition testing

involves testing the extended interaction between the service provider and requester as well as

the composition schema which defines the business logic of the composite service.
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In this context, existing commercial tools such as Oracle BPEL process manager and Active

BPEL Designer support manual functional testing that allows testers to test BPEL descriptions

and service compositions based on requirements. Yet existing tools/approaches are not sufficient

to reveal structural errors of BPEL processes (132).

Some surveys on Web services testing can be found in (133), (134). Furthermore, (135) and

(136) provided surveys focusing on testing of Web service compositions. While Zakaria only

concentrated on unit testing of BPEL, Bucchiarone discussed Web service composition testing

from the aspect of orchestration and choreography, and classified research papers according

to them. However, Bucchiarone’s study was done in 2007 and there has been several other

research papers published since then. In addition, (137) discussed the importance of Web service

compositions testing and provided a classification of the most prominent approaches in this

area. For that, the authors presented several criteria for the comparison of these solutions, and

conducted a comparative evaluation of the corresponding proposed approaches. The results of

the paper gave an essential perspective to do research work on testing of composed Web services.

Besides, (138) provided a mapping study of current Web service compositions testing solutions

conducted by other researchers. In fact, a mapping study ‘involves a search of the literature to

determine what sorts of studies addressing the systematic review question have been carried out,

where they are published, in what databases they have been indexed, what sorts of outcomes

they have assessed, and in which populations’ (139). That way, (138) provided an overview

of the state of research in the area of Web service composition testing, with the intention of

enriching future research area by looking at the gaps and non treated issues yet.

One important type of testing Web service compositions is load/stress testing, as such ap-

plications solicit concurrent access by multiple users at the same time. Concerning existing

tools in this context, only Oracle has proposed a load testing module. But we noticed, that

it generates test reports which are not informative enough. In particular, no knowledge about

the application functional aspects is provided under load. Only the chronology and instant of

each thread invocation are presented. At the end of test, the rate of threads invocation per

second is evaluated. However, (128; 129; 130) proposed a complete solution for significantly

load testing Web service compositions. Indeed, the main contribution of their work is the veri-

fication of Web service compositions requirements (which are supposed to be formally modeled

using Timed Automata) under diverse load conditions. In addition, the authors suggested an

automated analysis of load testing logs. Also two different case studies, implemented as BPEL

processes, were used to validate and illustrate the solution. Finally, their work was concretized

in form of a complete testing tool WSCLT (129) extended with graphical user interfaces.



6.6 Summary 68

6.6 Summary

In this chapter, we investigated the opportunities as well as challenges of load and stress testing

in general. A classification of existing related works was reported, yet it is not possible to claim

that the list is exhaustive. Furthermore, several criteria were introduced in order to evaluate

and compare the different approaches. Finally, a summary of both comparison and evaluation

of the approaches were presented and the results were also discussed.

At the end, we remarked that there is no consensus on the best approach since each contri-

bution has its strengthen and weakness. Furthermore, each proposed solution is suitable for a

specific applicability domain. On the other hand, we noticed that most of the research papers

are from conference proceedings, which is an indication that the research area is still immature.

More work needs to be done in order to improve the current state of research in both load and

stress testing especially for the context of Web service compositions, which constitute actually

an emerging paradigm in the domain of Service-Oriented Architecture.



CHAPTER 7

A Model Based Approach to Combine Load and Functional Tests

7.1 Introduction

Many different errors may appear if the application is loaded whereas they may not appear under

normal execution conditions. Such errors are qualified as load sensitive errors (116). Thus, it

is essential to combine both functional and load testing types by adjusting the functional test

automation.

In fact, it is insufficient to record only pass/fail verdicts of the tests, but also to supervise

times of screens and objects, network communications, etc. That way, the functional test au-

tomation suite turns into a performance monitor, which ensures getting thorough test analysis

considering various load conditions. In this chapter, we propose a new model-based framework

that combines both functional and load tests. Our new framework is based on the model of

extended timed automata with inputs/ouputs and shared integer variables.

The remainder of this chapter is organized as follows. In Section 7.2, we describe our proposed

formal model-based framework to combine functional and load tests. Our solution is based on

the model of extended timed automata with inputs/ouputs and shared integer variables. Some

modelling issues are discussed in Section 7.3. In Section 7.4, we report on a case study from the

healthcare field. Finally, Section 7.5 provides a conclusion for the chapter.
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7.2 Extended Timed Automata

We extend the framework presented in (2). We use timed automata (11) with deadlines to model

urgency ((2)). An extended timed automaton over Ac is a tuple A = (Q , q0,X , I,Ac,E), where:

• Q is a finite set of locations;

• q0 ∈ Q is the initial location;

• X is a finite set of clocks;

• I is a finite set of integer variables;

• E is a finite set of edges.

Each edge is a tuple (q , q ′, ψ, r, inc, dec, d, a), where: q , q ′ ∈ Q are the source and destination

locations; ψ is the guard, a conjunction of constraints of the form x#c, where x ∈ X ∪ I, c is an

integer constant and # ∈ {<,≤,=,≥, >}; r ⊆ X ∪ I is a set of clocks and integer variables to

reset to zero; inc ⊆ I is a set of integer variables (disjoint from r) to increment by one; dec ⊆ I is a

set of integer variables (disjoint from r and inc) to decrement by one; d ∈ {lazy, delayable, eager}

is the deadline; a ∈ Ac is the action.

An example of an extended timed automaton A = (Q , q0,X , I,Ac,E) over the set of actions

Ac = {a, b, c, d} is given in Figure 7.1 where : Q = {q0, q1, q2, q3} is the set of locations; q0

is the initial location; X = {x} is the finite set of clocks; I = {i} is the finite set of integer

variables; E is the set of edges drawn in the Figure. The figure uses the following notation:

“x := 0” means resetting the clock x to 0; “i := 0” means resetting the integer variable i to 0;

“i + +” means incrementing i by 1; “i −−” means decrementing i by 1.

Figure 7.1: An example of an extended timed automaton.
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7.3 Modelling Issues

In this section we illustrate some methodological aspects of our framework. First we explain

how it is possible to combine both functional and load aspects within the same model. For

instance in Figure 7.2, the response time to produce the output action b with respect to the

input action a depends on the number of concurrent instances of the considered system under

test as follows: output b is generated within at most 1 time unit if the number of concurrent

instances is smaller or equal to 100; output b is generated within at most 2 time units if the

number of concurrent instances is between 101 and 1000; output b is generated within at most

3 time units if the number of concurrent instances is greater or equal to 1001;

Figure 7.2: An example showing how the time response of the SUT may depend on the number
of concurrent instances.

Figure 7.3: An example where the SUT produces different output actions depending on the
current load.
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In Figure 7.3, we show how to model the fact that the SUT may even produce different output

actions with respect to the same input action depending on the current number of concurrent

instances of the considered system. The SUT may produce either b, c or d . On the first hand,

output a may be seen as the normal output generated by the SUT when the load the smaller

or equal to 100. On the other hand, output b may correspond to the situation where the SUT

still produces the same desired output action. However this time the output action is mixed

with a warning message to inform the user that the system is starting entering a critical area

(load between 101 and 1000). Finally, output c may correspond to the production of an error

message meaning that the SUT is no longer able to produce the desired output action since the

load is too high (greater or equal to 1001).

Figure 7.4: An example where the SUT adopts different sophisticated behaviours depending on
the current load.

Figure 7.5: The general scheme of the extended timed automaton modelling the system under
test.



7.3 Modelling Issues 73

In Figure 7.4, we consider a more sophisticated situation where the SUT can produce com-

plete different behaviours depending on the current load. Three distinct behaviours are possible

according to the figure. Behaviour 1 can be considered as the nominal behaviour of the con-

sidered system as in the previous example. The two other behaviours may correspond to the

situation where the system under test is trying to find a suitable way to deal with the increase

of the current number of concurrent instances and to improve the quality of the service. For in-

stance a possible solution may consist in allocating additional resources to overcome the current

critical situation.

In Figure 7.5, we propose a general scheme of the extended timed automaton modelling the

system under test. Normally we have to start with an increment of the total number of active

instances of the SUT and to finish with a decrement of this counter. Between these two events

the behaviour of the SUT is modelled.

Figures 7.6 and 7.7 illustrate different strategies for creating new instances of the SUT. In

the first case (Figure 7.6) any instance of the SUT may participate to the generation of new

instances. Whereas in the second case (Figure 7.7) a particular central instance is in charge of

creating new instances.

In Figures 7.8 and 7.9, we show how it is possible to consider different situations for deleting

current instances of the SUT. In the first situation (Figure 7.8) each instance of the SUT is in

charge of killing itself. In the second situation (Figure 7.9) a central component is in charge of

killing the different instances of the SUT.

Figure 7.6: Any instance of the SUT may participate to the generation of new instances.

Figure 7.10 explains how counter i is used to follow the increase and the decrease of the

current active concurrent instances of the SUT.
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Figure 7.7: A central instance of the SUT is in charge of creating new instances.

Figure 7.8: Each instance of the SUT is in charge of killing itself.
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Figure 7.9: A central component is in charge of killing the different instances of the SUT.

Figure 7.10: The integer variable i allows to follow the increase and the decrease of the number
of active instances of the SUT.

Figure 7.11: The use of other integer variables to model other aspects of the SUT.
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Figure 7.11 gives a situation where we can use other integer variables to model other aspects

concerning the SUT. In the example proposed by the figure we take into account memory storage

capacity. A new shared integer variable is used for this purpose. The action “store data” may

happen only if the current storage capacity is greater or equal to 80%. As soon as this action

takes place, the storage capacity is increased by 20%.

7.4 Illustration through the TRMCS case study

7.4.1 Case study description

For a given patient suffering from chronic high blood pressure, measures like his arterial blood

pressure and his heart-rate beats per minute are collected periodically (for instance three times

per day). For the two collected measures, a request is sent to the TRMCS process. First, the

SS is invoked to save periodic reports in the medical database. Then, the AnS is charged with

analyzing the monitored data in order to detect whether some thresholds are exceeded. This

analysis is conditioned by a waiting/processing time. Indeed, the process should receive a re-

sponse from the AnS before reaching 30 seconds. Otherwise, the process sends a connection

problem report to the MS. In case of receiving the analysis response before reaching 30 seconds,

two cases/scenarios are studied. If thresholds are respected/satisfied, a detailed reply is sent to

the corresponding patient. Otherwise, the AlS is invoked in order to send emergency request-

s/urgent notification to the medical staff (such as doctors, nurses, etc.). Similarly to the AnS,

the AlS is constrained by a waiting time. If medical staff are notified before reaching 30 seconds,

the final reply is sent to the corresponding patient. Otherwise, the MS is invoked.

7.4.2 Reference specification expressed in Timed Automata

We give the specification of the previously described TRMCS scenario using Uppaal, an inte-

grated tool environment for modeling, validation and verification of systems modeled as networks

of Timed Automata (85). In Uppaal, synchronous communication between the Timed Automata

is performed by hand-shake synchronization using input and output actions. Output and input

actions are denoted with an exclamation mark and a question mark respectively, e.g., a! and

a?. Asynchronous communication is achieved by means of shared variables. Throughout the

chapter we use Uppaal syntax to illustrate Timed Automata, and Figure 7.12 is direct exported

from Uppaal, where x is a local clock. In addition, initial locations are marked using a double

circle. Edges are by convention labelled by the triple: guard, action, and assignment in that

order. Finally, bold-faced clock conditions placed under locations are location invariants.
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Figure 7.12: The TRMCS process modeled in Timed Automata.

Before referring to the elaborated specification expressed in Timed Automata for testing

different TRMCS BPEL implementations, we should be sure that this model respects both

functional and non-functional system requirements. For that, Uppaal proposes a simulation

module of systems modeled in Timed Automata which enables to follow how the built model

can evolve in time. The realized simulations allowed us to detect and correct some errors when

modeling our considered TRMCS scenario in Timed Automata. Furthermore, we made use of

Uppaal’s verification module which enables to check various properties (e.g. safety, liveness,

deadlock, etc.) of our created model. That way, we obtain at the end a checked and valid

specification expressed in Timed Automata as a reference for testing later.

7.4.3 Illustration of some modelling patterns

In the following, we explain some methodological aspects of our proposed framework. The aim

is to show how it is possible to combine both functional and load aspects within the same

model. In our case we refer to the TRMCS process modeled in Timed Automata as depicted in

Figure 7.12.
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As a first pattern example, we show in Figure 7.13 how to model the fact that the TRMCS

produces different output actions with respect to the same input action Patient Request de-

pending on the current number of concurrent instances. Indeed, the SUT may produce either

invoke LocalStorage or invoke CloudStorage. On the first hand, output invoke LocalStorage

may be seen as the normal output generated by the TRMCS when the load is smaller or equal

to 50. It corresponds to SS invocation in order to save periodic reports in the medical local

database.

On the other hand, output invoke CloudStorage concerns the situation where the load is

greater than 50. We suppose that this situation corresponds to SS invocation to store reports

in a remote medical database hosted on Cloud. In fact, as the number of concurrent users

increases significantly, the local database may be saturated. Thus, Cloud storage seems to be

a good solution in this case as it provides users with various capabilities to store and process

their data in either privately owned, or third-party data centers that may be located far from

the TRMCS user.

Figure 7.13: Pattern 1: The TRMCS produces different output actions depending on the current
load.

Figure 7.14 presents a situation where we can use other integer variables in order to model

other aspects concerning the TRMCS. Indeed, we take into account storage capacity. A new

shared integer variable is used for this goal. The action invoke Storage may happen only if the

current storage capacity is greater or equal to 80%. As soon as this action occurs, the storage

capacity is increased by 20%. Definitely, other integer variables may be used to model other

aspects such as network connectivity, memory, CPU use, etc.
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Figure 7.14: Pattern 2: The use of a new shared integer variable to model the storage capacity.

Figure 7.15: Pattern 3: The time response of the TRMCS depends on the number of concurrent
instances.

In Figure 7.15, the response time to produce the output action resp AlS with respect to the

input action invoke Alerting depends on the number of concurrent instances of the considered

TRMCS under test as follows:

• output resp AlS is generated within at most 30 seconds if the number of concurrent in-

stances is smaller or equal to 50. In case of exceeding this deadline, the MS is invoked in

order to treat the report concerning the AlS connection problem;
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• output resp AlS is generated within at most 60 seconds if the number of concurrent in-

stances is greater than 50. If this deadline is exceeded, then the MS is invoked to treat

the report of the AlS connection problem.

Clearly, different other modelling issues could be considered and integrated in the TRMCS

Timed Automata depicted in Figure 7.12. This way, we obtain a rich formalism ensuring high

expressiveness of the critical system, since it models concurrency and combines both functional

and load tests.

7.5 Summary

In this chapter, we proposed a formal model-based framework to combine functional and load

tests. Our approach is based on the model of extended timed automata with inputs/ouputs

and shared integer variables. The adopted model allows high expressiveness for concurrent

systems as it ensures partial-observability and parallel composition. In addition, we presented

different modelling issues illustrating some methodological aspects of our framework. Besides,

we illustrated our approach by the means of a critical case study from the healthcare field. An

important contribution in this work was to use a rich formalism to model mutli-user systems and

to combine functional and load tests in the same model. This point constitutes an important

testing area that is usually misunderstood.



CHAPTER 8

Limitations of WS-BPEL Compositions under Load Conditions

8.1 Introduction

In this chapter, we propose to realize the monitoring of BPEL compositions behaviors during

load testing, in order to perform later an advanced analysis of test results. This step aims to

identify both causes and natures of detected problems. For that, we take into consideration the

execution context of the application under test while periodically capturing, under load, some

performance metrics of the system such as CPU usage, memory usage, etc.

The remainder of this chapter is organized as follows. Section 8.2 is dedicated to describe our

proposed testing approach for the study of BPEL compositions under load conditions. Then, we

describe in Section 8.3 our automated advanced load test analysis approach and we provide a

taxonomy of the different detected problems under load. In Section 8.4 we report on the Travel

Agency case study. Finally Section 8.5 concludes the chapter.

8.2 Study of WS-BPEL Compositions under Load

Our proposed approach is based on gray box testing, which is a strategy for software debugging

where the tester has limited knowledge of the internal details of the program. Indeed, we

simulate in our case the different partner services of the composition under test as we suppose

that only the interactions between this latter and its partners are known. Furthermore, we

rely on the online testing mode considering the fact that test cases are generated and executed

simultaneously (140).
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8.2.1 BPEL Concepts

According to OASIS (Organization for the Advancement of Structured Information Stan-

dards) (141), a BPEL specification is a model and a grammar for describing the behavior of a

business process based on interactions between the process and its partners. It is XML based

and it allows sharing distributed data, even through multiple organizations, by employing a

combination of Web services.

BPEL syntax consists of a set of activities which can be classified into two categories: basic

activities and structured activities. Basic activities allow to invoke an operation of a partner

Web service (invoke activity), to present the composition like a new Web service with the receive

activity for describing the reception of a request and the reply activity to generate an answer.

There are other activities such as assign, wait, link, etc. Structured activities use the basic

activities to describe sequential execution (sequence) and parallel executions (flow), connections

(switch, if ), loops (forEach, repeateUntil, while), and finally alternate ways (pick).

8.2.2 Principle of Load Distribution

Figure 8.1 shows the architecture to set up in order to realize remote load test distribution.

Indeed, the role of the test manager is to monitor the test execution and distribute the required

load between the different load generators. These latters invoke concurrently the system under

test as imposed by the test manager.

Figure 8.1: Load Distribution Architecture.
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8.2.3 WSCLim Architecture

In this section, we describe our proposed distributed framework for limitations study of BPEL

compositions under load conditions. To illustrate our solution, we consider, for simplicity rea-

sons, that our testing architecture is spread over four machines (hosts), as depicted in Figure 8.2,

such that the first one (Host1) is dedicated to deploy the system under test. In the second ma-

chine (Host2), our WSCLim tool is installed. Finally, the two other machines (Host3 and Host4)

ensure load distribution: each one acts as a load generator.

Figure 8.2: Load Testing Architecture.

As shown in Figure 8.2, the main components of our proposed architecture are:

• System Under Test (SUT): A new BPEL instance is created for each call of the

composition under test. A BPEL instance is defined by a unique identifier. Each created

instance invokes its own partner services instances by communicating while exchanging

messages.

• Tester: It represents the system under test environment and consists of:

– Web services (WS1, ..., WSm): These services correspond to simulated partners of

the composition under test.

– Queues: These entities are simple text files through which partner services and the

Tester Core exchange messages.
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– Loader : It loads the SUT specification described in Timed Automata, besides the

WSDL files of the composition under test and the WSDL files of each partner service.

– Tester Core: It generates random input messages of the BPEL process under test. It

communicates with the different partner services of the composition by sending them

the types of input and output messages.

– QueueTester : It stores the general information of the test (number of calls of the

composition under test, the delay between the invocation of BPEL instances, etc.).

– Analyzer : This component is responsible for offline analysis of the test log

QueueTester.

• BPEL Clients: These entities meet the order of the Tester Core by performing concurrent

invocations of the composed service. For that, they receive as test parameters the input(s)

of the composition under test, the number of required process calls and the delay between

each two successive invocations.

8.2.4 Testing Procedure

As illustrated in Figure 8.2, we describe in the following the necessary steps to test BPEL

compositions considering load distribution concept. So once the tester provides the necessary

information for the test (the specification described in Timed Automata, the WSDL description

of the composite service, the number of concurrent calls of the system under test and the delay

between each two successive invocations), and starts the test then:

a. The Tester Core calls the Loader to load Timed Automata, the WSDL file of the composed

service under test and the WSDL files of the different partner services.

b. From these files, the Loader determines the types of input/output variables of the compos-

ite service as well as those of partner services. It also defines synchronous communications.

In addition, it sends this information to the Tester Core.

c. After receiving these data by the Loader, the Tester Core sets information of the test in

QueueTester.

d. The tester sends for each partner service the corresponding information about the types

of input/output messages. In case of synchronous communications, it sends the maximum

tolerated time, corresponding to answering the composition under test, to the partner

service which is involved in this communication.
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e. The Tester Core divides the simulated load between both BPEL Client entities in our

case, and calls each one by communicating the number of BPEL process concurrent calls

(threadsNumber) and the delay between each two successive invocations (delay).

f. Each BPEL Client invokes the composite service (threadsNumber) times each (delay).

g. The different BPEL instances (BPEL1, BPEL2,..., BPELn) are executed simultaneously.

Each instance of the composite service invokes its own instances of partner services. At

each call of one of these services, it records a trace in logs indicating the identifier of the

BPEL instance that has invoked it, the time of its invocation and its input parameters.

h. Each instance of the partner service determines from its own queue, the types of its i/o

variables and checks the types of messages that it received from the BPEL composition.

i. Each instance of the invoked partner service sets in QueueTester, the ID of the BPEL

process instance which is responsible of its invocation, the information that it received

and the result of input message types checking.

j. Referring to the type of the output variable in its queue, the partner service instance

generates randomly a response and sends it to the SUT.

k. After running the test, the analyzer consults the Loader in order to obtain a list of path(s)

that the BPEL process may cross (according to the specification).

l. At the end of test, the Analyzer examines the stored information in QueueTester in order

to generate a final report containing test verdicts relatively to each invoked BPEL instance.

8.3 Automated Advanced Load Test Analysis Approach

In common current industrial practices, looking for functional problems in a load testing is a

time-consuming and difficult task, due to the challenges such as no documented system behavior,

monitoring overhead, time pressure and large volume of data. The ad-hoc logging mechanism

is the most commonly used, as developers insert output statements into the source code for

debugging purposes (142). Most practitioners look for the functional problems under load us-

ing manual searches for specific keywords like failure, or error (112). After that, load testing

practitioners analyze the context of the matched log lines to determine whether they indicate

functional problems or not. Depending on the length of a load test and the volume of generated

data, load testing practitioners may spend several hours to perform these checks.
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8.3.1 Principle of Load Test Analysis Approach

Performed operations during load testing of BPEL compositions are stored in QueueTester. In

order to recognize each BPEL instance which is responsible for a given action, each one starts

with the identifier of its corresponding BPEL instance (BPEL-ID). At the end of test running,

the Analyzer consults QueueTester and goes through three steps:

• Decomposition of QueueTester: Based on BPEL-ID, the Analyzer decomposes infor-

mation into atomic test reports. Each report is named BPEL-ID and contains information

about the instance which identifier is BPEL-ID.

• Analysis of atomic logs: The Analyzer consults the generated atomic test reports of

the different BPEL instances. It verifies the observed executed actions of each instance by

referring to the specified requirements in Timed Automata. Finally, the Analyzer assigns

corresponding verdicts to each instance and identifies detected problems.

• Generation of final test report: This last step consists in producing a final test report

recapitulating test results relatively to all instances and also describing both nature and

cause of each observed FAIL verdict.

8.3.2 Classification of Detected Problems under Load

In this section, we present and classify the most observed problems by experiments during load

test executions of different BPEL compositions. Particularly, three sources (causes) of problems

are discussed.

8.3.2.1 Functional Problems (SUT)

Load sensitive faults in programs may have no damaging effect under small loads or short

executions, but cause a program to fail when it is executed under a heavy load or over a long

period of time, which results in non-compliance with the specification. In our context, we

essentially consider two possible load sensitive faults in the SUT implementation:

• Non specified behaviors: This error means that a non specified behavior is added (resp.

omitted) by fault within a branch in the BPEL flow, which results in the occurrence of

non required treatments (resp. the absence of expected features). This type of problem

may occur in a conditional branch (i.e. either temporal constraint implemented with the

pick activity or logical condition defined by the switch activity). In fact, load can influence

the variation of time response of a partner service. Also it may affect the choice decision

controlling so the BPEL flow execution.
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• Erroneous delays: This error may appear within a pick activity of the BPEL flow under

test. It consists of an implementation of a synchronous communication conditioned by a

timeout response of a partner service which is different from the specified one.

8.3.2.2 Test Environment

In addition to the previously introduced errors, we consider in our study the execution context of

the composition under test and we aim so to identify non-functional problems. Indeed, partner

services, the application servers deploying them and the nodes of the test architecture may

influence the load test execution and probably cause errors. In this context, we distinguish two

types of errors:

• Problem of connection to a partner service: The BPEL process can not invoke a

partner service which usually stops its execution. In fact, the availability of a Web service

may be influenced by the load, by the state of the server on which it is deployed, etc.

• Problem of getting a response from a partner service: The BPEL process does

not receive a response from an invoked partner service for a period of time. To clarify, in

order to avoid a long waiting time of a response from a partner, this time is limited by a

maximum network delay (tmax ). Thus, the composed service should wait to a maximum

of tmax seconds to receive a response from any partner service.

8.3.2.3 SUT Node

As previously demonstrated, both the application and the test environment may be sources of

different problems during load testing. In other situations, we could just predict the node (either

the tester machine or the SUT machine) that causes the problem. Based on different experi-

ments, we observed in some test scenarios a delay in treatment of a partner service response,

at the level of the SUT node. Indeed, it is about a partner service which sends a response

to the composed service under test, within a synchronous communication, before the specified

maximum delay, except that this composition follows the onAlarm branch. This situation may

be explained by the fact that the running BPEL instances in parallel share the node resources

such as the processor,the memory, etc., which leads sometimes to a delay in the treatment of

some instances.
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8.4 Travel Agency Case Study

In order to validate our proposed testing architecture, we developed a tool (WSCLim) for load

testing and limitations detection of Web services compositions. In the following, we are going

to introduce our prototype tool and illustrate our solution through a case study.

8.4.1 Graphical User Interface

We present in this section a brief description of the main interface of our proposed WSCLim

tool. As shown in Figure 8.3, this interface allows the user to specify:

• The path of the specification (Timed Automata) used as a reference.

• The path of the composition WSDL specification.

• The number of BPEL concurrent instances.

• The delay between each two successive invocations of the BPEL process under test.

Figure 8.3: WSCLim Tool Initial Interface.

By clicking the button Execute, the test is running. During execution, details of the test are

stored in log files. At the end of test, the analysis of results is launched by clicking the button

Start Analysis and the interface containing test verdicts is displayed. We will expose later an

example of this interface.

8.4.2 Case Study Description

In this section, we introduce a Travel Agency case study for best illustration of our solution. In

fact, we firstly suppose that the required business process (written in BPEL) composes services

of: flight search (FS), hotel search (HS), flight booking (FB) and hotel booking (HB).
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Figure 8.4: The Travel Agency Process.

Figure 8.5: The Travel Agency Process modeled in Timed Automata.
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As described in Figure 8.4, when a client sends a trip request to the travel agency, the travel

search process interacts with information systems of airline companies (resp. hotel chains) for

flights (resp. hotel rooms) that match client needs. These two searches are conditioned by a

waiting time. Indeed, the process should receive a response from FS (resp. from HS) within

maximum 30 seconds. Otherwise, the process execution is stopped. In case of receiving both

responses in time, FB and HB services are invoked successively to perform travel booking.

Finally, a detailed reply informing about the final results is sent to the concerned client.

Before launching load test, one should provide a written specification in Timed Automata.

For that, we first modeled the previously described Travel Agency scenario using Uppaal (see

Figure 8.5). Furthermore, we make use of Uppaal to simulate our created Timed Automata

which enables to follow how the built model evolves in time, to detect and to correct so some

faults when modeling our considered Travel Agency scenario.

8.4.3 Test Scenario

In order to study the limitations of the Travel Agency process, we defined several test scenarios.

In this section, we present one of these scenarios. We consider a mutated version of the Travel

Agency process where we suppose that a developer made mistakes while coding the BPEL

composition as shown in Figure 8.6 (red color). In fact, the service FB was added in the

BPEL implementation when exceeding the time limit for the flight search (FS). Moreover, the

implemented timeout (60 seconds) of service HS response is different from the specified one (30

seconds) in the Timed Automata (see Figure 8.5). In this scenario, we invoked 40 times the

Travel Agency process considering a delay of one second between each two successive invocations.

Figure 8.7 shows the generated analysis interface according to the first test scenario. Indeed,

it consists of four blocks:

a. Test Verdicts block: this block shows the generated test verdicts in percentage. We note

that in this scenario, the percentage of FAIL is equal to 7.5%. This means that 3 BPEL

instances among 40 ones failed during load testing.

b. FAIL Natures & Causes block: this block presents the nature and the cause (each cause

is distinguished by a color) of each observed FAIL verdict.

c. BPEL Instance vs Response Time block: this third block informs about response times of

the different invoked BPEL instances.

d. Performance Monitoring block: the final block graphically shows the performance data

recorded during the test by the PerfMon tool.
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Figure 8.6: Non-compliant BPEL Implementation.

Figure 8.7: Analysis Interface corresponding to the proposed Test Scenario.
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8.4.4 Overhead of WSCLim Tool

In order to determine the overhead of our WSCLim tool, we represented, for both cases, the

measurement curves of the execution time average while varying the load conditions. In the

first case, tests are performed using our testing tool. In the second case, test executions are

performed directly from the console of the orchestration server and without turning to our

WSCLim tool. To lead these experiments, we considered again the same Travel Agency process

structure as described in Section 4.2. As shown in Figure 8.8, the use of our proposed WSCLim

tool does not cause a significant additional overhead to the average of the process execution time.

Indeed, for a given load, the difference between the two corresponding times is of the order of a

few seconds (4 seconds on average). This negligible overhead (compared to the average of one

instance execution time) is due to additional activities (i.e. verification of variable types, logging

activity, etc.) carried out by our tool during the load testing.

Figure 8.8: Evolution of the Response Time with and without considering the WSCLim Tool.

8.5 Summary

In this chapter we firstly described our contribution for the study of BPEL compositions behav-

iors under various load conditions. Then, we explained the principle of test logs analysis phase.

We also proposed a taxonomy of the detected problems by our solution and we illustrated how

test verdicts are assigned. The last phase of our work was dedicated to validate our approach
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based on a Travel Agency case study. In fact, we created, simulated and verified the reference

model (corresponding to our case study and written in Timed Automata) using the Uppaal test

environment. After that, we implemented different mutated versions of the considered BPEL

process, and we used our WSCLim tool to automatically execute the corresponding load tests

of these implementations. Finally, test results were exhaustively analyzed and advanced infor-

mation was provided by our tool, which permits to detect and illustrate different natures and

causes of errors among those proposed in our previous classification of problems.



Part III

Determinization and Off-Line Test Selection for Timed

Automata



CHAPTER 9

A Game Approach to Determinize Timed Automata

9.1 Introduction

Timed automata are frequently used to model real-time systems. Their determinization is a key

issue for several validation problems. However, not all timed automata can be determinized,

and determinizability itself is undecidable. In this chapter, we propose a game-based algorithm

which, given a timed automaton with ε-transitions and invariants, tries to produce a language-

equivalent deterministic timed automaton, otherwise a deterministic over-approximation. Our

method subsumes two recent contributions: it is at once more general than the determinization

procedure of (3) and more precise than the approximation algorithm of (2).

The structure of this chapter is as follows. Section 9.2 presents the motivation behind the

work presented int his chapter. In Section 9.3 we recall definitions and properties relative to

timed automata, and present the two recent pieces of work to determinize timed automata or

provide a deterministic over-approximation. Section 9.4 is devoted to the presentation of our

game approach and its properties. Extensions of the method to timed automata with invariants

and ε-transitions are then presented in Section 9.5. A comparison with existing methods is

detailed in Section 9.6. Section 9.7 concludes the chapter.

9.2 Motivation

Timed automata (TA), introduced in (9), form a usual model for the specification of real-time

embedded systems. Essentially TAs are an extension of automata with guards and resets of
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continuous clocks. They are extensively used in the context of many validation problems such

as verification, control synthesis or model-based testing. One of the reasons for this popularity

is that, despite the fact that they represent infinite state systems, their reachability is decidable,

thanks to the construction of the region graph abstraction.

Determinization is a key issue for several problems such as implementability, diagnosis or

test generation, where the underlying analyses depend on the observable behavior. In the con-

text of timed automata, determinization is problematic for two reasons. First, determinizable

timed automata form a strict subclass of timed automata (9). Second, the problem of the de-

terminizability of a timed automaton, (i.e. does there exist a deterministic TA with the same

language as a given non-deterministic one?) is undecidable (143; 144). Therefore, in order to

determinize timed automata, two alternatives have been investigated: either restricting to deter-

minizable classes or choosing to ensure termination for all TAs by allowing over-approximations,

i.e. deterministic TAs accepting more timed words. For the first approach, several classes of

determinizable TAs have been identified, such as strongly non-Zeno TAs (145), event-clock

TAs (146), or TAs with integer resets (147). In a recent paper, Baier, Bertrand, Bouyer and

Brihaye (3) propose a procedure which does not terminate in general, but allows one to deter-

minize TAs in a class covering all the aforementioned determinizable classes. It is based on an

unfolding of the TA into a tree, which introduces a new clock at each step, representing original

clocks by a mapping; a symbolic determinization using the region abstraction; a folding up by

the removal of redundant clocks. To our knowledge, the second approach has only been inves-

tigated by Krichen and Tripakis (2). They propose an algorithm that produces a deterministic

over-approximation based on a simulation of the TA by a deterministic TA with fixed resources

(number of clocks and maximal constant). Its locations code (over-approximate) estimates of

possible states of the original TA, and it uses a fixed policy governed by a finite automaton for

resetting clocks.

Our method combines techniques from (3) and (2) and improves those two approaches,

despite their notable differences. Moreover, it deals with both invariants and ε-transitions,

but for clarity we present these treatments as extensions. Our method is also inspired by a

game approach to decide the diagnosability of TAs with fixed resources presented by Bouyer,

Chevalier and D’Souza in (148). Similarly to (2), the resulting deterministic TA is given fixed

resources (number of clocks and maximal constant) in order to simulate the original TA by a

coding of relations between new clocks and original ones. The core principle is the construction

of a finite turn-based safety game between two players, Spoiler and Determinizator, where

Spoiler chooses an action and the region of its occurrence, while Determinizator chooses which
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clocks to reset. Our main result states that if Determinizator has a winning strategy, then it

yields a deterministic timed automaton accepting exactly the same timed language as the initial

automaton, otherwise it produces a deterministic over-approximation. Our approach is more

general than the procedure of (3), thus allowing one to enlarge the set of timed automata that can

be automatically determinized, thanks to an increased expressive power in the coding of relations

between new and original clocks, and robustness to some language inclusions. Contrary to (3)

our techniques apply to a larger class of timed automata: TAs with ε-transitions and invariants.

It is also more precise than the algorithm of (2) in several respects: an adaptative and timed

resetting policy, governed by a strategy, compared to a fixed untimed one and a more precise

update of the relations between clocks, even for a fixed policy, allow our method to be exact

on a larger class of TAs. The model used in (2) includes silent transitions, and edges are

labeled with urgency status (eager, delayable, or lazy), but urgency is not preserved by their

over-approximation algorithm. These observations illustrate the benefits of our game-based

approach compared to existing work.

9.3 Preliminaries

In this section, we start by introducing the model of timed automata, and then review two

approaches for their determinization.

9.3.1 Timed Automata

We start by introducing notations and useful definitions concerning timed automata (9).

Given a finite set of clocks X , a clock valuation is a mapping v : X → R≥0. We note 0 the

valuation that assigns 0 to all clocks. If v is a valuation over X and t ∈ R≥0, then v + t denotes

the valuation which assigns to every clock x ∈ X the value v(x ) + t , and ←→v = {v + t | t ∈ R}

denotes past and future timed extensions of v . For X ′ ⊆ X we write v[X ′←0] for the valuation

equal to v on X \X ′ and to 0 on X ′, and v|X ′ for the valuation v restricted to X ′.

Given a non-negative integer M , an M -bounded guard, or simply guard when M is clear

from context, over X is a finite conjunction of constraints of the form x ∼ c where x ∈ X , c ∈

[0,M ]∩N and ∼∈ {<,≤,=,≥, >}. We denote by GM (X ) the set of M -bounded guards over X .

Given a guard g and a valuation v , we write v |= g if v satisfies g . Invariants are restricted cases

of guards: given M ∈ N, an M -bounded invariant over X is a finite conjunction of constraints

of the form x � c where x ∈ X , c ∈ [0,M ] ∩ N and �∈ {<,≤}. We denote by IM (X ) the

set of invariants. Given two finite sets of clocks X and Y , a relation between clocks of X

and those of Y is a finite conjunction C of atomic constraints of the form x − y ∼ c where



9.3 Preliminaries 98

x ∈ X , y ∈ Y , ∼∈ {<,=, >} and c ∈ N. When, moreover, the constant c is constrained to

belong to [−M ′,M ], for some constants M ,M ′ ∈ N, we denote by RelM ,M ′(X ,Y ) the set of

relations between X and Y .

Definition 1 A timed automaton (TA) is a tuple A = (L, `0,F ,Σ,X ,M ,E , Inv) such that: L

is a finite set of locations, `0 ∈ L is the initial location, F ⊆ L is the set of final locations, Σ is

a finite alphabet, X is a finite set of clocks, M ∈ N, E ⊆ L×GM (X )× (Σ ∪ {ε})× 2X × L is a

finite set of edges, and Inv : L→ IM (X ) is the invariant function.

The constant M is called the maximal constant of A, and we will refer to (| X |,M ) as the

resources of A. The semantics of a timed automaton A is given as a timed transition system

TA = (S , s0,SF , (R≥0×(Σ∪{ε})),→) where S = L×RX
≥0 is the set of states, s0 = (`0, 0) the initial

state, SF = F ×RX
≥0 the final states, and →⊆ S × (R≥0 × (Σ ∪ {ε}))× S the transition relation

composed of moves of the form (`, v)
τ,a−→ (`′, v ′) whenever there exists an edge (`, g , a,X ′, `′) ∈ E

such that v + τ |= g ∧ Inv(`), v ′ = (v + τ)[X ′←0] and v ′ |= Inv(`′).

A run ρ of A is a finite sequence of moves starting in s0, i.e., ρ = s0
τ1,a1−→ s1 · · ·

τk ,ak−→ sk . Run ρ

is said accepting if it ends in sk ∈ SF . A timed word over Σ is an element (ti , ai)i≤n of (R≥0×Σ)∗

such that (ti)i≤n is nondecreasing. The timed word associated with ρ is w = (ti1 , ai1) . . . (tim , aim )

where (ai ∈ Σ iff ∃n, ai = ain ) and ti =
∑i

j=1 τj . We write L(A) for the language of A, that

is the set of timed words w such that there exists an accepting run which reads w . We say that

two timed automata A and B are equivalent whenever L(A) = L(B).

A deterministic timed automaton (abbreviated DTA) A is a TA such that for every timed

word w , there is at most one run in A reading w . A is determinizable if there exists a deter-

ministic timed automaton B with L(A) = L(B). It is well-known that some timed automata

are not determinizable (9); moreover, the determinizability of timed automata is an undecidable

problem, even with fixed resources (144; 143).

An example of a timed automaton is depicted in Figure 9.1. This nondeterministic timed

automaton has `0 as initial location (denoted by a pending incoming arrow), `3 as final lo-

cation (denoted by a pending outgoing arrow) and accepts the following language: L(A) =

{(t1, a) · · · (tn , a)(tn+1, b) | tn+1 < 1}.

The region abstraction forms a partition of valuations over a given set of clocks. It allows

one to make abstractions in order to decide properties like the reachability of a location. We

let X be a finite set of clocks, and M ∈ N. We write btc and {t} for the integer part and the

fractional part of a real t , respectively. The equivalence relation ≡X ,M over valuations over X

is defined as follows: v ≡X ,M v ′ if (i) for every clock x ∈ X , v(x ) ≤ M iff v ′(x ) ≤ M ; (ii) for

every clock x ∈ X , if v(x ) ≤ M , then bv(x )c = bv ′(x )c and {v(x )} = 0 iff {v ′(x )} = 0 and (iii)
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`0

`1

`2

`3

0 <
x <

1, a0 < x < 1, a

0 < x < 1, a, {x}

0 < x < 1, b, {x}

x = 0, b

Figure 9.1: A timed automaton A.

for every pair of clocks (x , y) ∈ X 2 such that v(x ) ≤ M and v(y) ≤ M , {v(x )} ≤ {v(y)} iff

{v ′(x )} ≤ {v ′(y)}. The equivalence relation is called the region equivalence for the set of clocks

X w.r.t. M , and an equivalence class is called a region. The set of regions, given X and M , is

denoted RegX
M . A region r ′ is a time-successor of a region r if there is v ∈ r and t ∈ R≥0 such

that v + t ∈ r ′. The set of all time-successors of r is denoted −→r .

In the following, we often abuse notations for guards, invariants, relations and regions, and

write g , I , C and r , respectively, for both the constraints over clock variables and the sets of

valuations they represent.

9.3.2 Existing approaches to the determinization of TAs

To overcome the non-feasibility of determinization of timed automata in general, two alternatives

have been explored: either exhibiting subclasses of timed automata which are determinizable

and provide determinization algorithms, or constructing deterministic over-approximations. We

relate here, for each of these directions, a recent contribution.

Determinization procedure. An abstract determinization procedure which effectively

constructs a deterministic timed automaton for several classes of determinizable timed automata

is presented in (3). Given a timed automaton A, this procedure first produces a language-

equivalent infinite timed tree, by unfolding A, introducing a fresh clock at each step. This

allows one to preserve all timing constraints, using a mapping from clocks of A to the new

clocks. Then, the infinite tree is split into regions, and symbolically determinized. Under a clock-

boundedness assumption, the infinite tree with infinitely many clocks can be folded up into a

timed automaton (with finitely many locations and clocks). The clock-boundedness assumption

is satisfied for several classes of timed automata, such as event-clock TAs (146), TAs with

integer resets (147) and strongly non-Zeno TAs (145), which can thus be determinized by this

procedure. The resulting deterministic timed automaton is doubly exponential in the size of A.

Deterministic over-approximation By contrast, Krichen and Tripakis propose an algorithm

applicable to any timed automaton A, which produces a deterministic over-approximation, that

is a deterministic TA B accepting at least all timed words in L(A) (2). This TA B is built by
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simulation of A using only information carried by clocks of B. A location of B is then a state

estimate of A consisting of a (generally infinite) set of pairs (`, v) where ` is a location of A and

v a valuation over the union of clocks of A and B. This method is based on the use of a fixed

finite automaton (the skeleton) which governs the resetting policy for the clocks of B. The size

of obtained deterministic timed automaton B is also doubly exponential in the size of A.

9.4 A game approach

In (148), given a plant —modeled by a timed automaton— and fixed resources, the authors

build a game where some player has a winning strategy if and only if the plant can be diag-

nosed by a timed automaton using the given resources. Inspired by this construction, given

a timed automaton A and fixed resources, we derive a game between two players Spoiler and

Determinizator, such that if Determinizator has a winning strategy, then a deterministic timed

automaton B with L(B) = L(A) can be effectively generated. Moreover, any strategy for De-

terminizator (winning or not) yields a deterministic over-approximation for A. For simplicity,

we present here the method for timed automa without ε-transitions and for which all invariants

are true.

9.4.1 Definition of the game

Let A = (L, `0,F ,Σ,X ,M ,E ) be a timed automaton. We aim at building a deterministic timed

automaton B with L(A) = L(B) if possible, or L(A) ⊆ L(B). In order to do so, we fix resources

(k ,M ′) for B and build a finite 2-player turn-based safety game GA,(k ,M ′). Players Spoiler and

Determinizator alternate moves, and the objective of player Determinizator is to avoid a set of

bad states (to be defined later). Intuitively, in the safe states, for sure, no over-approximation

has been performed.

For simplicity, we first detail the approach in the case where A has no ε-transitions and all

invariants are true.

Let Y be a set of clocks of cardinality k . The initial state of the game is a state of Spoiler

consisting of location `0 (initial location of A) together with the simplest relation between X

and Y : ∀ x ∈ X , ∀ y ∈ Y , x −y = 0, and a marking > (no over-approximation was done so far),

together with the null region over Y . In each of its states, Spoiler challenges Determinizator

by proposing an M ′-bounded region r over Y , and an action a ∈ Σ. Determinizator answers

by deciding the set of clocks Y ′ ⊆ Y he wishes to reset. The next state of Spoiler contains a

region over Y (r ′ = r[Y ′←0]), and a finite set of configurations: triples formed of a location of

A, a relation between clocks in X and clocks in Y , and a boolean marking (> or ⊥). A state
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of Spoiler thus constitutes a states estimate of A, and the role of the markings is to indicate

whether over-approximations possibly happened. A state of Determinizator is a copy of the

preceding states estimate together with the move of Spoiler. Bad states player Determinizator

wants to avoid are on the one hand states of the game where all configurations are marked ⊥

and, on the other hand, states where all final configurations (if any) are marked ⊥.

Formally, given A and (k ,M ′) we define GA,(k ,M ′) = (V, v0,Ac, δ,Bad) where:

• The set of vertices V is partitioned into VS and VD , respectively vertices of Spoiler and

Determinizator. Vertices of VS and VD are labeled respectively in 2L×RelM ,M ′ (X ,Y )×{>,⊥}×

RegY
M ′ and 2L×RelM ,M ′ (X ,Y )×{>,⊥} × (RegY

M ′ × Σ);

• v0 = ({0}, {(`0,X −Y = 0,>)}) is the initial vertex and belongs to player Spoiler1;

• Ac = (RegY
M ′ × Σ) ∪ 2Y is the set of possible actions;

• δ ⊆ VS × (RegY
M ′ × Σ)× VD ∪ VD × 2Y × VS is the set of edges;

• Bad = {({(`j ,Cj ,⊥)}j , r)} ∪ {({(`j ,Cj , bj )}j , r) | {`j }j ∩ F 6= ∅ ∧ ∀ j , `j ∈ F ⇒ bj = ⊥}

is the set of bad states.

We now detail the edge relation which defines the possible moves of the players. Given vS =

({(`j ,Cj , bj )}j , r) ∈ VS a state of Spoiler and (r ′, a) one of its moves, the successor state is

defined, provided r ′ is a time-successor of r , as the state vD = ({(`j ,Cj , bj )}j , (r ′, a)) ∈ VD if

∃(`,C , b) ∈ {(`j ,Cj , bj )}j and ∃ ` g,a,X ′−−−−→ `′ ∈ E s.t. [r ′ ∩ C ]|X ∩ g 6= ∅.

Given vD = ({(`j ,Cj , bj )}j , (r ′, a)) ∈ VD a state of Determinizator and Y ′ ⊆ Y one of its

moves, the successor state of vD is the state (E , r ′[Y ′←0]) ∈ VS where E is obtained as the set

of all elementary successors of configurations in {(`j ,Cj , bj )}j by (r ′, a) and by resetting Y ′.

Precisely, if (`,C , b) is a configuration, its elementary successors set by (r ′, a) and Y ′ is:

Succe [r ′, a,Y ′](`,C , b) =

(`′,C ′, b′)

∣∣∣∣∣∣∣∣∣
∃ ` g,a,X ′−−−−→ `′ ∈ E s.t. [r ′ ∩ C ]|X ∩ g 6= ∅

C ′ = up(r ′,C , g ,X ′,Y ′)

b′ = b ∧ ([r ′ ∩ C ]|X ∩ ¬g = ∅)


where up(r ′,C , g ,X ′,Y ′) is the update of the relation between clocks in X and Y after the

moves of the two players, that is after taking action a in r ′, resetting X ′ ⊆ X and Y ′ ⊆ Y , and

forcing the satisfaction of g . Formally, up(r ′,C , g ,X ′,Y ′) =
←−−−−−−−−−−−−−−−−→
(r ′ ∩ C ∩ g)[X ′←0][Y ′←0]. Boolean

b′ is set to ⊥ if either b = ⊥ or the induced guard [r ′∩C ]|X over-approximates g . In the update,

the intersection with g aims at stopping runs that for sure will correspond to timed words out
1X −Y = 0 is a shortcut to denote the relation ∀ x ∈ X , ∀ y ∈ Y , x − y = 0.
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of L(A); the boolean b anyway takes care of keeping track of the possible over-approximation.

Region r ′, relation C and guard g can all be seen as zones (i.e. unions of regions) over clocks

X ∪Y . It is standard that elementary operations on zones, such as intersections, resets, future

and past, can be performed effectively. As a consequence, the update of a relation can also be

computed effectively.

Given the labeling of states in the game GA,(k ,M ′), the size of the game is doubly exponential

in the size of A. We will see in Subsection 9.4.3 that the number of edges in GA,(k ,M ′) can be

impressively decreased, since restricting to atomic resets (resets of at most one clock at a time)

does not diminish the power of Determinizator.

As an example, the construction of the game is illustrated on the nondeterministic timed

automaton A depicted in Figure 9.1, for which we construct the associated game GA,(1,1) rep-

resented in Figure 9.2. Rectangular states belong to Spoiler and circles correspond to states

of Determinizator. Note that, for the sake of simplicity, the labels of states of Determinizator

are omitted in the picture. Gray states form the set Bad. Let us detail the computation of

the successors of the top left state by the move ((0, 1), b) of Spoiler and moves (∅ or {y}) of

Determinizator. To begin with, note that b cannot be fired from `0 in A, therefore the first

configuration has no elementary successor. We then consider the configuration which contains

the location `1. The guard induced by x − y = 0 and y ∈ (0, 1) is simply 0 < x < 1 and the

guard of the corresponding transition between `1 and `3 in A is exactly 0 < x < 1, moreover

this transition resets x . As a consequence, the successors states contain a configuration marked

> with location `3 and, respectively, relations −1 < x − y < 0 and x − y = 0 for the two

different moves of Determinizator. Last, when considering the configuration with location `2,

we obtain elementary successors marked ⊥. Indeed, the guard induced by this move of Spoiler

and the relation −1 < x − y < 0 is −1 < x < 1 whereas the corresponding guard in A is x = 0.

To preserve all timed words accepted by A, we represent these configurations, but they imply

over-approximations. Thus the successor states contain a configuration marked ⊥ with location

`3 and the same respective relations as before, thanks to the intersection with the initial guard

x = 0 in A.

9.4.2 Properties of the strategies

Given A a timed automaton and resources (k ,M ′), the game GA,(k ,M ′) is a finite-state safety

game. It is well known that, for this kind of games, winning strategies can be chosen positional

and they can be computed in linear time in the size of the arena (149). In the following, we simply

write strategies for positional strategies. We will see in Subsection 9.4.3 that positional strategies
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`0, x − y = 0,> {0}
`0, x − y = 0,>

(0,1)`1, x − y = 0,>
`2,−1 < x − y < 0,>

`3,−1 < x − y < 0,> (0,1)
`3,−1 < x − y < 0,⊥

`3, x − y = 0,> {0}
`3, x − y = 0,⊥ `0, 0 < x − y < 1,>

{0}`1, 0 < x − y < 1,>
`2, x − y = 0,>

`0, 0 < x − y ,⊥
(0,1)`1, 0 < x − y ,⊥

`2,−1 < x − y < 0,⊥

`0, 0 < x − y < 1,⊥
{0}`1, 0 < x − y < 1,⊥

`2, x − y = 0,⊥

`3, x − y = 0,> {0}

`3, x − y = 0,⊥ {0}`3, 0 < x − y < −1,⊥ (0, 1)

{y}
(0, 1), a

(0, 1), b

(0, 1), a
{0}
, b

{0}
, a

{y}

∅

(0, 1), b

{y}

∅

(0, 1), a

{y}

∅

∅

(0, 1), a

(0, 1), b

{y}

(0, 1), a

{y}
∅

(0, 1), b

{0}, b
{0}, a

{y}∅

{y}

∅

{y}
∅

{y}

∅ {y}

∅

Figure 9.2: The game GA,(1,1) and an example of winning strategy σ for Determinizator.

(winning or not) are indeed sufficient in our framework. A strategy for player Determinizator

thus assigns to each state vD ∈ VD a set Y ′ ⊆ Y of clocks to be reset; the successor state is

then vS ∈ VS such that (vD ,Y
′, vS ) ∈ δ.

With every strategy for Determinizator σ we associate the timed automaton Aut(σ) obtained

by merging a transition of Spoiler with the transition chosen by Determinizator just after, and

setting final locations as states of Spoiler containing at least one final location of A. If a strategy

σS for Spoiler is fixed too, we denote by Aut(σ, σS ) the resulting sub-automaton2. The main

result of the chapter is stated in the following theorem and links strategies of Determinizator

with deterministic over-approximations of the initial timed language.

Theorem 1 Let A a timed automaton, and k ,M ′ ∈ N. For every strategy σ of Determinizator

in GA,(k ,M ′), Aut(σ) is a deterministic timed automaton over resources (k ,M ′) and satisfies

L(A) ⊆ L(Aut(σ)). Moreover, if σ is winning, then L(A) = L(Aut(σ)).

Back to our running example, on Figure 9.2, a winning strategy for Determinizator is rep-

resented by the bold arrows. This strategy yields the deterministic equivalent for A depicted in

Figure 9.3.
2In the case where σ and/or σS have arbitrary memory, we abuse notation and write Aut(σ) and Aut(σ, σS )

for the resulting potentially infinite objects.
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`0, x − y = 0,> {0}
`0, x − y = 0,>

(0,1)`1, x − y = 0,>
`2,−1 < x − y < 0,>

`3, x − y = 0,> {0}
`3, x − y = 0,⊥

0 < y < 1, a

0 < y < 1, a

0 < y < 1, b

{y}

Figure 9.3: The deterministic TA Aut(σ) obtained by our construction.

9.4.3 Choosing a good losing strategy

Standard techniques allow one to check whether there is a winning strategy for Determinizator,

and in the positive case, extract such a strategy (149). However, if Determinizator has no

winning strategy to avoid the set of bad states, it is of interest to be able to choose a good

losing strategy. To this aim, we introduce a natural partial order over the set of strategies of

Determinizator based on the distance to the set Bad: dBad(A) denotes the minimal number of

steps in some automaton A to reach Bad from the initial state.

Definition 2 Let σ1 and σ2 be strategies of Determinizator in GA,(k ,M ′). Strategy σ1 is said

finer than σ2, denoted σ1 � σ2, if for every strategy σS of Spoiler, dBad(Aut(σ1, σS )) ≥

dBad(Aut(σ2, σS )).

Given this definition, an optimal strategy for Determinizator is a minimal element for the

partial order�. Note that, if they exist, winning strategies are the optimal ones since against all

strategies of Spoiler, the corresponding distance to Bad is infinite. The set of optimal strategies

can be computed effectively by a fix-point computation using a rank function on the vertices of

the game.

With respect to this partial order on strategies, positional strategies are sufficient for Deter-

minizator.

Proposition 1 For every strategy σ of Determinizator with arbitrary memory, there exists a

positional strategy σ′ such that σ′ � σ.

Strategy σ′ is obtained from σ by letting for each state the first choice made in σ; this cannot

decrease the distance to Bad. Strategies of interest for Determinizator can be even more re-

stricted. Indeed, any timed automaton can be turned into an equivalent one with atomic resets

only. Thus, for every strategy for Determinizator there is finer one which resets at most one

clock on each transition, which can be turned into a finer positional strategy thanks to Propo-

sition 1. As a consequence, with respect to �, positional strategies that only allow for atomic

resets are sufficient for Determinizator.
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9.5 Extension to ε-transitions and invariants

In Section 9.4 the construction of the game and its properties were presented for a restricted

class of timed automata. Let us now briefly explain how to extend the previous construction to

deal with ε-transitions and invariants. The extension is presented in details in (150).

ε-transitions We aim at building an over-approximation without ε-transitions. An ε-closure

is performed for each state during the construction of the game. To this attempt, states of the

game have to be extended since ε-transitions might be enabled only from some time-successors

of the region associated with the state. Therefore, each configuration is associated with a proper

region which is a time-successor of the initial region of the state. The ε-closure is effectively

computed the same way as successors in the original construction when Determinizator does not

reset any clock; computations thus terminate for the same reasons.

Invariants Ignoring all invariants surely yields an over-approximation. In order to be more

precise (while preserving the over-approximation) with each state of the game is associated the

most restrictive invariant which contains invariants of all the configurations in the state. In the

computation of the successors, invariants are treated similarly to guards and their validity is

verified at the transition’s target. A state whose invariant is strictly over-approximated is not

safe.

9.6 Comparison with existing methods

The method we presented is both more precise than the algorithm of (2) and more general than

the procedure of (3). Let us detail these two points. Note that a deeper comparison with existing

work can be found in (150).

9.6.1 Comparison with (2)

First of all, our method covers the application area of (2) since each time the latter algorithm

produces a deterministic equivalent with resources (k ,M ′) for a timed automaton A, there is a

winning strategy for Determinizator in GA,(k ,M ′).

Moreover, contrary to the method presented in (2), our game-approach is exact on deter-

ministic timed automata: given a DTA A over resources (k ,M ), Determinizator has a winning

strategy in GA,(k ,M ). This is a consequence of the more general fact that, in our approach, a

winning strategy can be seen as a timed generalization of the notion of skeleton (2), and solving

our game amounts to finding a relevant timed skeleton.

As an example, the algorithm of (2) run on the timed automaton of Figure 9.1 produces a
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strict over-approximation, represented on Figure 9.4.

`0, x = y

`0, 0 < x − y < 1
`1, 0 < x − y < 1
`2, x = y

`0, 0 ≤ x − y
`1, 0 ≤ x − y
`2, x = y

`3, 0 ≤ x − y
0 < y < 1, a, {y}

0 ≤ y < 1, a, {y}

0 ≤ y < 1, a, {y}
0 ≤ y < 1, b, {y

}

0 ≤ y < 1, b, {y}

Figure 9.4: The result of algorithm (2) on the running example.

Our approach also improves the updates of the relations between clocks by taking the original

guard into account. Precisely, when computing upS , an intersection with the guard in the original

TA is performed. This improvement allows one, even under the same resetting policy, to refine

the over-approximation given by (2).

9.6.2 Comparison with (3)

Our approach generalizes the one in (3) since, for any timed automaton A such that the pro-

cedure in (3) yields an equivalent deterministic timed automaton with k clocks and maximal

constant M ′, there is a winning strategy for Determinizator in GA,(k ,M ′). This can be explained

by the fact that relations between clocks of A and clocks in the game allow one to record more

information than the mapping used in (3). Moreover, our approach strictly broadens the class of

automata determinized by the procedure of (3) in two respects. First of all, our method allows

one to cope with some language inclusions, contrary to (3). For example, the TA depicted on the

left-hand side of Figure 9.5 cannot be treated by the procedure of (3) but is easily determinized

using our approach. In this example, the language of timed words accepted in location `3 is not

determinizable. This will cause the failure of (3). However, all timed words accepted in `3 also

are accepted in `4 and the language of timed words accepted in `4 is clearly determinizable. Our

approach allows one to deal with such language inclusions, and will thus provide an equivalent

deterministic timed automaton. Second, the relations between clocks of the TA and clocks of

the game are more precise than the mapping used in (3), since the mapping can be seen as

restricted relations: a conjunction of constraints of the form x − y = 0. The precision we add

by considering relations rather than mappings is sometimes crucial for the determinization. For

example, the TA represented on the right-hand side of Figure 9.5 can be determinized by our

game-approach, but not by (3).

Apart from strictly broadening the class of timed automata that can be automatically de-

terminized, our approach performs better on some timed automata by providing a deterministic

timed automaton with less resources. This is the case on the running example of Figure 9.1.
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`0

`4

`1 `2

`3

b

a

a, {x} x = 1, a

a a

b
`0 `1

x = 1

x ≥ 2x = 1, {x}

Figure 9.5: Examples of determinizable TAs not treatable by (3).

The deterministic automaton obtained by (3) is depicted in Figure 9.6: it needs 2 clocks when

our method produces a single-clock TA.

`0, y0 {0}
`0, y0

(0, 1)× {0}`1, y0
`2, y1

`3, y0 {0}
`3, y1

`3, y0 {0} × (0, 1)

0 < y0 < 1, a, {y1}

0 < y0 < 1, a, {y1}

y1 = 0, b, {y0
}

0 < y1 < y0 < 1, b, {y0}

Figure 9.6: The result of procedure (3) on the running example.

The same phenomenon happens with timed automata with integer resets. Timed automata

with integer resets, introduced in (147), form a determinizable subclass of timed automata,

where every edge (`, g , a,X ′, `′) satisfies X ′ 6= ∅ if and only if g contains an atomic constraint

of the form x = c for some clock x .

Proposition 2 For every timed automaton A with integer resets and maximal constant M ,

Determinizator has a winning strategy in GA,(1,M ).

Intuitively, a single clock is needed to represent clocks of A since they all share a common

fractional part.

As a consequence of Proposition 2, any timed automaton with integer resets can be deter-

minized into a doubly exponential single-clock timed automaton with the same maximal con-

stant. This improves the result given in (3) where any timed automaton with integer resets and

maximal constant M can be turned into a doubly exponential deterministic timed automaton,

using M + 1 clocks. Moreover, our procedure is optimal on this class thanks to the lower-bound

provided in (151).

Last, our method even when restricted to equality relations (conjunctions of constraints of

the form x − y = c) extends the procedure of (3). Note that the latter construction is similar to

our approach restricted to mappings instead of relations. We detail in (150) the benefits of (even

equality) relations and explain how the sufficient conditions for termination provided in (3) can

be weakened in our context.
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9.6.3 Comparison of the extension with ε-transition and invariants

Let us now compare our extended approach with the approach of (2) since the determinization

procedure of (3) does not deal with invariants and ε-transitions.

The model in (2) consists of timed automata with silent transitions and actions are classified

depending on their urgency: eager, lazy or delayable. First of all, the authors propose an ε-

closure computation which does not terminate in general, and bring up the fact that termination

can be ensured by some abstraction. Second, the urgency in the model is not preserved by their

over-approximation construction which only produces lazy transitions. Note that we classically

decided to use invariants to model urgency, but our approach could be adapted to the same

model as the one they use, while preserving urgency much more often, the same way as we do

for invariants.

9.7 Summary

In this chapter, we proposed a game-based approach for the determinization of timed automata.

Given a timed automaton A (with ε-transitions and invariants) and resources (k ,M ), we build

a finite turn-based safety game between two players Spoiler and Determinizator, such that any

strategy for Determinizator yields a deterministic over-approximation of the language of A and

any winning strategy provides a deterministic equivalent for A. Our construction strictly covers

and improves two existing approaches (2; 3).



CHAPTER 10

Off-line Test Selection for Non-Deterministic Timed Automata

10.1 Introduction

This chapter proposes novel off-line test generation techniques for non-deterministic timed au-

tomata with inputs and outputs (TAIOs) in the formal framework of the tioco conformance

theory. In this context, a first problem is the determinization of TAIOs, which is necessary to

foresee next enabled actions, but is in general impossible. This problem is solved here thanks to

an approximate determinization using a game approach, which preserves tioco and guarantees

the soundness of generated test cases. A second problem is test selection for which a precise

description of timed behaviors to be tested is carried out by expressive test purposes modeled

by a generalization of TAIOs. Finally, using a symbolic co-reachability analysis guided by the

test purpose, test cases are generated in the form of TAIOs equipped with verdicts.

This chapter is structured as follows. In the next section we give some motivation about he

proposed approach. In section 10.3m we introduce the model of OTAIOs. Section 10.4 recalls

the tioco conformance theory including expected properties relating conformance and verdicts,

and an io-refinement relation preserving tioco. Section 10.5 presents our game approach for the

approximate determinization compatible with the io-refinement. In Section 10.6 we detail the

test selection mechanism using test purposes. Section 10.7 concludes the chapter.
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10.2 Motivation

Conformance testing is the process of testing whether an implementation behaves correctly with

respect to a specification. Implementations are considered as black boxes, i.e. the source code

is unknown, only their interface with the environment is known and used to interact with the

tester. In formal model-based conformance testing models are used to describe testing arti-

facts (specifications, implementations, test cases, ...), conformance is formally defined and test

cases with verdicts are generated automatically. Then, the quality of testing may be character-

ized by properties of test cases which relate the verdicts of their executions with conformance

(e.g. soundness). For timed models, model-based conformance testing has already been explored

in the last decade, with different models and conformance relations (see e.g. (152) for a survey),

and test generation algorithms (e.g. (153; 2; 154)). In this context, a very popular model is

timed automata with inputs and outputs (TAIOs), a variant of timed automata (TAs) (11), in

which observable actions are partitioned into inputs and outputs. We consider here partially

observable and non-deterministic TAIOs with invariants for the modeling of urgency.

One of the main difficulties encountered in test generation for TAIOs is determinization,

which is impossible in general, as for TAs (11), but is required in order to foresee the next enabled

actions during execution and to emit a correct verdict. Two different approaches have been taken

for test generation from timed models, which induce different treatments of non-determinism.

In off-line test generation test cases are first generated as TAs (or timed sequences, trees, or

timed transition systems) and subsequently executed on the implementation. Test cases can

then be stored and further used e.g. for regression testing and documentation. However, due

to the non-determinizability of TAIOs, the approach has often been limited to deterministic or

determinizable TAIOs (see e.g. (155; 154)), except in (2) where the problem is solved by the use

of an over-approximate determinization with fixed resources, or (156) where winning strategies

of timed games are used as test cases. In on-line test generation, test cases are generated

during their execution, thus can be applied to any TAIO as only possible observable actions are

computed along the current finite execution, thus avoiding a complete determinization. This

is of particular interest to rapidly discover errors, but may sometimes be impracticable due to

a lack of reactivity (the time needed to compute successor states on-line may sometimes be

incompatible with delays).

In this work, we propose to generate test cases off-line for non-deterministic TAIOs, in

the formal context of the tioco conformance theory. The determinization problem is tackled

thanks to an approximate determinization with fixed resources in the spirit of (2), using a

game approach (157). Determinization is exact for known classes of determinizable TAIOs (e.g.
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event-clock TAs, TAs with integer resets, strongly non-Zeno TAs) if resources are sufficient.

In the general case, approximate determinization guarantees soundness of generated test cases

by producing a deterministic io-abstraction of the TAIO for a particular io-refinement relation,

generalizing the io-refinement of (158). Our method is more precise than (2) (see (157) for

details) and preserves the richness of our model by dealing with partial observability and urgency.

Behaviors of specifications to be tested are identified by means of test purposes defined as open

timed automata with inputs and outputs (OTAIOs), a model generalizing TAIOs, allowing to

precisely describe behaviors according to actions and clocks of the specification as well as proper

clocks. Then, in the same spirit as for the TGV tool in the untimed case (159), test selection

is performed by a co-reachability analysis, producing a test case in the form of a TAIO. To our

knowledge, this work constitutes the most general and advanced off-line test selection approach

for TAIOs.

10.3 A model of open timed automata with inputs/outputs

We start by introducing notations and definitions concerning TAIOs and OTAIOs.

Given X a finite set of clocks, and R≥0 the set of non-negative real numbers, a clock valuation

is a mapping v : X → R≥0. If v is a valuation over X and t ∈ R, then v + t denotes the valuation

which assigns to every clock x ∈ X the value v(x ) + t . For X ′ ⊆ X we write v[X ′←0] for the

valuation equal to v on X \X ′ and assigning 0 to all clocks of X ′.

Given M a non-negative integer, an M -bounded guard (or simply guard) over X is a finite

conjunction of constraints of the form x ∼ c where x ∈ X , c ∈ [0,M ]∩N and∼∈ {<,≤,=,≥, >}.

Given g a guard and v a valuation, we write v |= g if v satisfies g . We abuse notations and

write g for the set of valuations satisfying g . Invariants are restricted cases of guards: given

M ∈ N, an M -bounded invariant over X is a finite conjunction of constraints of the form x � c

where x ∈ X , c ∈ [0,M ] ∩ N and �∈ {<,≤}. We denote by GM (X ) (resp. IM (X )) the set of

M -bounded guards (resp. invariants) over X .

Definition 3 (OTAIO) An open timed automaton with inputs and outputs (OTAIO) is a

tuple A = (LA, `A0 ,Σ
A
? ,Σ

A
! ,Σ

A
τ ,X

A
p ,X

A
o ,M

A, InvA,EA) such that:

• LA is a finite set of locations, with `A0 ∈ LA the initial location,

• ΣA? , ΣA! and ΣAτ are disjoint finite alphabets of input actions (noted a?, b?, . . .), output

actions (noted a!, b!, . . .), and internal actions (noted τ1, τ2, . . .). We note ΣAobs = ΣA? tΣA!

(where t denotes the disjoint union) for the alphabet of observable actions, and ΣA =

ΣA? t ΣA! t ΣAτ for the whole set of actions.
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• XAp and XAo are disjoint finite sets of proper clocks and observed clocks, respectively. We

note XA = XAp tXAo for the whole set of clocks.

• M A ∈ N is the maximal constant of A, and we will refer to (| XA |,M A) as the resources

of A,

• InvA : LA → IMA(XA) is a mapping labeling each location with an invariant,

• EA ⊆ LA × GMA(XA)× ΣA × 2XAp × LA is a finite set of edges where guards are defined

on XA, but resets are restricted to proper clocks in XAp .

`0

`1 `2 `3 `4

`5 `6 `7 `8

x ≤ 1

x ≤ 1 x ≤ 1

x = 0 x = 0

x = 1, τ
1 < x < 2, a?, {x} x = 0, b! b!

x = 1, τ, {x}

x = 1, τ, {x}
x < 1, a?, {x} b! b!

Figure 10.1: Specification A

The reason for introducing the OTAIO model is to have a unique model (syntax and se-

mantics) that will be next specialized for particular testing artifacts. In particular, an OTAIO

with an empty set of observed clocks XAo is a classical TAIO, and will be the model for speci-

fications, implementations and test cases. For example, Fig. 10.1 represents such a TAIO for a

specification A with clock x , input a, output b and internal action τ . The partition of actions

reflects their roles in the testing context: the environment cannot observe internal actions, but

controls inputs and observes outputs (and delays). The set of clocks is also partitioned into

proper clocks, i.e. usual clocks controlled by A, and observed clocks referring to proper clocks of

another OTAIO. These cannot be reset to avoid intrusiveness, but synchronization with them in

guards and invariants is allowed. In particular, test purposes have observed clocks which observe

proper clocks of specifications in order to describe time constrained behaviors to be tested.

10.4 Conformance testing theory

In this section, we recall the conformance relation tioco (2), that formally defines the set of

correct implementations of a given TAIO specification. We then define test cases, formalize

their executions, verdicts and expected properties. Finally, we introduce a refinement relation

between TAIOs that preserves tioco.
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10.4.1 The tioco conformance theory

We consider that the specification is given as a (possibly non-deterministic) TAIO A =

(LA, `A0 ,Σ?,Σ!,Στ ,X
A
p ,∅,M A, InvA,EA). The implementation is a black box, unknown except

for its alphabet of observable actions, which is the same as the one of A. As usual, in order

to formally reason about conformance, we assume that the implementation can be modeled by

an (unknown) TAIO I = (L⇒, `⇒0 ,Σ?,Σ!,Σ
⇒
τ ,X

⇒
p ,∅,M⇒, Inv⇒,E⇒) with same observable al-

phabet as A, and require that it is input-complete and non-blocking. The set of such possible

implementations of A is denoted by I(A). Among these, the conformance relation tioco (2) for-

mally defines which ones conform to A, naturaly extending the ioco relation of Tretmans (160)

to timed systems:

Definition 4 (Conformance relation) Let A be a TAIO and I ∈ I(A), I tioco A if ∀σ ∈

traces(A), out(Iafterσ) ⊆ out(Aafterσ).

Intuitively, I conforms to A (I tiocoA) if after any timed trace enabled in A, every output or

delay of I is specified in A. In practice, conformance is checked by test cases run on imple-

mentations. In our setting, we define test cases as deterministic TAIOs equipped with verdicts

defined by a partition of states.

Definition 5 (Test case, test suite) Given a specification TAIO A, a test case for A is a

pair (T C,Verdicts) consisting of a deterministic TAIO (DTAIO)

T C = (LT C , `T C
0 ,ΣT C

? ,ΣT C
! ,ΣT C

τ ,X T C
p ,∅,M T C , InvT C ,E T C ) together with a partition Verdicts

of the set of states ST C = Nonet InconctPasstFail. States outside None are called verdict

states. We require that ΣT C
? = ΣA! and ΣT C

! = ΣA? , InvT C (`) = true for all ` ∈ LT C , and T C

is input-complete in all None states, meaning that it is ready to receive any input from the

implementation before reaching a verdict. A test suite is a set of test cases.

The verdict of an execution σ ∈ traces(T C), noted Verdict(σ, T C), is Pass, Fail, Inconc

or None if T Cafterσ is included in the corresponding states set. We note I fails TC if some

execution σ of T C‖I leads T C to a Fail state, i.e. when tracesFail(T C)∩traces(I) 6= ∅ 1. Notice

that this is only a possibility to reach the Fail verdict among the infinite set of executions.

We now introduce soundness, a crucial property ensured by our test generation method and

strictness that will be ensured when determinization is exact.

Definition 6 (Test case properties) A test suite T S for A is sound if no conformant imple-

mentation is rejected by the test suite i.e.∀ I ∈ I(A), ∀ T C ∈ T S, I fails T C ⇒ ¬(I tioco A).
1The execution of a test case T C on an implementation I is usually modeled by the standard paral-

lel composition T C‖I. Due to space limitations, ‖ is not defined here, but we use its trace properties:
traces(I‖T C) = traces(I) ∩ traces(T C).
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It is strict if non-conformance is detected as soon as it occurs i.e.∀ I ∈ I(A),∀ T C ∈

T S,¬(I‖T C tioco A)⇒ I fails T C.

10.4.2 Refinement preserving tioco

We introduce an io-refinement relation between TAIOs, a generalization to non-deterministic

TAIOs of the io-refinement between DTAIOs introduced in (158), itself a generalization of

alternating simulation (161). We prove that io-abstraction (the inverse relation) preserves tioco:

if I conforms to A, it also conforms to any io-abstraction B of A.

Definition 7 Let A and B be two TAIOs with same input and output alphabets, we say that A

io-refines B (or B io-abstracts A) and note A � B if

(i) ∀σ ∈ traces(B), out(Aafterσ) ⊆ out(Bafterσ) and

(ii) ∀σ ∈ traces(A), in(Bafterσ) ⊆ in(Aafterσ).

It can be proved that � is a preorder relation. Moreover, as (ii) is always satisfied if

A is input-complete, for I ∈ I(A), I tioco A is equivalent to I � A. By transitivity of

�, Proposition 3 states that io-refinement preserves conformance. Its Corollary 1 says that io-

abstraction preserves soundness of test suites and will later justify that if a TAIO B io-abstracting

A is obtained by approximate determinization, a sound test suite generated from B is still sound

for A.

Proposition 3 If A � B then ∀ I ∈ I(A) (= I(B)), I tioco A ⇒ I tioco B.

Corollary 1 If A � B then any sound test suite for B is also sound for A.

10.5 Approximate determinization preserving tioco

We recently proposed a game approach to determinize or provide a deterministic over-

approximation for TAs (157). Determinization is exact on all known classes of determinizable

TAIOs (e.g. event-clock TAs, TAs with integer resets, strongly non-Zeno TAs) if resources are

sufficient. Provided a couple of extensions, this method can be adapted to the context of test-

ing for building a deterministic io-abstraction of a given TAIO. Thanks to Proposition 3, the

construction preserves tioco, and Corollary 1 guarantees the soundness of generated test cases.

The approximate determinization uses the classical region construction (11). As for classical

TAs, the regions form a partition of valuations over a given set of clocks which allows to make

abstractions and decide properties like the reachability of a location. We note Reg(X ,M ) the set

of regions over clocks X with maximal constant M . A region r ′ is a time-successor of a region
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r if ∃ v ∈ r , ∃ t ∈ R≥0, v + t ∈ r ′. Given X and Y two finite sets of clocks, a relation between

clocks of X and Y is a finite conjunction C of atomic constraints of the form x − y ∼ c where

x ∈ X , y ∈ Y , ∼∈ {<,=, >} and c ∈ N. When c ∈ [−M ′,M ], for M ,M ′ ∈ N, RelM ,M ′(X ,Y )

we denote the set of relations between X and Y .

10.5.1 A game approach to determinize timed automata

The technique presented in (157) applies first to TAs, i.e. the alphabet only consists of one

kind of actions (output actions), and the invariants are all trivial. Given such a TA A over

the set of clocks XA, the goal is to build a deterministic TA B with traces(A) = traces(B)

as often as possible, or traces(A) ⊆ traces(B). In order to do so, resources of B (number

of clocks k and maximal constant M B) are fixed, and a finite 2-player turn-based safety game

GA,(k ,MB) is built. The two players, Spoiler and Determinizator, alternate moves, the objective of

player Determinizator being to remain in a set of safe states where intuitively, for sure no over-

approximation has been performed. Every strategy for Determinizator yields a deterministic

automaton B with traces(A) ⊆ traces(B), and every winning strategy induces a deterministic

TA B equivalent to A. It is well known that for this kind of games, winning strategies can be

chosen positional and computed in linear time in the size of the arena.

Let us now give more details on the definition of the game. Let X B be a set of clocks of

cardinality k . The initial state of the game is a state of Spoiler consisting of the initial location

of A, the simplest relation between XA and X B: ∀ x ∈ XA, ∀ y ∈ X B, x − y = 0, a marking >

indicating that no over-approximation was done so far, together with the null region over X B. In

each of his states, Spoiler challenges Determinizator by proposing a region r ∈ Reg(XB,MB), and

an action a ∈ Σ. Determinizator answers by deciding the subset of clocks Y ′ ⊆ X B he wishes

to reset. The next state of Spoiler contains a region over X B (r ′ = r[Y ′←0]), and a finite set of

configurations: triples formed of a location of A, a relation between clocks in XA and clocks in

X B, and a boolean marking (> or ⊥). A state of Spoiler thus constitutes a states estimate of

A, and the role of the markings is to indicate whether over-approximations possibly happened.

Bad states Determinizator wants to avoid are states where all configurations are marked ⊥,

i.e. configurations where an approximation possibly happened.

A strategy for Determinizator thus assigns to each state of Determinizator a set Y ′ ⊆ X B

of clocks to be reset. With every strategy for Determinizator Π we associate the TA B =

Aut(Π) obtained by merging a transition of Spoiler with the transition chosen by Determinizator

just after. The following theorem links strategies of Determinizator with deterministic over-

approximations of the original traces language and enlightens the interest of the game:
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Theorem 2 ((157)) Let A be a TA, k ,M B ∈ N. For any strategy Π of Determinizator in

GA,(k ,MB), B = Aut(Π) is a deterministic TA over resources (k ,M B) with traces(A) ⊆ traces(B).

Moreover, if Π is winning, traces(A) = traces(B).

10.5.2 Extensions to TAIOs and adaptation to tioco

In the context of model-based testing, the above-mentioned determinization technique must be

adapted to TAIOs, as detailed in (157), and summarized below. First the model of TAIOs is

more expressive than TAs, incorporating internal actions and invariants. Second, inputs and

outputs must be treated differently in order to build from a TAIO A a DTAIO B such that

A � B and then preserve tioco.

Internal actions: Specifications naturally include internal actions that cannot be observed

during test executions, and should thus be removed during determinization. In order to do so, a

closure by internal actions is performed for each state during the construction of the game. To

this attempt, states of the game have to be extended since internal actions might be enabled only

from some time-successor of the region associated with the state. Therefore, each configuration

is associated with a proper region which is a time-successor of the initial region of the state. The

closure by silent transitions is effectively computed the same way as successors in the original

construction when Determinizator does not reset any clock, computations thus terminate for

the same reasons. It is well known that TAs with silent transitions are strictly more expressive

than standard TAs (162). Therefore, our approximation can be coarse, but it performs as well

as possible with its available clock information.

Invariants: Modeling urgency is quite important and using invariants to this aim is classical.

Without the ability to express urgency, for instance, any inactive system would conform to all

specifications. Ignoring all invariants in the approximation surely yields an io-abstraction: delays

(considered as outputs) are over-approximated. In order to be more precise while preserving �,

with each state of the game is associated the most restrictive invariant containing invariants of

all the configurations in the state. In the computation of the successors, invariants are treated as

guards and their validity is verified at both extremities of the transition. A state whose invariant

is strictly over-approximated is unsafe.

io-abstraction vs. over-approximation: Rather than over-approximating a given TAIO

A, we aim here at building a DTAIO B io-abstracting A (A � B). Successors by output are over-

approximated as in the original game, while successors by inputs must be under-approximated.

The over-approximated closure by silent transitions is not suitable to under-approximation.

Therefore, states of the game are extended to contain both over- and under-approximated clo-
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sures. Thus, the unsafe successors by an input are not built.

All in all, these modifications allow to deal with the full TAIO model with invariants, silent

transitions and inputs/outputs, consistently with the io-abstraction. Fig.10.4 represents a part

of this game for the TAIO of Fig.10.3. The new game then enjoys the following nice property:

Proposition 4 ((157)2) Let A be a TAIO, k ,M B ∈ N. For any strategy Π of Determinizator

in GA,(k ,MB), B = Aut(Π) is a DTAIO over resources (k ,M B) with A � B. Moreover, if Π is

winning, traces(A) = traces(B).

In other words, the approximations produced by our method are deterministic io-abstractions

of the initial specification, hence our approach preserves tioco (Proposition 3) and soundness of

test cases (Corollary 1). In comparison, the algorithm proposed in (2) is an over-approximation,

thus preserves tioco only if the specification is input-complete. Moreover it does not preserve

urgency.

10.6 Off-line test case generation

In this section we first define test purposes and then give the principles for off-line test selection

with test purposes and properties of generated test cases.

10.6.1 Test purposes

Test purposes are practical means to select behaviors to be tested, either focusing on usual

behaviors, or on suspected errors in implementations. In this work we choose the following

definition, and discuss alternatives in the conclusion.

Definition 8 (Test purpose) For a specification TAIO A, a test purpose is a pair

(T P,Accept) where T P = (LT P , `T P
0 ,Σ?,Σ!,Στ ,X

T P
p ,X T P

o ,M T P , InvT P ,E T P) is a complete

OTAIO (in particular ∀ ` ∈ LT P , InvT P(`) = true ) with X T P
o = XAp (TP observes proper clocks

of A), and Accept ⊆ LT P is a subset of trap locations.

`′0 `′1 `′2 `′3 Acc

`′4

x = 1, τ x < 1, a? b! b!

othw othw othw othw

ΣT P

ΣT P

Figure 10.2: Test purpose T P.

Fig. 10.2 represents a test purpose for the specification A of Fig. 10.1. It has no proper

clock and observes the unique clock x of A. It accepts sequences where τ occurs at x = 1,

followed by an input a? at x < 1 (thus focusing on the lower branch of A where x is reset), and
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two subsequent b!’s. The label othw (for otherwise) is an abbreviation for the complement of

specified transitions.

10.6.2 Principle of test generation

Given a specification TAIO A and a test purpose (T P,AcceptT P), the aim is to build a sound

and, if possible strict test case (T C,Verdicts). It should also deliver Pass verdicts on traces of

sequences of A accepted by T P, as formalized by the following property:

Definition 9 A test suite T S for A and T P is precise if ∀ T C ∈ T S, ∀σ ∈

(ΣAobs)∗, Verdict(σ, T C) = Pass⇔ σ ∈ traces(seqT P

Accept(T P) ∩ seq(A)).

The different steps of test generation are described in the following paragraphs.

Product: we first build the TAIO P = A × T P associated with the set of marked loca-

tions AcceptP = LA × AcceptT P . Fig. 10.3 represents this product P for the specification A in

Fig. 10.1 and the test purpose T P in Fig. 10.2. The effect of the product is to unfold A and

to mark those sequences of A accepted by T P in locations AcceptT P . T P is complete, thus

seq(P) = seq(A↑XT P
p ,XT P

o ) (sequences of the product are sequences of A lifted to X T P), and

then traces(P) = traces(A), which implies that P and A define the same sets of conformant im-

plementations. We also have seqAcceptP (P) = seq(A↑XT P
p ; XT P

o )∩ seqAcceptT P (T P) which induces

tracesAcceptP (P) = traces(seq(A) ∩ seqAcceptT P (T P)).

Let ATraces(A, T P) = tracesAcceptP (P) and RTraces(A, T P) = traces(A) \

pref(ATraces(A, T P)) where, for a set of traces T , pref(T ) denotes the set of prefixes

of traces in T . The principle is to select traces in ATraces(A, T P) and try to avoid or at

least detect those in RTraces(A, T P) as these traces cannot be prefixes of traces of sequences

satisfying the test purpose.

`0`
′
0

`1`
′
1 `2`

′
4 `3`

′
4 `4`

′
4

`5`
′
1 `6`

′
2 `7`

′
3 `8Acc

x ≤ 1

x ≤ 1 x ≤ 1

x = 0 x = 0

x = 1, τ
1 < x < 2, a?, {x} x = 0, b! b!

x = 1, τ, {x}

x = 1, τ, {x}
x < 1, a?, {x} b! b!

Figure 10.3: Product P = A× T P.

Approximate determinization of P into DP: If P is already deterministic, we simply

take DP = P. Otherwise, with the approximate determinization of Section 10.5, we can build

a deterministic io-abstraction DP of P with resources (k ,M DP) fixed by the user, thus P �

DP. DP is equipped with the set of marked locations AcceptDP consisting of locations in LDP

containing some configuration whose location is in AcceptP . If the determinization is exact,
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we get traces(DP) = traces(P) and tracesAcceptDP (DP) = ATraces(A, T P). Fig. 10.4 partially

represents the game GP,(1,2) for the TAIO P of Fig. 10.3 where, for readability reasons, some

behaviors not co-reachable from AcceptDP are omitted. DP is simply obtained from GP,(1,2) by

merging transitions of Spoiler and Determinizator.
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′
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′
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′
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′
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′
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Figure 10.4: Game GP,(1,2).

Generating T C from DP: The next step consists in building (T C,Verdicts) from DP,

using an analysis of the co-reachability to locations AcceptDP in DP.

The test case built from DP = (LDP , `DP
0 ,ΣDP

? ,ΣDP
! ,X DP

p ,∅,M DP , InvDP ,EDP) and AcceptDP

is the TAIO T C = (LT C , `T C
0 ,ΣT C

? ,ΣT C
! ,X T C

p ,∅,M T C , InvT C ,E T C ) such that LT C = LDPt{`Fail}

where `Fail is a new location; `T C
0 = `DP

0 ; ΣT C
? = ΣDP

! = ΣA! and ΣT C
! = ΣDP

? = ΣA? ,

i.e. input/output alphabets are mirrored in order to reflect the opposite role of actions in the syn-

chronization of T C and I; X T C
p = X DP

p and X T C
o = ∅; M T C = M DP ; Verdicts is the partition

of S T C with Pass =
⋃
`∈AcceptDP{`} × InvDP(`), None = coreach(DP,Pass) \Pass, Inconc =

SDP\coreach(DP,Pass), and Fail = {`Fail}×RXT C

+ t{(`,¬InvDP(`)) | ` ∈ LDP}; InvT C (`) = true

for any ` ∈ LT C ; E T C = EDP
Inv t E`Fail

where EDP
Inv = {(`, g ∧ InvDP(`), a,X , `′) | (`, g , a,X , `′) ∈

EDP} and E`Fail
= {(`, ḡ , a,X T C

p , `Fail) | ` ∈ LDP , a ∈ ΣDP
! , ḡ = ¬

∨
(`,g,a,X ,`′)∈EDP g}.

The important points to understand in the construction of T C are the completion to Fail and

the computation of Inconc. For the completion, the idea is to detect unspecified outputs and

delays of DP. Outputs of DP being inputs of T C, in any location `, for each input a ∈ ΣT C
? =

ΣDP
! , a transition leading to `Fail is added, labeled with a, and whose guard is the negation of the

disjunction of all guards of transitions labeled by a and leaving ` (thus true if no a-action leaves

`). Authorized delays in DP being defined by invariants, all states in (`,¬InvDP(`)), ` ∈ LDP ,

i.e. states where the invariant runs out, are put into Fail. Moreover, in each location `, the
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invariant InvDP(`) in DP is removed and shifted to guards of all transitions leaving ` in T C.

The computation of Inconc is based on an analysis of the co-reachability to Pass. Inconc

contains all states not co-reachable from locations in Pass. Notice that coreach(DP,Pass),

and thus Inconc, can be computed symbolically in the region graph of DP. Fig.10.5 represents

the test case obtained from A and T P.

`”0

`”1 `”2 Accept1

`Fail

`”3 `”4 Accept2

Fail = {`Fail} × R+ t {`”1, `”2}×]0,∞[t{`”4}×]1,∞[

Inconc = {`”0} × [2,∞[∪{`”3}×]0,∞[∪{`”4}×]0, 1]
Pass = {Accept1,Accept2} × R+

y = 1, a!, {y}
y = 0, b?, {y} y = 0, b?, {y}

y ≥ 0, b?

1 < y < 2, a!, {y}
y = 0, b?, {y} y = 0, b?, {y}

Figure 10.5: Test case T C

Test selection: So far, the construction of T C determines Verdicts, but does not perform

any selection of behaviors. A last step consists in trying to control the behavior of T C in or-

der to avoid Inconc states (thus stay in pref(ATraces(A, T P))), or produce an Inconc verdict

when this is impossible. To this aim, guards of transitions are refined in two complementary

ways. First, transitions leaving a verdict state are useless, thus for each transition, the guard

is intersected with the set of valuations associated with None in the source location. Second,

transitions arriving in Inconc states and carrying inputs are also useless, thus for any tran-

sition labeled by an input, the guard is intersected with the set of valuations associated with

coreach(DP,Pass) in the target location. For example in T C (Fig. 10.5), the bottom-left state

of the game in Fig. 10.4 has been removed.

After these steps, generated test cases exhibit the following properties:

Theorem 3 Any test case T C built by the procedure is sound for A. If DP is an exact approx-

imation of P, T C is also strict and precise for A and T P.

Soundness comes from the construction of EFail in T C and preservation of soundness by the

approximate determinization DP of P given by Corollary 1. When DP is an exact determiniza-

tion of P, traces(DP) = traces(P) = traces(A). Strictness then comes from the fact that DP

and A have the same non-conformant traces and from the definition of EFail in T C. Precision

comes from tracesAcceptDP (DP) = ATraces(A, T P) and from the definition of Pass. When DP

is not exact however, there is a risk that some behaviors allowed in DP are not in P, thus some

non-conformant behaviors are not detected, even if they are executed by T C. Similarly, some

Pass verdicts may be produced for non-accepted or non-conformant behaviors.
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Test execution After test selection, it remains to execute test cases on a real implemen-

tation. As the test case is a TAIO, a number of decisions still need to be made at each node

of the test case: (1) whether to wait for a certain delay, to receive an input or emit an output

(2) which output to send, in case there is a choice. Some of these choices can be made either

randomly, or according to user-defined strategies, for example by applying a technique similar

to the control approach of (156) whose goal is to avoid RTraces(A, T P).

10.7 Summary

In this chapter, we presented a complete formalization and operations for the automatic off-

line generation of test cases from non-deterministic timed automata with inputs and outputs

(TAIOs). The model of TAIOs is general enough to take into account non-determinism, partial

observation and urgency. One main contribution is the ability to tackle any TAIO, thanks to

an original approximate determinization procedure. Another main contribution is the selection

of test cases with expressive OTAIOs test purposes, able to precisely select behaviors based on

clocks and actions of the specification as well as proper clocks. Test cases are generated as

TAIOs using a symbolic co-reachability analysis of the observable behaviors of the specification

guided by the test purpose.
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CHAPTER 11

Towards a Model-Based Testing Framework for the Security

of Internet of Things for Smart City Applications

11.1 Introduction

This chapter reports on a work in progress in which we are interested in testing security aspects

of Internet of Things for Smart Cities. For this purpose we follow a Model-Based approach

which consists in: modeling the system under investigation with an appropriate formalism;

deriving test suites from the obtained model; applying some coverage criteria to select suitable

tests; executing the obtained tests; and finally collecting verdicts and analyzing them in order

to detect errors and repair them.

The rest of this chapter is organized as follows. Section 11.2 gives the main motivation of the

work presented in this chapter. Section 11.3 introduces some preliminaries about IoT and smart

cities. Section 11.4 discusses main threats and challenges related to these two fields. Section 11.5

presents our approach. Section 11.6 reports on related research efforts dealing with IoT security

testing. Finally Section 11.7 concludes the chapter.

11.2 Motivation

Internet of Things (IoT) is a promising technology that permits to connect everyday things” or

objects to the Internet by giving them the capabilities to sense the environment and interact

with other objects and/or human beings through the Internet. This evolving technology has

promoted a new generation of innovative and valuable services. Today’s cities are getting smarter
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by deploying intelligent systems for traffic control, water management, energy management,

public transport, street lighting, etc. thanks to these services. Nevertheless, these services can

easily be compromised and attacked by malicious parties in the absence of proper mechanism for

providing adequate security. Recent studies have shown that the attackers are using smart home

appliances to launch serious attacks such as infiltrating to the network or sending malicious email

or launching malicious actions such as Distributed Denial of Service (DDoS) attack. Therefore,

security solutions need to be proposed, set up and tested to mitigate these identified attacks.

In this work, we aim to adopt a Model-Based Security Testing (MBST) approach to check

the security of IoT applications in the context of smart cities. The MBST approach consists in

specifying the desired IoT application in an abstract manner using an adequate formal specifica-

tion language and then deriving test-suites from this specification to find security vulnerabilities

in the application under test in a systematic manner. The work introduced here is a piece of a

broader approach dealing with the security of IoT applications for smart cities and consisting of

the following steps:

• Identify and assess the threats and the attacks in smart cities IoT applications.

• Design and develop security mechanisms for standard protocols at the application and the

network layer.

• Evaluate the performance and the correctness of the proposed security protocols using

simulation and implementation on real devices.

11.3 Preliminaries

11.3.1 Internet of Objects

Recent advances in communication and sensing devices make our everyday objects smarter. This

smartness is resulted from the capability of objects to sense the environment, to process the

captured (sensed) data and to communicate it to users either directly or through Internet. The

integration of these smart objects to the Internet infrastructure is promoting a new generation

of innovative and valuable services for people. These services include home automation, traffic

control, public transportation, smart water metering, waste and energy management, etc. When

integrated in a city context, they make citizens’ live better and so form the modern smart city.
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11.3.2 Smart Cities

In October 2015, ITU-T’s Focus Group on Smart Sustainable Cities (FG-SSC) agreed on the

following definition of a smart sustainable city: ”A Smart Sustainable City (SSC) is an innovative

city that uses information and communication technologies (ICTs) and other means to improve

quality of life, efficiency of urban operation and services, and competitiveness, while ensuring

that it meets the needs of present and future generations with respect to economic, social and

environmental aspects”.

11.4 Threats and challenges

11.4.1 Threats

Indeed, connecting our everyday âœthingsâ to the public Internet opens these objects to several

kinds of attacks. Taking the example of a traffic control system. If the hackers could insert

fake messages to these traffic control system devices, they can make traffic perturbations and

bottlenecks. Another example related to home automation, if attackers gain access to smart

devices such as lamps, doors, etc., it could manipulate doors and steal the house properties.

The main security threats in the IoT are summarized in [28] and they can be summarized as

follows: 1. Cloning of smart things by untrusted manufacturers; 2. Malicious substitution of

smart things during installation; 3. Firmware replacement attack; 4. Extraction of security

parameters since smart things may be physically unprotected; 5. Eavesdropping attack if the

communication channel is not adequately protected; 6. Man-in-the-middle attack during key

exchange; 7. Routing attacks; 8. Denial-of-service attacks; and 9. Privacy threats.

11.4.2 Challenges

Due to its specific characteristic, new issues are raised in the area of IoT:

• Data collection trust: If the huge collected data is not trusted (e.g., due to the damage

or malicious input of some sensors), the IoT service quality will be greatly influenced and

hard to be accepted by users.

• User privacy: In order to have intelligent context-aware services, users have to share their

personal data or privacy such as location, contacts, etc. Providing intelligent context-

aware services and at the same time preserving user privacy are two conflicting objectives

that induce a big challenge in the IoT.
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Figure 11.1: Model based security testing process.

• Resource Limitation: Most of IoT devices are limited in terms of CPU, memory capacity

and battery supply. This renders the application of the conventional Internet security

solutions not appropriate.

• Inherent complexity of IoT: the fact that multiple heterogeneous entities located in different

contexts can exchange information with each other, further complicates the design and the

deployment of efficient, inter-operable and scalable security mechanisms.

11.5 Proposed Approach

In this section, we define a workflow that covers the different steps of a classical model based

testing process, namely: Model Specification, test generation, test selection, test execution and

evaluation activities as depicted in Fig. 11.1.

In this direction, we reuse the finding of Hessel et al.(163) by exploiting its extension of

UPPAAL namely UPPAAL CO
√

ER . This tool takes as inputs a model, an observer and a

configuration file. The model is specified as a network of timed automata (.xml) that comprises

a SUT part and an environment part. The observer (.obs) expresses the coverage criterion

that guides the model exploration during test case generation. The configuration file (.cfg)

describes mainly the interactions between the system part and the environment part in terms

of input/output signals. It may also specify the variables that should be passed as parameters

in these signals. As output, it produces a test suite containing a set of timed traces (.xml).

Our test generation module is built upon these well-elaborated tools. The key idea here is

to use UPPAAL CO
√

ER and its generic and formal specification language for coverage criteria

to generate tests for security purposes.
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11.5.1 Test Execution and Verdict Analysis

For the execution of the obtained security tests, we aim to use a standard-based test execution

platform, called TTCN-3 test system for Runtime Testing (TT4RT), developed in a previous

work (164). To do so, security tests should be mapped to the TTCN-3 notation since our

platform supports only this test language. Then, test components are dynamically created and

assigned to execution nodes in a distributed manner.

Each test component is responsible for (1) stimulating the SUT with input values, (2) com-

paring the obtained output data with the expected results (also called oracle) and (3) generating

the final verdict. The latter can be pass, fail or inconclusive. A pass verdict is obtained when

the observed results are valid with respect to the expected ones. A fail verdict is obtained when

at least one of the observed results is invalid with respect to the expected one. Finally, an incon-

clusive verdict is obtained when neither a pass or a fail verdict can be given. After computing

for each executed test case its single verdict, the proposed platform deduces the global verdict.

11.6 Related Work

In this section we give a very brief overview on contributions form the literature and from our

previous work related to Model-Based Security Testing (MBST) for IoT Applications in Smart

Cities. Authors of (165) propose a good survey on more than one hundred publications on

model-based security testing extracted from the most relevant digital libraries and classified

according to specific criteria. Even though this survey reports on a large number of articles

about MBST it does not contain any reference to IoT applications or Smart Cities. Contrary

to that the authors of (166) propose a model-based approach to test IoT platforms (with tests

provided as services) but they do not deal with security aspects at all.

In this work we aim to combine these two directions namely: Model-Based testing and

Security Testing for IoT applications in Smart Cities. For that purpose we will take advantage

of our previous findings (167; 168; 164; 169) related to these fields. In (167) a survey about Secure

Group Communication in Wireless Sensor Networks is proposed. We will extend the notions

proposed in this survey to the case of IoT applications. We will also exploit our previous results

about test techniques of dynamic distributed systems (168; 164). Finally we will adopt the same

methodology as in (169) to combine security and load tests for IoT applications.
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11.7 Summary

The work presented in this chapter is at its begining and a lot of efforts are needed at all levels

on both theoretical and experimental aspects. First we need to deal with modelling issues. In

this respect we need to extend our modelling formalism and to identify the particular elements

of IoT applications to model (using extended timed automata). Models must not be big in

order to avoid test number explosion. For that purpose we need to keep an acceptable level of

abstraction. As a second step we have to adapt our test generation and selection algorithms to

take into account security requirements of the applications under test. The new algorithms must

be validated theoretically and proved to be correct. In the same manner we need to upgrade

our tools to implement the new obtained algorithms. Finally we need to validate our approach

with concrete examples with realistic size.



CHAPTER 12

Towards a Scalable Test Execution Platform On the Cloud

12.1 Introduction

Testing large scale systems running in dynamic and distributed environments is a challenging

issue. Such a validation activity needs to be handled in a cost effective manner. To do so, this

chapter introduces a scalable test environment deployed on the cloud and offers various testing

capabilities like automatic test component deployment, test execution and test evaluation. The

latter are provided as services following the SOA architecture. A proof-of-concept prototype is

developed and deployed on the Google Cloud Platform. It is used to validate an e-Health case

study, implemented by using Web service technology.

The rest of this chapter is organized as follows. Section 12.2 gives the main motivation behind

the work presented in this chapter. Section 12.3 provides background material and related work

on cloud computing and cloud testing. Section 12.4 outlines the proposed approach. Section 12.5

reports on the application of our approach to the e-Health case study. Finally, in Section 12.6,

we conclude with a summary of the main contributions, and we identify potential areas of future

research.

12.2 Motivation

Due to increasingly software scale and complexity in recent years, test engineers and quality

assurance managers faced many difficulties in terms of test time, cost and scale. In fact, man-

aging test generation and selection issues is still a time consuming aspect in the testing process.
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Moreover, setting up distributed test environments for test execution and evaluation concerns

increases significantly software production costs because we need computational resources not

only for the execution of the system under test but also for the support of testing.

In order to encounter such problems, cloud computing is emerging as a new solution to

build scalable and dynamic test environment characterized mainly with on-demand resource

allocation capabilities. Known in the literature as Testing as-a-Service (TaaS), this innovative

concept is considered as a new business model which provides software testing activities in a

cloud infrastructure for customers as a service based on their demands. In (170), many benefits

of TaaS are identified and listed as below:

• Reduce costs of setting a distributed test environment by effectively using virtualized

resources hosted on the cloud platform.

• Adjust dynamically required resources for testing purposes as needed. The pay-as-you-test

model is often linked to the elastic aspect of the cloud.

• Provide on-demand testing services such as test case generation, online/offline test execu-

tion and test result evaluation, etc.

For this reason, a recent branch of work has attempted to migrate conventional testing

services to the cloud (171; 170; 172; 173; 174; 175). They have focused on offering cloud-based

test environments with various options such as resource monitoring, static/dynamic virtual

machine management, scheduling and dispatching test tasks to the appropriate virtual machines.

Up to our knowledge, only (175) has proposed a test support as a service applied for runtime

testing of adaptive systems. The latter used replication strategy to apply safe runtime tests

with reducing interference risks between test processes and business processes.

12.3 Background and Related Work

This section presents the background that motivates our work and gives an overview about

research done in testing cloud-based applications.

12.3.1 Cloud testing

Cloud computing is an emergent paradigm in the distributed computing community. It has been

changed the way of obtaining diverse services (such as software and hardware resources, net-

works, storage, etc.)(176). It is formally defined by U.S. NIST (National Institute of Standards

and Technology)(177) as follows :
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Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to

a shared pool of configurable computing resources (e.g., networks, servers, storage, applications,

and services) that can be rapidly provisioned and released with minimal management effort or

service provider interaction.

Such paradigm has been used in the context of software testing to encounter the lack of

resources and the expensiveness of building a distributed test environment during the test-

ing process. As a result, the concept of Cloud testing is newly emerging in order to provide

cost-effective testing services. According to (170), it refers to testing activities, essentially test

generation, test execution and test evaluation on a cloud-based environment. The latter sup-

ports on-demand resource allocation to large scale testers whenever and wherever they need by

following the pay-per-use business model. Such virtualized and shared resources may reduce

effectively the cost of building a distributed test environment.

12.3.2 Testing as-a-Service

Testing as-a-Service (TaaS) is an innovative concept that provides end users with testing services

such as test case generation, test execution and test result evaluation. It has been proposed to

improve the efficiency of software quality assurance. Notably, it is used for software systems

that are remotely deployed in a virtualized runtime environment using shared hardware/software

resources, and hosted in a third-party infrastructure (i.e. a cloud) . One of the primary objectives

is to reduce the cost of software testing tasks by providing on-demand testing services and also

on-demand test environment services.

12.3.3 Related work

Most existing research in Testing as-a-Service paradigm pays more attention to test clouds and

cloud-based applications. General topics about cloud testing issues and challenges have been

discussed in several research papers (178; 170). Moreover, some works have dealt with proposing

their own cloud-based testing architecture to provide cost-effective testing services.

For instance, the work in (171) introduces the design and implementation of a virtual test

system, called Vee@Cloud. The proposed prototype offers on-demand test resource allocation

with the aim of reducing cost and enhancing the scalability of the test environment. Moreover,

it supports the generation of various workload in order to apply efficient load testing. Likewise,

the approach in (173; 174) develops a prototype of TaaS on the cloud that helps test engineers

in setting up a scalable test environment for automatically generating and executing units tests.

The obtained results are then evaluated and reported to testers.
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Figure 12.1: Test Execution Platform Overview.

Also, the proposed approach in (175) defines an automated test support as-a-service in

order to enhance the self testing process. Similar to our proposal, this test harness is used for

monitoring and validating dynamic adaptations. To avoid interference risk between test and

business processes at runtime, it uses copies of services under test. Conversely, we adopt in our

context testable services by using the Built-In Test (BIT) technique (179).

It should be noted that several commercial tools have been proposed to handle cloud test-

ing, as well. For example, IBM provides its Infrastructure Optimization Services â“ IBM Smart

Business Test Cloud in which on-demand secure, dynamic and scalable virtual test server re-

sources are managed in a private test environment (180). SOASTA is another platform, called

CloudTest, offering load testing capabilities from development to production (181).

12.4 Proposed Approach

The proposed approach is built based on TaaS concepts. Fig. 12.1 outlines an overview of its

different constituents.

• Test management GUI: This component is charged with managing the overall testing

process: dynamic allocation of test components to the appropriate VMs, start up of test

component execution and computation of the final verdict. Moreover, it is responsible for

querying the runtime monitoring component for information about the usage of resources

in running VMs.
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• Resource management: This component enables flexibility and elasticity during the

testing process. If there is no adequate VM to handle the execution of a test component,

a new VM can be created and started automatically. Moreover, it is possible to scale up

or scale down an existing VM. The unused one can be released, as well.

• Test component management: This component offers services for creating/deleting

test components and starting/stopping their execution. A test component is an entity

that interacts with the SUT to execute the available test cases (i.e., a set of input values

and expected results) and to observe its response related to this excitation. Its main role

consists of stimulating the SUT with the input values, comparing the obtained output

values to the expected results and generating the final verdict that can be pass, fail or

inconclusive.

Runtime monitoring: This component gives the status of each VM in terms of comput-

ing resources (such as CPU, memory, storage).

12.5 eHealth case study

With the aim of illustrating the usefulness of the proposed scalable test platform to ensure the

trustworthiness and the correctness of critical systems, we adopt the TRMCS case study once

again.

12.5.1 Implementation and deployment of TRMCS System

We used Apache Tomcat 7 as a Web server, Axis as a SOAP engine, Java 1.8 as a programming

language, and MySQL 5 as a database management system. The obtained Web services are then

deployed as depicted in Table 12.1 on a distributed environment composed of several standard

virtual machines. Each one is characterized with 1 virtual CPU, 3.75 GB of memory and 10 GB

of hard disk.

Table 12.1: Deployment of the TRMCS application.

Machine name Machine type SUT
Storage Service

instance1 n1-standard-1 Analysis Service
Alerting Service

instance2 n1-standard-1 Patient Service
instance3 n1-standard-1 Doctor Service
instance4 n1-standard-1 Sensors
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12.5.2 Runtime testing

In order to perform runtime testing on the running TRMCS system without side effects (i.e.,

interference between test processes and business processes), we assume that all TRMCS services

are equipped with a Built-In Test (BIT) interface (34). In fact, this technique consists in offering

services with the facility to test themselves and their ability to be tested by their execution

environment. To do so, they are equipped with a test interface and they are called testable

services. The operations provided by each test interface ensure that the test data and business

data are not mixed during the runtime testing process.

Figure 12.2: Screenshot of Test component creation and assignement GUI.

In the following, we highlight the usefulness of the proposed Cloud-based Test Execution

Platform in order to perform runtime tests on the running TRMCS System. First of all, our

platform is used to create Test Components and to deploy them in the adequate VM instance.

To do so, the Graphical User Interface (GUI) outlined in Fig. 12.2 is Recall that test components

assignment to VM instances is done in response to the current VM status. If there is a shortage of

computing resources, a new VM instance can be created to hold the execution of the considered

test component.

Figure 12.3: Screenshot of VM instance creation.
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Figure 12.4: Screenshot of Test Execution GUI.

12.6 Summary

In this chapter we proposed a scalable test execution platform providing testing facilities as a

service. Indeed, we defined not only a TaaS but also cloud services to monitor and manage

automatically computing resources through creating/deleting/scaling up and down VMs. This

platform allowed testers to set up the testing environment, assign test cases to the appropriate

VMs, automatically execute them and collect and display test results. A proof of concept

prototype was built and illustrated via a case study in the domain of eHealth.

As future work, we aim to extend our platform with test generation capabilities in the context

of dynamically adaptable and distributed systems. The key idea here is to provide a model-based

test generation as a service which can be executed after each dynamic behavioral adaptation.

With the aim of reducing the cost of test generation, we investigate the use of Probabilistic

Timed Automata (PTAs) as behavioral models from which tests will be generated (182). In this

case, the obtained runtime tests cover essentially the most predictable behaviors. It will be also

interesting to investigate runtime testing of Internet of Objects (IOT) applications and how our

proposed platform may give an efficient solution to validate software services in an IoT context.



CHAPTER 13

General Conclusion

The present chapter concludes this dissertation, summarizes the presented contributions and

proposes some future research directions to explore.

13.1 Summary

In this dissertation we reported on our main research contributions in the field of Model-Based

Testing of Dynamic and Distributed Real-Time Systems, performed during the last ten years.

Our first contribution is related to testing techniques for distributed and dynamically adapt-

able systems. At this level, we proposed a standard-based test execution platform which offers

a platform-independent test system for isolating and executing runtime tests. This platform

explores the TTCN3 standard and considers both structural and behavioral adaptations. In ad-

dition, it has a test isolation layer that reduces the risk of interference between testing processes

and business processes. Moreover, our platform computes a minimal subset of test cases and

efficiently distributes them among the execution nodes. In addition, the proposed techniques

were validated on two case studies, one in the healthcare domain and the other one in the fleet

management domain.

In our second contribution, we proposed a model-based framework to combine Load and

Functional Tests. For thi purpose, we used the model of extended timed automata with input-

s/ouputs and shared integer variables. At this level, different modelling techniques illustrating

some methodological aspects were introduced. Moreover, we examined BPEL compositions

behaviors under various load conditions using the proposed framework. We also proposed a tax-
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onomy of the detected problems and we illustrated how test verdicts are assigned. In addition,

our approach was validated by applying our tool to a Travel Agency case study and several

mutants of the corresponding BPEL process were considered.

In our third contribution, we proposed a set of formal techniques for the determinization

and off-line test selection for timed automata with inputs and outputs. In this context, we

proposed a game-based approach between two players for the determinization of a given timed

automaton and some fixed resources. Furthermore, we introduced a complete formalization

for the automatic off-line generation of test cases from non-deterministic timed automata with

inputs and outputs. We also proposed a selection technique of test cases with expressive test

purposes. Our method for generating test cases uses a symbolic co-reachability analysis of the

observable behaviors of the specification guided by the test purpose defined as a special timed

automaton.

Finally we reported on two ongoing works: (1) In the first one, we are interested in estab-

lishing a model-based approach for security testing of Internet of Things (IoT) applications; and

(2) The goal of the second one is to provide a scalable test execution platform providing testing

facilities as a cloud service.

13.2 Future Works

Many possible extensions for our work are possible. Next we list some possible directions to

investigate in the future.

• Meta-heuristic techniques for the constrained test placement problem: The

major problem that we faced while applying RTF4ADS on large-scale environments comes

from the constrained test placement module. In fact, this module requires a long time

to compute an exact optimal solution fitting the resource and connectivity constraints.

Therefore, we intend to use the Tabu Search (TS) meta-heuristic as a resolution algorithm

and performing a parallel exploration of the solution domain.

• Extension of the distributed TTCN-3 Test System: The current version of

RTF4ADS focuses only on distributing TTCN-3 test cases. Each one is managed by a

Main Test Component (MTC) and may create several Parallel Test Components (PTC)

in order to execute integration tests. To gain more performance and to alleviate the test

workload on the execution environment, we should also distribute PTC Components over

the execution nodes in order to avoid the communication overhead introduced by the

centralized execution architecture (67).
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• Runtime testing of autonomous systems: We intend to enhance our test framework

in order to support autonomous systems which are able generate emergent behaviors in

response to changing environmental conditions. To do so, we should include our test system

into Monitor-Analyze-Plan-Execute (MAPE-K) loops with the purpose of automating not

only the adaptation process but also the runtime testing process.

• Test generation based on probabilistic model-checking: The key idea here is to

apply runtime testing before the occurrence of dynamic proactive adaptations which con-

sist in making predictions of how the environment or the system is going to evolve in the

near future. To do so, tests have to be generated from behavioral models that are aug-

mented with probabilities to describe the unpredictable system’s behavior. Formalisms

like Probabilistic Timed Automata can be used to specify the system behavior.

• Distributed and resource-aware load testing of WS-BPEL compositions: Recog-

nizing problems under load is a challenging and time-consuming activity due to the large

amount of generated data and the long running time of load tests. For this reason, we

intend to extend our previous approach dealing with functional and load testing of BPEL

compositions by distribution and resource awareness capabilities. Indeed, supporting test

distribution over the network may alleviate considerably the test workload at runtime,

especially when the SUT is running on a cluster of BPEL servers.

• Developping heuristics to determinize timed automata: The determinization of

timed automata is a complex problem and our proposed algorithms run in time doubly

exponential in the size of the input. Given the difficulty of the problem, it would be of

interest to develop some heuristics. For instance, the resources and other features of our

algorithms could be optimized online. During the on-the-fly construction of the game

while searching for a winning strategy, resource clocks could be added if necessary, or the

precision of the guards and relations could be increased.

• Combining coverage with on-line test execution for real-time systems: The

topic of coverage needs to be studied in more depth in a real-time context. In particular,

combining coverage with on-line test execution is another aspect that seems to be little

studied. The problem is related to choosing online tester outputs and output times. Many

heuristics can be applied to resolve such choices, but an additional problem is how to

manage these choices across the execution of the entire test suite, using some appropriate

book-keeping techniques.
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[36] A. González, E. Piel, and H.-G. Gross, “A Model for the Measurement of the Runtime

Testability of Component-Based Systems,” in Proceedings of the IEEE International Con-

ference on Software Testing, Verification, and Validation Workshops (ICSTW’09), 2009,

pp. 19–28.

[37] Y. Wang, G. King, D. Patel, S. Patel, and A. Dorling, “On Coping With Real-time Software

Dynamic Inconsistency by Built-In Tests,” Annals of Software Engineering, vol. 7, no. 1-4,

pp. 283–296, 1999.

[38] J. Vincent, G. King, P. Lay, and J. Kinghorn, “Principles of Built-In-Test for Run-Time-

Testability in Component-Based Software Systems,” Software Quality Control, vol. 10,

no. 2, pp. 115–133, 2002.
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[164] M. Lahami, M. Krichen, and M. Jmäıel, “Safe and Efficient Runtime Testing Framework

Applied in Dynamic and Distributed Systems,” Science of Computer Programming (SCP),

vol. 122, no. C, pp. 1–28, 2016.
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Logicielles : articles sélectionnés et étendus de CAL’2011, Lille, France, 7-8 Juin

https://hal.archives-ouvertes.fr/hal-02289917
https://doi.org/10.2168/LMCS-8(4:8)2012
http://rgdoi.net/10.13140/RG.2.2.22391.57764
http://rgdoi.net/10.13140/RG.2.2.22391.57764


Bibliography 165

2011, ser. Revue des Nouvelles Technologies de l’Information, P. Aniorté, Ed., vol. L-6.
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[205] M. Krichen, A. J. Maâlej, M. Lahami, and M. Jmaiel, “A resource-aware model-based

framework for load testing of ws-bpel compositions,” in International Conference on En-

terprise Information Systems. Springer, Cham, 2018, pp. 130–157.
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[211] N. Bertrand, A. Stainer, T. Jéron, and M. Krichen, “A game approach to determinize

timed automata,” in Foundations of Software Science and Computational Structures -

14th International Conference, FOSSACS 2011, Held as Part of the Joint European

Conferences on Theory and Practice of Software, ETAPS 2011, Saarbrücken, Germany,

March 26-April 3, 2011. Proceedings, ser. Lecture Notes in Computer Science,

M. Hofmann, Ed., vol. 6604. Springer, 2011, pp. 245–259. [Online]. Available:

https://doi.org/10.1007/978-3-642-19805-2 17

https://doi.org/10.1007/978-3-642-19805-2_17


Bibliography 167

[212] M. Krichen, “A Formal Framework for Conformance Testing of Distributed Real-Time

Systems,” in Proceedings of the 14th International Conference On Principles Of Distributed

Systems, (OPODIS’10), 2010.

[213] M. Lahami, M. Krichen, M. Jmaiel, and A. Idani, “A generic process to build reliable

distributed software components from early to late stages of software development,” in

The 2010 International Conference on Computer Engineering & Systems. IEEE, 2010,

pp. 287–292.

[214] M. Krichen and M. Solanki, “Automatic generation of realtime observers for monitoring

web services,” in Proceedings of the Second International Conference on Web and Infor-

mation Technologies (ICWIT’09), 2009.

[215] M. Gallien, F. Gargouri, I. Kahloul, M. Krichen, T.-H. Nguyen, S. Bensalem, and
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