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Résumé

Dans les alliages 3d, les propriétés magnétiques des solutés peuvent être extrême-
ment sensibles aux environnements chimiques et structurels locaux. Ainsi, les pro-
priétés de ces solutés sont souvent à l’origine de désaccords entre les différentes
études de la littérature, aussi bien théoriques qu’expérimentales. C’est par exemple
le cas pour les propriétés magnétiques des solutés de Mn dans le fer cubique cen-
tré. D’autre part, les alliages présentant une compétition entre les interactions mag-
nétiques soluté-soluté et soluté-hôte exhibent souvent des structures magnétiques
particulièrement complexes. Par ailleurs, de nombreuses études ont montré que le
magnétisme dans les alliages de fer joue un rôle crucial sur diverses propriétés ther-
modynamiques et cinétiques. L’objectif de ce travail est d’identifier et de compren-
dre le couplage entre les propriétés magnétiques et énergétiques des alliages Fe-Mn
cubiques centrés à l’état fondamental, mais aussi à température finie, et d’évaluer
les effets du magnétisme sur les propriétés thermodynamiques et cinétiques. Afin
de comprendre correctement les propriétés fondamentales de ces alliages, la pre-
mière partie de ce travail est dédiée à l’étude ab-initio des effets de l’environnement
chimique local sur l’état magnétique des solutés de Mn dans le Fe-Mn cubique cen-
tré (Théorie de la Fonctionnelle de la Densité). Diverses configurations contenant
du Mn, isolé ou sous forme d’amas, en présence de lacunes ou d’impuretés intersti-
tielles sont étudiées. La configuration magnétique de plus basse énergie de chaque
configuration atomique est déterminée et des tendances générales sont identifiées.
A la lumière des résultats obtenus, une explication possible à des désaccords entre
des études expérimentales et théoriques de la littérature est proposée.

Un modèle effectif d’interactions est ensuite paramétré à partir des données ab-
initio afin d’étudier les propriétés des alliages Fe-Mn à température finie. Les pro-
priétés clés de ces alliages sont identifiées et le modèle est validé à basse température
en reproduisant les résultats ab-initio. L’utilisation de ce modèle couplé à des simu-
lations Monte Carlo permet de simuler l’évolution chimique des alliages Fe-Mn en
fonction de la température et de la concentration en Mn, tout en relaxant la structure
magnétique en temps réel. Afin d’illustrer les possibles applications de ce modèle,
diverses propriétés sont étudiées telles que la dépendance en concentration de la
température de Curie ou encore l’évolution de l’énergie de mélange et de l’ordre
atomique à courte distance en fonction de la température et de la concentration en
Mn.

Puisque dans ces alliages la diffusion substitutionnelle est en général régie par
mécanisme lacunaire, nous proposons aussi un formalisme prenant en compte ex-
plicitement les effets de l’ordre magnétique local sur les propriétés des lacunes. Par
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simulations Monte Carlo de traceurs, cette approche prédit la dépendance en tem-
pérature de l’auto-diffusion dans le Fe en excellent accord avec les études expéri-
mentales. La déviation de la loi d’Arrhénius proche de la température de Curie est
directement prédite, ainsi que le changement de pente entre les régimes ferromag-
nétique et paramagnétique. La précision du modèle de Ruch, couramment utilisé
dans la littérature, est discutée au vu des résultats obtenus. Enfin, cette approche
est appliquée à la diffusion d’un soluté de Mn dans le Fe pur. En utilisant d’une
part la simulation Monte Carlo de traceurs et d’autre part le modèle de LeClaire,
on montre que l’accélération de la diffusion autour de Tc est fortement réduite dans
le cas du Mn, comparé à l’auto-diffusion du Fe. Ces résultats sont en accord avec
les observations expérimentales, ce qui représente un pas en avant en comparaison
des études théoriques antérieures. De manière générale, ce travail fournit de nou-
veaux éléments concernant les effets du magnétisme dans le fer et les alliages Fe-Mn
cubiques centrés, aussi bien à l’état fondamental qu’à température finie, mettant à
contribution la simulation Monte Carlo couplée à un modèle d’interactions effectives
innovant prenant en compte explicitement les variables magnétiques et chimiques
du système.
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Abstract

In 3d alloys, magnetic properties of solutes can be extremely sensitive to local chem-
ical and structural environments. Therefore, the properties of these solutes are often
at the origin of discrepancies between various data from both theoretical and experi-
mental investigations. This is for instance the case of Mn solutes in bcc iron. Also, al-
loys presenting a magnetic competition between solute-solute and solute-host atom
interactions often exhibit complex magnetic structures. Moreover, previous stud-
ies have shown that magnetism in Fe-based alloys has a crucial impact on various
thermodynamic and kinetic properties.

The objective of this work is to identify and understand the coupling between
the magnetic and energetic properties of bcc Fe-Mn alloys at ground-state but also
at finite temperature, and to evaluate the effects of magnetism on thermodynamic
and kinetic properties.

In order to properly understand the fundamental properties of these alloys, the
first part of this work is dedicated to the study of the effects of local chemical en-
vironment on the magnetic state of Mn solutes in bcc Fe-Mn by means of Density
Functional Theory. Namely, configurations containing Mn solutes, being isolated or
forming a cluster, and in the presence of vacancies or interstitial impurities are in-
vestigated. The lowest-energy magnetic configuration of each system is determined,
and general trends are identified. Based on the obtained results, we also provide
possible explanations for the existing discrepancies between theoretical and experi-
mental studies.

The ab-initio data produced are then used to parameterize an effective interac-
tion model in order to study the properties of Fe-Mn alloys at finite temperature. The
key features of Fe-Mn alloys are identified, and the model is validated at low temper-
ature by reproducing ab-initio predictions. Using this model coupled to Monte Carlo
simulations, we simulate the chemical evolution of Fe-Mn properties depending on
temperature and Mn concentration while relaxing the magnetic structure on-the-fly.
In order to illustrate the validity and the applicability of the model, we examine
certain finite temperature properties of bcc Fe-Mn alloys such as the concentration
dependence of the Curie temperature or the temperature evolution of the mixing
energy and the atomic short-range order.

Since diffusion in Fe and Fe-Mn alloys is frequently ruled by vacancy-mechanism,
we also propose a formalism to take explicitly into account the properties of vacan-
cies in the interaction model and the effect of local magnetic state on these properties.
By performing tracer diffusion Monte Carlo simulations, this approach predicts the
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temperature dependence of self-diffusion in bcc Fe in excellent agreement with ex-
perimental results. This prediction directly includes the deviation from Arrhenius
law around the Curie temperature and the change of slope between the ferromag-
netic and paramagnetic regimes. The accuracy of the widely used Ruch model is
discussed in the light of the present results.

Finally, we apply this approach to the diffusion of a Mn solute in bcc Fe at the in-
finite dilution limit. Using both tracer diffusion simulations and the LeClaire model,
we show that the acceleration of diffusion near TC is highly reduced in the case of
Mn compared to the self-diffusion of Fe, in good agreement with experimental ob-
servations, which is a step forward compared to the available theoretical literature.

This work provides some new insights on the effects of magnetism in bcc Fe and
Fe-Mn alloys, both at ground-state via DFT calculations and at finite temperatures
using Monte Carlo simulations with a newly developed effective interaction model
that takes explicitly into account the magnetic and chemical variables of the system.
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Introduction

Many industrial applications are based on steels, as these alloys exhibit a lot of in-
teresting properties which can be enhanced through the addition of many alloying
elements (Cr, Ni, Co, Mn...etc). In fact, steels are adaptable to almost every industrial
application by selecting the right composition and thermo-mechanical treatment.
Manganese is a common alloying element in austenitic steels, because of its abil-
ity to trap sulfur and its deoxidization properties. Depending on its concentration,
Mn may provide improved mechanical properties, act against corrosion and also in-
crease the hot workability of steels by preventing the formation of sulphides. Also,
ferritic/martensitic steels containing manganese are especially interesting as struc-
tural materials in nuclear applications due to their reduced activation properties.
For instance, such alloys are used nowadays in pressurized water reactors vessels
(16MND5) and considered as promising candidates for future nuclear fission and
fusion technologies (EUROFER97). More recently, manganese is also involved in the
emerging field of high entropy alloys (for instance Cr-Mn-Fe-Co-Ni [143]).

In the field of materials atomistic modelling, complex systems such as multi-
component steels are often represented by simpler model alloys, in order to sim-
plify the studies, to limit the computational cost, and to investigate separately on
the properties of each alloying element. In this matter, a lot of research effort has
been involved over the last decades in the study of binary Fe-based alloys, such as
Fe-Cr, Fe-Ni, Fe-Mn... Although these alloys have been widely studied, many open
questions remain concerning some crucial properties.

This work is focused on the body-centered cubic (bcc) phase of Fe-Mn model al-
loys. According to the existing Fe-Mn phase diagram [176], the bcc structure is the
stable phase at low Mn concentration (for instance up to 5 at.% at room tempera-
ture). It was also shown that this bcc phase can be extended up to 11 at.% of Mn at
room temperature with cold-rolling. [121] On the theoretical side, density functional
theory (DFT) results suggest that the bcc phase is more stable than face-centered cu-
bic (fcc) and hexagonal close-packed (hcp) phases at 0K up to approximately 13 at.%
Mn [96].

Magnetic interaction between a 3d solute and host atoms in a ferromagnetic lat-
tice is known to depend on the solute d-band filling. It tends to be anti-ferromagnetic
(AF) for the early-3d elements and ferromagnetic (FM) for the elements with a large
d-band filling. In between, magnetic properties of solutes with around half d-band
filled can be extremely sensitive to local chemical and structural environment. There-
fore, they are often at the origin of discrepancies between various data from both
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theoretical and experimental investigations. This is for instance the case of Mn so-
lutes in bcc iron [5] and Cr solutes in fcc nickel[16, 183]. In addition, metal alloys
presenting a magnetic competition between solute-solute and solute-host atom in-
teractions often exhibit complex magnetic structures. The interplay between local
magnetic order and structural and chemical defects have been widely studied in the
past few years for Fe-Cr systems [125, 122, 123, 76, 155, 88, 40, 154]. In particular,
previous studies have shown that magnetism in Fe-Cr alloys has a crucial impact
on various thermodynamic and kinetic properties [134, 146]. Such behaviours re-
main poorly understood for Fe-Mn systems, although it is known that pure bulk
Mn shows a complex magneto-structural phase diagram [63, 55] and that there is a
strong magneto-elastic coupling in Fe-Mn alloys [118].

The analysis of the existing experimental and theoretical literature concerning
the low temperature magnetic properties of bcc Fe-Mn alloys reveals significant dis-
crepancies. For instance, various theoretical studies (using various methodologies
described in chapter 2) suggest that at low Mn concentration, Mn magnetic mo-
ments tend to couple antiparallel with Fe moments [52, 110]. Some of these studies
reveal a transition around 7 at. % Mn to the opposite behavior (parallel coupling of
Fe and Mn moments) [110]. From the experimental point of view, some inconsisten-
cies exist between the two only studies at very low Mn concentration (less than 2
at. % Mn) while beyond 2 at. % Mn experiment all agree on the fact that the Fe-Mn
interaction is ferromagnetic [119, 25, 132]. On the other hand, the theoretical results
concerning the magnetic properties of Mn solutes in bcc Fe are known to be sensi-
tive to approximations within DFT, such as the exchange-correlation functional, for
instance.

More generally, the simulation of magnetism effects on the thermodynamic and
kinetic properties of Fe alloys at finite temperature remains a challenge, which leads
to a limited predictability of the materials properties at application temperatures.
Previously, various studies with distinct approaches have attempted to provide a
proper description of magnetic alloys at finite temperature.

A major contribution in this field has been made using the disordered local mo-
ment (DLM) approach [2, 3, 135], mostly combined with either Coherent Potential
Approximation (CPA) calculations or a supercell approach. These studies attempt
to describe ideally paramagnetic alloys by ensuring a negligible correlation between
the spins. Although a lot of valuable information has been obtained adopting this
approach, its main limitation is that it neglects in principle the magnetic short-range
order. Thus, the DLM approach does not allow to directly study the intermediary
temperature range, especially the domain around the Curie transition which is crit-
ical for these materials. It is however possible to interpolate such properties using
empirical approaches such as the Ruch model [137], which validity is discussed in
this thesis.

Another more recent approach allowing to study the finite temperature magnetic
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properties of alloys is the spin-lattice dynamics [179, 173, 174]. One of the major ad-
vantages of this approach is to take intrinsically into account the coupling between
lattice and magnetic excitations. However, the use of empirical interatomic poten-
tials (e.g. EAM type), which are generally not trivial to parameterize for alloys. Fi-
nally, the computational cost of this approach prevents it (for now) from be applied
to larger size and time scales, compared to Monte Carlo simulations.

Over the last decades another formalism was developed, with for instance con-
tributions of Pierron-Bonhes et al. [130], Lavrentiev et al. [87], Ruban et al. [135]. It
consists in using an effective interaction model which takes explicitly into account
the magnetic and chemical variables of the system. This approach allowed to pre-
dict, for instance, the evolution of Curie temperature as a function of Cr concentra-
tion in Fe-Cr alloys. However, this formalism has never been applied to the study
of structural defects, which is essential to understand many materials properties.
Also, this kind of approach was used to predict the magnetic state of given atomic
structures, but the combined evolution of the magnetic and the atomic structures
(eventually correlated) has not really been simulated.

Before the beginning of this work, there are significant inconsistencies in the lit-
erature concerning the magnetic properties of Mn in bcc Fe-Mn alloys at the ground-
state. Also, no theoretical study so far has undertaken the description of Fe-Mn al-
loys at finite temperature. It is therefore interesting to have a deeper understanding
of this system. For instance, recent experimental works (unpublished data kindly
provided by S. Divinski) carefully confirmed that Mn diffusion coefficient in bcc Fe
does not show any deviation from the Arrhenius law, which is atypical as all other
substitutional solutes diffusion in bcc Fe shows a significant acceleration near the
Curie temperature.

This is what justifies this study. It consists in understanding the interplay be-
tween the chemical structure and the magnetic order in Fe-Mn alloys via first prin-
ciples and developing an approach which allows to study the effects of magnetism
on thermodynamic and diffusion properties, at finite temperature.

The key points of methodology are described in chapter 1.
In chapter 2, our purpose is to identify the effects of local chemical environment

on the magnetic state of Mn solutes in bcc Fe-Mn. To do so, we study by means
of Density Functional Theory, the dependence of Mn magnetism in various local
environments in bcc Fe-Mn alloys. Namely, configurations containing Mn solutes,
being isolated or forming a cluster, and in the presence of vacancies or interstitial
impurities are investigated. The dependence of Mn magnetic state on the alloy con-
centration and the chemical short-range order is determined and discussed. Based
on the obtained results, we also provide plausible explanations for the existing dis-
crepancies between theoretical and experimental studies.

The ab-initio data produced in this work are then used in chapter 3 to parameter-
ize an effective interaction model in order to study the properties of Fe-Mn alloys at
finite temperature. To do so, the key features of Fe-Mn alloys are identified, and the
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parameters are fitted on ab-initio data. The model is validated at low temperature
by reproducing ab-initio predictions via spin Monte Carlo simulations (at 1K). Using
this model coupled with atomic and spin Monte Carlo simulations, we simulate the
evolution of Fe-Mn systems depending on temperature and Mn concentration. To
do so, we developed a simulation code to combine an atomic exchange Monte Carlo
algorithm with a Spin relaxation Monte Carlo algorithm on-the-fly. This code is used
in order to simulate the unmixing behaviour with the corresponding spin relaxation
of the Fe-Mn solid solutions at various temperatures and concentrations.

These simulations allow to describe the equilibrium state of the system, but the
prediction of the kinetic properties is also of main interest. Since diffusion in Fe-
based alloys is frequently ruled by vacancy-mechanism, we propose in chapter 4 a
formalism to take explicitly into account the properties of vacancies in the interaction
model and the effect of local magnetic configurations around the vacancy on these
properties. To do so, we extend the model to take into account the formation and
migration energies of a vacancy, in various magnetic environments. We perform
tracer diffusion simulations via Monte Carlo in order to validate the approach by
comparing the obtained temperature dependence of the self-diffusion coefficient in
pure Fe to the available experimental data. In the light of the obtained results, we
evaluate the validity of the widely used Ruch model. We also investigate on the
importance of considering quantum effects when simulating diffusion properties.
Finally, we study the diffusion of a Mn solute in bcc Fe at infinite dilution limit, in
order to investigate on the absence of deviation from the Arrhenius law near the
Curie temperature, contrary to most other solutes in bcc Fe.



Chapter 1

Methods

In this chapter are presented the main tools applied in the studies within this thesis.
The theoretical fundamentals of both ab-initio calculations and Monte Carlo simulations are
presented, along with the description of specific methodologies used throughout this work.
Many physical expressions are also explicited in order to avoid any ambiguity in the follow-
ing chapters.

Computational materials modeling is a discipline which aims at describing and
predicting as accurately as possible key properties of specific materials, using more
or less empirical numerical tools. It has become a major field of materials research
and development efforts and it keeps progressing along with the never-ending in-
crease of computational power.

Given that the field of application of each method is generally limited to certain
size and time scales, it is in principle of great interest to combine several comple-
mentary approaches. In this thesis, electronic structure calculations are performed
in order to identify the key energetic and magnetic properties of various systems.
However, due to the intrinsic limitations of ab-initio methods, the obtained data are
used to parameterize an effective interaction model in order to study the finite tem-
perature properties of alloys with defects using Monte Carlo simulations.

This chapter aims at introducing the tools and gathering the technical features
applied in the studies within this thesis.

1.1 Density functional theory calculations

1.1.1 Principle

Almost a century ago, in the premises of quantum mechanics, Erwin Schrödinger
[144] discovered that understanding the behavior of a quantum particle requires to
determine its wavefunction ψ(r) for every point r in space, which can be achieved
by solving his eponymous equation. For the case of stationary electronic states of a
system, this equation is reduced to the time-independent Schrödinger equation:

[T̂e + T̂N + V̂ee + V̂NN + V̂eN ]ψ = Eψ (1.1)

5
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where T̂e and T̂N respectively represent the kinetic energy of electrons and nuclei,
and where V̂ee, V̂NN and V̂eN respectively denote the electron-electron, nuclei-nuclei,
electron-nuclei interaction potentials. E is the energy eigenvalue of the stationary
state described by the wavefunction ψ.

Finding the lowest energy eigenstate - the ground-state - of this equation for a
given system allows to deduce many key properties of this system. Unfortunately,
except for extremely simple systems, this many-body Schrödinger equation is practi-
cally unsolvable. Throughout the years, many approximations have been developed
to make such problems solvable.

First of all, the Born-Oppenheimer approximation [19] consists in considering the
nuclei immobile as these are extremely heavier and slower than electrons. It helps to
reduce the complexity of the equation by suppressing the kinetic term of nuclei T̂N ,
and making the nuclei-nuclei interaction term V̂NN a constant.

In 1964, P. Hohenberg and W. Kohn published the first pillar of Density func-
tional theory [64]. What is now called the Hohenberg-Kohn theorem showed that
since the energy E of any state is a functional of the many-body wavefunction ψ (3N
variables), then the energy of the ground-state is a functional of the electron density
n(r), only depending on 3 variables. Despite being a leap forward, this theorem does
not give any clue on how to build such functional.

Kohn and Sham proposed in 1965 [79] to decompose the total energy into the
known energy contribution of the independent electron (including kinetic, poten-
tial and Hartree energies) and another term Exc called the exchange and correlation
energy, which value is unknown. The Kohn-Sham energy EKS is expressed as:

EKS = Ts[n] +
∫

drVext(r)n(r) + EHartree[n] + ENN + Exc[n] (1.2)

Ts being the kinetic energy of the independent electron, Vext is the potential in-
duced by nuclei or any other external source and ENN is the constant nuclei-nuclei
interaction energy. EHartree arises from the interaction between electronic densities in
two points of space r and r’, according to the following expression:

EHartree[n] =
1
2

∫
d3rd3r′

n(r)n(r′)
|r− r′| (1.3)

Finally, the exchange-correlation energy Exc, which contains both the correction
of Ts and EHartree is expressed as:

Exc[n] = 〈T̂e〉 − Ts[n]〈V̂ee〉 − EHartree[n] (1.4)

The point of DFT calculations is to determine the Kohn-Sham energy through a
self-consistent process. It consists in generating a first electronic density, for instance
as a linear combination of corresponding isolated atoms. The eigenvalues, eigen-
states and EKS are calculated for this state and the density is then updated, and so
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on until the convergence is reached, which leads to the electronic ground-state of the
system.

Among other properties, DFT allows to calculate the forces and stresses of each
electronic ground-state associated to a given atomic configuration, using the Hellmann-
Feynman theorem. The forces and stresses obtained may then be used to optimize
the atomic configuration of a system, or to perform molecular dynamics simulations,
for instance.

As the exchange and correlation energy Exc is unknown, it must be approached
with a density functional. The simplest and most commonly used functional is called
the Local Density Approximation (LDA), which only depends on the electronic density
at each point of the space, as shown in the following expression:

ELDA
xc [n] =

∫
n(r)εxc[n]dr (1.5)

Despite being very useful in many contexts, it presents major contraindications
for the study of iron based alloys, as it is not able to predict the correct ground-
state of pure Fe. Using LDA, DFT calculations do not predict ferromagnetic body-
centered cubic phase to be the ground-state, in disagreement with experiments [171].
Another very common functional is the Generalized gradient approximation, which not
only depends on local electronic density, but also on the gradient of this density, as
shown in the following expression:

EGGA
xc [n] =

∫
n(r)εxc[n,∇n]dr (1.6)

The GGA exchange-correlation functional is much more robust for the study of
iron based alloys [56].

In order to drastically improve the computional cost of DFT calculation, it is com-
mon to use pseudo-potentials. Contrary to valence electrons, core electrons have a mi-
nor effect on chemical bonds and thus materials properties, while the wavefunctions
near the nuclei show very sharp oscillations leading to high computational costs.
It seems then reasonable not to treat these core electrons explicitely. Several ap-
proaches are commonly used: norm-conserving (NC) pseudo-potentials , ultra-soft
(US) pseudo-potentials and finally the projector augmented wave method (PAW).
NC and US pseudo-potentials are parameterized following the same general idea:
core electrons are represented by smoother potentials and wavefunctions, while it is
not the case for PAW. NC and US pseudo wavefunctions and all-electrons wavefunc-
tions are identical beyond a defined cut-off radius. Inside the cut-off sphere however,
in the case of NC pseudo-potentials, eigenvalues and charge are identical between
pseudo-potential and all-electrons calculations. In the case of US pseudo-poentials,
the charge equality condition is not verified, which allows faster calculations. The
main drawback of these pseudo-potentials is that most information concerning the
wavefunction near the nuclei is lost, which may affect some properties such as mag-
netism. As shown in a previous study [124], distinct pseudo-potentials may lead to



8 Chapter 1. Methods

dramatically different magnetic ground-states of Mn in bcc Fe. The PAW approach
is a bit different from NC and US pseudo-potentials: beyond the cut-off radius, the
all-electrons wavefunction is used, while inside the cut-off sphere, the wavefunction
is defined as a linear transformation of the all-electron wavefunction (frozen core
approximation). The major advantage of PAW is the possibility to re-build the all-
electrons wavefunction which makes it more robust than pseudo-potentials while
being much more computationally efficient than all-electrons calculations.

Wavefunctions are represented using basis functions. Usually, we either use lo-
calized basis (for instance gaussians or pseudo-atomic orbitals) as in the SIESTA
code [153], or plane-waves basis as in PWscf [45, 46] or the VASP code [82, 80, 81].
In this study, the latter form is used.

1.1.2 Computational details

In this work, Density Functional Theory calculations are performed with the Projec-
tor Augmented Wave (PAW) method [15, 83] as implemented in the VASP (Vienna
Ab-initio Simulation Package) code[82, 80, 81]. The results presented are obtained
using the generalized gradient approximation (GGA) for the exchange-correlation
functional in the Perdew-Burke-Ernzerhof (PBE) form [129] (if not explicitly indi-
cated). All the calculations are spin-polarized. 3d and 4s electrons are considered as
valence electrons. The plane-wave basis cutoff is set to 400 eV. Electronic projected
densities of states (PDOS) and atomic magnetic moments are obtained by a projec-
tion scheme based on the PAW method as implemented in the VASP code. If using
the projection on spheres around atoms as a criterion, we checked that a 10% vari-
ation of the sphere radius from half the 1nn interatomic distance induces at most a
1% change of the local magnetic moments. The projection operators are evaluated
in the reciprocal-space.

Please note that only spin moments are considered while orbital moments are
neglected. Indeed, we know from litterature that the orbital moment in Fe bulk
systems is very small compared to the total magnetic moment (less than 5% [22]).
Concerning Mn, such results are not available in the literature for the bcc bulk but
very small values of the orbital moment are reported in various stuctures, suggest-
ing that this approximation is reasonable. [37, 42]). Some ab-initio results of this
thesis are obtained using non-collinear magnetism calculations, in which spin-orbit
coupling is not considered.

Supercell calculations are performed to simulate Mn solutes in bcc ferromagnetic
Fe with and without a vacancy or impurities. Clusters containing up to 15 Mn atoms
were simulated using cubic supercells of 4× 4× 4, 5× 5× 5 and 6× 6× 6 times the
lattice parameter of the cubic unit cell (a0), containing respectively 128, 250 and 432
atom sites. The solid solutions were represented by Special Quasirandom Structures
(SQS)[184] in cubic supercells of 3× 3× 3 and 4× 4× 4 times a0, containing respec-
tively 54 and 128 sites. All the calculations were performed at constant volume. For
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the SQS systems, the lattice parameters of such systems were set according to Ve-
gard’s law. The residual stresses of every studied system were checked to remain
lower than 10 kbar.

The k−point grids used in our calculations were adjusted according to the size
of the supercell. They were chosen to achieve a k-sampling equivalent to a bcc cubic
unit cell with a 16× 16× 16 shifted grid, following the Monkhorst-Pack Scheme.[112]
The Methfessel-Paxton broadening scheme with 0.1 eV width was used.[109] The
convergence threshold for the electronic self-consistency loop was set to ∆E = 10−6

eV and atomic relaxations at constant volume were performed down to a maximum
residual force of 0.02 eV/Å. We have verified that the magnetic structures and clus-
ter formation energies are well converged with respect to the choice of k−point grids
and the cutoff conditions. The resulting error bars for energy differences and mag-
netic moments of Fe and Mn are respectively 0.02 eV, 0.01 µB and 0.1 µB. These
are mainly associated to the convergence of the plane-wave energy cutoff and the
k−grid density.

All the alloy concentrations given in the thesis are expressed as atomic percent,
if not explicitly otherwise indicated.

1.1.3 Method validation on pure Fe and pure Mn

The described computational method was used to calculate the relevant crystallo-
graphic and magnetic structures of pure Fe and Mn bulks. The results were then
compared with existing literature data in order to validate our approach and to give
additional insights into the magnetic structures of bulk Mn. All these results are
obtained with collinear magnetism calculations.

Pure iron is widely known to have a ferromagnetic body-centered cubic ground
state. It is correctly predicted by our calculations which lead to a magnetic moment
of 2.20 µB per atom, at the optimal lattice parameter which is found to be 2.832 Å.
Elementary properties for other states are also in excellent agreement with previous
results [60, 120, 115, 70]. A detailed comparison is summarized in Table 1.1.

Pure manganese is known under various allotropic forms with distinct magnetic
orderings. The lowest energy and most common structure, shown in Fig. 1.1 is
called α-Mn. Its 58-atom cubic unit cell contains four sub-lattices, each one showing
(with collinear magnetism) an anti-ferromagnetic ordering, eventhough the actual
lowest energy state was predicted to exhibit a non-collinear behavior, almost degen-
erate with the collinear AF order.[63] β-Mn is the second most stable cristallographic
structure, found at higher temperatures, with 20 atoms per cubic unit cell forming
two sublattices, as shown in Fig. 1.1. The magnetic structure of β-Mn is ferrimag-
netic (FiM): each sub-lattice has a ferromagnetic order, opposed to each other with
distinct magnitudes.[55] γ-Mn shows a face-centered cubic cell which magnetic or-
der is anti-ferromagnetic.[55] And finally, we predict the body-centered cubic δ-Mn
to have a double-layer anti-ferromagnetic (AFD) ground state, at variance with the
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Phase Mag. ∆E (eV) a0 (Å) µFe(µB)

bcc FM
0 (GS) 2.832 2.20

(0.00)[60] (2.843)[60] (2.17)[60]
(0.00)[70] (2.83)[70] (2.20)[70]

bcc AFD 0.178 2.841 2.18

bcc AF
0.442 2.793 1.29

(0.44)[60] (2.803)[60] (1.25)[60]
(0.44)[70] (2.79)[70] (1.22)[70]

bcc NM
0.475 2.757 0.00

(0.47)[60] (2.771)[60] (0.00)[60]
(0.46)[70] (2.76)[70] (0.00)[70]

fcc AFD
0.104 3.544 1.93

(0.10)[60] (3.538)[60] (1.80)[60]
(0.10)[70] (3.52)[70] (1.79)[70]

fcc AF
0.124 3.486 1.27

(0.10)[60] (3.503)[60] (1.30)[60]
(0.11)[70] (3.48)[70] (1.23)[70]

fcc FM(hs)
0.154 3.625 2.57

(0.15)[60] (3.643)[60] (2.57)[60]
(0.16)[70] (3.64)[70] (2.62)[70]

fcc FM(ls)
0.155 3.480 1.03

(0.13)[60] (3.495)[60] (1.02)[60]
(0.14)[70] (3.47)[70] (0.94)[70]

fcc NM
0.163 3.446 0.00

(0.15)[60] (3.464)[60] (0.00)[60]
(0.14)[70] (3.45)[70] (0.00)[70]

TABLE 1.1: Fe bulk elementary properties for each phase. ∆E
stands for the energy difference between the considered phase and
the ground state (GS) (bcc FM Fe), a0 is the optimized lattice parame-
ter and µFe is the magnetic moment per atom. Values between paren-
thesis were obtained by Herper et al.[60] using full potential linear
augmented plane-wave method within the GGA approximation and
by Jiang et al[70] using the PAW method within the GGA approxima-
tion. Please note that some reference values are deduced from figures

if the precise numbers are not given in Refs. [60, 70].
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Phase Mag. ∆E a0(Å) µMn(µB)

α AF
0 (GS) 8.599 2.9/2.2/0.5/0.1
(0)[63] (8.668)[63] (2.8/2.2/1.0/0.0)[63]

α NM
0.024 8.538 0.00

(0.04)[63] (8.532)[63] (0.00)[63]

β FiM
0.074 6.005 0.5/0.1

(0.063)[63] (6.007)[63] (0.3/0.0)[63]

β NM
0.075 6.003 0.00

- (6.007)[63] (0.00)[63]
bcc AFD 0.128 2.850 1.89

bcc c(2x2)
0.145 2.815 1.49

(0.146)[55] (2.81)[55] (1.35)[55]

bcc FM
0.170 2.790 0.85

(0.17)[55] (2.80)[55] (0.9)[55]

bcc NM
0.188 2.777 0.00

(0.19)[55] (2.77)[55] (0.00)[55]
bcc AF 0.251 2.800 2.45

fcc AF
0.068 3.572 1.84

(0.067)[55] (3.55)[55] (1.60)[55]

fcc NM
0.106 3.495 0.00

(0.11)[55] (3.51)[55] (0.00)[55]

TABLE 1.2: Mn bulk elementary properties for each phase. ∆E
stands for the energy difference between the considered phase and
the ground state (GS) (AFM α-Mn), a0 is the optimized lattice pa-
rameter and µMn is the magnetic moment per atom. Values between
parenthesis were obtained by Hobbs et al.[63] and Hafner et al.[55]
using the PAW method within the GGA approximation. Please note
that some reference values are deduced from figures if the precise

numbers are not given in Refs. [63, 55].
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prediction from an earlier DFT study[55] of a c(2x2) in-plane anti-ferromagnetic or-
dering. From our results, the AFD magnetic state presents a magnetic moment of
1.89 µB per atom at its optimal lattice parameter of 2.850 Å, and the previously de-
scribed c(2x2) in-plane anti-ferromagnetic state is 0.02 eV per atom more energetic
at its own optimal lattice parameter (2.815 Å). The magnetic moment in this case
is found to be 1.49 µB. Since both these magnetic orders tend to induce tetragonal
deformation to the lattice, we have checked that the AFD state remains lower in en-
ergy than the c(2x2) state with full shape and volume relaxations of the simulation
cells (∆E = 0.01 eV). Please note that the energy difference found between AFD and
c(2x2) magnetic states is comparable to the energy uncertainty of our calculations.
These magnetic states may then be considered degenerate. For consistency, we con-
sider in the rest of the thesis the lowest-energy magnetic state of bcc Mn to be AFD.
The calculated lattice parameters, relative energies and magnetic moments for all
the considered phases, together with the comparison with previous data are shown
in Table 1.2. All our results are in excellent agreement with previous DFT data find-
ings[63, 55], the only exception being the lowest energy AFD state of the δ-Mn phase
for which no data was found in the literature.

FIGURE 1.1: Visual representation of (a) the α-Mn unit-cell, at
collinear magnetic ground-state with four sub-lattices and (b) the β-
Mn unit-cell at Ferrimagnetic ground-state. Different colors denote

the distinct sub-lattices.

1.1.4 Constrained local magnetism within the collinear approximation

In the attempt of exploring an energetic landscape or generating data for parameters
fitting, the ability to constrain some magnetic moments to a particular direction or
even a particular magnitude may be required. To do so, the VASP code natively of-
fers the possibility to constrain the local magnetic moment on each atom. It consists
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in specifying along with the initial magnetic moments, the list of "target" magnetic
moments. A penalty energy is then added to the total energy of the system.

If only the direction of the magnetic moments is to be constrained, according to
Ma et al. the penalty energy has the following expression [101]:

EP = ∑
i

λ(|−→Mi| − −→ei ·
−→
Mi)

2 (1.7)

where
−→
Mi is the magnetic moment of the i−th atom and where −→ei is the unit

vector of the target direction of the i−th atom magnetic moment.
If both the direction and the magnitude of the magnetic moments are to be con-

strained, the penalty energy has the following expression:

EP = ∑
i

λ(
−→
Mi −

−→
M0

i )
2 (1.8)

where
−→
Mi is the magnetic moment of the i-th atom and where

−→
M0

i is the target
magnetic moment of the i-th atom.

Note that the λ parameter is to be set by the user. A small value of λ leads to a
softer constraint while a high value of λ leads to a more strict constraint, but may
have a significant impact on self-consistency convergence. Each constrained local
moment calculation was performed incrementing the λ constraint parameter up to
the obtaining of a satisfactory low penalty energy term (less than one hundredth of
the considered energy differences).

Although the VASP code natively includes this feature, some slight homemade
modifications were performed on the concerned subroutine in order to make it more
convenient:

• An option that allows us to constrain the magnetic moment of a selected set of
atoms only.

• In the VASP code, this magnetic constraint feature is only available when con-
sidering non-collinear magnetic moments. In our study, it is also very conve-
nient to constrain local magnetic moments of atoms within the collinear ap-
proximation as the non-collinearity induces high computational costs. Thus
the analogous feature was implemented in the case of collinear magnetism ap-
proximation.

1.1.5 Vacancy formation and migration properties

In order to study diffusion properties via Monte Carlo simulation, it is necessary to
parameterize the interaction model with vacancy ground-state properties predicted
from DFT calculations. To do so, vacancy formation enthalpy is calculated for vari-
ous magnetic configurations (see chapter 4) using the following expression:

E f
vac = Etot((n− 1)Fe + V)− n− 1

n
Etot(nFe) (1.9)
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where Etot((n− 1)Fe + V) and Etot(nFe) are respectively the total energy of the
Fe system with and without a vacancy. Since the equilibrium unit-cell volume and
atomic positions depend on magnetic state, the influence of considering or not these
variations is discussed in chapter 4.

Ab-initio calculations are also used in order to find the saddle-point energy of
vacancy migrations. These saddle-points configurations are computed using the
Nudged Elastic Band (NEB) method, as implemented in the VASP code. It consists
in generating several images all along the reaction path (by linear interpolation from
the initial and final configurations). Atomic forces are minimized in the hyperplane
of the reaction path and tangential forces between the images, arising from spring
constants between these images, are also minimized. The NEB method allows to ob-
tain the minimum energy path, given the initial and the final states of the migration.

In order to be sure to sample the saddle-point among the images, the climbing-
NEB option is also used, as implemented in the VASP code. It allows the highest
energy image to be freed from spring constants with the other images. Instead, this
image tries to maximize its energy along the reaction path, which drives it to the
migration saddle-point.

As shown in Fig. 1.2, we consider as migration enthalpy (also referred as barrier
energy) the energy difference between the migration saddle-point and the initial
stable configuration.

FIGURE 1.2: Schematic representation of the vacancy migration en-
thalpy as calculated from DFT

1.1.6 Solute diffusion

When considering diffusion in alloys, the presence of a solute is expected to have an
effect on the surrounding migration barriers. The formalism of LeClaire [92] allows
to estimate the isolated solute diffusion by calculating various jump frequencies in
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the neighborhood of the solute atom. Especially, if the interaction between the solute
and a vacancy can be considered negligible from the 3nn distance (the validity of this
hypothesis is discussed in chapter 4), then a 10 frequencies model as shown in Fig.
1.3 is adequate.

FIGURE 1.3: Schematic representation of the ten jump frequencies
necessary to calculate the solute diffusion following the model of

LeClaire [92].

All the migration barriers are obtained using the NEB method, as described in
Section 4.1. The diffusion coefficient of the B solute in the A matrix (if the diffusion is
only driven by monovacancy jump mechanism) is given by the following analytical
expression [92]:

DA
B∗ = a2CA

v
Γ′4
Γ′3

f2Γ2 (1.10)

where Γi are the jump frequencies identified in Fig. 1.3. It is obtained from the
migration enthalpy with the following expression:

Γi = ν exp(
−∆Hmig

i
kBT

) (1.11)

with ν the attempt frequency and Hmig
i the migration enthalpy of the i-th jump

as identified in Fig. 1.3.
In equation 1.10, CA

v is the equilibrium vacancy concentration in pure A and f2 is
the solute diffusion correlation factor, expressed as:

f2 =
1 + t1

1− t1
(1.12)
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where t1 is expressed as a function of jump frequencies as indicated in Fig. 1.3.

t1 = − Γ2

Γ2 + 3Γ3 + 3Γ′3 + Γ′′3 −
Γ3Γ4

Γ4+FΓ5
− 2Γ′3Γ′4

Γ′4+3FΓ0
− Γ′′3 Γ′′4

Γ′′4+7FΓ0

(1.13)

where Γi are the distinct jump frequencies identified in Fig. 1.3 and F is a structure-
dependent parameter, its value is 0.512 in the bcc structure [92]. However, this an-
alytical model is only valid in magnetically ordered systems, as only a countable
number of barriers need to be calculated. In magnetically disordered systems, Monte
Carlo simulations are required to determine the solute diffusion coefficient.

1.1.7 Frozen phonons method

In chapter 4, the determination of diffusion coefficients requires to determine some
thermal properties such as vacancy formation vibrational entropy and the attempt
frequency for atomic jumps. An approximated value of these vibrational proper-
ties can be obtain via DFT calculations using the frozen phonons methodology [24,
177]. Phonons are quasi-particles representing the quantization of vibration nor-
mal modes of oscillating atoms in a crystal. In practice, the frozen phonons method
consists in slightly displacing one atom of a supercell, and calculating the forces
induced by this displacement, using the Hellmann-Feynman theorem. This proce-
dure performed on all the atoms, in the three spatial directions, allows to build the
force constants matrix and the dynamical matrix, which lead to the vibration normal
modes of the system. Note that the symmetries of the system may help to drastically
reduce the number of required displacements. Also, for more accurate calculations,
we perform two distinct displacements for each direction. Please note that VASP
only allows to calculate the phonons using the Γ point. We used the Phonopy soft-
ware [160] in order to consider more q−points, which allows to reach convergence
with a smaller supercell.

The vibrational entropy can finally be determined from the calculated phonons
frequencies using the following expression[41]:

Svib = kB

3N

∑
i

[
− ln(1− e−βεi) +

βεi

eβεi − 1

]
(1.14)

where εi = h̄ωi is the phonon energy (ωi the phonon frequency and h̄ the re-
duced Planck constant), and where β = (kBT)−1 (kB the Boltzmann constant, T the
temperature).

From Vineyard transition-state theory, the jump frequencies can be expressed as
follows[164, 58]:

Γ =

[
3N−3

∏
i=1

νvac
i /

3N−4

∏
i=1

νsad
i

]
· e−β∆Hmig

v (1.15)
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where νvac
i is the i-th normal mode of the system containing a vacancy, νsad

i is the
i-th normal mode of the system with a migrating atom at saddle-point and Hmig

v is
the migration enthalpy through the considered saddle-point, defined in this work
as the energy difference between the system with the atom at saddle point and the
system containing a vacancy in the stable configuration (see section 4.1). Please note
that the imaginary mode of the saddle point is not considered here, hence the 3N-
4 superior limit of the saddle-point product, as opposed to 3N-3 in the stable site
product (the three modes corresponding to the global translation of the system are
also excluded in both cases).

1.2 Monte Carlo simulations

1.2.1 Principle

Monte Carlo simulation is a family of numerical methods based on the stochastic
evolution of a given system, widely used in many contexts. The overall principle
consists in attributing a success probability to each event and accept or not said
event based on the generation of a random number. In this work, the system is
a population of atoms, arranged on a rigid lattice. To each atom is associated a
magnetic moment, defined as a vector M = (r,θ,φ) , and a chemical species. The
general purpose of Monte Carlo simulations in this context is to explore the phase-
space in order to find the equilibrium state of both the atomic and the magnetic
structures of the system.

1.2.2 Algorithms

This exploration may be performed using several algorithms, among which two
were used in this work: the Metropolis Algorithm (MA) and the Residence Time Al-
gorithm (RTA). [86]

In the Metropolis algorithm, the energetic cost of a random transition is evalu-
ated and translated to a probability of realizing this transition. A Monte Carlo step
is executed as follows:

• The current system energy is calculated

• A random transition is performed

• The energy difference δE = E f − Ei is calculated

• The transition is accepted if

{
δE < 0

δE > 0 and exp(−δE
kBT ) < r, r ∈]0, 1[

• If the transition is refused, the system is brought back to the initial state
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If using the residence time algorithm, the energetic cost of every possible transi-
tions is calculated, in order to associate probabilities to these transitions. The gen-
eration of a random number finally decides which transition will be executed. A
Monte Carlo step is done as follows:

• The current system energy is calculated

• For each possible transition, the energy difference δE = E f − Ei is calculated

• Each transition energy is expressed in term of a jump frequency, analogous to
a probability of happening

• A random number selects the transition to perform

In both algorithms, these steps are performed in loops as many times as needed
to reach the equilibrium state. The advantage of RTA is that a transition is performed
at each MC step, contrary to the Metropolis algorithm. For instance, in the case
of low temperature vacancy migration, Metropolis algorithm may not be usable in
practice as vacancy jumps are extremely rare events.

1.2.3 Effective interaction models

In this study, magnetic and non-magnetic interactions are explicitly treated as two
distinct contributions in order to independently perform Monte Carlo simulations
on the magnetic state (spin relaxations) or the chemical state (atomic pair-exchanges)
of the system. In this section, the Hamiltonians for the magnetic and the non-
magnetic interactions are presented separately, along with the Monte Carlo method-
ology for the relaxation of each degree of freedom (spin relaxations and atomic ex-
changes). Please note that the approximation of atomic spins is assumed in this
study.

Concerning the magnetic contribution of the Hamiltonian, three distinct for-
malisms are generally considered [87, 130, 135], being from the simplest to the most
accurate: Ising, Heisenberg and Generalized-Heisenberg models.

Without any external field, these models express the magnetic interactions en-
ergy of a N-atoms system as follows:

HI =
N

∑
i

P

∑
n

Z

∑
j

J(n)ij Mi ·Mj (1.16)

HH =
N

∑
i

P

∑
n

Z

∑
j

J(n)ij Mi ·Mj (1.17)

HG =
N

∑
i

AiM2
i + BiM4

i +
N

∑
i

P

∑
n

Z

∑
j

J(n)ij Mi ·Mj (1.18)

where N is the number of atoms in the system, n is the range of interactions in
terms of neighbor shells (the largest interaction range considered being P), Z is the
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number of neighbors of each interaction range and Mi is the magnetic moment of
the ith atom. J(n)ij represent the magnetic pair-interaction between species of atoms
i and j, at range n. In the case of the Ising model, magnetic moments are consid-
ered collinear and are only allowed to have a +µ or −µ magnitude. Concerning the
Heisenberg model, the magnitude of the magnetic moment is constrained to a con-
stant value while the angle of the magnetic moment is free to have any value. Finally,
the Generalized-Heisenberg model allows spin longitudinal fluctuations. Ai and Bi

parameters characterize the on-site magnetism and allow to bound the variation of
the magnetic moment magnitude (which otherwise would diverge in Monte Carlo
simulations). [148, 87, 135] It is essential in some systems to consider these longitudi-
nal fluctuations. For instance, when a vacancy is inserted in pure Fe, the magnitudes
of the surrounding spins are significantly changed (see chapter 4). Also, in Fe-Mn
bcc alloys, the magnetic moments of Mn atoms have very variable magnitudes (see
chapter 2).

The evolution of the magnetic state of the system is performed using the Metropo-
lis algorithm, defined in Section 1.2.2. The spin transition depends on the considered
magnetic model. In the case of an Ising model, the concerned transition is a spin flip,
from spin-up to spin-down or reverse. In the case of a Heisenberg model, the tran-
sition is the random selection of a new spin, conserving the norm of the vector. In
practice, it consists in drawing two random numbers rn1 ∈ [0; 2π[ and rn2 ∈ [0; 1[
and defining new spin components as φ = rn1 and θ = arccos(1− (2 · rn2). Indeed,
the simple selection of a random (θ, φ) angle leads to a biased angle distribution
where φ = 0 and φ = 180 "poles" are more frequent than the φ = 90 "equator", as
can be seen in Fig. 1.4. Finally, in the case of the Generalized-Heisenberg model, the
tridimensional variation of a magnetic moment is performed by adding to its initial
vector, a random vector (δX,δY,δZ).

FIGURE 1.4: Comparison of a random distribution of angles obtained
choosing (a) a random (θ, φ) angle set, or (b) drawing two random
numbers rn1 ∈ [0; 2π[ and rn2 ∈ [0; 1[ and defining new spin compo-

nents as φ = rn1 and θ = arccos(1− (2 · rn2).

When simulating alloys or pure systems with defects (e.g. vacancies, see chapter
4), not only the magnetic but also the chemical evolution of the system must be taken
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into account. The non-magnetic interactions of the system (chemical interactions) are
expressed using the following formalism:

HC =
N

∑
i

E0 +
N

∑
i

P

∑
n

Z

∑
j

V(n)
ij (1.19)

where N is the number of atoms in the system, n is the range of interactions
in terms of neighbor shells (the largest interaction range considered being P), Z is
the number of neighbors of each interaction range. Here Ei is the on-site energy of
the i-th atom, depending on its chemical species, and V(n)

ij represent the chemical
pair-interaction between species of atoms i and j, at range n.

As the Monte Carlo simulations of this work are performed on a rigid lattice, the
term chemical relaxation will be used in this thesis to describe atomic exchanges, and
not actual position relaxations. In chapter 3, these atomic exchanges are performed
using the Metropolis algorithm, in the canonical ensemble. It consists in selecting
two randoms atoms in the system, exchanging their position and accept or not the
change following the Metropolis criterion (see section 1.2.2).

Please note that it is possible to perform spin relaxations on-the-fly during chem-
ical relaxations, which is done by equilibrating spins between two distinct atomic
exchanges. The practical details are discussed in Chapter 3.

1.2.4 Vacancy formation calculations

FIGURE 1.5: Schematic representation of the vacancy formation en-
ergy calculation principle. One vacancy is continuously exchanged

with any atom of the two systems.

The determination of the vacancy formation energy via Monte Carlo simulations
is not as straightforward as in DFT calculations. Indeed, the latter allows to directly
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calculate the energy difference between systems with and without vacancies. In the
case of Monte Carlo simulations, the energy noise leads to inconsistent energy dif-
ferences when using equation 1.9, and prevents from using this approach. Instead,
we propose a methodology in order to study the vacancy formation as a function of
temperature. Considering two identical atomic systems, the first one (S1) being at
thermal equilibrium while the other one (S2) remains in the 0K magnetic ground-
state (in the case of bcc Fe, perfectly ferromagnetic). A single vacancy is randomly
inserted in one of these two systems. The approach consists in performing Metropo-
lis exchanges between the vacancy and any random atom of any system, as shown
schematically in Fig. 1.5. The fraction of Monte Carlo steps that the vacancy spends
in S1 compared to S2 gives the ratio between equilibrium vacancy concentration
Ceq

v (T) at temperature T and equilibrium vacancy concentration C0
v in the ideally fer-

romagnetic system. The concentration ratio between S1 and S2 leads to the vacancy
formation free energy G f or

v (T) at the equilibrium temperature of S1, as expressed in
equation 1.20 (the 0K vacancy formation energy G f or

v (0) is known from DFT calcu-
lations).

G f or
v (T) = G f or

v (0)− kBT · ln(Ceq
v (T)
C0

v
)− GFe(0) + GFe(T) (1.20)

where GFe(0) and GFe(T) are respectively the atomic energy of S2 and S1, de-
termined by dividing the system total energy by the number of atoms composing
it.

The same principle is used for the determination of vacancy equilibrium concen-
tration concentration near a Mn solute in bcc Fe. One Mn atom is pinned in the S1
system and the number of Monte Carlo steps that the vacancy spends in the nearest-
neighbor shell of the Mn atom is compared to the number of MC steps that the
vacancy spends in the S2 system. The ratio between these two quantities provides
the difference between vacancy equilibrium concentration in pure Fe at 1K with the
vacancy equilibrium concentration in the nearest-neighbor shell of the Mn solute, at
a given temperature.

1.2.5 Vacancy migration calculations

In order to compute vacancy migration via Monte Carlo simulation, the energy bar-
rier of an atomic jump has to be calculated. To do so, we use a saddle-point Hamilto-
nian which formalism and parameterization are explicited in Chapter 4. The choice
of a jump among the nearest-neighbors of the vacancy may be done using either
Metropolis or residence time algorithm (see Chapter 4).

The approach is similar to many studies in the litterature [152, 146, 103], the only
specificity being here that magnetic disorder is taken explicitly into account, so the
calculation of the barrier depends on local magnetic moments, in addition to the
local chemical environment dependence.
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In practice, the target atom is virtually considered off-lattice at migration saddle-
point. The saddle-point Hamiltonian is applied to calculate the interaction energy of
this atom with its temporary neighbors. The energy difference between the saddle-
point configuration and the initial stable lattice configuration is considered as mi-
gration enthalpy (see Fig. 1.2).

1.2.6 Self-diffusion

In this work, we consider the monovacancy nearest-neighbor jump as the only diffu-
sion mechanism, which is a reasonable hypothesis in compact materials such as bcc
Fe, out of irradiation. In that approximation, and without considering the influence
of magnetic disordering on the correlation factor, the self-diffusion coefficient can be
expressed as follows [1]:

D∗ = a2 f0CvΓ (1.21)

where a is the lattice constant, f0 is the correlation factor, Cv is the equilibrium
vacancy concentration and Γ is the jump frequency. For the ideal bcc lattice, without
considering the magnetic disorder, the correlation factor equals 0.727 [1]. The valid-
ity of considering this value of correlation factor at any temperature is discussed in
Chapter 4. The equilibrium vacancy concentration can be expressed as:

Cv = exp(
∆S f

v

kB
) · exp(−∆H f

v

kBT
) (1.22)

with ∆S f
v and ∆H f

v being respectively the vacancy formation entropy and en-
thalpy. The jump frequency Γ is expressed in Section 1.1.7, in equation 1.15.

Another way to express the self-diffusion coefficient D∗ is to simulate tracer dif-
fusion experiments. In the Monte Carlo simulations, it is indeed possible to consider
each atom as a tracer, and to follow its displacements during the whole simulation.
Then, the self-diffusion can be expressed as follows [35, 36, 167]:

D∗ =
< r2 >

6t
(1.23)

where < r2 > is the mean square displacement of the atoms and t is the physical
time. In our simulations, the limited system size imposes an exaggerated vacancy
concentration. Thus, in order to obtain the physical time, the simulation time has to
be re-scaled as follows [151]:

t =
tMCCMC

Cv
(1.24)

The expression of t depends on the algorithm: In the case of Metropolis simula-
tions,

t =
tMCCMC

Cv
=

Nsteps

ZCvNatomsν0
(1.25)
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with Nsteps and Natoms being respectively the number of MC-steps performed in
the simulation and the number of atoms composing the system, Z being the coor-
dination number (Z = 8 for a bcc lattice) and ν0 being the jump attempt frequency.
If instead a residence time algorithm is used, then the eight nearest-neighbor jump
frequencies are calculated and the characteristic time of a jump equals:

τ =
1

8
∑

i=1
Γi

(1.26)

The tracer diffusion method has the advantage of not attributing a value for the
correlation factor, which is intrinsically taken into account. In fact, comparing both
methods allows to estimate the effects of magnetic disorder on the correlation factor
f0 as shown in Chapter 4. As we consider in this work that the magnetic structure
relaxation is infinitely faster than the chemical evolution, the determination of the f0

correlation factor allows to ensure the convergence of the magnetic relaxations, by
verifying that its value remains approximately 0.73 at any temperature.

In chapter 4, we also perform tracer diffusion simulations in the presence of a
Mn solute, in order to predict the solute and solvent diffusion coefficients via Monte
Carlo simulations. The principle is the same, although the mean square displace-
ment must be calculated separately for distinct chemical species.

1.2.7 Effect of Quantum statistics

In the framework of classical physics, the energy distribution of spin excitations
(magnons) is considered continuous, which implies that infinitesimal spin fluctu-
ations are always possible even at low temperatures as a sufficient thermal energy is
available to excite the system. This feature leads to contradictory results as the heat
capacity don’t reach 0 and the magnetic entropy diverges as the temperature tends
to 0K. [179]

If considering discrete energy levels, these infinitesimal thermal excitations are
no more possible as the thermal energy is calculated using the quantized Planck’s
energy distribution. According to several literature studies, magnon energy quan-
tization could be so important in bcc Fe that the use of classical statistics should be
avoided over the whole ferromagnetic temperature domain. [57, 113, 78]

In chapter 4, we investigate on the influence of such quantum effects on diffusion
properties.

As explained in section 1.2.2, the transition probability using the classical Metropo-
lis algorithm is:{

1 if δE <= 0
exp(−δE

η ) if δE > 0
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where the scaling factor is η = kBT using the Boltzmann distribution. Switching
from classical to quantum statistics (using the Bose-Einstein distribution) leads to
the following expression of the scaling factor [179]:

η(T) =
∞∫

0

E
exp(E/kBT)− 1

· g(E, T)dE (1.27)

where E is the energy of a magnon at a wavevector q, g(E, T) is the magnons
density of states (mDOS) at temperature T and magnon energy E. As arises from
equation 3.5, the corner-stone of this quantum correction is the knowledge of the
mDOS. In order to obtain the magnons dispersion relation, the approach of Bergqvist
et al. [12] is applied.

The practical details of this approach are described in Chapter 3 (section 3.0.1).



Chapter 2

Local environment dependency of
Mn magnetism in bcc Fe-Mn alloys

In this chapter, the effects of local chemical environment on Mn magnetism is studied
in bcc Fe-Mn alloys by means of DFT calculations. The energetic and magnetic properties
of Mn solutes are discussed regarding the chemical order, the presence of a vacancy, and the
presence of typical interstitial impurities. This study provides a good understanding of key
properties of Fe-Mn alloys, which are also necessary for the finite temperature simulations in
the following chapters.

2.0 State of the art

The magnetic behavior of Mn solutes in dilute Fe-Mn systems, which is a first step to-
wards the understanding of properties in Fe-Mn alloys with various concentrations,
is still unclear despite previous efforts [110, 85]. Existing theoretical studies do not
all agree on even the magnetic ground state of a single substitutional Mn atom in bcc
Fe. The reported Mn magnetic moment ranges from -3.0 to 1.0 µB. Positive and nega-
tive moments respectively denote an AF and a FM state with respect to the lattice Fe
moments. The value seems to be very sensitive to the various DFT approximations
such as the parameterization of the GGA exchange-correlation functional and the
use of different types of pseudo-potentials, as pointed out by Olsson et al. [124]. The
large discrepancy may also arise from the presence of two collinear energy minima
for a Mn solute in bcc Fe, showing a moment either parallel or antiparallel to the
lattice Fe moments, as mentioned in an early theoretical work [5]. These two min-
ima must be taken into account for an accurate description of Mn magnetism in bcc
Fe-Mn alloys. To the best of our knowledge, it is not the case in most of previously
published studies, which may be a possible cause for many discrepancies described
in the following paragraphs.

Several DFT studies were focused on Mn interaction with another Mn solute, and
with point defects and impurities. Systematic studies of 3d-solutes in α-Fe includ-
ing Mn show some controversial results. DFT based calculations performed with

25
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projector augmented wave (PAW) potentials reveal an attractive behaviour between
two nearest-neighbors Mn atoms [124, 9], whereas another study performed using
Vandebilt ultra-soft pseudo-potentials (USPP) showed the opposite [163]. As for the
isolated Mn, these energetic results need to be discussed considering different mag-
netic coupling possibilities of the two Mn atoms. It was also shown that a vacancy
and a Mn solute exhibit an attractive behavior[124, 107, 162, 116, 34, 9]. Concern-
ing a Mn solute interacting with an interstitial impurity, a DFT-USPP study reported
an attraction, with a binding energy between Mn and a first-neighbor C (resp. N)
interstitial of 0.26 eV (resp. 0.19 eV) [182]. This attractive behavior for C is con-
firmed by another DFT-PAW study which reports a lower binding energy (0.12 eV)
between Mn and a first-neighbor C interstitial impurity [9]. However, these studies
have not explicitly discussed the magnetic state variation of the Mn atom. Further
investigation is required to address this feature and magneto-energetic interplay.

Concerning Fe-Mn alloys beyond the extremely dilute limit, it has been shown
via DFT that the heat of formation of bcc Fe-Mn is always positive, in a study per-
formed over the whole range of concentration [96]. This finding agrees with earlier
data from Tight Binding - Linear Muffin Tin Orbitals (TB-LMTO) calculations[110].
These results are consistent with available experimental works[147, 128] revealing
an unmixing tendency. However, a systematic concentration dependent magnetic
analysis is still missing.

Experimentally, some magnetic properties of Fe-Mn alloys have been studied a
few decades ago using Mössbauer spectroscopy [72, 175, 158], nuclear magnetic res-
onance (NMR) [68, 149, 136], small angle neutron scattering [27] and magnetization
measurements [181]. The motivation of these studies was to understand the linear
decrease of the total magnetization of Fe-Mn systems with increasing Mn concen-
tration, following closely the Slater Pauling curve, up to 11 at.% Mn, before a sharp
drop [126, 13, 85]. Assuming the Fe moment to be constant, it was deduced that the
average Mn moment ranges between 0.8 and 1 µB, parallel to the Fe moments. This
simple scenario could explain the linear decrease of the total magnetic moment by a
magnetic dilution effect.

Polarized neutron diffuse scattering experiments [71] have reported an average
Mn magnetic moment of -0.82 and -0.23 µB for respective Mn concentrations of 0.8
and 1.8 at.%. It must be noted however that this study was performed at room tem-
perature, while a more recent study of the same group [128] has shown a different
result (0.62 µB at both 0.9 and 2.9 at.% Mn) using the same experimental technique
at 77K. Several hypotheses may explain this discrepancy: firstly the room tempera-
ture study [71] may involve significant phononic effects, which may have an impact
on the obtained results. Also, the value obtained from neutron scattering experi-
ments is actually a ∆µ difference between the average µFe and µMn, meaning that
the uncertainty on the value may also lead to a change of the Mn magnetic moment
sign. Some local stress may also be present in experimental samples due to thermal
treatments, the precise microstructures were not reported. Finally, the most recent
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of these studies [128] also reveals the existence of atomic short-range order in the
solution (at 2.9 at.% Mn), which may have an effect on the average magnetic mo-
ment of Mn atoms. While these two studies are the only existing experimental data
at concentrations lower than 2 at. % Mn, some other experimental works showed
moments between 0.6 and 1.0 µB for a Mn concentration of 2-5 at.% Mn.[128, 119,
25, 132] Compiling these data seem to show a transition from an AF to a FM Fe-Mn
coupling tendency with increasing Mn concentration. A quantitative conclusion is
however difficult to draw because the discrepancies at concentrations lower than 2
at. % Mn. None of these works offer a systematic study over a large concentration
range. Overall, it is noticeable that low concentration results remain uncertain while
higher concentration studies show a FM Fe-Mn coupling tendency. The transition
between these two regimes appears at approximately 2 at.% Mn.

On the theoretical side, previous results on Fe-Mn magnetic interactions in the al-
loys also showed some discrepancies. Some calculations performed using TB-LMTO
showed negative Mn moments going from -2.5 to -3.0 µB over the 5-20 at.% Mn con-
centration range [52]. The latter method also predicted a transition between a large
negative moment and a smaller positive one (from -1.5 to 1 µB) [110], although the
critical concentration of this transition (6-8 at.% Mn) is overestimated compared to
experimental data (most authors report positive values for Mn concentrations larger
than 2 at.% Mn in experimental studies) [71, 119, 25, 132]. Calculations were also
performed using the coherent potential approximation with the Korringa-Kohn-
Rostoker (KKR-CPA) method and showed a transition between a strong AF state
and a weaker FM state at 12 at.% Mn [85]. However, CPA is known not to be suitable
for addressing properties depending on chemical short range order (SRO), which is
the case of Mn magnetism in bcc Fe [132]. It is clear that theoretical results do not
agree with the experimental data on the AF to FM transition of the Fe-Mn interac-
tion. One possible reason may be due to the presence of multiple magnetic minima
in the Fe-Mn alloys, which are not all considered in the calculations. Also, all these
studies only considered random solutions while it was shown that bcc Fe-Mn alloys
show significant unmixing tendencies [147, 128]. It is then necessary to investigate
the effects of Mn clustering on the magnetic properties.

This work aims at elucidating the dependence of Mn magnetism in various local
environments in bcc Fe-Mn alloys, namely a Mn solute, being isolated or forming
a cluster, and in the presence of vacancies or interstitial impurities, and the depen-
dence of Mn magnetism on the alloy concentration. Based on the obtained results,
we also attempt to provide explanations for the existing discrepancies between the-
oretical and experimental studies.

The chapter is organized as follows: The first section is focused on the behavior
of isolated Mn solutes in a bcc iron lattice. The second part concerns the magnetic
structures of bcc Fe-Mn solid solutions as a function of Mn concentration. The third
section deals with Mn clusters in bcc Fe. Finally the fourth and the fifth parts are
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devoted to the interaction between Mn atoms and respectively vacancies and inter-
stitial impurities (C,N,O) and their impact on the Mn magnetism.

2.1 Mn solutes in bcc Fe

The magnetic properties of isolated single-atom Mn solutes in bcc iron show an
atypical feature, as described in a previous theoretical study using LMTO Green’s
functions [5]. Anisimov et al have indeed noticed two energy minima with distinct
Fe-Mn magnetic interactions. The present calculations within a collinear approxima-
tion with constrained local magnetism (see chapter 1 for more details) confirm the
presence of these two energy minima, as shown in Fig. 2.1. For a Mn concentration
of 1.9 at.% (1 Mn atom in a 54 atom-site Fe system), the lowest energy minimum
is found with a Mn moment of -1.9 µB anti-ferromagnetically (AF) coupled with Fe
moments in the lattice (referred as AF-Mn in the following). The other rather flat
minimum is found for FM coupled Mn with Fe moments (referred as FM-Mn in the
following), with a smaller magnitude of approximately 0.7 µB. In order to verify if
the used 54-atom cell is large enough for the Mn atom to be considered isolated, we
studied the convergence of the relative energy between these two states and their re-
spective magnetic moment magnitude as functions of the simulation supercell size.
The results are given in Table 2.1. We note from this table that the energy differences
between the AF-Mn and the FM-Mn are all similar, the discrepancy being at most
0.03 eV, which is close to the estimated DFT error bar (0.02 eV, see section 1.1.2 of
chapter 1). The change of the magnetic moment of the AF-Mn is also close to the
DFT error bar (0.1 µB, see section 1.1.2), while the moment of the FM-Mn shows a
larger variation. The latter may be due to the shape of the energy minimum, which
is rather flat, as shown in Fig. 2.1. Remaining in the collinear approximation, the
estimated energy barrier from the AF to the FM-Mn state is 0.07 eV (Fig. 2.1).

System size Mn at.% k−grid ∆E (meV) µMn-AF µMn-FM

54 1.9 at.% 5× 5× 5 50.7 -1.91 µB 0.72 µB
128 0.8 at.% 4× 4× 4 68.5 -1.98 µB 0.67 µB
250 0.4 at.% 3× 3× 3 52.7 -1.94 µB 0.85 µB
432 0.2 at.% 3× 3× 3 38.4 -1.86 µB 0.56 µB

TABLE 2.1: Magnetic and energetic properties of an isolated Mn so-
lute in bcc Fe for various supercell sizes resulting in different Mn con-
centrations. ∆E is the energy difference between AF-Mn and FM-Mn
magnetic states. µMn-AF and µMn-FM are the magnetic moment mag-

nitudes of the respective AF-Mn and FM-Mn.

Fe and Mn are close neighbors in the Periodic Table of Elements. As expected,
only minor lattice distortion is induced by the substitution of a Mn atom in bcc Fe.
In the case of AF-Mn, the Fe-Mn 1nn interatomic distance is very slightly larger
than the 1nn Fe-Fe distance in pure Fe (∆d = 0.0025 Å) while in the case of FM-Mn,
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the 1nn Fe-Mn distance is shorter compared to the pure Fe bulk (∆d = -0.0144 Å).
Consistently, AF-Mn has a slightly larger Voronoï volume (11.37 Å3) than pure Fe
(11.36 Å3) which itself has a higher one than FM-Mn (11.20 Å3). Also, we notice that
the local charge density around the Mn atom is higher in the FM-Mn state than in
the AF-Mn state.

FIGURE 2.1: Total energy as a function of the magnetic moment mag-
nitude of an isolated Mn atom in bcc Fe.

Concerning the electronic projected density of states (PDOS), we observe in Fig.
2.2 that a NM Mn atom in bcc Fe (from a constrained Mn moment calculation) has
a sharp peak on its spin-up PDOS at the Fermi level, indicating (as expected) an
instability against the development of magnetism. The spin-down states are mainly
concentrated in two peaks located respectively above and below the Fermi level.
The AF-Mn state appears by shifting a major part of the spin-down states to lower
energies, including some states initially located above the Fermi level, while the
main peak of the spin-up band is shifted to above the Fermi level. The PDOS changes
are consistent with the high energetic stability of this AF-Mn state. On the other
hand, in the FM-Mn case, there is no major difference between the NM and the
FM PDOS on the spin-up band, except a slight split of the peak at the Fermi level,
decreasing weakly the density of states at the Fermi level. Concerning the spin-down
band, a slight shift to higher energies is noticeable, which explains the appearance of
a small magnetic moment. The FM-Mn state is only 5 meV below the NM-Mn state.

Non-collinear (NC) magnetism calculations were also performed to explore the
possible presence of NC minima. For a Mn concentration of 1.9 at.% (1 Mn atom in
a 54 atom Fe system), no other minimum was found besides the two collinear solu-
tions, as shown in Fig. 2.3. Instead, a significant barrier separates these two min-
ima. One can notice that the non-collinear energy barrier between the two minima
is slightly higher than the collinear barrier. Note that the difference between these
barriers is close to the estimated error bar (0.02 eV, see section 1.1.2). To calculate
this energy-angle curve, the direction of the Mn magnetic moment was constrained
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FIGURE 2.2: Projected density of states on an isolated AF-Mn or a FM-
Mn, compared to the PDOS on an isolated non-magnetic Mn atom in

bcc Fe.

to certain angles, and we allowed the magnetic moment magnitude to relax. The
bottom plot of Fig. 2.3 shows that, overall, the Mn moment magnitude gradually
increases from the FM-Mn state to the lowest energy AF-Mn state, except for the
case of 90 where two energetically degenerate states are found, with a particularly
small moment in one of them. These non-collinear data are useful to parameterize
Heisenberg-like models for Monte Carlo simulations, in order to describe the mag-
netic behavior of Fe-Mn alloys at finite temperatures [40].

It is also worth mentioning that the impact of the Mn solute on the local magnetic
moment of surrounding Fe atoms is rather limited. For a Mn concentration of 0.2
at.% (1 Mn atom in a 432 atom-sites Fe system), the variation of Fe atoms magnetic
moment magnitude is at most 5%, similar to what has been shown in Fe-Cr alloys
[76].

We note that the energy difference between AF-Mn and FM-Mn states highly de-
pends on the lattice constant of the system. Namely, lower lattice constants tend
to favor the FM-Mn state, and vice-versa. It was shown by King et al. [74] that a
hydrostatic compression modeled by a 2% strain is sufficient to switch from AF-Mn
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FIGURE 2.3: Total energy (top) and magnetic moment magnitude
(bottom) as functions of the angle between moments of an isolated

Mn and the lattice Fe atoms.

to FM-Mn. Because of this dependence, we have observed that when using the ex-
perimental lattice constant of bcc Fe (2.856Å) instead of the GGA equilibrium lattice
constant (2.832Å), the energy difference between AF-Mn and FM-Mn increases from
0.05 eV to 0.15 eV.

Finally, the energy difference between AF-Mn and FM-Mn is also sensitive to the
exchange-correlation functional. We have performed some tests using the LDA func-
tional (all the other computational details remaining identical) which show that with
experimental lattice constant, ∆E = 0.01 eV in favor of the AF-Mn state, in the range
of the method accuracy (see chapter 1). When performing LDA calculations us-
ing either the GGA or the LDA equilibrium lattice constant (respectively 2.832Åand
2.727Å), the AF-Mn state is found unstable. Hence, it should be kept in mind that the
magnetic state of Mn at ground-state may depend on the ab-initio methodology. We
have opted in this work for the GGA exchange-correlation functional as it is known
to be more reliable for the study of Fe-based alloys. Concerning the pseudo-potential
effects, we have calculated the relative stability between AF-Mn and FM-Mn states
with an all-electron GGA-PBE approach, FP-LAPW as implemented in Wien2k. The
results are very close to the present GGA-PBE-PAW results.
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2.2 Bcc Fe-Mn solid solutions

Most of the present study is devoted to properties of dilute Fe-Mn alloys, because
it is known that the bcc Fe-Mn phase is thermodynamically stable only up to a few
percent of Mn, before entering in an α+γ dual-phase domain [176, 96]. However, in
order to have a thorough understanding of the dependence of the magnetic behav-
ior on the alloy concentration, it is interesting and relevant to perform a systematic
study for all concentrations. Special Quasirandom Structures (SQS) [184], which
have negligible short range order (SRO), are adopted to mimic the random solid so-
lution even with rather small simulation cells. In the SQS systems, Fe and Mn atoms
were distributed in 54 and 128 atoms cells. Mixing energy of these configurations
was calculated using the following expression:

Emix(Fe-Mn) =
Etot(nFe + pMn)− nE(Fe)− pE(Mn)

n + p
(2.1)

where Etot(nFe + pMn) is the total energy of the Fe-Mn solid solution, E(Fe) is
the energy per atom of pure bcc Fe (in its lowest energy magnetic state: FM) and
E(Mn) is the energy per atom of pure bcc Mn (in the lowest energy magnetic state:
AFD). As can be seen in Fig. 2.4, the obtained mixing energies are positive for all the
concentrations, which reveals an unmixing tendency. Moreover, the shape follows
well the regular solution model (shown with the orange curve corresponding to the
expression Emix = A · xFe · xMn) with A = 192 meV (18500 J/mol). It is in good agree-
ment with earlier DFT results showing A = 20000 J/mol [96] and an experimental
value (A = 19500 J/mol)[62]. A previous TB-LMTO calculation also obtained a value
of the same order of magnitude (A = 23700 J/mol) [110]. In Fig.2.4, there are notice-
able energy differences between systems at the same concentration with the same
atomic configuration but with different magnetic states.

Concerning the magnetic properties, we rather focus on bcc Fe-Mn alloys in the
Fe-rich domain, up to 50 at.% of Mn. Fe and Mn local magnetic moments are plotted
in Fig. 2.5 for all the atoms in all the considered SQS configurations up to 50 at.% Mn.
We note a sharp peak for Fe moment around 2.2 µB showing a very small perturba-
tion of the bcc-Fe moment due to the presence of Mn atoms. On the other side, Mn
moment shows a large dispersion. The average magnetic moment in these SQS solid
solutions from Fig. 2.6 shows a linear decrease with increasing Mn concentration,
in agreement with available experimental studies. Indeed, it was shown experimen-
tally that the average magnetic moment of Fe-Mn alloys tend to decrease linearly up
to 11 at.% of Mn, before a sharp drop. It was hypothesized that the linear decrease is
due to the magnetic dilution effect (Mn having a constant magnetic moment lower
than the Fe moment) and that the sharp drop at higher Mn concentrations is due to
the emergence of non-ferromagnetic phases, [181] but none of these studies led to a
final conclusion. From the present results, we suggest that the slope change should
correspond rather to a structural phase transition because if the bcc lattice is theo-
retically kept up to 50 at.% of Mn as in this study, a linear decrease of the average
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FIGURE 2.4: Mixing energy as a function of Mn concentration (ex-
pressed in atomic percent) in bcc Fe-Mn SQS solid solutions and sys-
tems composed of Mn clusters in bcc Fe, taking as references the FM

bcc Fe and the AFD bcc Mn.

magnetic moment is observed for all the concentrations, in very good agreement
with the Slater-Pauling curve. Although we may expect a slight deviation from the
linear behavior at low Mn concentration because of the magnetic transition of Mn
atoms (Fig. 2.6), the effect is not visible.

Having a closer look on the magnetism of Mn atoms, Fig. 2.6 shows an average
Mn moment antiparallel to Fe moments at the lowest concentration, followed by a
rapid decrease of the moment magnitude with increasing Mn concentration. This
finally leads to a transition from AF to FM Fe-Mn coupling tendency at approxi-
mately 6 at.% Mn (with the SQS systems only), and then the average Mn magnetic
moment stabilizes to a value around 0.8 µB, parallel to Fe moments. As mentioned
above, most of Mn atoms at the dilute limit are isolated and remain in an AF-Mn
state. At a high concentration (above 10 at.% Mn) the rather constant value of 0.8
µB results from the presence of an approximately constant fraction of 75% FM-Mn
and 25% AF-Mn atoms in each SQS configuration, as can be seen in Fig. 2.7. Inter-
estingly, both types of Mn present an average moment magnitude of around 1.6 µB

(Indeed, 1.6*0.75-1.6*0.25=0.8). These features lead to a scenario compatible with the
simple magnetic dilution model proposed from experimental data, assuming a con-
stant Mn moment which is parallel and smaller than Fe moments. Of course, those
experiments have only access to average (instead of individual) magnetic moments
[119, 25, 132].

If we focus on Mn magnetism in the dilute Fe-Mn alloys, up to a few percent
of Mn, some experimental data, summed up in Table 2.2 tend to show that Mn is
coupled FM with Fe between 2 and 9 at.% of Mn concentrations while another ex-
perimental study finds an AF Fe-Mn coupling at Mn concentrations below 2 at.%
[71]. By compiling these results, we note that an AF-Mn to FM-Mn transition is also
found in experimental works but at a lower Mn concentration (around 2 at.% Mn)
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FIGURE 2.5: Distribution of Fe and Mn local magnetic moments in
Fe-Mn SQS alloys, up to 50 at.% Mn.

than our prediction based on SQS systems. Previously, a theoretical study using
TB-LMTO method also predicted a transition concentration around 6-8 at.% Mn, in
good agreement with our DFT results [110]. However, as explained in section 2.0,
another study [128] from the same group shows contradictory results, obtained with
the same method at another temperature. The existence of this transition from the
experimental point of view is still debatable.

This discrepancy between experimental data and the DFT results may be due
to various possible phenomena: For instance, bcc Fe-Mn alloys have an unmixing
tendency, the formation of Mn clusters in Fe should be energetically favorable com-
pared to random solid solutions. Indeed, a recent Mössbauer based study [147] re-
ported that bcc Fe-Mn alloys tend to increase their short range order through clus-
tering. Depending on the thermal treatments and the speed of quenching applied to
the experimental samples, the considered Fe-Mn solutions may not be fully disor-
dered. This may be a possible source of discrepancy on the magnetic behavior based
on experimental and theoretical studies, if the latter account for SQS solid solutions
only. Also, recent DFT works [105] have shown that the presence of carbon impuri-
ties in bcc Fe tend to have significant effects on Mn solutes magnetism. The presence
of interstitial impurities (often found in iron based alloys) in experimental samples
could also affect the magnetic moment of Mn atoms, even though it is not expected
to be a major cause because of the generally low impurity content. In addition, the
discrepancy may also be related to the presence of structural inhomogeneities in the
samples such as grain boundaries and precipitates, but these features are out of the
scope of this study. In the following sections, we will focus on Mn clustering, va-
cancy and impurities effects.
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FIGURE 2.6: Average magnetic moment of Fe atoms, of Mn atoms
and of all the atoms in Fe-Mn alloys either with a SQS structure or
containing a Mn cluster, as a function of Mn concentration (expressed

in atomic percent).

Reference [Mn] Avg. µMn

Kajzar et al[71] 0.8 at.% -0.82 µB
Kajzar et al[71] 1.9 at.% -0.23 µB

Parette et al[128] 0.9 at.% 0.62 µB
Parette et al[128] 2.9 at.% 0.62 µB

Child et al[25] 2 at.% 1.0 µB
Radhakrishna et al[132] 3 at.% 0.8 µB
Radhakrishna et al[132] 6 at.% 1.0 µB
Radhakrishna et al[132] 9 at.% 0.8 µB

Nakai et al[119] 5 at.% 0.7 µB

TABLE 2.2: Experimental values of Mn average magnetic moment in
dilute bcc Fe-Mn for various Mn concentrations.

2.3 Mn clusters in bcc Fe

Before addressing Mn clusters, the interaction between two isolated Mn solutes was
investigated as a function of the distance between them. It was found that as nearest
neighbors (1nn) or second nearest neighbors (2nn), Mn atoms tend to be AF with
each other. One of them is therefore FM to the lattice Fe atoms, at variance with
the isolated Mn case. This results from a dominance of Mn-Mn AF tendency over
the Fe-Mn anti-ferromagnetism at such short separation distances. This behavior is
opposite to the Fe-Cr alloy case, where Fe-Cr AF interactions prevail over the Cr-Cr
anti-ferromagnetism [40]. The Mn local moments for the 1nn separation are -1.7 µB

(AF-Mn) and 1.4 µB (FM-Mn). For the 2nn case, the corresponding Mn moments are
-1.8 and 1.1 µB. Please note that the FM-Mn within the dimer has a significantly in-
creased moment magnitude compared with an isolated FM-Mn, especially for the
1nn case. At a larger Mn-Mn distance, with the two Mn atoms as third nearest
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FIGURE 2.7: Ratio of FM-Mn among Mn atoms in Fe-Mn random
solutions as a function of Mn concentration (expressed in atomic per-
cent). The fitted polynomial function (orange curve) aims at illustrat-

ing the general trend.

neighbors (3nn) and beyond, both of them prefer to couple AF with Fe moments
with magnetic moments converging towards the value of an isolated Mn in bcc Fe.
Fig. 2.8 shows the binding energy between two Mn atoms in bcc Fe as a function of
the separation distance for various collinear magnetic configurations. The Mn-Mn
binding energy is calculated as follows:

Ebind(Mn-Mn) = −Etot((n− 2)Fe+2Mn) + 2Etot((n− 1)Fe+1Mn)− Etot(nFe) (2.2)

with Etot((n− 1)Fe+1Mn) at the magnetic ground state (Mn coupled AF with
Fe). Using this expression, positive binding energies stand for attractive behaviors,
while negative binding energies stand for repulsion. Fig. 2.8 shows that, in the
lowest-energy magnetic state, the 1nn Mn dimer exhibits a very slight attraction
(0.012 eV), whereas there is a repulsion from a 2nn to a 7nn distance. Note that the
magnitude of the attraction is within the error bar of the present DFT calculations
(0.02 eV). The binding energy converges to 0 from the 8nn, Mn atoms are then con-
sidered fully isolated. At a 1nn distance, the dimer composed of two FM-Mn or two
AF-Mn atoms is respectively 0.045 eV or 0.062 eV higher in energy than the mag-
netic ground-state dimer (AF-Mn + FM-Mn). The trend remains the same for a 2nn
dimer. It is worth mentioning that the dimer with two AF-Mn comes to have even
a slightly higher energy than the dimer with two FM-Mn atoms (0.017 eV higher for
the 1nn case). This scenario may be understood assuming a dominant Mn-Mn AF
interaction, over the Fe-Mn anti-ferromagnetism at these shortest separations: the
two-AF-Mn dimer (FM coupling between the Mn atoms) exhibiting large Mn mo-
ments: -2.43 µB per Mn for the 1nn case, is energetically penalizing, while the two-
FM-Mn dimer develops a magnetically less unfavorable situation by decreasing the
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moment magnitudes (0.18 µB per Mn for the 1nn case).
Bakaev et al. [9] have noticed that among several substitutional solutes, Mn is

the only one to show attractive solute-solute interactions in bcc Fe at a 1nn distance.
That study leads to the conclusion that this specificity is mainly due to the flexibility
of the Mn magnetic moment, which means an easy variation of the moment magni-
tude, to adapt different local environments. Our study also reveals such flexibility,
as reflected by the existence of distinct moment magnitudes of Mn in bcc Fe (Fig.
2.5). Furthermore, as mentioned above, two minima (AF-Mn and FM-Mn) exist for
a single Mn solute, which provides an additional possible state for each Mn in the
dimer. To our knowledge, the possibility of a Mn dimer with one AF-Mn and one
FM-Mn was not considered in Ref. [9]. Also, the results from Bakaev et al. and the
present ones may not be directly comparable, as different parameterization of GGA
are used (PW91 in Ref. [9]).

FIGURE 2.8: Binding energy between two Mn atoms in a 432-atom
bcc Fe supercell as a function of Mn-Mn separation distance, taking
isolated AF-Mn as the reference. Positive binding energies mean at-

traction.

In addition, non-collinear magnetism calculations were performed in the case
of 1nn Mn atoms to explore the possible presence of non-collinear energy minima,
which may provide a compromise between the preference for a single Mn to be AF to
Fe, and the emergence of a FM-Mn in the dimer, due to Mn-Mn interaction. From our
NC calculations, no configuration was found with a lower energy than the collinear
magnetic ground state. Fig. 3.13 shows the binding energy for some non-collinear
configurations obtained, along with the respective spin configurations. Calculations
were performed with several different initial spin arrangements. All the cases con-
verged to either the collinear ground state (a) or the NC (b) configuration, which
seems to be the only stable NC state. At variance, the (c), (g) and (e) configura-
tions were obtained using constrained local magnetism, by imposing the Mn spin
directions but relaxing the spin magnitudes. As can be seen in Fig. 3.13, the NC
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metastable (b) state is higher in energy than the collinear ground state (lower in bind-
ing energy), but less energetic than other collinear states ((d) and (f)). Also, please
note that these energy differences are rather close to the estimated error bar of the
calculation method or even fall within it. Moreover, we may expect a non-negligible
occupation rate of the metastable states, including the NC-(b) state at finite temper-
atures. It is in principle also relevant to perform the study of various-sized Mn clus-
ters beyond the collinear approximation. However, such a systematic NC magnetic
study is significantly computationally demanding and out of the scope of this chap-
ter. A full non-collinear study will be considered in a future work. The following
sections only deal with collinear calculations.

FIGURE 2.9: Binding energy (denoted by blue circles) of a 1nn Mn
dimer, with the AF-Mn as reference, for various shown collinear and
non-collinear magnetic configurations. Mn and Fe atoms are respec-
tively represented by blue and orange spheres, and orientations of

local magnetic moments are indicated with arrows.

Concerning the study of n-Mn clusters in bcc Fe with n = 3 to 15, we employed
250-atom supercells and various atomic configurations (more or less compact) and
magnetic arrangements were considered for each cluster size. The lowest energy
atomic and magnetic configurations of these clusters are shown in Fig. 2.10. It was
found that the average binding energy of these clusters, calculated using the follow-
ing equation:

Ebind
avg (pMn) =

−Etot((n− p)Fe + pMn) + pEtot((n− 1)Fe+1Mn)− (p− 1)Etot(nFe)
p

(2.3)
is all positive (energetically favorable) and increases with the number of Mn

atoms, as shown in Fig. 2.11. The attraction between Mn atoms confirms the un-
mixing tendency showed in the previous section on solid solutions. As can be seen
in Fig. 2.4, for Mn concentrations ranging from 1 to 12 at.%, mixing energy of Fe-Mn
systems containing clusters, in their lowest-energy magnetic state is indeed lower
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than the energy of random Fe-Mn alloys with the same Mn content. This result is in
agreement with an experimental study which revealed via polarized neutron scat-
tering the clustering tendency of a dilute Fe-Mn alloy containing 2.9 at.% Mn [128].

FIGURE 2.10: Schematic representation of the lowest energy atomic
and magnetic configuration found for n-Mn clusters in a bcc Fe lat-
tice, for n = 2 to 15. Magnetic moment orientations are indicated by
arrows. In the case of negligible moment magnitudes, atoms are rep-

resented without arrows.

Regarding the magnetic ordering of the Mn clusters, it is noticeable from the
lowest energy magnetic configurations (Fig. 2.10) that the Mn-Mn magnetic interac-
tion is dominant compared to Fe-Mn coupling, as already noted for the Mn dimer.
Indeed, these magnetic arrangements tend to satisfy in priority the AF Mn-Mn 1nn
and 2nn coupling. For example, at least 50% of 1nn Mn-Mn pairs in a cluster show
an AF coupling. Some n-Mn clusters (n = 2, 3, 4, 6, 7) present 100% of AF 1nn Mn-Mn
pairs. At variance, Fe-Mn magnetic interaction does not show any clear tendency,
the fraction of 1nn AF Fe-Mn pairs varies from 20 to 70%. Moreover, switching ev-
ery Mn atom magnetic moment (from AF-Mn to FM-Mn and vice-versa) changes
significantly the number of AF Fe-Mn pairs without changing any Mn-Mn mag-
netic interaction. It induces rather small energy modifications (less than 10 meV per
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Mn), and the sign of the energy variation shows no dependence on the sign of num-
ber variation of AF Fe-Mn pairs. However, switching some Mn magnetic moments
(changing the number of AF Mn-Mn pairs) generally leads to unstable states. A par-
ticular case is noted in Fig. 2.10, the 8-atoms cluster, where two atoms have a very
small magnetic moment (0.2 µB) which results certainly from magnetic frustrations
between several interactions which cannot all be satisfied within the collinear ap-
proximation. Since these clusters are small, they can obviously not develop the AFD
structure as in the lowest-energy state of pure bcc Mn, because of finite size effects.
However, we notice that in the 15-Mn cluster, the ratios of AF 1nn and 2nn interac-
tions are respectively 75% and 33%, which are not too far from the values for pure
bcc AFD Mn (respectively 50% and 33%).

FIGURE 2.11: Average binding energy (per atom) of lowest energy
atomic and magnetic configurations of Mn clusters versus the num-
ber of Mn atoms composing the cluster, taking the isolated AF-Mn as

reference. Positive values indicate an attraction.

Average magnetic moment magnitudes of the two types of Mn atoms forming
the clusters: the AF-Mn and the FM-Mn are shown in Fig. 2.12. We note a gener-
ally larger moment magnitude for the FM-Mn forming a cluster than isolated. The
opposite occurs for the AF-Mn atoms in the case of the smallest clusters. The inter-
mediate sized clusters between 7 and 9 atoms show some particular values, mostly
lower than the corresponding Mn moments in the considered clusters. This behav-
ior may be due to a transition between the very small clusters (arranged within a
cubic unit cell) in which every Mn atom is an interface atom (mainly surrounded by
Fe atoms) and more extended clusters, in which Mn atoms have a lot of Mn nearest
neighbors.

Considering the average Mn magnetic moment of a cluster in its lowest energy
magnetic configuration, we observe that the magnetic Fe-Mn coupling tendency
shows the same trend as in the random solutions, except that the transition point
appears at a lower concentration (around 3 at.% Mn in Fig. 2.6). This feature may be
one possible explanation of the discrepancy between experimental and theoretical
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FIGURE 2.12: Average magnetic moment magnitude of Mn atoms
coupled AF (respectively FM) with Fe atoms as a function of the num-
ber of Mn atoms composing the cluster. Solid lines are polynomials
fitted on the data points which follow a general trend (see text), in
order to evidence the behavior of the intermediate-size points which

deviate from this trend.

data concerning the transition concentration of the average Mn moment behavior,
from an AF to a FM state with respect to the Fe moments, in Fe-Mn alloys. Fig. 2.6
shows that clusters resulting average Mn moment is indeed FM at concentrations for
which Fe-Mn random solutions exhibit an AF Fe-Mn average magnetic coupling (for
Mn concentrations between 3 and 6 at.%). Indeed, the existing discrepancy comes
from data based on random solid solutions assumed in theoretical calculations [85,
52, 110], whereas experimental samples may contain Mn clusters in Fe which are
more stable systems at low temperatures. Of course, the detailed composition of the
experimental samples is strongly related to the thermal treatments such as the speed
of quenching [71, 119, 25, 132, 128].

2.4 Mn interaction with vacancies in bcc Fe

Beyond the magnetic and energetic properties of idealized Fe-Mn alloys, another
focus of this study is the variation of these properties in the presence of point defects,
for instance vacancies. First, we have investigated the effects of a vacancy on a single
Mn solute in bcc Fe. To do so, a vacancy was inserted in a 128-sites bcc Fe lattice
containing one Mn atom (in either AF-Mn or FM-Mn state), at various distances from
the Mn atom, from 1nn to 6nn. The presence of the vacancy increases the energy gap
between the two energetic minima of Mn from ∆E = 0.05 eV in the isolated case
to ∆E = 0.28 eV for the 1nn Mn-vacancy case. This behavior may be qualitatively
understood by a local electronic redistribution. The presence of a nearby vacancy
induces a depletion of the Mn charge (see Fig. 2.19), which is expected to favor
further the AF-Mn state compared to the FM-Mn state. In addition, lattice distortion



42 Chapter 2. Local environment dependency of Mn magnetism in bcc Fe-Mn alloys

considerations can also contribute to rationalize the same behavior, since the FM-Mn
has a lower effective volume than the AF-Mn (see section 2.1). We estimated in both
cases the lattice distortion energy by replacing both the vacancy and the Mn solute in
the relaxed supercell by Fe atoms, without further optimizing the atomic positions.
The lattice distortion energy is calculated as the difference between the resulting
supercell energy and the energy of a perfect bulk bcc Fe with the same number of
atoms. This energy is respectively 0.36 and 0.30 eV for the FM-Mn and AF-Mn case.
In comparison, the lattice distortion energy for an AF-Mn and a FM-Mn, without the
vacancy is practically the same, differing in only 0.005 eV.

The binding energy between the vacancy and the Mn solute was calculated with
the following expression:

Ebind(V-Mn) = −Etot((n− 2)Fe+Mn + V)

+Etot((n− 1)Fe+1Mn) + Etot((n− 1)Fe + V)− Etot(nFe)
(2.4)

with Etot(nFe) being the total energy of a pure n-atoms Fe system, Etot((n− 1)Fe + V)

the total energy of a n-atoms Fe system with one of the Fe atoms replaced by a va-
cancy (V), Etot((n− 1)Fe+1Mn) the total energy of a n-atoms Fe system with one of
the Fe atoms replaced by an AF-Mn atom, and Etot((n− 2)Fe+Mn + V) the total en-
ergy of a n-atoms Fe system containing both a Mn atom and a vacancy. As shown in
Fig. 2.13, there is a strong attraction between the vacancy and the AF-Mn at a short
range (from 1nn to 3nn) which decays to zero at longer distances except for the 5nn
case. The relatively high value for the 5nn case may be due to the fact that, in a bcc
lattice, it is actually the second nearest neighbor in the densest (111) direction. This
feature is however not observed in the case of FM-Mn, which has a smaller effective
volume than Fe. (see section 2.1)

FIGURE 2.13: Binding energy between a vacancy and an isolated Mn
solute in bcc Fe as a function of their separation, taking the AF-Mn as

reference. Positive values mean attraction.
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Mn-Mn dist. µMn (µB) Ebind(MnV-Mn) Ebind(Mn-Mn) Etot
bind Epair

bind

1nn -2.87/-2.29 0.058 (eV) 0.012 (eV) 0.181 (eV) 0.287 (eV)
2nn -2.63 0.108 (eV) -0.032 (eV) 0.261 (eV) 0.273 (eV)
3nn -2.74 0.208 (eV) -0.044 (eV) 0.361 (eV) 0.261 (eV)
5nn -2.67 0.171 (eV) -0.060 (eV) 0.324 (eV) 0.245 (eV)

TABLE 2.3: Magnetic and energetic effects of a vacancy on a Mn
dimer. The first column shows the distance between two Mn atoms
and the second column shows their magnetic moments in the pres-
ence of vacancy. The binding energies between Mn atoms with and
without vacancy are given respectively in third and fourth columns.
Finally, the total and pairwise binding energies are given respectively
in fifth and sixth columns. Pairwise binding energy is calculated as
the sum of Mn-Mn and Mn-V binding energies for the two Mn atoms.
Lowest energy magnetic states are taken as references for every bind-

ing energy calculation.

The insertion of a vacancy has a noticeable impact on the interaction between two
Mn solutes in bcc Fe. Our calculations show that when the Mn atoms are surround-
ing a vacancy, they tend to couple each AF with Fe atoms of the matrix, regardless
the distance between those solutes (2nn, 3nn or 5nn). As expected, the magnetic mo-
ment magnitude of these Mn atoms is significantly increased compared to the corre-
sponding configuration without the vacancy, due to the magneto-volume effect (see
Table 2.3). One can also notice that among the atomic configurations considered, two
Mn atoms located at the first-neighbor shell of a vacancy prefer to arrange as 3nn to
each other. The second lowest energy configuration being as 5nn to each other, fol-
lowed by the 2nn case which is the worst arrangement in terms of system energy.
Although it is shown in Fig. 2.8 that 2nn Mn are less repulsive than 3nn Mn in their
respective lowest energy magnetic configuration, the presence of the vacancy stabi-
lizes the AF-Mn state and thus 2nn Mn atoms become more repulsive because they
are constrained in a higher energy magnetic configuration.

The binding energy between two Mn atoms was compared with and without the
presence of a vacancy as 1nn of both Mn atoms. Except in the case of 1nn Mn atoms,
where the vacancy is inserted as respectively 1nn and 2nn of the Mn solutes. In
all the studied cases, the vacancy either promote or enhance attraction between the
Mn atoms (Table 2.3). Also, the comparison between the total binding energy and
the pairwise binding energy reveals a synergistic effect in the cases of 3nn and 5nn
Mn dimers. Pairwise binding energy is calculated as the sum of Mn-Mn and Mn-V
binding energies for the two Mn atoms. The opposite trend is observed in the cases
of 1nn and 2nn Mn atoms, which is consistent with a magnetic frustration induced
by the vacancy stabilizing both Mn atoms as AF-Mn, while Mn-Mn interactions are
favoring a different magnetic state (AF-Mn + FM-Mn.)

In order to study the effect of a vacancy on Mn clusters magnetic properties,
further calculations were performed with a vacancy in bcc Fe while replacing, atom
by atom, its first nearest neighbors by Mn atoms, as shown in Fig. 2.16. For each
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FIGURE 2.14: Comparison of total binding energies of: 1) clusters
composed of one vacancy and n-Mn atoms. The corresponding struc-
tures are shown in Fig. 2.16. 2) clusters with the same Mn arrange-
ment and the vacant site replaced by a Fe atom, and 3) the lowest-
energy n-Mn clusters found. The isolated AF-Mn is taken as refer-

ence.

number of Mn atoms, various atomic configurations were studied and for each of
them, several magnetic states were considered. More open cluster configurations
were also tested, that is, locating some Mn atoms on the 2nn shell of the vacancy
instead of being 1nn of it. The most compact configurations are always found to be
the most energetically favorable.

The first observation is that the vacancy tends to stabilize the AF coupling of
Mn atoms with Fe atoms of the matrix. Indeed, every atomic configuration tends
to exhibit a full AF Fe-Mn coupling while corresponding vacancy-free clusters show
more complex spin configurations (see section 2.2).

Two complementary effects may explain this observation. As previously shown
in the case of a single Mn atom, the vacancy tends to stabilize the AF-Mn state. It also
acts as a magnetic screener reducing the impact of the Mn-Mn interactions described
in section 2.3. Such a behavior is also observed in the case of Cr atoms near a vacancy
in bcc Fe [102])

The total binding energy between the vacancy and every Mn atom of the cluster
is calculated for the lowest energy atomic and magnetic configuration found for each
number of Mn atoms, using the following formula:

Ebind(V − pMn) = −Etot((n− p− 1)Fe + pMn + V)

+pEtot((n− 1)Fe+Mn) + Etot((n− 1)Fe + V)− pEtot(nFe)
(2.5)

with Etot(nFe) being the total energy of a pure n-Fe bcc bulk, Etot((n− 1)Fe + V)

the total energy of n-Fe system with one of the Fe atoms replaced by a vacancy,
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FIGURE 2.15: Vacancy formation energy as a function of the number
of Mn atoms on its first-neighbor shell.

Etot((n− 1)Fe+Mn) the total energy of a n-Fe system with one of the Fe atoms re-
placed by a Mn atom, and Etot((n− p− 1)Fe + pMn + V) the total energy of a sys-
tem containing p Mn atoms and a vacancy.

The results shown in Fig. 2.14 reveal that the total binding energy is positive and
increases with the number of Mn atoms up to 4 Mn. Then it reaches a plateau and
the binding energy remains constant between 6 and 8 Mn cases. We note a rather
small value for the 5-Mn case. It can be explained as follows: Up to 4 Mn atoms on
the 1nn shell of the vacancy, the lowest-energy atomic configuration is such as the
Mn atoms are 3nn to each other (the most favorable state for two Mn atoms, see Fig.
2.16). From the fifth Mn atom introduced to the 1nn shell, such arrangement is no
more possible and some Mn atoms have to be as 2nn, which has a higher energy as
seen in the case of a Mn dimer around a vacancy.

Another relevant feature is that the binding energy is much higher than in the
corresponding vacancy-free Mn clusters, which indicates an enhancement of Mn
clustering due to the presence of vacancies, as also noticed in Fe-Cr alloys [102].
This behavior may be relevant in Fe-Mn systems under some extreme conditions
with creation of large amounts of vacancies.

The vacancy formation energy was also evaluated as a function of the number
of Mn atoms at the 1nn shell of the vacancy. Fig. 2.15 shows that the vacancy for-
mation energy decreases almost linearly with the number of Mn atoms up to 4 Mn
atoms, then, it oscillates around the value found in the pure bcc AFD-Mn bulk. This
decreasing trend suggests that the vacancy formation is more favorable in a Mn-rich
than in a Fe-rich local environment in Fe-Mn alloys. In addition, similarly to the bcc
Fe-Cu alloys [152], the mobility of Mn clusters may be significantly enhanced due to
the preference of vacancies to be located around a Mn cluster than in the Fe matrix,
dictated by the difference of respective vacancy formation energies.

The present study is limited to the case of Mn atoms around a single vacancy. The
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FIGURE 2.16: Schematic representation of the lowest energy atomic
and magnetic configuration of Mn clusters in bcc Fe composed of a

vacancy surrounded by n Mn atoms.

effects of multiple vacancies may also be relevant, especially for the understanding
of the Fe-Mn alloys under extreme conditions such as plastic deformation or irradi-
ation. It is however beyond the scope of this chapter.

2.5 Interstitial impurities and Mn in bcc Fe

Carbon, nitrogen and oxygen atoms, neighbors in the Periodic Table of Elements,
are highly common interstitial impurities in iron-based alloys. It is thus important
to understand the interaction between these elements and Mn solutes in bcc Fe, in
order to clarify the impact of these interstitial atoms on magnetic properties of Mn
solutes.

In this study, we only consider the effect of a single interstitial atom, located at the
lowest energy octahedral site[10], near a Mn atom. We first evaluated the interaction
energy between a single Mn solute and a foreign interstitial atom (FIA = C, N or
O), at a 1nn distance. The binding energy between the 1nn FIA and the Mn solute
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in the lowest-energy magnetic configuration is attractive in the three cases (0.08 eV
for C; 0.21 eV for N and 0.24 for O). Interestingly, in the case of C and N atoms, the
Mn magnetic moment tends to be parallel to the Fe moments (opposite to the case
of isolated Mn solutes), whereas in the case of an O atom, Mn moment tends to be
antiparallel to the Fe moments, as shown in Fig. 2.17. The results for the case of C
are in good agreement with a previous DFT study, on both Mn-C binding energy
and Mn magnetic moment.[105, 97]

FIGURE 2.17: Schematic representation of the lowest energy magnetic
configuration of a Mn atom in bcc Fe, with a X interstitial at its 1nn

octahedral site (X=C,N,O).

Projected densities of states shown in Fig. 2.18 reveal a strong hybridization be-
tween the p-shell of C atom and the d-shell of Mn. As expected, with increasing
p-band filling of the FIAs, such hybridization is weaker in the case of the N intersti-
tial and negligible in the case of the O interstitial. The right panel of the same figure
shows differential charge density maps obtained by subtracting the charge density
of the isolated C, N or O atom and the Fe-Mn system without interstitial defect,
to the same Fe-Mn fully relaxed system containing the FIA. Note that the atomic
positions are kept identical for the substractions. The charge maps show that, as
expected, C exhibits a covalent bond with the Mn atom, increasing the local charge
density around the Mn atom whereas the charge density around the O impurity re-
mains very localized, which explains that O has no noticeable effect on the magnetic
coupling of the Mn atom. The N interstitial shows an intermediate behavior. As
stated in introduction and in section 2.1, the magnetic state of Mn is especially flex-
ible in bcc iron, reflected for instance by the presence of two minima (AF-Mn and
FM-Mn) for the single solute. In order to adapt to different local environments, such
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as in the Mn dimer, the solute may easily change its preferred magnetic state. In
the case of a Mn solute next to a C or a N interstitial, the interstitial atom induces a
p-d hybridization which strongly increases the local charge density around the Mn
atom (Fig. 2.18), and leads to a significant change in the PDOS of the Mn atom. Both
up- and down-spin states approach those of the isolated FM-Mn PDOS (Fig. 2.2).
For example, the up-spin PDOS of an isolated AF-Mn atom (without the interstitial)
shows a sharp peak just above the Fermi level, which is shifted down toward the
Fermi level when the local charge increases (with the interstitial). Then, in order to
reduce the density at the Fermi level, the peak becomes splitted. As a consequence,
the Mn magnetic state switches to the FM-Mn energy minimum, which has a higher
local charge density.

FIGURE 2.18: Projected density of states on Mn atom and X impurity,
X being C, N or O (left), and the corresponding differential charge

density maps (right). Further details are given in the text.
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FIGURE 2.19: Correlation between local magnetic moment (triangles)
on a Mn atom and its local charge density (circles) for various chem-
ical environments: isolated in Fe, 1nn of a vacancy, and 1nn of a X

interstitial (X = C, N, O).

FIGURE 2.20: Correlation between local magnetic moment (triangles)
on Mn and the corresponding local charge density (circles). Each mo-
ment or charge value results from an average over all the Mn atoms
showing the same spin orientation in a n-Mn cluster. For example "4-
Mn (FM)" in the x-axis means Mn atoms in a 4-Mn cluster, showing a

FM interaction with Fe atoms.
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The impact of the FIAs on the magnetic state of a Mn solute is rather short
ranged. If the FIA is inserted in the 2nn octahedral site of a Mn atom, the mag-
netic moment of the Mn atom remains antiparallel to the lattice Fe moments, the
impurity being C, N or O. In this case, the Mn-FIA binding energy is -0.20 eV in
the case of C, -0.11 eV for N and 0.04 for O. Clearly, the hierarchy of these energies
follows the same trend as for the 1nn interactions. Here too, the results in the case of
C are consistent with the literature [97].

Due to the expected lattice distortion induced by the interstitial atoms, all the
presented results are also verified by complementary fully relaxed calculations. We
checked that the relevant results present only minor changes compared to the constant-
volume results: variations are in any case lower than 0.01 µB for the magnetic mo-
ment and lower than 10 meV for the binding energy.

Based on the results presented in previous sections, a correlation can be iden-
tified between the magnetic moment of a single Mn solute in bcc Fe and its local
charge density. Indeed, the presence of a vacancy, inducing a local charge decrease,
tends to favor the AF Fe-Mn magnetic coupling while the presence of an interstitial
impurity (particularly the C) may favor the FM Fe-Mn coupling. This trend is illus-
trated in Fig. 2.19 where the magnetic moment and the local charge of the Mn solute
are plotted for various local environments. Both local charge and magnetic moment
are obtained by integrating the Mn PDOS, although the absolute values may depend
on the integration criterion chosen, the relative values show a clear trend.

In the case of Mn clusters, the Mn-Mn interactions being dominant over the Fe-
Mn interactions, this trend is not general. However, for the Mn dimer and the small-
est sizes of clusters (up to 4 Mn atoms), the local charge of an AF-Mn is still lower
than the charge of a FM-Mn, as shown in Fig. 2.20. Indeed, Mn atoms in these small
clusters have a majority of Fe neighbors.

2.6 Conclusions

Density functional theory calculations are applied to investigate magnetic and ener-
getic properties of Mn in bcc Fe-Mn alloys, as functions of the alloy concentration
and local chemical environment. Manganese, with a half-filled 3d band, exhibits an
atypical and complex magnetic behavior.

For the simplest case of an isolated Mn in bcc Fe, we confirm the presence of
two collinear energy minima, with the Mn magnetic moment either parallel or anti-
parallel to the Fe moments, named respectively the FM-Mn and the AF-Mn state.
The latter being the ground state. Interestingly, the preference of the Fe-Mn magnetic
interaction is highly sensitive to minor changes of the Mn local environment, due to
the presence of a high Mn majority-spin electronic density around the Fermi level.

A direct correlation is identified between the local electronic charge and the local
magnetic moment on a Mn solute, being isolated or forming a small n-Mn cluster
(n = 2 to 4). For instance, the presence of a vacancy near the Mn atom, inducing
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a local charge depletion, tends to favor the anti-ferromagnetic Fe-Mn interaction.
Also, common interstitial impurities (C, N, and O) present an attraction with a Mn
atom if located at its 1nn site. C and N show a strong electronic hybridization with
Mn and stabilize the FM-Mn state. At variance, an oxygen atom, with a rather ionic
Mn-O interaction and therefore a very localized charge distribution, does not modify
the magnetic ground state of an isolated Mn.

Properties of small n-Mn clusters (n = 2 to 15) in dilute Fe-Mn systems are an-
alyzed. Clustering is found to be energetically favorable, consistently with the un-
mixing tendency found for the bcc Fe-Mn alloys. Various collinear and non-collinear
magnetic minima are found for the Mn dimer, which are rather close in energy. It is
relevant to point out that our results suggest a dominance of Mn-Mn magnetic inter-
actions over the Fe-Mn interactions, both exhibiting an anti-ferromagnetic tendency,
especially for the 1nn and 2nn distances. This behavior is opposite to the Fe-Cr alloy
case, where Fe-Cr AF interactions prevail over the Cr-Cr anti-ferromagnetism. A
vacancy is found to further stabilize the Mn clusters, by increasing the clusters bind-
ing energies. Reciprocally, the formation energy of a vacancy becomes smaller in a
Mn-rich than in a Fe-rich local environment. This behavior may promote a rather
fast diffusion of Mn nano-clusters, similar to the case of bcc Fe-Cu alloys.

Locally random (SQS) Fe-Mn solid solutions are systematically investigated for
a large range of Mn concentrations. Consistently with experimental findings, the
average magnetic moment of the alloys decreases linearly with increasing Mn con-
tent. In addition, the average Mn moment tends to be antiparallel (resp. parallel) to
lattice Fe moments for Mn concentrations smaller (resp. larger) than approximately
6 at.% Mn. It is not clear whether the same trend is observed experimentally or not
as there are very few experimental data at low Mn concentrations (less than 2 at.%
Mn), which do not agree with each others. However, at concentrations higher than
2 at.%, experimental works all agree on the fact that the Mn moment tends to be
parallel to Fe. Various possible reasons for this discrepancy are discussed. In partic-
ular, the calculated transition concentration is lowered to approximately 2 at.% Mn
if considering clusters instead of random solutions.





Chapter 3

Effective interaction model for bcc
Fe-Mn at finite temperatures

In this chapter, we parameterize an effective interaction model with ab-initio data in
order to simulate, via atomic Monte Carlo simulations, the evolution of magnetic and atomic
configurations and their coupling. Some applications of this model are presented, examining
certain finite temperature properties of these systems.

In the previous chapter, various results are presented concerning the interplay
between the chemical and the magnetic properties in Fe-Mn alloys at electronic
ground-state via DFT. As suggested in the literature, thermodynamical and diffu-
sion properties of Fe-based alloys may be strongly influenced by magnetism. For
instance, previous studies have shown that magnetism in Fe-Cr alloys has a crucial
impact on various thermodynamic and kinetic properties [134, 146]. Such behaviors
remain poorly understood for Fe-Mn systems, although it is known that pure bulk
Mn shows a complex magneto-structural phase diagram [63, 55] and that there is a
strong magneto-elastic coupling in Fe-Mn alloys [118].

This work is mainly focused on the Fe-rich part of the alloys. Indeed, as can be
seen in the Calphad phase diagram of Fig. 3.1, the stability domain of bcc Fe-Mn
alloys is limited to the dilute alloys (at most 5 at. % Mn).

Up to now, two distinct approaches have been employed in the study of mag-
netic alloys at finite temperature. On one hand, the disordered local moment (DLM)
approach [2, 3, 135] mostly combined with Coherent Potential Approximation (CPA)
calculations allow to describe alloys with both chemical and magnetic random struc-
tures. It consists in modeling paramagnetic systems by fully random spin configura-
tions, with a negligible correlation between the spins. Such approach offers a good
representation of asymptotically high temperatures.

On the other hand, the magnetic cluster expansion (MCE) approach, based upon
the parameterization of effective interaction models has also shown interesting re-
sults for the study of magnetic alloys. Namely, Pierron-Bohnes et al. have used such
approach in an early study on Fe-Co alloys [130] and Lavrentiev et al. later applied

53
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FIGURE 3.1: Calphad Fe-Mn phase diagram generated by Bigdeli et
al. [14]

this approach to the study of Fe-Ni [89], Fe-Cr [87] and Fe-Ni-Cr [90] alloys. Al-
though such models have shown satisfactory results concerning the prediction of
alloys magnetic properties, most of these studies are performed with fixed atomic
structures, while only the magnetic structure evolves. More recently, Chapman et
al. [21] have incorporated the MCE expressions developed by Lavrentiev et al. in
spin-lattice dynamics simulations for Fe-Cr alloys.

In order to study the interplay between magnetism and thermodynamic proper-
ties, we propose to develop such an effective interaction model for Fe-Mn systems,
fitted on ab-initio results. Our objective is to perform Monte Carlo simulations on
atomic exchanges and spin-relaxations on-the-fly in order to simulate the possible
interplay between the chemical and magnetic structures.

In this approach, the complete Hamiltonian of the system has the following ex-
pression:

H =
N

∑
i

Ai M2
i + Bi M4

i +
N

∑
i

P

∑
n

Z

∑
j

J(n)ij Mi ·Mj +
N

∑
i

P

∑
n

Z

∑
j

V(n)
ij (3.1)

where P is the maximum range of interactions in terms of neighbor shells, Z is
the number of neighbors of each interaction range, Mi is the magnetic moment of
the ith atom, Mi is its magnitude and V(n)

ij represents the chemical pair-interaction
between species of atoms i and j, at range n. Ai and Bi are the magnetic on-site terms
of the i-th atom.

Using this formalism, it is possible to model separately the magnetic evolution
via spin relaxations and the chemical evolution via pair atomic exchanges, both
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ruled by a Metropolis criterion.
In this chapter, the studied systems are considered without defects. The simu-

lation of defect-free alloys represents a first-step to the study of more complex sys-
tems, for instance including vacancies or even extended defects such as interfaces
and dislocations.

The first section of the chapter is dedicated to the parameterization of the model,
which is not trivial as the Mn magnetic properties induce severe complexities. Then
the obtained model is applied in the following sections to the prediction of various
temperature dependent properties that cannot be accessed directly from DFT calcu-
lations. As much as possible, the agreement with experimental or Calphad results is
discussed.

3.0 Parameterization and validity of the model

Considering the Hamiltonian presented in equation 3.1, many parameters have to
be determined. From the DFT data generated for the study of chapter 2, a linear
least-square regression of all the parameters at once was attempted, using all the
available data. This first brute-force approach led to a non-reasonable set of param-
eters, unable to predict correctly any property of Fe-Mn alloys. This dead-end is not
surprising as there are quite complex physical phenomena at stake. Fitting this way
a satisfactory model capturing all these phenomena would require a huge amount
of configurations (this model requires to fit 30 parameters and our present dataset
contains approximately one hundred systems (128 to 250 atoms large) with various
atomic and magnetic configurations).

Instead, we chose to perform a more subtle and progressive parameterization
methodology which also allows to select the most physically accurate parameteriza-
tion among the various mathematical solutions that can be found with the present
dataset. It consists in fitting in a first time the magnetic parameters of pure Fe and
pure Mn on the respective bulk magnetic properties and then in a second step to fit
Fe-Mn magnetic interactions progressively, on key physical properties which arise
from DFT calculations. This is a heavily back-and-forth iterative process. After each
adjustment to a new property, it is necessary to ensure that other properties - pre-
viously well predicted - are still correct. In order to fit these magnetic parameters,
we calculate the energy difference between systems with identical atomic configu-
rations but distinct magnetic states. It allows to attribute the whole energy differ-
ence to the variation of the magnetic state, disregarding the atomic configuration.
Finally, once the whole magnetic contribution of the Hamiltonian is satisfactory, the
non-magnetic parameters (associated to chemical binding) are fitted on the DFT pre-
dicted mixing-energy.

Please note that the numerical values of the parameters described in this section
are given in Appendix.
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3.0.1 Magnetic parameters for pure bcc Fe

Pure Fe magnetic parameters are fitted up to the fifth nearest-neighbor range with
the following principle: DFT calculations are performed on pure Fe systems (4x4x4
supercells, 128 atoms) with various magnetic state, including ferromagnetic (FM),
antiferromagnetic (AF), double-layer antiferromagnetic (AFD), quadruple-layer an-
tiferromagnetic (AFQ), non-magnetic (NM) and also a dozen of paramagnetic (PM)
systems modeled with locally disordered collinear magnetic random structures. We
note that for magnetically ordered structures, the calculations are done with the cor-
responding equilibrium lattice constant. For the magnetically disordered structures,
the FM equilibrium a0 was conserved, while checking that residual pressure remains
lower than 10 kbar.

The parameters of the model are fitted by performing a least square regression
on the difference of magnetic interactions between two systems, along with the total
energy difference between these two systems.

We note that in the case of Fe atoms (in pure bcc Fe and bcc Fe-Mn alloys), the
self-magnetism induces a very stiff magnetic moment magnitude, which suggest
that the classical Heisenberg hamiltonian may be adequate. However, as it is not
the case the magnetic moment magnitude of Mn in bcc Fe-Mn alloys (see Fig. 2.5 in
chapter 2), we include spin longitudinal fluctuations in the pure Fe model in order
to have a consistent formalism.

The fitting procedure just described provided a set of parameters in which the
nearest-neighbor interaction J1

Fe and J2
Fe have opposed signs (i.e. are competing). Al-

though it is in agreement with a previous early study [95], it is not with most others
[127, 38, 6, 161, 157, 87, 89]. In order to be consistent with the existing literature, we
imposed J1

Fe and J2
Fe to have the same sign and restarted the fitting procedure. We

note that longer range interactions (from 3nn) are almost negligible.
Fig. 3.2 shows the model prediction of the energy difference between the ground-

state and various ordered magnetic states of pure bcc Fe, using DFT magnetic config-
urations as input. The comparison with DFT results shows that the energy hierarchy
of the various ordered magnetic states is well represented.

With the magnetic parameters obtained, it is possible to perform rigid-lattice
Monte Carlo simulations on pure Fe. Indeed, the atomic configuration being con-
stant (pure Fe), no other parameter is needed here.

Spin Monte Carlo simulations on pure Fe give access to several properties, which
are used to control the validity of the approach. We performed spin-MC simulations
on a 16000 atoms system (20x20x20 bcc unit cells) using 5 · 108 spin relaxation at-
tempts. We note that for such simulations, the convergence is reached in most tem-
perature regimes after approximately 106 steps but the convergence is much more
difficult to reach around TC, where approximately 108 steps are necessary. We add
4 · 108 MC-steps after convergence for data collection. The convergence is ensured
by initializing each simulation in both ferromagnetic and paramagnetic states and
by verifying that both initializations lead to the same results.
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FIGURE 3.2: Model predictions of the energy differences between or-
dered magnetic states of bcc Fe compared to DFT results

FIGURE 3.3: Temperature evolution of the reduced magnetization
and the 1nn magnetic short-range order in pure bcc Fe.
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The reduced magnetization of pure Fe is shown in Fig. 3.3. It is obtained by
averaging the magnetic moments over the whole system and by normalizing by the
average magnitude of the magnetic moments. As expected, the reduced magne-
tization equals to 1 at the low temperature limit (as the ground-state of bcc Fe is
ferromagnetic) and tends to 0 at high temperature (as Fe is paramagnetic at the high
temperature limit). [8].

The Curie temperature may be obtained from Fig. 3.3 as the inflexion point of
the second order transition which is observed on the magnetization curve.

Simulations of the temperature dependence of the bulk magnetization with these
parameters first underestimated the Curie temperature (approximately 800K com-
pared to 1044K experimentally [73]). As one of our main purposes is to study the in-
terplay between magnetic and thermodynamic properties, it was necessary to prop-
erly predict the Curie temperature. Hence, the parameters were slightly adjusted in
order to obtain a closer prediction of TC in pure Fe. We note that the value of TC

is very sensitive to the parameters, compared to the energetics at 0K which are not
disturbed by such slight adjustments. The resulting TC is approximately 1060K, the
agreement with the experimental value (1044K) is not surprising as experimental TC

was explicitly used for the fitting of the model.
The 1nn magnetic short-range order (MSRO), defined here as nearest-neighbor

spin pair-correlation function is also shown in Fig. 3.3. As can be noticed, in the
low temperature domain (below TC) it decreases with temperature slightly faster
than the magnetization. On the opposite, at high temperature (beyond TC), MSRO
remain significant while M converges to 0 almost directly beyond TC. These sig-
nificant differences between the two curves suggest that the study of intermediary
temperatures (typically in the range of TC) may require to take into account the lo-
cal magnetic order. We note that we have observed similar differences between the
magnetization and the magnetic short-range order using Ising and Heisenberg mod-
els.

As shown in the upper panel of Fig. 3.4, the average magnitude of Fe magnetic
moments decreases with temperature up to the Curie temperature. When T > TC,
the average magnitude increases very slightly with temperature. This curve is in
good agreement with the results of Lavrentiev et al. [87] obtained with a similar
approach. However, please note that these variations of the average magnitude are
very small (contained within 0.1 µB) which suggests that the classical Heisenberg
model is a good approximation for pure Fe.

The temperature evolution of the magnitude distribution, shown in the bottom
panel of Fig. 3.4, is in good agreement with a study of Ruban et al. [134], performed
with a similar approach.

As Monte Carlo simulations give access to the system total energy as a function
of temperature (more precisely its magnetic contribution, with the present model), it
is possible to determine the magnetic contribution of the heat capacity of the system.
Please note that as we are working on rigid lattice, Cp(T) = Cv(T). The heat capacity
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FIGURE 3.4: (top) Temperature evolution of the average magnetic
moment magnitude of Fe atoms. (bottom) Distribution of the mag-

netic moment magnitude of Fe atoms for various temperatures.

FIGURE 3.5: Temperature evolution of the magnetic heat capacity, ob-
tained via both fluctuation and derivative methods.
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can be calculated from our simulations via two distinct methods. On the one hand,
Cmag

p is related to the mean square fluctuations of the internal energy, calculated
using the following expression [87]:

Cmag
p (T) =

< E2 > − < E >2

kBT2 (3.2)

By energy fluctuation is meant the variations of the energy with respect to Monte
Carlo steps. We note that the data collection only starts after convergence of the
energy of the system.

One the other hand, Cmag
p can also be calculated by derivating the internal energy

over temperature by a finite-difference method with a typical temperature interval
of 10K near TC (between 950 and 1150K) and of 100K far from the Curie temperature.

Cmag
p (T) =

∂E
∂T

(3.3)

As shown in Fig. 3.5, both methods lead to similar results. However, in our case
the fluctuation method exhibits much more noise than the direct derivative method.
The presence of a peak at TC is in agreement with previous experimental and calphad
studies of the literature [168, 4, 30, 165, 166, 11, 23] but the overall shape of the curve
is quite different from what is observed in experiments and calphad calculations.
Especially, it can be noticed that the heat capacity doesn’t converge to 0 at the low
temperature limit. This is a huge conceptual issue and if one attempt to calculate
the magnetic entropy using the expression in eq. 3.4, the result diverges at low
temperature limit, which is absolutely not physical.

Smag(TX) =

TX∫
0

Cmag
p (T)

T
dT (3.4)

As explained in the method chapter (section 1.2.7), this inconsistency is caused by
the use of the Boltzmann distribution in the Metropolis algorithm of the spin Monte
Carlo simulations (using the scaling factor η = kBT). Switching from classical to
quantum statistics (using the Bose-Einstein distribution) can be done by replacing
the scaling factor η with the following expression [179]:

η(T) =
EC∫
0

E
exp(E/kBT)− 1

· g(E, T)dE (3.5)

where E is the energy of a magnon at a wavevector q, g(E, T) is the magnons
density of states (mDOS) at temperature T and magnon energy E. EC is the highest
energy that gives contribution to the magnon density of states. As arises from equa-
tion 3.5, the corner-stone of this quantum correction is the knowledge of the mDOS.
The approach of Bergqvist et al. [12], which consists in determining the 0K mDOS
and extrapolating the temperature evolution of η(T). The dynamical equation for
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the spin system, expressed as follows [180]:

h̄ω = ∑
i 6=0

J(|R0 − Ri|)(1− eik·(R0−Ri)) (3.6)

is solved analytically, using the Jij magnetic interaction parameters of our model.
Only considering the 1nn and 2nn exchange coupling parameters, we solve:

E = 8J1

[
1− cos(

akx

2
)cos(

aky

2
)cos(

akz

2
)

]
+2J2(1− cos(akx)) + 2J2(1− cos(aky)) + 2J2(1− cos(akz))

(3.7)

where a is the lattice constant. The energy E(k) of a magnon at wavevector k
is calculated all along the high-symmetry path Γ-H-P-Γ-N-P-N-H of the Brillouin
Zone, as illustrated in green in Fig. 3.6. The obtained magnon dispersion relation is
in good agreement with other literature studies [114, 54, 180], although the frequency
of the peaks is very sensitive to the parameterization. The mDOS shown in panel C
of Fig. 3.6 is then obtained by integrating the dispersion curve.

FIGURE 3.6: (a) Schematic representation of the considered high-
symmetry path (green) used to sample the Brillouin Zone. (b) The
magnon relation dispersion obtained along the k-path. (c) The mDOS

obtained from integration of the dispersion curve.

Finally, in order to obtain the temperature dependent mDOS, we apply the quasi-
harmonic approximation as explained in the work of Woo et al. [179]. The tempera-
ture dependent mDOS is calculated by re-scaling the upper limit of the integral (eg.
the highest energy that contributes to the mDOS) in eq. 3.5. This cut-off energy is
expressed as follows [12]:

EC(T) = EC(0) ·
(

1− T
TC

)β

(3.8)

where β ≈ 0.375 is the critical exponent of the magnetization using a 3D Heisen-
berg model [12].

Applying this methodology, we observe that the resulting scaling factor does not
converge to kBT when approaching the Curie temperature, as shown in Fig. 3.7. This
unphysical discontinuity is due to the approximation which consists in re-scaling the
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ground-state mDOS upon temperature without allowing its shape to change, which
limits the validity of this approximation at low temperatures [12, 179].

In order to overcome this issue, we fitted a fourth degree polynomial in order
to interpolate the low temperature QHA scaling factor with the high temperature
classical scaling factor. This interpolation is shown in Fig. 3.7.

Although this is a rough way to obtain a reasonable Bose-Einstein scaling fac-
tor, we verified with various distinct interpolations that the resulting scaling factor
provides comparable magnetization curves.

FIGURE 3.7: Temperature dependence of the scaling factor η. The
red dashed line shows the classical statistics. The green dashed line
shows the scaling factor obtained with the quasi-harmonic approxi-
mation as explained in the text. The blue line shows our interpolation
which follows the QHA at low temperature and smoothly reverses to

classical statistics at TC.

The Bose-Einstein factor is included in the Monte Carlo simulations by re-scaling
the spin temperature in the Metropolis algorithm (only for the spin Monte Carlo)
using the interpolated polynomial function shown in blue in Fig. 3.7.

As shown in Fig. 3.8, the use of the Bose-Einstein distribution instead of the
Boltzmann distribution leads to a significant difference of magnetization at temper-
atures below TC. As can be noticed, the decrease of the magnetization with tempera-
ture is negligible up to roughly TC/2 and drops quickly between TC/2 and TC. This
result is in agreement with the literature [12]

The consideration of quantum statistics also has a significant impact on the tem-
perature dependence of the heat capacity. As shown in Fig. 3.9, the heat capacity
converges to 0 (compared to 3kB/2 with classical statistics) which is in good agree-
ment with previous experimental and calphad studies [168, 4, 30, 165, 166, 11, 23].
We note that the peak at TC is almost thrice higher than using classical statistics, and
that the total area below the curve is equal independently of the distribution.
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FIGURE 3.8: Temperature evolution of the reduced magnetization of
pure bcc Fe using classical and quantum statistics.

FIGURE 3.9: Temperature evolution of the magnetic heat capacity, ob-
tained using classical and quantum statistics.
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3.0.2 Magnetic parameters for pure bcc Mn

Since we are mainly interested in the Fe-rich limit of bcc Fe-Mn alloys, the accurate
prediction of bcc Mn bulk properties is a bit out-of-focus. However, it is necessary to
fit correctly Mn-Mn parameters in order to predict properly the interaction between
several Mn solutes, or eventually the formation of Mn-clusters in Fe.

The overall principle of the fitting of Mn magnetic parameters is similar to Fe.
As in the case of Fe magnetic interactions, five interaction ranges are considered for
Mn magnetic parameters. DFT calculations of various magnetic configurations of
pure bcc Mn have been performed and a least-square regression allows to associate
the total energy variations to magnetic interaction and magnetic moment magnitude
variations.

Please note that as the relative values of Fe-Mn and Mn-Mn magnetic interac-
tions have a lot of effect on the magnetic ground-state predicted via MC simulations
(especially in Mn-cluster configurations), the fitting of these interactions involved
an intensive iterative procedure.

As shown in DFT results of chapter 2, Mn-Mn magnetic interactions must also
ensure that two 1nn or 2nn Mn atoms are coupled antiferromagnetic to each other,
while at longer distances (isolated Mn solutes), the antiferromagnetic Fe-Mn inter-
action should be dominant. It is then necessary to constrain the fitting procedure
in order to obtain J1

Mn and J2
Mn coefficients with positive values, while longer dis-

tance coefficients should have small enough values to be overcome by the Fe-Mn
interactions.

More generally, various constraints are added to the fitting procedure in order to
obtain a model that predicts properly the ground-state of most Mn clusters in Fe. For
instance, in order to predict the same ground-state as DFT for a Mn trimer in Fe (see
Fig. 2.10 in chapter 2), it is necessary to ensure that the 2nn Mn-Mn AF interactions
are weaker than 1nn Mn-Mn AF interactions. The same principle is applied to each
configuration available in our DFT dataset.

As we are using a quite simple formalism, compared to the complexity of the
phenomena at stake, it is difficult to correctly predict the DFT ground-state of each
atomic configuration. The best compromise we found so far (eg. the final model)
predicts correctly the DFT ground-state of every Mn-cluster configuration from 2 to
8 atoms, except in the case of the 5-Mn cluster where ground-state obtained from
Monte Carlo simulations is found 0.01 eV/Mn more energetic by DFT calculations.

Fig. 3.10 shows the model prediction of the energy difference between the ground-
state and various ordered magnetic states of pure bcc Mn, using DFT magnetic con-
figurations as input. The comparison with DFT results shows that the energy hier-
archy of the various ordered magnetic states is well represented.

A major issue here is that the magnetic ground-state of bcc Mn is found by
DFT to be double-layer antiferromagnetic (see section 1.1.3 in chapter 1), which is
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FIGURE 3.10: Model predictions of the energy differences between
ordered magnetic states of bcc Mn compared to DFT results

an anisotropic magnetic state. In the formalism which is used in this study, pair-
interactions are defined as a function of the neighbor-shell, which prevents the pre-
diction of such AFD magnetic state via Monte Carlo simulation.

When using the DFT predicted magnetic state as an input, the AFD state is prop-
erly predicted as the lowest energy magnetic state, compared to FM, AF and NM
states (see Fig. 3.10). However, when performing MC simulations, the model cannot
handle direction dependent magnetic coupling (for instance at 1nn distance, each
atom should have a ferromagnetic interaction with its four "right" neighbors and an
antiferromagnetic interaction with its four "left" neighbors).

The resulting magnetic ground-state predicted by Monte Carlo simulation is a
spin-glass without long-range order. However, the analysis of 1nn and 2nn mag-
netic short-range order in this spin-glass shows some similarities with AFD state. In
AFD magnetic state, 50% of 1nn (67% of 2nn) interactions are ferromagnetic which
translates as a pair-correlation of 0.00 at 1nn and 0.33 at 2nn. In the predicted spin-
glass, we calculate a pair-correlation of -0.42 at 1nn and 0.33 at 2nn.

We note that, using 1K spin Monte Carlo simulations, the energy difference be-
tween the Monte Carlo predicted ground-state of pure Mn and the AFD state is 0.021
eV/atom.

Fig. 3.11 shows the curves of the magnetic on-site energy as a function of the
magnetic moment magnitude for Fe and Mn atoms, defined with the following ex-
pression:

Emag
site = Ai M2

i + Bi M4
i (3.9)

As explained earlier, the role of this term is to prevent the divergence of the mag-
netic moment magnitudes caused by the spin longitudinal fluctuation. Indeed, if
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FIGURE 3.11: Evolution of the magnetic on-site energy as a function
of the magnetic moment magnitude, calculated using the expression
in eq. 3.9. The magnitude of Fe spins is stiffer than the magnitude of

Mn spins.

FIGURE 3.12: Distribution of Fe and Mn local magnetic moments in
Fe-Mn SQS alloys, up to 50 at.% Mn.
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spin longitudinal fluctuations are allowed in a classical Heisenberg model, the sys-
tem energy can be infinitely minimized by increasing the magnetic moments magni-
tudes. As can be noticed in Fig. 3.11 the minimum of the Mn curve is more shallow
than the one of Fe, which is expected as we have shown in chapter 2 that the mag-
netic moment magnitude of Mn atoms is much more dispersed than the ones of Fe
atoms. Fig. 3.12 shows the distribution of Mn and Fe atoms magnetic moments
magnitudes (in random solutions up to 50 at.% Mn) in DFT calculations of chapter
2.

3.0.3 Magnetic parameters for bcc Fe-Mn alloys

The fitting of Fe-Mn magnetic interactions is quite complex because the magnetic
subtilities of Mn shown in the DFT results (see chapter 2) have to be reproduced. As
in pure Fe and Mn magnetic parameters, five interaction ranges are considered for
Fe-Mn magnetic interactions.

The first issue is that when performing Monte Carlo simulations with a Heisenberg-
like model, any magnetic frustration may be solved by relaxing the spins to be or-
thogonal to each other. As the pair-interactions is based on a dot-product, which
depends on the cosinus of the angle between the spins, spins orthogonal to each
other are not interacting. For instance the magnetic state of Mn-clusters in Fe is
highly based on the competition between the various Mn-Mn and Fe-Mn magnetic
interactions. If the model is only fitted on collinear DFT data, these competitions
lead to highly non-collinear structures which have a high energy according to DFT
calculations.

In order to solve this problem, we added to the Fe-Mn magnetic interactions
an angle dependence, fitted on DFT non-collinear data obtained for an isolated Mn
solute in bcc Fe (see 2). The principle is to add a penalty term that depends on the
angle between the Mn atom magnetic moment and the average magnetic moment
of the Fe atoms in the two nearest-neighbor shells around the concerned Mn atom.

In Fig. 3.13 is shown the energy difference between an isolated Mn atom in a fer-
romagnetic Fe matrix with various angles compared to the Fe atoms and the same
configuration at ground-state (Mn antiparallel to Fe). As can be observed, our ex-
pression is adequate and allows to properly model the non-collinear barrier between
the two collinear minima.

As shown in chapter 2, another property to take into account is that Fe-Mn cou-
pling tendency in random solutions depends on Mn concentration. In the dilute
limit, the Fe-Mn interaction tends to be antiferromagnetic while at higher concentra-
tion (more than 7 % at. Mn) it becomes ferromagnetic. In order to properly repro-
duce this feature, a local concentration dependent term (fourth degree polynomial)
is added to the Fe-Mn magnetic parameters, as explicited in expression 3.10.

This formalism allows to properly simulate the concentration dependency of the
Fe-Mn magnetic coupling tendency, as shown in Fig. 3.14, in comparison with DFT
calculations. The change of average magnetic state is also explicited by the angle
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FIGURE 3.13: energy difference between an isolated Mn atom in a fer-
romagnetic Fe matrix with various angles compared to the Fe atoms
and the same configuration at ground-state (Mn antiparallel to Fe).

distribution of Mn magnetic moments compared to the average magnetic moment
of Fe atoms. The results shown in Fig. 3.15 are obtained with spin Monte Carlo
simulation at 10K in random Fe-Mn solutions at 1, 6 and 10 at. % Mn. It is clear
that at 1% the coupling tendency between Mn and Fe is antiferromagnetic while
increasing the concentration favors more and more the ferromagnetic coupling.

FIGURE 3.14: Average magnetic moment of Mn atoms as a function
of Mn concentration, from DFT calculations and Monte Carlo simula-

tions.

The total expression of Fe-Mn interaction parameters is:

Jn
Fe−Mn =

[
Jn
0 ·

θ − 90
90

]
+
[

a · [Mn]4loc + b · [Mn]3loc + c · [Mn]2loc + d · [Mn]loc + e
]

(3.10)
where the Jn

0 is the original Jn
Fe−Mn parameter, before considering the angle and

concentration dependencies. This parameter ensures the range dependence of the
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FIGURE 3.15: Angle distribution between Mn magnetic moments and
the average magnetic moment of Fe atoms, in random solutions at 1,

6 and 10 at. % Mn concentrations.

interaction (Since the angle and concentration dependencies do not depend on the
interaction range). θ is the angle between the Mn magnetic moment and the average
of the spins of the Fe atoms in the two nearest-neighbor shells of the considered
Mn atom. [Mn]loc is the local Mn concentration (in the five nearest-neighbor shells
around the concerned atom).

3.0.4 Non-magnetic parameters

At this point, the whole magnetic contribution of the Hamiltonian is fitted and may
be used to determine the magnetic contribution of the energy of a given system. It
is then possible to calculate the magnetic mixing energy of various concentration
Fe-Mn random solutions. The difference between the mixing energy obtained from
DFT calculations (which includes magnetic and non-magnetic contributions) and the
model magnetic contribution of the mixing energy provides the model non-magnetic
contribution of the mixing energy. Chemical parameters of the model are fitted in
order to accurately reproduce the DFT total mixing energy with the model, using
DFT configurations as input, as shown in Fig. 3.16.

3.1 Curie temperature of Fe-Mn alloys

The Curie temperature is a fundamental property of ferromagnetic materials. As our
ambition is to build a model able to describe properly the thermodynamic properties
of Fe-Mn alloys, the Mn concentration dependence of TC in dilute Fe-Mn alloys is of
great interest.
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FIGURE 3.16: Total mixing energy obtained from DFT calculations
and the effective interaction model with DFT configurations as input

FIGURE 3.17: Temperature evolution of the bulk magnetization, for
various Mn atomic concentrations.
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We estimate the Curie temperature of dilute bcc Fe-Mn alloys by determining
the temperature dependence of bulk magnetization for various Mn concentrations.
These calculations are all performed in random solutions. To do so, we performed
spin-MC simulations on a 16000 atoms system (20x20x20 cubic unit cells). Ran-
dom solutions are generated by randomly distributing p Mn atoms in the Fe ma-
trix, where p is defined as the total number of atoms multiplied by the imposed
Mn atomic concentration. For each temperature and each concentration, 5 · 108 spin
relaxation attempts are performed. In the worst case scenario, the convergence is
reached after approximately 108 steps. We add 4 · 108 MC-steps after convergence
for data collection.

Please note that due to the amount of time needed to determine the magnon
density of states in alloys, the whole study (in the whole chapter) is done using
classical statistics. Although we are aware that the shape of the M(T) curves is not
correct, the value of TC should not be affected.

TC is considered as the inflection point of the M(T) curve. As shown in Fig.
3.17 the magnetization curve is shifted to the low temperatures when increasing Mn
concentration.

The TC of each calculated concentration is reported in Fig. 3.18 in order to com-
pare with experimental results. As can be seen, TC decreases with Mn concentration
with a slope of approximately 10K per Mn atomic percent, in excellent agreement
with most literature data. Experimental works have shown that TC tends to de-
crease linearly with Mn concentration, at a rate of approximately 10K per Mn atomic
percent according to most studies [126, 7, 94, 138], as shown in Fig. 3.18. However, a
study of Yamauchi et al. [181] has found a higher decreasing slope of approximately
43K per Mn atomic percent, in disagreement with all the other studies. One possible
explanation to this deviation is that the magnetic measurements of Yamauchi et al.
are biased by the use of cold-rolling on the samples in order to stabilize the body-
centered cubic phase [181], which is not the case in the four other studies mentioned.
A recent study indeed suggest that plastic deformation has a significant impact on
short-range clustering of α-Fe-Mn solutions [147]. We note that in order to stabilize
α-Fe-Mn beyond 5 % at. Mn, Paduani et al. have added 3 % at. Ti to the solution
[126]. As the low concentration results (below 5% at . Mn) of Paduani et al. are
in excellent agreement with the studies using pure Fe-Mn, it can be assumed that
there is not significant effect of such Ti addition on the magnetic state of the solu-
tion. A Recent Calphad assessment [14] also predict such a decrease of TC with Mn
concentration, as shown in Fig. 3.18.

3.2 Temperature dependance of Mn magnetic moment

As shown in section 3.0.3 (Fig. 3.14), the average magnetic moment of Mn atoms
in bcc Fe-Mn solid solutions obtained from 1K Monte Carlo simulations shows the
same Mn concentration dependence as DFT calculations. It tends to be anti-ferromagnetic
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FIGURE 3.18: Curie temperature of dilute bcc Fe-Mn alloys as a func-
tion of Mn concentration. The solid blue line show our results while
the symbols show literature experimental results. circles: Paduani et
al. [126], squares: Yamauchi et al. [181], upward triangles: Arajs et al.
[7], stars: Li et al. [94], downward triangles: Sadron et al. [138], dotted

line: Bigdeli et al. [14]

at low concentration (under the transition, which occurs around 7% at. Mn) and fer-
romagnetic at high concentration.

Using our model with spin Monte Carlo simulations, we determine the evolution
of the average magnetic moment of Mn atoms with temperature, at fixed atomic
random configurations in order to avoid the appearance of atomic short-range order.
Fe-Mn random alloys at 0.1, 1 and 10% at. Mn are studied, in order to represent both
magnetic regimes, below and beyond the magnetic transition concentration.

These simulations are performed on a 16000 atoms system (20x20x20 cubic unit
cells). Random solutions are generated by randomly distributing p Mn atoms in the
Fe matrix, where p is defined as the total number of atoms multiplied by the imposed
Mn atomic concentration. For each temperature and each concentration, 5 · 108 spin
relaxation attempts are performed. In the worst scenario, the convergence is reached
after approximately 108 steps. We add 4 · 108 MC-steps after convergence for data
collection.

As can be observed in Fig. 3.19, in both cases the absolute value of the average
magnetic moment of Mn atoms decreases with temperature not only faster than the
average moment of Fe, but also without any regard to the evolution of the bulk mag-
netization (shown in Fig. 3.19). In the truly isolated case (0.1 at.% Mn) the decrease
is almost linear and the curve reaches 0 approximately at Curie temperature. The
more concentrated the solution is, the sharper is the decrease.

For comparison, unpublished results on Fe-Cr alloys were kindly provided by
our colleague M. Trochet. These results suggest that Cr follows the same decrease
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FIGURE 3.19: Temperature evolution of the average magnetic mo-
ment of Mn atoms in bcc Fe-Mn at various concentrations (0.1, 1 and
10 % at. Mn). The bulk magnetization of pure bcc Fe is shown as a

black dotted line for shape comparison.

shape as Fe, contrary to Mn.
Further analysis or our data shows that the magnetic moment magnitude of Mn

atoms tends to increase with temperature in a range between 1.85 and 2.05 µB. This
leads to the conclusion that the loss of average magnetic moment does not come
from the longitudinal fluctuations.

On the other hand, as we know that Mn can couple either parallel or antiparallel
with the Fe atoms of the matrix. We know from DFT calculations that one of these
minima has a lower energy than the other, depending on the Mn concentration. As
the energy difference is not very high between these two states (0.05 eV), it is plausi-
ble that increasing temperature tends to redistribute "more randomly" the Mn atoms
between AF and FM states.

As shown in Fig. 3.21, the evolution of the FM-Mn ratio with temperature tends
to confirm this hypothesis. We can indeed observe that, in agreement with DFT cal-
culations, the ratio of FM-Mn atoms at low temperature is approximately 0% at 0.1
and 1 at.% Mn concentrations, and approximately 67% at 10 at.% Mn concentration.
As temperature increases, the ratio of FM-Mn tends to go from 0% (or 67% depend-
ing on concentration) to 50%.

We compared in Fig. 3.22 the ratio of FM-Mn among Mn atoms at 0.1 at.% Mn
obtained from Monte Carlo simulations, with the expected ratio from Boltzmann
theory, expressed as follows:

NFM−Mn

NAF−Mn + NFM−Mn
=

exp(−∆E
kBT )

1 + exp(−∆E
kBT )

(3.11)
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FIGURE 3.20: Temperature evolution of the average magnitude of Mn
atoms magnetic moments in bcc Fe-Mn at various concentrations (0.1,

1 and 10 at.% Mn).

FIGURE 3.21: Temperature dependence of the ratio of FM-Mn among
Mn atoms in bcc Fe-Mn at various concentrations (0.1, 1 and 10 % at.

Mn).
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FIGURE 3.22: Temperature dependence of the ratio of FM-Mn among
Mn atoms in bcc Fe-Mn at 0.1 at.% Mn compared to the expected ra-
tio from Boltzmann theory (orange dashed line). The deviation is ex-

plained by the magnetic disordering of Fe.

with NFM−Mn and NAF−Mn being respectively the number of FM-Mn and AF-
Mn atoms, and ∆E being the energy difference between FM-Mn and AF-Mn states
obtained from DFT calculations (∆E = 0.05 eV).

Despite similar overall trends, we notice that as temperature increases the devia-
tion between the two curves increases. This can be explained as the Boltzmann ratio
is obtained using the energy difference between AF-Mn and FM-Mn at ground-state.
As the magnetic disordering of the matrix increases with temperature, we expect the
energy difference between both Mn magnetic states to be lowered, which explains
that the ratio goes faster to 50 % than expected from Boltzmann theory.

3.3 Temperature dependance of Fe-Mn mixing energy

As explained in section 3.0.3, the mixing energy of Fe-Mn solid solutions was used in
order to fit the non-magnetic interaction parameters of the model. However, know-
ing that the model predicts a reasonable mixing energy when applied to the mag-
netic configurations obtained from DFT calculation does not ensure that the Monte
Carlo simulations are in good agreement with these results. Indeed, spin Monte
Carlo simulations bring the system to the magnetic ground-state predicted by the
model, which may differ from the DFT ground-state.

The concentration dependence of bcc Fe-Mn mixing energy is determined by
generating Fe-Mn random alloys at various concentrations and by calculating the
total energy of these systems. The magnetic state of these random configurations is
relaxed via spin Monte Carlo simulation, while the atomic structure is kept constant
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in order to prevent the possible appearance of atomic short range order or any phase
separation. The mixing energy is then obtained using the following expression:

Emix(Fe-Mn) =
Etot(nFe + pMn)− nE(Fe)− pE(Mn)

n + p
(3.12)

where Etot(nFe + pMn) is the total energy of the Fe-Mn solid solution, E(Fe) is
the energy per atom of pure bcc Fe (in its lowest energy magnetic state: FM) and
E(Mn) is the energy per atom of pure bcc Mn (in the lowest energy magnetic state:
spin glass, see section 3.0.2).

These simulations are done on a 16000 atoms system (20x20x20 cubic unit cells).
Random solutions are generated by randomly distributing p Mn atoms in the Fe ma-
trix, where p is defined as the total number of atoms multiplied by the imposed Mn
atomic concentration. For each temperature and each concentration, 5 · 108 spin flips
attempts are performed. In the worst scenario, the convergence is reached after ap-
proximately 108 steps. We add 4 · 108 MC-steps after convergence for data collection.

FIGURE 3.23: Mixing energy as a function of Mn atomic concentra-
tion. The black dotted line shows the results obtained with DFT for
comparison, the blue line shows the total mixing energy obtained
from MC simulations, the green and the orange lines respectively
show the magnetic and the non-magnetic contributions of the mix-

ing energy obtained via MC simulations.

As can be seen in Fig. 3.23, the mixing energies obtained via Monte Carlo simu-
lations are positive for all the concentrations, which reveals an unmixing tendency
in good agreement with the one obtained with DFT calculations. It is in good agree-
ment with earlier DFT [96] and experimental [62] results.

These MC simulations are performed at 1K in order to avoid any temperature
effect and to be as comparable as possible with DFT results. Please note that Fig.
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3.16 shows the mixing energy obtained using the model on the magnetic ground-
state predicted by DFT calculations, while Fig. 3.23 shows the mixing energy from
the magnetic ground-state obtained using spin Monte Carlo simulations at 1K.

The present approach allows to easily split the magnetic and non-magnetic con-
tributions, as shown in Fig. 3.23. As can be noticed, magnetic and non-magnetic
contributions to the mixing energy have the same order of magnitude, even though
the major effect seem to come from the magnetic contribution (The non-magnetic
contribution represents approximately one fourth of the total mixing energy).

The same simulations were performed at various temperatures in order to study
the effect of temperature on the mixing energy of bcc Fe-Mn random alloys.

FIGURE 3.24: Mixing energy as a function of Mn atomic concentra-
tion for various temperatures. The black dashed line shows the low
temperature limit of mixing energy while the black dotted line shows
the non-magnetic contribution, also corresponding to the high tem-

perature limit.

As can be observed in Fig. 3.24, the temperature evolution of bcc Fe-Mn mixing
energy seems roughly related to the magnetization. Indeed, two regimes can clearly
be identified from these results: When below the magnetic transition temperature,
the mixing energy curve remains quite similar to the 0K limit, while beyond the
magnetic transition temperature, it converges to a high temperature paramagnetic
limit. It can be noticed that an asymmetry appears between the Mn-rich and the
Fe-rich domains of the mixing energy curves. Indeed, despite the fact that both high
and low temperature asymptotes are quite symmetrical, the Mn-rich mixing energy
seems to decrease faster at intermediate temperatures than the Fe-rich side. We be-
lieve that this asymmetry arises from the difference between the Fe-rich and Mn-rich
magnetic transition temperatures. As described in section 3.1, we predict the mag-
netic transition temperature to decrease with Mn concentration (see Fig. 3.18). (I still
have to check the Tc at high Mn concentration)

We note that the decrease of the mixing energy with temperature is only due to
the magnetic contribution as there is no atomic exchange in these simulations, which
implies that the atomic configuration is constant. Hence, it is not surprising that the
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paramagnetic limit of the mixing energy curve is quite similar to the non-magnetic
contribution of the 0K mixing energy (shown in Fig. 3.24).

These results suggest that spin disordering favors the mixing of Fe and Mn, while
spin ordering favors the phase separation tendency.

3.4 Temperature and concentration evolution of atomic short-
range-order

Every Monte Carlo results presented in this chapter up to this point are performed
by relaxing the magnetic state of the system while the atomic structure is kept con-
stant. As we are interested in understanding the interplay between the magnetism
and thermodynamic properties in bcc Fe-Mn alloys, it is important to study the evo-
lution of the atomic structure. To do so, in addition to the Monte Carlo spin relax-
ations performed in previous sections, we add atomic relaxations (by relaxation are
meant atomic exchanges, we are still working on rigid lattice).

We consider in our study that the characteristic time for spin variations is smaller
than the one of atomic-exchanges. Hence, once every N spin-MC steps, an attempt
is made to exchange the respective positions of two random atoms, following the
Metropolis criterion.

Since we are not considering kinetic properties in the present approach, these
spin-MC relaxations only have an effect on the computational efficiency, not on the
physical results. Convergence tests were still done in order to ensure that enough
spin-MC steps are performed between each atomic-exchanges. For these calcula-
tions, 100 spin-MC attempts are done randomly anywhere in the system and 500
spin-MC attempts are performed in the two nearest-neighbor shells of the exchanged
atoms, between two atomic-exchanges.

Using the approach previously described, bcc Fe-Mn alloys were studied at var-
ious concentrations and temperatures, in order to evaluate the clustering tendency
as a function of these two variables. For a given set of concentrations and temper-
atures, we consider the Cowley-Warren formalism of atomic short-range order [28,
172], being the average over all Mn atoms of the αMn

i parameter defined as:

αMn
i = 1− ni

ZiCFe
(3.13)

where ni is the number of Fe atoms on the i-th nearest-neighbor shell from the
considered Mn atom, Zi is the coordination on the i-nn shell, and CFe is the Fe atomic
concentration of the system.

For each concentration and temperature, the system is initialized as a random so-
lution (disordered atomic configuration) and the magnetic state is initially thermal-
ized. We note that the initial spin-relaxation is performed using the same simulation
settings as the previous sections in order to ensure the convergence of the magnetic
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state. Once the system is thermalized, pairs of Fe and Mn atoms are selected ran-
domly and their exchange is validated or not depending on the Metropolis criterion,
while the magnetic structure is relaxed on-the-fly as described earlier in this section.

FIGURE 3.25: Cowley-Warren 1nn short-range order parameter as a
function of Mn atomic concentration and temperature.

In Fig. 3.25 is shown a heatmap of the calculated Cowley-Warren SRO as a func-
tion of Mn concentration and temperature.

Looking at the isovalues of the Cowley-Warren short-range order parameter plot-
ted in Fig. 3.25, it can be noticed that temperature evolution of the atomic 1nn short-
range order is not symmetrical with respect to the Mn atomic concentration. This
asymmetry is consistent with the mixing energy being asymmetrical, as shown in
section 3.3.

In order to determine the transition between phase separation and solid solution
the use of semi-grand canonical simulations is required. However, our canonical
simulations still allow to roughly estimate this transition.

As there is no data in the literature concerning this property for α-Fe-Mn sys-
tems, we cannot directly compare our results. However, it is possible to compare
qualitatively our results by analogy with bcc Fe-Cr alloys.

From the literature [93], we know the concentration dependence of the mixing
enthalpy in bcc Fe-Cr. Despite being slightly negative in the Fe-rich domain, the
overall behavior follows quite correctly the regular solution model, with a maximum
of approximately 100 meV (from DFT-PAW-GGA calculations [93]). As we find ap-
proximately 50 meV with similar calculation settings, the transition temperature in
bcc Fe-Mn should be roughly half the one of Fe-Cr alloys. Literature studies report
the 50% at. Fe-Cr phase separation temperature to be approximately 1100K [146]. If
neglecting the effects of vibrational entropy in Fe-Mn, it is then reasonable to expect
the 50% at. Fe-Mn phase separation temperature to be around 550K. Please note that
this is a very rough reasoning imposed by the lack of literature on this feature.
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FIGURE 3.26: Distribution of the local Mn concentration calculated
on the five nearest-neighbor shells of each atom.

In order to evaluate the transition temperature between phase separation and
solid solution, we studied the distribution of local Mn concentration in the system.
In practice, the number of Mn atoms among the five nearest-neighbor shells of each
atom is counted and plotted as an histogram shown in Fig. 3.26. We determine the
transition to be at approximately 660K, as beyond this temperature, we only observe
one peak (a mono-phase solid solution) at 50 at. % Mn while below this tempera-
ture we notice two peaks revealing two phases (one Fe-rich phase and one Mn-rich
phase). This value is in reasonable agreement with the rough approximation ex-
pected by analogy with Fe-Cr alloys.

3.5 Effects of external field in Fe-Mn alloys

Among experimental literature studies on Fe-based alloys, many are performed with
the use of an external magnetic field. An external field, may it be constant or fluctu-
ating, allows to obtain some key properties of the alloys. For instance, magnetization
measurement experiments [181] consist in measuring the magnetic response of the
alloy to an oscillating external magnetic field. Also, another example is the polarized
neutron scattering experiments [128], for which a constant magnetic field is applied
in order to polarize the neutrons. Typical values of these external magnetic fields
are lower than 3T [181, 128, 71]. As Mn solutes in bcc Fe exhibit two distinct energy
minima depending on its magnetic coupling with Fe atoms of the matrix, applying
a magnetic field could in principle favor the ferromagnetic Fe-Mn coupling and in-
duce a bias in experimental results. This hypothesis can be verified using our model.
Applying a magnetic field is also useful as it allows for instance to isolate the mag-
netic effects on chemical decomposition. Finally, the effects of external magnetic
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fields on the properties of the alloys is of prime interest for future nuclear fusion
applications, as one of the most promising technologies involves very large external
fields for magnetic confinement of fusion plasma.

Using the Ising, the Heisenberg or the Generalized Heisenberg models, there is
a rather simple way to include external magnetic field effects as it only requires to
add a term to the Hamiltonian:

H f ield = H0 −
N

∑
i

µ0giH ·Mi (3.14)

where H0 is the Hamiltonian without external field, µ0 is the Bohr magneton, Mi

is the magnetic moment of the i−th atom and gi is the Landé g-factor of the i−th
atom species. Here, the g-factor was considered for both Fe and Mn equal to 2.01
(dimensionless) [8]. Finally, H is the external magnetic field applied to the system.

We note however that using this simple approach, possible effects on the mag-
netic moments magnitude might not be accurately taken into account.

3.5.1 Pure Fe

In order to validate our approach, we determined the effects of an external magnetic
field on the Curie temperature of pure bcc Fe. The field dependence of TC can indeed
be found in the literature for comparison.

FIGURE 3.27: Temperature dependance of the bulk magnetization of
pure bcc Fe with various applied magnetic fields from 0 to 100T

The temperature dependence of Fe magnetization for various values of the ex-
ternal field are shown in Fig. 3.27. As can be noticed, not only the Curie temperature
is shifted to higher temperatures when the external field is increased, but the mag-
netization drop becomes smoother and smoother with the increase of the magnetic
field. These results are in very good agreement with a previous spin-lattice dynamics
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study [26]. For instance, the difference between the 0T and the 100T magnetization
at 800K is 0.3 µB in both studies, while this difference at 1200K is 1.2 µB in our work
and 1.0 µB in [26] (these values are obtained visually from the figures of Ref. [26]).

3.5.2 Fe-Mn alloys

Earlier in this chapter (in section 3.18), we have shown that the Curie temperature
decreases with the concentration of Mn by approximately 10K per Mn atomic per-
cent. In order to determine if an external magnetic field may affect this property, we
have performed simulations in order to determine the temperature dependance of
bulk magnetization of Fe-Mn random solutions at 5 at.% Mn, with external magnetic
fields up to 100T.

FIGURE 3.28: Temperature dependance of the bulk magnetization of
bcc Fe-Mn (5 at.% Mn) with various applied magnetic fields from 0 to

100T

As shown in Fig. 3.28, the effects of Mn concentration on the magnetic transition
temperature are similar with and without external magnetic field. With 5 at.% Mn,
TC is lowered by approximately 50K compared to pure Fe, with external fields of 20,
50 and 100T.

These simulations with external magnetic fields also allow to estimate the even-
tual effects of the field on the relative populations of AF-Mn and FM-Mn states. We
performed some tests in order to study the ratio of AF-Mn and FM-Mn on random
alloys at 1 at.% Mn concentration. We note that at this concentration without field,
the average magnetic moment of Mn atoms is antiparallel to Fe. At 1K, we observe
in Fig. 3.29 that the ratio of FM-Mn among the Mn atoms goes from almost 0 without
field to almost 100% at 100T. Especially, we notice a sudden transition around 70T
which brings from a slight majority of AF-Mn to a huge majority of FM-Mn.

In order to observe the possible effects of temperature on this feature, we also
performed the same tests at 77 and 300K, which are typical experimental tempera-
tures [128, 71]. As shown in Fig. 3.29, we note that for a given field, the magnetic
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entropy induced by temperature pushes the ratio closer to 50% than the values at
1K. At both 77 and 300K, the transition from a majority of AF-Mn to a majority of
FM-Mn is located around 50T, which is lower than at 1K (also because of magnetic
entropy).

FIGURE 3.29: Ratio of Mn atoms with parallel magnetic moment to
Fe atoms at 1, 77 and 300K for external magnetic fields between 0 and

100T.

These results suggest that very high magnetic fields may in principle have a sig-
nificant effect on the ratio between AF-Mn and FM-Mn populations. However, such
field values cannot be reached in standard experimental conditions. Hence, the dis-
crepancies shown in chapter 2 between theoretical and experimental studies con-
cerning the Fe-Mn coupling at low Mn concentration cannot be explained by the use
of magnetic fields in these experiments Indeed, aforementioned experiments typi-
cally use external magnetic fields between 0 and 3T [181, 128, 71], while we have
shown that dozens of Teslas are necessary to have a significant impact on the aver-
age magnetic moment of Mn atoms.

3.6 Conclusion

In the attempt of studying finite temperature properties of bcc Fe-Mn alloys, we
parameterized an effective interaction model based on DFT results. The parame-
terization was performed via an iterative procedure, which consists in including
one by one as many physical properties derived from DFT calculations as possi-
ble. This empirical procedure allowed us to obtain good agreements between DFT
results and 1K Monte Carlo simulations with a reasonable fitting dataset. Indeed,
the parameters are constrained to verify some general trends, for instance the fact
that Mn-Mn magnetic interactions are dominant over Fe-Mn ones. Identifying these
trends prior to the fitting allows to obtain a satisfactory model with a limited dataset,
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especially compared to machine learning based approaches. We note that including
non-collinear DFT calculations in the fitting dataset is essential to obtain a satisfac-
tory model.

Some first finite temperature simulations were then performed in order to eval-
uate the ability of the approach to predict properties which are not included in the
fitting data. For instance, the Mn concentration dependence of the magnetic transi-
tion temperature is found in excellent agreement with experimental results.

At variance with most experimental methodologies, which focus on average
properties, our approach allows to access the magnetic moment of individual Mn
atoms in dilute Fe-Mn alloys. It allowed to study the temperature evolution of the
Mn magnetic coupling distribution with Fe, along with the evolution of magnitude
of Mn magnetic moments. We observed that contrary to Cr atoms in bcc Fe-Cr al-
loys, the average magnetic moment of Mn atoms in bcc Fe-Mn does not follow the
bulk magnetization decrease. We provide some arguments to explain this behavior.

The temperature dependence of the mixing energy over the whole range of con-
centration was also determined. The results suggest that the unmixing tendency is
highly related to the magnetic order of the system.

As our approach allows to couple magnetic relaxation and atomic exchanges,
we performed simulations in order to model the thermodynamic evolution of the
system at given temperatures and concentration. This study allowed to roughly
estimate the transition temperature between the phase decomposition and solid so-
lution regimes, over the whole range of concentrations. Although there is no exper-
imental data available on this topic, our results seem reasonable by analogy with
some studies performed on Fe-Cr alloys.

Finally, first results with the application of an external magnetic field allowed us
to investigate the dependence of Curie temperature on the field intensity in pure Fe
and dilute Fe-Mn alloys, as well as the ratio of Mn atoms at the FM-Mn state over all
Mn atoms, under various field intensities. The results suggest that the discrepancies
identified in chapter 2 between experimental and theoretical works concerning the
magnetic coupling between Mn and Fe magnetic moments in dilute bcc Fe-Mn alloys
is not (only) caused by the use of magnetic fields in the experimental setups.

Such simulation of the evolution of bcc Fe-Mn alloys allows us to study the ther-
modynamic equilibrium states at any temperature and concentration, but it does not
provide any information on the kinetic properties of the systems. As diffusion in Fe-
alloys is generally ruled by vacancy-mechanism (successive vacancy-atom nearest-
neighbor exchanges), it is necessary to parameterize the properties of a vacancy. In
the following chapter, we propose a formalism to parameterize the formation and
migration properties of a vacancy, in order to simulate self- and solute diffusion.



Chapter 4

Self- and Mn diffusion in bcc Fe

In this chapter, we propose a continuous approach in order to study the formation and the
migration of vacancies and the diffusion in bcc Fe as functions of temperature. Especially,
the importance of the use of quantum statistics instead of classical statistics in Monte Carlo
simulations is estimated. We first validate our approach on the relatively simple case of pure
Fe. The validity of the widely used Ruch model is discussed. Finally, the diffusion of a Mn
solute in bcc Fe is studied.

In Fe-systems, as in many other metallic systems, self-diffusion and most substi-
tutional solute diffusion occur via vacancy-mechanism, which consists in consecu-
tive nearest-neighbor atom-vacancy exchanges.

Ab-initio calculations allow to determine the formation and migration proper-
ties of a vacancy in bcc Fe at the electronic ground-state [150, 32, 39, 123, 178]. More
generally, such properties are quite straightforward to determine in magnetically or-
dered systems, as there are a countable number of distinct configurations to consider.
When taking into account the effects of temperature, one has to cope with magnetic
disorder. Methodologies such as the Disordered Local Moment (DLM) approach
allow to model paramagnetic systems by generating ideal random spin configura-
tions, ensuring a negligible correlation between the spins [2, 3, 135]. As the magnetic
short-range order (MSRO) is by definition neglected, this approach is limited to the
study of the asymptotic high temperature behavior of the system. However, some
studies [65, 31, 140] have proposed to study intermediate temperatures (for instance
near the Curie temperature) using empirical models in order to interpolate the va-
cancy activation energy (knowing the low and high temperature asymptotic behav-
iors). In particular, the model proposed by Ruch and Girifalco [137] has widely been
used in the literature in order to describe the temperature dependence of vacancy
activation energy, which is partially due to the temperature dependence of the mag-
netic ordering.

Although this approach gives a plausible approximation of the temperature de-
pendence of vacancy properties, it is difficult to study the influence of magnetic short
range order on these properties, or to study vacancies in alloys. Indeed the model
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only provides average properties for a given temperature, but any local magnetic or
chemical state cannot be explicitly described.

In order to study the influence of magnetism on kinetic properties of Fe-based
alloys, we propose a continuous approach which does not involve any averaging
of magnetic properties in the determination of finite-temperature vacancy proper-
ties (magnetic local environments are explicitly considered in the simulations). It
consists in parameterizing an effective interaction model with explicit magnetic and
chemical variables in order to study the formation and the migration of vacancies as
a function of temperature and in particular the effects of magnetic short range order
near the magnetic transition temperature.

This chapter aims at validating the approach on pure Fe before considering the
Mn solute diffusion in Fe. To do so, formation and migration properties of a vacancy
in Fe but also self-diffusion properties are determined using our approach and the
effect of various approximations or methodological variations are discussed, such
as for instance the use of quantum statistics for low temperature Monte Carlo simu-
lations, instead of classical statistics. Then, the same methodology is applied to the
diffusion of a single Mn solute in bcc Fe.

4.0 State of the art

Since the mid-twentieth century, many efforts have been involved in the determi-
nation of vacancy properties in pure Fe. Indeed, the understanding of vacancy be-
havior in a given alloy is a fundamental step towards the determination of many
materials properties [8].

Several studies [20, 66, 100] using tracer diffusion experiments obtained esti-
mations of the diffusion activation energy in bcc Fe at various temperatures. This
method consists in depositing a thin film of radioactive isotopes (of the same chem-
ical species as the bulk, in our case Fe) at the surface of a polished sample. When
the sample is heated, these radio-nucleides are involved in self-diffusion just like a
regular bulk atom. Then the average displacement of these radio-nucleides is mea-
sured and the coefficient of self-diffusion D∗ can be deduced. The diffusion activa-
tion energy at a given temperature is derived from this self-diffusion coefficient as it
represents the slope of the D∗ = f (T) curve.

Vacancy properties can also be studied using positron annihilation experiments.
This method allows to detect defects such as vacancies by measuring the spatial
variations of the annihilation rate of positrons, which is linked to the local electronic
density [29]. The vacancy concentration obtained from positron lifetime measure-
ments leads to the vacancy formation energy.

Finally, resistivity recovery experiments also allow to study the properties of va-
cancies [104, 50]. The principle is that Fe samples are irradiated at cryogenic temper-
atures in order to generate displacement damage and immobilize the created defects.
Then the sample goes through several annealing processes, while its microstructural
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evolution is observed via resistivity measurements. The evolution of the resistivity
allows to evaluate the mobility of the defects [50]. This methods is used to obtain
the vacancy migration energy, along with other approaches such as internal friction
experiments or magnetic after effect, for instance

These experimental approaches to measure vacancy properties are complemen-
tary as each provides a specific information.

Theoretical studies of a vacancy in systems presenting chemical order-disorder
transitions were performed by Girifalco [48, 47, 49] considering the chemical dis-
order in β− brass. The approach consists in considering a set of pair-interactions
depending on the chemical species of both atoms. In this formalism, the forma-
tion of a vacancy induces Z/2 broken bonds, Z being the coordinance number, as
the atom is virtually moved to the side of the system (where half of its bounds are
conserved). Concerning the vacancy migration, Girifalco et al. define an alternative
set of pair-interactions for an atom at the saddle-point (during its migration). The
evolution of the vacancy migration energy with temperature is modeled as follows:

Em(T) = Em
0 + C · S2 (4.1)

where S is the long-range order parameter, C is a linear combination of the inter-
action parameters and Em(0) is the migration energy in a totally disordered system.

From there, the diffusion coefficient is expressed as a function of the activation
energy in the fully disordered system as follows:

D = D0 · exp(−Q0 + αS2

kBT
) (4.2)

where α is a linear combination of the pair-interaction parameters.
Ruch et al. [137] adapted this approach to the case of a magnetically disordered

pure Fe system, considering the spin-up and spin-down atoms (in the approximation
of the Ising model) as the two species, by analogy with Girifalco et al.. The evolu-
tion of the vacancy activation energy with temperature may then be expressed as a
function of the activation energy in the fully paramagnetic system and the reduced
magnetization (by analogy with the Bragg-Williams long range order parameter for
chemically disordered systems). The Ruch model is explicited in the following ex-
pression:

Q(T) = QPM · (1 + αS2) (4.3)

where Q(T) is the activation energy at temperature T, QPM is the paramagnetic
activation energy, S is the magnetic order parameter (usually the magnetization) and
α is an adjustable paramater.

Several recent theoretical studies [140, 31, 65] apply this approach in order to
interpolate the evolution of the properties of a vacancy with temperature in mag-
netic systems. The principle is either to obtain the ferromagnetic activation energy
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using DFT calculations and to extrapolate the temperature dependence using a α

value of the literature [65], or to determine both the ferromagnetic activation energy
(using DFT) and the paramagnetic activation energy (using for instance the spin-
wave expansion or the DLM approach [31]) in order to interpolate the temperature
dependence.

This approach presents however practical limitations. For instance, extracting
the α parameter from the literature, as done by Huang et al. [65], is straightforward
in the very documented case of pure bcc Fe. In the case of a specific alloy (with a
specific concentration and a specific order), it requires to perform non-trivial tracer
diffusion experiments on a sample with an identical structure. Concerning deter-
mination of QPM, it can be achieved by calculating separately the paramagnetic for-
mation and migration contributions with DFT using the disordered local moment
(DLM) approach [2, 3, 135, 43]. That method consists in modeling paramagnetic
systems by adopting ideal random spin configurations, ensuring a negligible corre-
lation between the spins.

Another approach allowing to study the properties of vacancies as a function of
temperature is the spin-lattice dynamics [179, 173, 174]. In particular, a recent study
of Wen et al. [174] provides a detailed analysis of the vacancy formation, migration
and activation properties, showing the temperature dependence of the Gibbs energy,
the enthalpy and the entropy of these properties. The approach of this paper is based
on an EAM-type empirical interatomic potential while the magnetic interactions are
represented with a Heisenberg model. The study also explicitly shows the phonons
and the magnons contributions, in addition to the complete spin-lattice dynamics
results (including the phonons-magnons coupling). The study also illustrates the
differences induced by the use of quantum statistics instead of classical statistics.
One of the major advantages of this approach is to take intrinsically into account the
coupling between lattice and magnetic excitations. However, the use of (EAM-type)
empirical interatomic potentials, which are extremely system-dependent and fastid-
ious to parameterize, makes it difficult to eventually apply this method to alloys.

4.1 Vacancy formation and migration from DFT calculations

4.1.1 Vacancy properties in bcc Fe at magnetic ground-state

Fundamental properties concerning the formation and migration of vacancies in
pure bcc Fe can be obtained using DFT calculations. In particular, the properties
of a vacancy in ferromagnetic Fe (the ground-state) must be fully understood as this
system serves as reference for the following study.

In order to determine the vacancy formation enthalpy in pure bcc Fe, a vacancy
is inserted in an ideal 128-atom bcc Fe system by removing one of the atoms. The
system is fully-relaxed (system volume and position of the atoms). The presence of
the vacancy induces noticeable lattice distortions, namely the local lattice constant
goes from 2.832 Åin the bulk to 2.737 Åaround the position of the vacancy. Atomic
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positions relaxation induced by the vacancy must then be taken into account when
performing such calculations. Also, if the volume is not relaxed, a -8.7 kbar residual
pressure, resulting in a 0.0065 eV difference is noticed compared to the non-relaxed
calculations, which is negligible.

We note that the presence of a vacancy has an effect on surrounding magnetic
moments. Compared to the nominal bulk value of 2.21 µB, the nearest-neighbor
atoms of the vacancy exhibit a magnetic moment magnitude of 2.41 µB while its
next nearest-neighbors show a magnitude of 2.06 µB. From the 3nn distance, the
effect of the vacancy on Fe atoms magnetic moment is negligible, as seen in Fig. 4.1.

FIGURE 4.1: Magnetic moment magnitude of Fe atoms as a function
of the distance to the vacancy. The bulk reference value is given as the
red dotted line. The influence of the vacancy on surrounding mag-
netic moments is mainly contained within the two nearest-neighbor

shells.

We have performed a Voronoï tessellation of the system which shows that the
nearest-neighbors of the vacancy have a significantly higher Voronoï volume than
bulk atoms while the next-nearest neighbors of the vacancy have a Voronoï volume
slightly lower than the bulk atoms.

As seen in Fig. 4.2, the variation of the magnetic moments seems fully correlated
to the variations of the local charge induced by the presence of the vacancy. Both
magnetic moments and local charges are obtained by integrating the Fe PDOS. Al-
though the local charge highly depends on the integration criterion, it is still possible
to compare the relative values in order to evaluate its variation.

The vacancy formation enthalpy is determined using the expression described in
equation 1.9 of the method chapter (see section 4.1). We find a value of 2.201 eV, in
good agreement with the literature as theoretical studies (in which the ferromagnetic
state properties are calculated via DFT) report values between 2.13 and 2.23 eV [65,
31, 140, 32, 123]. Our result also agrees with an experimental positron annihilation
study [29] reporting 2.0± 0.2 eV. Concerning the migration enthalpy, our NEB calcu-
lations (see section 4.1 of the method chapter) lead to 0.69 eV, also in good agreement
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FIGURE 4.2: Magnetic moment magnitude of Fe atoms as a function
of the local charge. Although the value of this local charge depends

on the integration criterion, the relative value shows a clear trend.

with previous studies [39, 65, 31, 140, 159].
Using the frozen phonon method described in section 1.1.7, the jump attempt

frequency and the vacancy formation entropy were calculated. However, determin-
ing these values from DFT calculations is known to provide very inaccurate results,
as the numerical values highly depend on calculation parameters such as the ele-
mentary atomic displacement, the system size, etc... For instance, between constant
pressure and constant volume calculations, the formation entropy varies from 3.26
to 4.80 kB and the jump attempt frequency varies from 12.59 to 12.92 THz. The effect
of this uncertainty is discussed in section 4.4. Fig. 4.4 and 4.3 give an insight on the
results dispersion between various literature studies. No experimental study has
ever been able to determine this value, while theoretical works give very dispersed
results. The distinct studies seem to agree on the fact that the vacancy formation en-
tropy is located between 1 and 5 kB, while the attempt frequency is found between
1012 and 1014 Hz.

4.1.2 Influence of the magnetic structure on vacancy properties

In order to evaluate the influence of the bulk magnetic structure on the vacancy for-
mation and migration enthalpies, analogous calculations are performed with var-
ious magnetic structures, both ordered (simple, double and quadruple layer anti-
ferromagnetic) and disordered (collinear magnetic random configurations). These
calculations are done with two distinct paradigms concerning the atomic positions
relaxation. The most approximated one consists in using the relaxed atomic configu-
ration of the corresponding ferromagnetic system. This approach allows to take into
account the lattice distortions induced by the vacancy or the migrating atom, but
without considering the displacements induced by the specific magnetic ordering.
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FIGURE 4.3: Comparison of the vacancy formation entropy obtained
in this study compared to the values found in the literature: (a)[98]
using the DFT frozen phonons method; (b)[59] using the determi-
nant method with a Chang-Graham potential; (c)[131]; (d)[145] using

positrons annihilation.

FIGURE 4.4: Comparison of the vacancy jump attempt frequency ob-
tained in this study compared to the values found in the theoretical
literature: (a)[107] simply considering the Debye frequency of α-iron;
(b)[33] using the frozen phonons approach with the Einstein approx-

imation; (c)[169] using an empirical pair potential.



92 Chapter 4. Self- and Mn diffusion in bcc Fe

The second approach consists in fully relaxing the atomic structure for each dis-
tinct magnetic structure, which is more accurate but induces higher computational
costs. As fully relaxed calculations of magnetic random configurations are compu-
tationally very heavy, the vacancy formation and migration enthalpies in magnet-
ically disordered systems was computed using ideal ferromagnetic systems, with
randomized collinear magnetic moments on the two nearest interaction shells of the
vacancy.

In table 4.1 and 4.2 are summed up the formation and migration enthalpies ob-
tained using both volume- and full-relaxation, as well as non-relaxed calculations
for comparison. As expected, volume relaxation has a minor effect on formation
and migration enthalpies in systems which have an equilibrium volume close to the
one of FM bcc Fe. Concerning AF and NM systems, the volume-relaxation has a
significant effect since the equilibrium atomic volume is very different than the one
of FM bcc Fe. (FM: 11.36Å3, AF: 10.89Å3 and NM: 10.48Å3).

We note that in the case of magnetically disordered systems, the non-relaxed
calculations exhibit a residual pressure systematically inferior to 10kBar, which we
estimate to be a reasonable error-bar.

As shown in Tables 4.1 and 4.2, differences can be noticed between volume-
relaxed and fully-relaxed calculations (at most 0.4 eV for formation and 0.2 eV for
migration) while the same energy hierarchy between various magnetic orders is con-
served. As the difference is not negligible, two distinct models parameterized with
each dataset are compared in the following sections.

In the case of migration energy, it can be noticed in Table 4.2 that some values are
negative. Despite the semantic issue of dealing with negative "barriers", these values
have a physical meaning, being that the energy of the system is higher when all
atoms are in a stable lattice position compared to having one atom at the migration
saddle-point. This phenomenon only occurs in high energy magnetic configurations
(such as antiferromagnetic for instance). We have checked that including or not these
values in the fitting dataset has a negligible effect on the resulting parameters. Also,
these high energy configurations have an extremely low probability of happening
within the Monte Carlo simulation. Thus, there is no reason to expect such negative
migration energies in the simulations.

In order to better understand the effect of the local magnetic order on the va-
cancy formation, we calculate for each magnetic configuration, the 1nn spin pair-
correlation function of the atom which is replaced by a vacancy. The spin pair-
correlation function IPC is calculated using the following expression:

IPC =
Z

∑
j

M0 ·Mj

M0Mj
(4.4)

where Z is the coordination number (here Z = 8), Mj is the magnetic moment
of the j−th atom, Mj is its magnitude and the index 0 is associated to the concerned
atom which is to be replaced by a vacancy.
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Relaxation FM AFQ-1 AFQ-2 AFD AF NM Disordered
Non-relaxed 2.201 1.694 2.290 1.899 1.265 1.007 1.406 - 1.979

Volume-relaxed 2.201 1.758 2.382 1.861 0.939 0.573 -
Fully-relaxed 2.201 1.496 2.122 1.604 - - 1.228 - 1.484

TABLE 4.1: Formation energy of a vacancy in bcc Fe for various mag-
netic states. Non-relaxed means that the volume and the atomic po-
sitions of the systems are those of FM bcc Fe, volume-relaxed means
that the volume of the system is relaxed but the atomic positions are
those of FM bcc Fe and finally fully-relaxed means that the volume
and the atomic positions are relaxed. AFQ-1 and AFQ-2 stand for
anti-ferromagnetic quadruple layer with the vacancy being respec-
tively near (AFQ-1) and far (AFQ-2) from the magnetic domain wall.

Relaxation FM AFQ-1 AFQ-2 AFD-1 AFD-2 AF NM Disordered
Non-relaxed 0.685 0.469 0.171 0.281 0.296 -0.427 0.345 -0.277 - 0.598

Volume-relaxed 0.685 0.794 0.171 0.457 0.386 -0.255 0.137 -
Fully-relaxed 0.685 0.719 0.092 0.280 - - - -0.354 - 0.615

TABLE 4.2: Migration energy of a vacancy in bcc Fe for various mag-
netic states. Non-relaxed means that the volume and the atomic po-
sitions of the systems are those of FM bcc Fe, volume-relaxed means
that the volume of the system is relaxed but the atomic positions are
those of FM bcc Fe and finally fully-relaxed means that the volume
and the atomic positions are relaxed. AFQ-1 stands for a migration
inside a magnetic domain (between layers 2 and 3 out of 4) while
AFQ-2 stands for a migration between two magnetic domains. AFD-1
stands for a migration inside a magnetic domain while AFD-2 stands

for a migration between two magnetic domains.
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FIGURE 4.5: Correlation between the vacancy formation energy and
the spin pair-correlation between the atom (which is replaced by a
vacancy) and its nearest-neighbors. In the X-axis, 0 means that all the
nearest-neighbors have an opposite spin to the deleted atom, while
8 means that the first interaction shell is fully ferromagnetically cou-

pled with this atom.

As shown in Fig. 4.5, the formation energy of a vacancy seem to be highly cor-
related with the local magnetic environment. This behavior is quite expected since
the ferromagnetic order is the most stable. It is then more difficult to form a vacancy
in ferromagnetic bcc Fe. To the contrary, the creation of a vacancy is more favorable
where there is the least ferromagnetic interaction.

To conclude, not only has the presence of a vacancy a noticeable effect on the
surrounding magnetic moments of Fe atoms, but the magnetic state of the system
has a significant impact on the formation and migration enthalpies of a vacancy. We
propose to parameterize an effective interaction model with explicit magnetic and
chemical variables in order to study the formation and the migration of vacancies as
a function of temperature and in particular the effects of magnetic short range order
near the magnetic transition temperature.

4.2 Vacancy formation with the interaction model

4.2.1 Model parameterization

The modeling of vacancies in an Heisenberg-like model is not trivial. In the easiest
way, as adopted in a recent study [140], the presence of a vacancy is modeled by
deleting an atom, it is then simply characterized by the absence of the interactions
related to this atom. Such straightforward modeling may lead to an underestimation
of the influence of the vacancy on its magnetic environment. In order to model the
formation of vacancies, it is possible to make the interaction parameters dependent
on the presence or not of a vacancy. Based on the results obtained concerning the
effects of a vacancy on the surrounding atoms magnetic moment magnitude, our
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approach consist in parameterizing the presence of the vacancy using distinct (Ai, Bi)
on-site parameters to describe the magnetic state of atoms nearest or next-nearest
neighbors of a vacancy. The complete Hamiltonian of the system is given in equation
4.5.

H =
N

∑
i

Ai M2
i + Bi M4

i +
N

∑
i

P

∑
n

Z

∑
j

J(n)ij Mi ·Mj +
N

∑
i

P

∑
n

Z

∑
j

V(n)
ij (4.5)

where P is the maximum range of interactions in terms of neighbor shells, Z is
the number of neighbors of each interaction range and Mi is the magnetic moment
of the ith atom, Mi is the corresponding magnitude, and V(n)

ij represent the chemical
pair-interaction between species of atoms i and j, at range n.

This approach allows to keep a unique set of pair-interaction parameters while
modifying the effective interaction energy of the atoms surrounding the vacancy
(since their magnetic moment magnitude changes). We believe that this approach
is a reasonable compromise between the proper modeling of the vacancy and the
complexity of the model.

As described in section 4.1.2, random magnetic structures have been modeled
with two distinct approximations. The atomic positions are either relaxed depend-
ing on the magnetic structure, or the ferromagnetic atomic configuration is con-
served (in both cases, the positions relaxations due to the presence of vacancy is
considered). In order to evaluate the effects of considering or not such position relax-
ations, the model was fitted to both datasets, separately. We note that the parameters
of the two models are deviating by less than 10%.

Contrary to DFT calculations, Monte Carlo simulations do not allow to deter-
mine the vacancy formation energy by directly creating a vacancy and calculating
the induced ∆F. Indeed, the energy noise is too important to obtain consistent re-
sults this way. Instead, we propose an indirect approach in order to calculate the
vacancy formation free energy as a function of temperature via Monte Carlo simu-
lations, by determining the relative vacancy equilibrium between a system at finite
temperature and the equivalent system at ground-state. The principle of this ap-
proach is detailed in the section 1.2.4 of the method chapter.

In practice, these Monte Carlo simulations were performed on 16000 atoms sys-
tems (20x20x20 bcc unit cells). For each temperature, the thermal equilibrium is first
reached by performing 5.108 spin-MC steps (using the Metropolis algorithm). Once
the system is at thermal equilibrium, a vacancy is created by removing a random
atom and by updating the magnitude of its nearest- and next nearest-neighbors with
the corresponding equilibrium magnitude (the equilibrium magnitude changes be-
cause of the distinct Ai and Bi on-site parameters). Then the vacancy is exchanged
(using the Metropolis algorithm) with random atoms among both S1 and S2 systems
(nomenclature given in section 1.2.4). In order to ensure the convergence of the rel-
ative vacancy concentration between the two systems, 107 vacancy exchanges are
performed. In between the vacancy exchange attempts, 100 random spin-MC steps



96 Chapter 4. Self- and Mn diffusion in bcc Fe

are performed, around the vacancy up to its 5nn shell, in order to better explore the
phase-space and to cancel the magnetic bias induced by the exchanges. Indeed, the
S2 system being kept perfectly ferromagnetic, the continuous exchanges between the
two systems tends to create a ferromagnetic order in the S1 system. This bias is to-
tally handled by performing 100 spin-MC steps for each vacancy exchange attempt.

4.2.2 Results and discussions

The orange curve in Fig. 4.6 shows the results obtained with this approach. We
note that both models (with and without atomic relaxations) lead to the exact same
curve. The effect on formation free energy of considering the atomic positions relax-
ation due to the magnetic disorder is negligible. As can be noticed, the formation free
energy (the magnetic free energy of vacancy formation) decreases with temperature,
following the decrease of the magnetization. It seems legitimate as the low temper-
ature ferromagnetic order stabilizes the structure and tends to prevent the vacancy
formation, while the progressive loss of the ferromagnetic order with temperature
weakens the structure and facilitate the vacancy formation. Above Tc, although the
magnetization equals to 0, the formation free energy does not sharply falls to the
asymptotic paramagnetic value, but instead decreases smoothly up to 1200K. We
believe that this feature is caused by the residual magnetic short-range order, which
is shown in section 3.0.1 of chapter 3.

As described in chapter 3 and in the literature [12], the temperature depen-
dence of the average magnetization is very sensitive to the consideration of the Bose-
Einstein distribution instead of the Boltzmann distribution in the Monte Carlo sim-
ulations. Since we observe that the vacancy formation free energy seems to depend
on the magnetization, it is important to evaluate if the use of quantum statistics has
an impact on vacancy properties.

The blue curve in Fig. 4.6 shows the results of similar calculations, except us-
ing the Bose-Einstein distribution (using the η function determined in chapter 3).
The difference between the two curves is significant, which shows that quantum
statistics are required to accurately predict the temperature dependence of vacancy
formation free energy from Monte Carlo simulation, over the T < TC temperature
range.

Concerning the low temperature limit of the vacancy formation free energy, the
model reproduces the value obtained with DFT calculations in the FM regime (2.201
eV). Concerning the high temperature limit, most theoretical studies of the literature
report values between 1.77 and 1.98 eV using either Spin-Lattice Dynamics [174] or
the Ruch model with the DLM approach [65, 31], in good agreement with the ex-
perimental results of DeSchepper et al. [29] (1.78± 0.1 eV, at 1200K). However, one
theoretical study [140] reports a surprisingly low value of the paramagnetic forma-
tion energy of 1.54 eV, despite describing the paramagnetic state using the DLM
approach (as in [65] and [31]). Concerning our work, we obtain a formation free en-
ergy of 1.99 eV at the paramagnetic limit using our approach. Despite being on the
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FIGURE 4.6: Comparison of the vacancy formation free energy ob-
tained from Monte Carlo simulation using classical (orange) and

quantum (blue) statistics

higher limit of the literature range, this value is in reasonable agreement with most
studies.

In this work, we are considering the 2000K equilibrium magnetic configuration
as "paramagnetic state". It is a highly non-collinear magnetic state, where the av-
erage magnetic moment is 0 and where the residual magnetic short-range order is
approximately 0.05. We have checked at higher temperatures (up to 10000K, where
both the magnetization and the magnetic short-range order are 0) that this residual
magnetic short-range order has no significant effect on the vacancy formation free
energy. We note that the paramagnetic state considered in the DFT-DLM approach
is generally a collinear random magnetic state, which may induce eventual discrep-
ancies between the two methods.

Concerning the evolution of the formation energy with temperature, the com-
parison of the spin-dynamics results of Wen et al. [174] with our results, both us-
ing quantum statistics, reveals an overall agreement. In both studies the formation
energy decreases with temperature more and more sharply up to the Curie temper-
ature, and then converges to the paramagnetic threshold. The difference between
the ferromagnetic and the paramagnetic vacancy formation energies is certainly the
most comparable quantity. The only available experimental value (to the best of our
knowledge) is 0.21 eV via positron annihilation [29] with which we have an excellent
agreement as our approach gives δE f

FM−PM = 0.20 eV. The results of the theoretical
literature go from δE f

FM−PM = 0.15 eV using the DFT spin-wave method for the de-
scription of the paramagnetic state [31] to 0.32 eV [174] using Spin-Lattice Dynamics.
However, we note that when T < TC the decrease rate obtained by Wen et al. [174]
is larger compared to our results, which leads to a deviation at intermediary tem-
peratures (typically between 400K and 900K) (for instance at 800K there is a 0.05 eV
difference between both studies).

It is important to note that G f
mag obtained from our Monte Carlo simulation not

only contains the enthalpy H f but also the magnetic configurational entropy S f
mag.
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The quantity G f
mag plotted in Fig. 4.6 may then be expressed as follow:

G f
mag = H f − T · S f

mag (4.6)

and may straightforwardly be decomposed into these two contributions using
equations 4.7 and 4.8.

S f
mag = −

∂G f
mag

∂T
(4.7)

H f = G f
mag − T ·

∂G f
mag

∂T
(4.8)

As can be seen in Fig. 4.7, although the formation free energy is monotonously
decreasing with temperature, the magnetic entropy and enthalpy contributions both
exhibit a peak near the Curie temperature. We note that both curves of Fig. 4.7 are in
good agreement with the spin-dynamics results of Wen et al. [174], concerning both
the position and the height of this peak. Indeed, concerning the enthalpy, our studies
shows that the summit of the peak reaches 0.7 eV higher than the ferromagnetic for-
mation enthalpy (0.6 eV in [174]). Concerning the magnetic entropy, Wen et al. find
the maximum of the peak at 8kB while our study gives 9kB. The fact that we obtain a
higher peak is consistent with the fact that our study shows a slower decrease of the
formation energy in the ferromagnetic regime, which involved a sharper decrease
near the Curie temperature.

Please note that as our simulations are performed on rigid-lattice, we compare
here with the spin-dynamics contribution of the work of Wen et al. [174], but this
study also provides spin-lattice dynamics results which also include the lattice con-
tribution and the coupling of both. Hence, the formation free energy, enthalpy and
entropy presented here only represent the magnetic contribution of these quantities.

Sandberg et al. [140] also provide a graph of the vacancy formation enthalpy as a
function of temperature. Although the quantitative comparison with our results isn’t
possible as the enthalpy is given as a function of the J0 parameter which numerical
value isn’t provided, the qualitative comparison reveals that the peak found in this
study has a lower maximum than the one in our work, in regard to the ferromagnetic
formation enthalpy.

4.3 Vacancy migration

4.3.1 Model parameterization

In order to simulate the vacancy migration free energy, our approach consists in
fitting another interaction model, with the same formalism, for the saddle-point. The
role of this saddle-point Hamiltonian is to model the energy barrier of the migration
(see section 1.2.5 in the method chapter). As shown in the results of section 4.1.2,



Chapter 4. Self- and Mn diffusion in bcc Fe 99

FIGURE 4.7: Vacancy formation enthalpy (a) and formation magnetic
entropy (b), obtained from Monte Carlo simulations using equations

4.7 and 4.8.

the migration barrier should not be considered constant as it highly depends on the
local magnetic state. To model this feature, the parameters are fitted on the migration
barriers in various magnetic environments.

The total expression of the saddle-point Hamiltonian is shown in the following
expression:

H∗ = A∗M2
0 + B∗M4

0 +
P

∑
n

Z

∑
j

J∗(n)0j M0 ·Mj +
P

∑
n

Z

∑
j

V∗(n)0j (4.9)

where P is the maximum range of interactions in terms of neighbor shells, Z is
the number of neighbors of each interaction range and M0 is the magnetic moment
of the saddle-point atom, M0 is the corresponding magnitude and J∗(n)0j represent
the magnetic pair-interaction between the saddle point atom and its neighbors (at
range n). A∗ and B∗ are the magnetic on-site parameters of the saddle-point atom.
In the present model are considered the interactions between the saddle-point atom
and its neighbors up to the second nearest-neighbor shell. The migration energies
are obtained by subtracting the energy of the system with an atom at saddle-point
to the energy of the system with a vacancy in a lattice site (obtained with the model
described in section 4.2).

Consistently with the calculations of formation free energy, the saddle-point model
was fitted to two distinct datasets in order to evaluate the effect of considering the
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relaxation of atomic positions due to the magnetic disorder. We note that the param-
eters of the two saddle-point models are deviating by at most 15%.

In practice, these Monte Carlo simulations were performed on 16000 atoms sys-
tems (20x20x20 bcc unit cells). For each temperature, the thermal equilibrium is first
reached by performing 5.108 spin-MC steps (using the Metropolis algorithm). Once
the system is at thermal equilibrium, a vacancy is created by removing a random
atom and updating the magnitude of its nearest- and next nearest-neighbors with
the corresponding equilibrium magnitude. From this point, the migration is simu-
lated performing atomic jumps of the vacancy’s nearest-neighbors. When using the
residence time algorithm, 106 atomic-MC steps are performed in order for the va-
cancy to visit a sufficient number of magnetic environments. Using the Metropolis
algorithm, 106 atomic-MC steps in the high-temperature domain (higher than 800K)
gives similar results as the residence time algorithm. However, at low temperature
the extremely low jump success rate induces insufficient statistics when using the
Metropolis algorithm. Between each atom-vacancy exchange, 100 spin MC steps are
performed among the whole system, and 500 more are performed among the five
nearest-neighbor shells of the vacancy. This supplemental local relaxation allows to
avoid any magnetic memory effect which may bias the random walk of the vacancy.

The fitting of these parameters is done twice, with volume-relaxed and fully-
relaxed calculations in order to evaluate the impact of considering one approxima-
tion or the other. The comparison of the migration free energy evolution with tem-
perature, calculated using both sets of parameters shows that the choice of approx-
imation has no significant effect. It can be explained by the fact that the interaction
model we are using may represent a stronger approximation than the consideration
or not of fully-relaxation.

4.3.2 Results and discussions

The orange curve in Fig. 4.8 shows the results obtained with these simulations.
As can be noticed, the migration free energy decreases with temperature, following
the decrease of the total magnetization, although the decrease seems smoother than
the formation free energy. Above Tc, the migration free energy decreases also more
smoothly than the formation free energy, it reaches the paramagnetic asymptotic
value around 2000K.

We note a very slight deviation between the models with and without atomic
position relaxations (due to magnetic disorder). It leads to a difference of 0.03 eV
at 1K while at higher temperatures, this difference is hidden in the statistical noise
of the simulations. This deviation is very reasonable, considering the amount of
computational time needed for these atomic position relaxations.

The same simulations are also performed with quantum statistics. The blue
curve in Fig. 4.8 shows these results (using the same η function as in Chapter 3).
The difference between the two curves is here also significant, which shows that
quantum statistics are required to correctly predict both formation and migration
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FIGURE 4.8: Comparison of the vacancy migration free energy ob-
tained from Monte Carlo simulation with classical (orange) and quan-

tum (blue) statistics

properties of vacancies from Monte Carlo simulation, all over the T < Tc tempera-
ture range.

Concerning the low temperature limit of the vacancy migration free energy (0.685
eV), the model reproduces the value obtained with DFT calculations in the FM state.
(using the NEB method, see section 4.1). Concerning the high temperature limit,
literature theoretical studies (using the DLM approach) [65, 31, 140] report values
between 0.40 and 0.43 eV in the paramagnetic regime while we obtain a migration
free energy of 0.43 eV using our approach, which shows a good agreement. Us-
ing spin-lattice dynamics, Wen et al. [174] find 0.85 and 0.64 eV respectively in the
ferromagnetic and the paramagnetic state.

Concerning the evolution of the migration energy with temperature, the com-
parison of the spin-dynamics results of Wen et al. [174] with our results, both using
quantum statistics, reveals a significant discrepancy. Indeed, the spin-dynamics re-
sults provided by Wen et al. reveal a difference of 0.045 eV between the ferromag-
netic and paramagnetic migration energies while using spin-lattice dynamics, e.g.
including phonons contribution and the magnon-phonon coupling, the same study
shows a 0.21 eV difference. In our study (without including phonons contribution
and the magnon-phonon coupling), this energy difference equals to 0.26 eV while
Sandberg et al. and Ding et al. respectively report 0.30 and 0.21 eV differences. In
other words, the study of Wen et al. suggest that magnetism has a negligible influ-
ence on the evolution of the migration energy, which seems inconsistent with the
DFT results.

Following the same method as in section 4.2.2, the migration free energy was
decomposed into the enthalpy and the magnetic entropy. As can be seen in Fig.
4.9, the migration enthalpy and magnetic entropy contributions both exhibit a peak
near the Curie temperature. Although no quantitative agreement can be expected
with Wen et al. [174], since this study suggest that the magnetic contribution to the
vacancy migration is negligible, both studies exhibit a peak of the magnetic entropy
and the enthalpy near the Curie temperature.
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FIGURE 4.9: Vacancy migration enthalpy (a) and magnetic entropy
(b), obtained from Monte Carlo simulations applying equations 4.7

and 4.8 to the case of migration (instead of formation).

4.3.3 Activation energy

The vacancy activation free energy, being the addition of the formation and the mi-
gration energies, is a fundamental property of materials as it captures the main prop-
erties of vacancies, but also because it is directly linked to self-diffusion (see section
4.4).

In the ferromagnetic regime (at the low temperature limit), we find an activation
free energy of 2.89 eV by summing the formation and migration energies obtained so
far. This results is in good agreement with the experimental literature which shows
values between 2.63 and 3.10 eV using tracer diffusion experiments (see Table 4.4).
Our result is also in agreement with the theoretical literature which shows results
between 2.77 and 2.87 eV for the DLM + Ruch model approach [31, 65, 140] and 3.09
eV for the spin-lattice dynamics approach [174]. (see Table 4.4)

In the paramagnetic regime (at the high temperature limit), we find an activation
free energy of 2.43 eV, which is in the range of the literature theoretical results going
from 1.94 to 2.56 eV [65, 174, 31, 140]. We note that the particularly low value of 1.94
eV found by Sandberg et al. is directly linked to the low value of paramagnetic for-
mation energy of 1.54 eV discussed earlier. The other theoretical values are between
2.41 and 2.56 eV [65, 174, 31]. Despite being at the lower limit of the range, our result
is in reasonable agreement with experimental studies reporting paramagnetic acti-
vation energies between 2.48 and 2.92 eV obtained via tracer diffusion experiments
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Reference H f
FM (eV) Hm

FM (eV) H f
PM (eV) Hm

PM (eV)
This work 2.20 0.69 1.99 0.43

Huang et al. [65] 2.23 0.64 - -
Wen et al. [174] 2.24 0.85 1.91 0.64
Ding et al. [31] 2.13 0.64 1.98 0.43

Sandberg et al. [140] 2.17 0.70 1.54 0.40
Tapasa et al. [159] - 0.65 - -

DeSchepper et al. [29] 2.00 - 1.79 -

TABLE 4.3: Representative vacancy energetic properties of the litera-
ture. H f

FM and H f
PM represent the vacancy formation magnetic free

energies in respectively ferromagnetic and paramagnetic state and
Hm

FM and Hm
PM represent the vacancy migration magnetic free ener-

gies in respectively ferromagnetic and paramagnetic state.

[66, 17, 44, 53, 170, 20, 61, 69, 100, 84].
Certainly the most important feature to compare is the difference between the

ferromagnetic and the paramagnetic activation energies, as it reveals in what extent
does this quantity evolve over the whole temperature range. In our case, this differ-
ence is found to be ∆QFM−PM = 0.46 eV. It is comparable to the literature results as
most values are found between 0.38 and 0.54 eV both in the theoretical and the ex-
perimental sides [66, 61, 100, 65, 31, 174], to the exception of an experimental study
[69] showing 0.14 eV and a theoretical study [140] showing 0.89 eV.

From the values of vacancy activation free energy at magnetic ground-state and
in the asymptotic high-temperature paramagnetic regime, it is possible to apply the
Ruch model in order to interpolate the vacancy formation free energy at any tem-
perature. Using our values of QFM, QPM and M, it results in a α=0.191 coefficient.
Although the value of α may not be relevant to compare with literature data as it
depends on the values of QFM and QPM, we note that our result is within the usual
values found in the previous studies. As can be seen in Table 4.4, most values are
located between 0.148 and 0.207 (both theoretical and experimental) [66, 61, 100, 65,
31, 174] to the exception of an experimental study [69] showing 0.056 eV and a theo-
retical study [140] showing 0.479 eV.

In order to evaluate the validity of the Ruch model (see section 4.0) at intermedi-
ate temperatures, the results of our calculations are plotted in the panel A of Fig. 4.10
along with the Ruch model obtained from our values of QFM, QPM and M. As can be
noticed, the Ruch model gives an overall very accurate approximation of the vacancy
activation free energy. When T > TC, a slight difference between the two approaches
is observed. Indeed, following the Ruch model, at any temperature above TC, the ac-
tivation free energy has the exact same value as the high-temperature paramagnetic
limit. Using our approach, the residual magnetic short-range order (see Fig. 3.3 in
chapter 3) above TC induces a smoother temperature convergence of the activation
free energy. In order to quantify the discrepancies, the root mean square difference
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Reference Approach QFM (eV) QPM (eV) α D0

This work theo. 2.89 2.43 0.191 1.8E-5
Huang et al. [65] theo. 2.87 2.48 0.159 6.70E-5
Wen et al. [174] theo. 3.09 2.56 0.207 -
Ding et al. [31] theo. 2.77 2.41 0.149 -

Sandberg et al. [140] theo. 2.77 1.94 0.479 8.46E-5
Tapasa et al. [159] theo. - - - 2.30E-5

Iijima et al. [66] exp. 3.00 2.60 0.156 2.80E-4
Borg et al. [17] exp. - 2.92 - 1.20E-2
Geise et al. [44] exp. - 2.92 - 1.20E-2

Graham et al. [53] exp. - 2.48 - 2.00E-4
Walter et al. [170] exp. - 2.49 - 2.00E-4

Buffington et al. [20] exp. - 2.48 - 1.90E-4
Hettich et al. [61] exp. 2.94 2.53 0.162 1.00E-4
James et al. [69] exp. 2.63 2.49 0.056 2.00E-4

Luebbehusen et al. [100] exp. 2.95-3.10 2.57-2.68 0.148-0.157 0.68-1.23E-3
Kucera et al. [84] exp. - 2.71 - 1.10E-3

DeSchepper et al. [29] exp. 2.87 - - -

TABLE 4.4: Representative diffusion parameters of the literature.
QFM and QPM represent the vacancy activation energies in respec-
tively ferromagnetic and paramagnetic state. α is the coefficient that
appears in the Ruch model, corresponding to α = QFM/QPM − 1. D0
is the pre-exponential factor of the self-diffusion coefficient. "theo."
and "exp." respectively stand for theoretical and experimental ap-

proaches.
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between the two approaches is calculated using the following expression:

RMS(Q) =

√
∑(Q−QRuch)2

N
(4.10)

where Q and QRuch are the activation energies calculated using respectively our
approach and the Ruch model. In Table 4.5, the results are shown for the activation
free energy but also for the formation and the migration free energies. N is the
number of data points. The root mean square difference between the two approaches
represents 0.70% of the average activation free energy, which definitely shows the
good agreement between both methods.

Quantity Root mean square difference
Q 0.70% (1.28%)
E f 0.75% (1.68%)
Em 0.96% (1.83%)

TABLE 4.5: Root mean square difference of the activation, forma-
tion and migration free energies between the Ruch model and our
approach, calculated using the expression 4.10. The values between

parenthesis represent the largest difference of each quantity.

Considering separately the vacancy formation and migration energies, our re-
sults are also compared to the Ruch model, as illustrated respectively in panels B
and C of Fig. 4.10. Concerning the formation free energy, the Ruch model and our
method show some slight discrepancies in the domain below TC. Indeed, the forma-
tion free energy obtained via the Ruch model decreases more rapidly with temper-
ature than our results. However, when T > TC, both approach give similar results,
as the magnetic short range order doesn’t seem to have a significant effect on the va-
cancy formation free energy. Concerning the evolution of the migration free energy
as a function of temperature, both models give similar results below TC, while the
domain beyond TC shows significant differences, that we believe to be caused by the
magnetic short-range order. As shown in Table 4.5, the average difference between
the two methods represents respectively 0.75% of the average formation free energy
and 0.96% of the average migration free energy.

From these results, it seems clear that the Ruch model allows a very good ap-
proximation of the temperature evolution of activation, formation and migration
energies in pure Fe. However, it should be noted that the Ruch model requires to
know the evolution of the magnetization as a function of temperature (for instance
from experimental literature) and it implies to either use a literature value of the
α parameter, or to determine the activation free energy in both ferromagnetic and
paramagnetic states. Such values can easily be found in the case of pure bcc Fe as it
has been heavily studied for decades, while it may be challenging in a given alloys at
a given concentration and with given chemical short-range orders. Hence the Ruch
model isn’t easily transferable to the study of vacancy properties in alloys, while our
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FIGURE 4.10: Vacancy activation (A), formation (B) and migration
(C) free energies obtained from Monte Carlo simulation with quan-
tum statistics (blue) compared to the Ruch model (red) applied to our

values of QFM, QPM and M

approach is quite adaptable considering that it only requires to fit the parameters of
the interaction model on DFT calculations.

4.4 Self-diffusion in bcc Fe

The ability to properly predict vacancy properties in bcc Fe allows to determine the
self-diffusion coefficient by performing Monte Carlo tracer diffusion simulations,
considering each atom of the system as a tracer [117, 111]. The principle and practi-
cal details of this approach are described in the section 1.2.6 of the method chapter.
Although this approach requires heavy calculations in order to obtain a statistically
significant mean square displacement, it has the advantage to directly take into ac-
count any eventual effect of magnetic disorder and short-range order in the diffusion
coefficients (and atomic disorder and short-range order for alloys).

As we have shown that the use of Bose-Einstein distribution has a noticeable
effect on vacancy formation and migration energies, we believe it is more consistent
to determine the self-diffusion coefficient also using quantum statistics.

In practice, these Monte Carlo simulations were performed on 16000 atoms sys-
tems (20x20x20 cubic unit cells). For each temperature, the thermal equilibrium is
first reached by performing 5.108 spin-MC steps (using the Metropolis algorithm).
Once the system is at thermal equilibrium, a vacancy is created by removing a ran-
dom atom and updating the magnitude of its nearest- and next nearest-neighbors.

From this point, the diffusion is simulated by performing atomic jumps of one
of the nearest-neighbor atoms of the vacancy. When using the residence time algo-
rithm, 109 atomic-MC steps are performed, which allow to obtain a mean square
displacement of at least 1000 jump-distances. If using the Metropolis algorithm, the
high-temperature domain is equally easy to study as the mean square displacement
reaches easily significant statistics. However, low-temperature calculations of tracer
diffusion with Metropolis algorithm are much more difficult than with the residence
time algorithm. For instance at 100K, 109 atomic-MC steps are required to reach a
mean square displacement value of 1 jump-length (which is very insufficient). In
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between these atomic jumps, 100 spin MC steps are performed among the whole
system, and 500 more are performed among the five nearest-neighbor shells of the
vacancy, in order to prevent any magnetic memory effect which may bias the ran-
dom walk of the vacancy.

The combination of these two approaches allows to calculate the temperature
dependence of the correlation factor f0, by considering the ratio between diffusion
coefficients obtained respectively via tracer diffusion and the analytical approach.
We use this method to make sure that f0 = 0.727. Any deviation from this value
suggests an insufficient magnetic relaxation between the atomic jumps.

FIGURE 4.11: Self-diffusion coefficient as a function of temperature
obtained via Monte Carlo simulations using the Bose-Einstein distri-
bution (blue solid line) or the Boltzmann distribution (orange dashed
line) compared with experimental results [53, 170, 20, 69] (grey cir-
cles). The blue solid line and the blue dotted line shows the low tem-

perature asymptote of the blue solid line.

The self-diffusion coefficient obtained via Monte Carlo simulations is shown in
Fig. 4.11. As discussed in section 4.1.1, the DFT determination of jump attempt
frequency and vacancy formation entropy have large uncertainties, depending on
computational details. As both these values intervene in the pre-exponential factor
of the diffusion coefficient, the self-diffusion curve contains significant vertical error-
bars. We note however that this uncertainty only leads to an eventual rigid shift of
the curve, but doesn’t affect its shape. In this work, we consider the same D0 pre-
factor in ferromagnetic and paramagnetic states.

The solid blue curve in Fig. 4.11 shows the results of our approach, using quan-
tum statistics. As can be seen, solid line and the experimental grey circles are in
good agreement. Not only our asymptotic values of QFM and QPM are in the range
of experimental results, but also the acceleration of self-diffusion around the Curie
temperature is correctly predicted. Especially, this acceleration is intrinsically pre-
dicted with our approach, without involving an empirical drop of the activation free
energy near TC.
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FIGURE 4.12: Self-diffusion coefficient as a function of temperature
obtained via Monte Carlo simulations using the Bose-Einstein distri-
bution (blue solid line). The light blue band shows the vertical uncer-

tainty of the blue solid line.

Fig. 4.11 also shows the results obtained with classical statistics (orange dashed
line), which confirms that using the Boltzmann distribution in the MC simulations
doesn’t allow to faithfully model the temperature dependence of self-diffusion, as
the deviation of Arrhenius law is highly underestimated. Finally, Fig. 4.11 also
shows the low temperature asymptote of self-diffusion using quantum statistics, in
order to better identify the deviation from Arrhenius law near TC.

We note that in earlier studies focused on W and Ta metals [141, 142], it was
shown that electronic excitations may significantly contribute to the diffusion coef-
ficient. According to a recent study [65] on self-diffusion in bcc Fe, this electronic
contribution is relatively small, inducing an increase of the self-diffusion coefficient
by at most a factor 3. Although we did not determine this electronic contribution
by ourselves, we choose as a D0 the average between the value we obtained with
constant volume frozen phonons calculations, and three times this value (to take
into account the aforementioned uncertainty). The error bars shown in the Fig. 4.12
include this factor 3 of uncertainty, but also the uncertainty due to computational
details. For instance, considering constant pressure instead of constant volume cal-
culations changes the D0 from 9.1 · 10−5 to 2.0 · 10−5.

Our final value of D0, based on constant volume calculations and including the
uncertainty induced by electronic entropy, is 1.8 · 10−4. By comparison with the val-
ues of D0 found in the literature (see Table 4.4), our value of D0 is in good agreement
with several experimental studies [53, 170, 20, 69].

Fig. 4.13 shows the comparison between our approach and the Ruch model (ap-
plied to our values of QFM, QPM and M(T)). As can be seen, both methods give
almost the same results, which is not surprising as we have shown that the tempera-
ture dependence of the activation energy is very similar with both approaches. This
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FIGURE 4.13: Self-diffusion coefficient as a function of temperature
obtained via Monte Carlo simulations (blue solid line) and using the
Ruch model (green dotted line), compared with experimental data
[53, 170, 20, 69] (grey) and the spin-lattice dynamics approach (orange

dashed line) in [174] using the quantum statistics.

observation definitely validates the use of the Ruch model for the modeling of self-
diffusion in bcc Fe. However, as explained earlier, it does not provide any conclusion
towards the applicability of this model to solute diffusion.

It is also important to compare our results with the work of Wen et al. using
spin-lattice dynamics to predict the self-diffusion of Fe, as both methods provide
the temperature evolution of self-diffusion without any empirical temperature de-
pendence (contrary to the Ruch model). As can be seen in Fig. 4.13, the spin-lattice
dynamics approach qualitatively captures the phenomenon. The orange dashed line
shows an increasing self-diffusion coefficient with temperature, presenting a slight
acceleration near TC followed by a change of slope. However, the agreement is not
quantitative between the orange curve and the experimental grey dots, which cer-
tainly depends on the empirical interatomic potential which is used.

4.5 Mn diffusion in bcc Fe

In a ferromagnetic system such as bcc Fe, most solute diffusion coefficients show a
sudden acceleration and therefore a deviation from the Arrhenius law around the
Curie temperature of Fe. This feature observed in many experimental studies [156,
133, 91, 139] is known to be related to the magnetic transition of Fe. As we have
shown in the previous sections for the case of self-diffusion in Fe, the transition
from the ferromagnetic regime to the paramagnetic regime induces a significant de-
crease of the vacancy formation and migration free energies. However, some avail-
able experimental studies concerning the diffusion of Mn in bcc Fe suggest that this
acceleration of solute diffusion near TC does not seem visible.
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Early experimental studies [75, 99] performed between 900 and 1200K indeed
suggest a perfectly Arrhenian behavior. The limited temperature range of these two
studies make any definitive conclusion somehow difficult.

Recently, S. Divinski has kindly provided us some unpublished experimental
tracer diffusion results which seem to confirm the absence of a "kink" near TC in the
temperature evolution of the Mn diffusion coefficient in bcc Fe.

To the best of our knowledge, only one theoretical study has attempted to pre-
dict the temperature evolution of the Mn diffusion coefficient in bcc Fe. Messina et
al. [108] have reported that their approach does not allow to predict correctly the
experimental diffusion coefficient of Mn, which is different from the other solutes.

In order to provide a prediction from the modeling point of view and to better
understand these observations, we propose in this section to study the diffusion of
a single Mn atom in pure bcc Fe in the presence of a vacancy, to mimic the thermal
diffusion of Mn in the extremely dilute Fe-Mn system.

4.5.1 Mn-vacancy interaction in FM bcc Fe

Before modeling the Mn diffusion in bcc Fe, the first step is to study the properties
of a vacancy in the presence of a single Mn atom in bcc Fe. To do so, we have
performed DFT calculations including one Mn solute and one vacancy in a pure
Fe 128-atom system. All the DFT approximations adopted here are the same as in
previous sections.

We have checked that in the FM state, Mn-vacancy interaction is negligible be-
yond a 2nn distance, we therefore apply the LeClaire model in an existing analytical
form. Each key configuration of the LeClaire 10-frequency model was studied using
DFT, both in FM bcc Fe and in 9 distinct disordered magnetic structures (actually lo-
cally disordered, in the two nearest-neighbor shells of the vacancy). For each atomic
configuration, the equilibrium volume of pure Fe is conserved and the atomic posi-
tions are relaxed in the FM state. For all saddle-point configurations, NEB calcula-
tions are performed at constant volume. The disordered spin structure calculations
are then performed using the atomic positions of the corresponding ferromagnetic
system.

Mn-Vac distance 1nn 2nn
AF-Mn in FM Fe 0.15 0.11
FM-Mn in FM Fe -0.12 -0.06

Disordered (average) 0.01 -0.03

TABLE 4.6: Binding energies (in eV) between a Mn solute and a va-
cancy, at 1nn and 2nn distances (further interactions are considered
negligible). The two first rows show the results in ferromagnetic Fe
with the Mn moment coupled either antiparallel or parallel to the mo-
ments of Fe atoms. The last row shows the average results in magnet-

ically disordered configurations.
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Barrier ω2 ω3 ω4 ω3′ ω4′ ω3′′ ω4′′ ω5 ω0

AF-Mn in FM Fe (in eV) 0.42 0.65 0.61 0.69 0.57 0.65 0.56 0.75 0.69
Disordered (average) (in eV) 0.30 0.43 0.37 0.47 0.33 0.45 0.47 0.53 0.43

TABLE 4.7: Barrier energies of vacancy migration following the
nomenclature of the LeClaire model. The corresponding jumps are

schematically shown in Fig. 4.14

FIGURE 4.14: Schematic representation of the ten jump frequencies
necessary to calculate the solute diffusion following the model of

LeClaire [92].
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Table 4.6 shows a summary of these results, by providing the Mn-vacancy bind-
ing energy at 1nn and 2nn distances. It can be noticed that the Mn-Vacancy inter-
action is attractive at both 1nn and 2nn distances when the Mn magnetic moment
is antiparallel to the moments of Fe atoms. Our results are in good agreement with
a previous theoretical study [51] which reports similar values in FM state (0.16 and
0.11 eV attractions respectively for 1nn and 2nn Mn-vacancy binding energies) and
which also shows that the Mn-vacancy binding energy is negligible in DLM state. To
the contrary, FM-Mn shows a repulsive interaction with the vacancy. In other words,
the presence of the vacancy increases the energy difference between the two states of
Mn from 0.05 eV to 0.27 eV, as shown in chapter 2. We consider all the Mn-vacancy
interactions negligible beyond the 2nn distance.

Table 4.7 shows the key barriers based on the LeClaire model. All the values in
ferromagnetic Fe are in excellent agreement with the ab-initio results of Messina et
al. [108].

4.5.2 Model parameterization

In order to model the diffusion of Mn in bcc Fe, the parameters of pure Fe (includ-
ing a vacancy) are conserved, and so are the Mn on-site parameters and the Fe-Mn
exchange coupling parameters when the vacancy is farther than the second-nearest
neighbor shell of the Mn atom.

Similarly to the case of pure Fe, the vacancy formation energy in the two nearest-
neighbor shells of the Mn solute is parameterized by introducing distinct on-site
magnetic terms for the Mn atom, when it is nearest- or next-nearest neighbor of a
vacancy.

Also, as shown in DFT calculations, the presence of the vacancy increases the
energy difference between AF-Mn and FM-Mn states. That is why we also introduce
distinct values of the Fe-Mn exchange coupling parameters when the vacancy is at
1nn and 2nn distance of the Mn solute. Please note that for the sake of simplicity, as
we are working in this section with a single Mn atom, the concentration dependence
of Fe-Mn magnetic interactions is simplified to the particular case of an isolated Mn
atom.

Finally, we introduce a saddle-point model with the same formalism as the one of
pure Fe described in section 4.3. It consists in five distinct parameters: the exchange
coupling parameters between a Mn saddle-point atom and a Fe lattice site atom up
to the second nearest-neighbor shell of the saddle-point, a set of on-site magnetic
parameters AMn∗ and BMn∗ and finally a chemical on-site term, as in the case of Fe.

The parameters of the model are given in Appendix.

4.5.3 Results and discussion

The first step of this study is to determine the vacancy formation energy in the
nearest-neighbor shell of the Mn solute. Consistently with the case of pure Fe, we
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do not determine directly the formation energy of the vacancy. Instead, we proceed
indirectly by evaluating the equilibrium vacancy concentration ratio between pure
FM Fe (at a given temperature) and the nearest-neighbor shell of a Mn solute, as
explained in section 1.2.4 of the method chapter.

We note that in order to obtain results that can be compared with the self-diffusion
of bcc Fe, we use in this section the quantum statistics, with the same method as in
pure Fe. Since the system is extremely dilute, we do not adapt the approach to the
presence of Mn, eventhough there is a Mn atom in the system.

FIGURE 4.15: Temperature dependence of the vacancy formation free
energy, in pure Fe (orange) and in the nearest-neighbor shell of a Mn

solute.

Figure 4.15 shows the vacancy formation energy in both bcc Fe and and at 1nn
distance of a Mn solute in Fe, as functions of temperature. As can be noticed, at
low temperature the vacancy formation energy at 1nn distance from the vacancy is
approximately 0.15 eV lower than the formation energy in pure Fe, which is consis-
tent with the binding energy obtained via ab-initio calculations. As the temperature
increases, this energy difference is reduced to approximately 0 in the paramagnetic
regime, consistently with the DFT results in magnetically disordered state.

As a starting point, the diffusion of Mn in bcc Fe can be evaluated as explained
in the method chapter, using the LeClaire model [92]:

DA
B∗ = a2C1nn−Mn

v f2Γ2 (4.11)

where Γ2 is the jump frequency of the solute-vacancy exchange, identified in Fig.
4.14. It is obtained from the migration energy with the following expression:

Γ2 = ν2 exp(
−∆Emig

2
kBT

) (4.12)

with ν2 the attempt frequency and Emig
2 the migration energy of the Mn-vacancy

exchange, as identified in Fig. 4.14.
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In equation 4.11, C1nn−Mn
v is the equilibrium vacancy concentration in the nearest-

neighbor shell of a Mn solute in Fe and f2 is the solute diffusion correlation factor,
expressed as:

t1 = − Γ2

Γ2 + 3Γ3 + 3Γ′3 + Γ′′3 −
Γ3Γ4

Γ4+FΓ5
− 2Γ′3Γ′4

Γ′4+3FΓ0
− Γ′′3 Γ′′4

Γ′′4+7FΓ0

(4.13)

where Γi are the distinct jump frequencies identified in Fig. 1.3 and F is a structure-
dependent parameter, its value is 0.512 in the bcc structure [92].

In order to obtain the temperature dependence of Γ2, we perform migration sim-
ulations with a vacancy and a Mn solute at various temperatures in order to esti-
mate the average E2 barrier. The migration is simulated by using the residence time
algorithm, 109 atomic-MC steps are performed. Between these atomic jumps, 100
spin MC steps are performed among the whole system, and 500 more are performed
among the five nearest-neighbor shells of the vacancy. The average E2 barrier ob-
tained is shown in Fig. 4.16 along with the migration energy in pure Fe, for compar-
ison.

FIGURE 4.16: Temperature dependance of the Mn-vacancy exchange
barrier (in blue) compared to the vacancy migration energy in pure

Fe (in orange).

At low temperature, the average E2 barrier is found in agreement with DFT cal-
culations at 0.42 eV, lower than the migration barrier in Fe by 0.28 eV. At the high
temperature limit, the average E2 barrier converges to 0.30 eV, only 0.13 eV below
the migration energy in paramagnetic Fe. In the same simulations, the average value
of all other key energy barriers can also be determined.

Fig. 4.17 shows the temperature evolution of the various barrier energies of the
Leclaire model. The values of E2 and E0 are determined over the whole range of
temperatures, while the values of the other barriers are determined at low and high
temperature limits and interpolated using the temperature dependence of E0. A
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FIGURE 4.17: Temperature evolution of the various barrier energies
of the LeClaire model.

complementary value of these barriers is calculated at 1000K in order to confirm
that the interpolation is accurate enough.

As all the components of expression 4.11 are known, the LeClaire diffusion coef-
ficient of Mn in bcc Fe can be determined, as a function of temperature.

In order to first validate the approach, we have performed tracer diffusion Monte
Carlo simulations imposing a 1K spin temperature (while the atomic temperature
is allowed to evolve), in order to constrain the magnetic structure to the magnetic
ground-state. The diffusion coefficient resulting from these simulations is in excel-
lent agreement with the Leclaire model, based on the FM system properties.

The vacancy formation entropy in the nearest-neighbor shell of a Mn atom and
the attempt frequency of the Mn-vacancy atomic exchange are determined in the FM
state via DFT frozen phonons approach. In order to be consistent with the rest of our
work, these calculations are performed at constant volume. We found S f

1nn = 5.5kB

(4.8 kB in pure Fe) and ν2 = 2.8 THz (ν0 = 12.6 THz).
Knowing the tracer diffusion coefficient and the LeClaire diffusion coefficient, it

is possible determine the actual f2 correlation factor of the tracer simulations. Fig.
4.18 shows the agreement between the correlation factor of the tracer simulations in
constrained FM state and the LeClaire model. We note that although it cannot be
seen in the figure because of the scale, we checked that the value of the f2 converges
to an asymptotical value around 0.7 at very high temperature (approx. 0.6 at 6000K).

The same tracer simulations are also performed without the constraint on the
spin-temperature. The results are this time compared to the LeClaire model based
on spin-temperature dependent properties (for instance, the frequencies used to cal-
culate the f2 factor depend on the magnetic state of the system).

Fig. 4.18 shows the comparison between the f2 correlation factor obtained via
tracer diffusion and the Leclaire model. It can be noticed that despite the statistical
noise of the tracer simulations, both approaches are in overall good agreement.

We also note that the f2 factor or the FM-constrained calculations is smaller than
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FIGURE 4.18: Temperature dependence of the f2 correlation factor ob-
tained via LeClaire model and tracer diffusion simulations. The cal-
culations with a constrained low spin temperature are in blue, while
the calculations were the atomic and the spin temperatures are equal

are in orange.

FIGURE 4.19: Diffusion coefficient of Fe and Mn in bcc Fe as functions
of temperature, compared with experimental data of Mn diffusion

[75, 77, 99] and Fe self-diffusion [66].
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the f2 factor including magnetic relaxations. This result is consistent with a larger
dispersion of the various barriers in FM state compared to PM state, as shown in
Fig.4.17.

We compare in Fig. 4.19 the temperature dependence of the Mn diffusion coef-
ficient with the self-diffusion coefficient of Fe. It can be noticed that in the case of
Mn diffusion, the deviation from Arrhenius law near TC is much smaller than in the
case of Fe. The Mn diffusion curve is much more linear (in logarithmic scale) than
the self-diffusion curve which exhibits an acceleration near the magnetic transition
temperature, but also a significant change of slope between FM and PM regimes.

This is interesting since the only theoretical study (to the best of our knowledge)
which has attempted to predict the temperature evolution of the Mn diffusion coef-
ficient in bcc Fe [108] could not predict correctly the absence of "kink" near TC. We
note that to account for the effects of the transition between FM and PM states, this
study adopts a model which provides the activation energy at all temperatures as a
function of low and high temperature asymptotical activation energies of Fe diffu-
sion and the magnetic excess enthalpy. Such approach may not be able to properly
describe the singular case of Mn.

Also, a study of Ding et al. [31] reports a 0.5 eV difference between the paramag-
netic and the ferromagnetic activation energy of Mn diffusion which is very different
from our results (we note that this study shows a very close value of ∆QFM−PM for
the self-diffusion as our work).

FIGURE 4.20: Ratio between the Mn diffusion coefficient and the Fe
self-diffusion coefficient.

Fig. 4.20 shows the ratio between the Mn diffusion coefficient and the Fe self-
diffusion coefficient, both obtained via tracer simulations. For comparison, S. Divin-
ski kindly provided such (unpublished) data obtained via tracer experiments. The
lowest temperature results available from the experimental side is 750K, at which
the ratio is between 10 and 30. The ratio decreases with temperature up to TC where
its value is between 1.5 and 3. Beyond TC, this ratio slightly increases up to 1150K
(which is the highest available data) its value is between 2 and 4. For comparison,
as shown in Fig. 4.20, between 700 and 800 the calculated ratio goes from 29 to 20,
in good agreement with experimental data. It decreases and reaches between 5 and
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7 at TC, which is in reasonable agreement with the results of Divinski. In the para-
magnetic state, the ratio calculated in our work seems to converge to 2. The overall
agreement is good, accounting for error-bars in both simulations and experiments.

We determined in this section that the formation and migration energy of a va-
cancy at 1nn distance of a Mn atom are closer to the values in pure Fe in the param-
agnetic regime, compared to the ferromagnetic regime (see Fig. 4.15 and Fig. 4.16.
This feature suggest that in the dilute case, the magnetic effects are dominant over
the chemical effects. As the shape of the diffusion coefficient curve is mainly dictated
by the temperature dependance of the activation energy, it is interesting to roughly
estimate among other solutes if the deviation from Arrhenius law is related to the
values of solute-vacancy binding energy and solute migration energy in ferromag-
netic state.

In a recent study [108], a clear trend is identified between the solute-vacancy
binding energy and the 3d−band filling of the solute. The only exception is Mn,
which has a higher binding energy and a lower migration energy than what is ex-
pected from the general parabollic trend. This deviation may provide a possible
explanation for the anomaly of Mn diffusion.

Referring to the systematic study of Messina et al. [108], we identified that the
solute-vacancy binding energy and the solute migration energy of Ti is quite close
to those of a Mn solute (obtained via DFT calculations, in FM bcc Fe). In the case of
Co, both migration and binding energies are very far from the values of Mn. Cu also
shows significant differences with Mn, in a lesser extent than Co (see Table 4.8).

Solute Ebind
sol−vac Emig

sol

Mn 0.18 0.42
Ti 0.22 0.38
Cu 0.25 0.50
Fe 0.00 0.70
Co -0.03 0.75

TABLE 4.8: Solute-vacancy binding energy and migration energy of
various solutes in bcc Fe. DFT data obtained from Messina et al. [108]

The ferromagnetic activation energy of Mn and Ti diffusion are rather close to the
paramagnetic activation energy of self-diffusion. If we assume that the dispersion
between the QPM of solute and self-diffusion is much reduced compared to the FM
state (as we observe in the case of Mn), this should also lead to a small QPM − QFM

difference in the case of Ti. We then expect Ti to also show a rather small "kink" in
the diffusion coefficient of Ti near TC.

In order to verify this hypothesis, we compare in Fig. 4.21 the experimental diffu-
sion coefficients of various solutes in bcc Fe. Please note that to focus on the shape of
the curves and their slope, all the curves are shifted such as their diffusion coefficient
are equal in the paramagnetic regime (at 1150K).
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FIGURE 4.21: Experimental diffusion coefficients of various solutes
in bcc Fe. Data: Ti [77], Cu [156, 133, 91, 139], Mn [75, 77, 99], Fe [53,

170, 20, 69], Co [18, 106, 67].

We observe that the behavior of Ti solutes is indeed closer to the diffusion curve
of Mn (with a tiny "kink"), compared to the other solutes. To the opposite, the diffu-
sion coefficient of Co shows a very strong "kink". Finally, the diffusion coefficient of
a Cu solute is in between the behaviors of Fe and Mn.

Please note that this is a very rough comparison which aims at verifying the
plausibility of this hypothesis. A deeper study of these solutes (similar to what is
done with Mn in this work) is required for a definitive conclusion.

4.6 Conclusion

In Fe-based alloys, self- and most substitutional solute diffusions are generally ruled
by vacancy-mechanism (successive vacancy-atom nearest-neighbor exchanges), it is
thus necessary to parameterize the formation and the migration properties in order
to figure out the role of magnetism on self-diffusion.

In order to validate the approach before studying the solute diffusion, the first
step was to parameterize the formation and migration of a vacancy in pure bcc Fe.
It is achieved by modeling the presence of a vacancy as an absence of atom and the
variation of the surrounding magnetic moments. The migration energy of the va-
cancy is modeled using a saddle-point Hamiltonian, with a similar formalism (with
the coefficients fitted on DFT barrier calculations with magnetic disorder).

As shown through the chapter, there is an overall good agreement between our
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approach and existing experimental results. Not only the ferromagnetic and para-
magnetic activation energies are in good agreement with the literature, but our ap-
proach also allows to determine independently the formation and the migration en-
ergy, which repartition is not trivial and plays a crucial role in out-of-equilibrium
phenomena. Also, our Monte Carlo simulations directly predict the self-diffusion
coefficient as a function of temperature, in excellent agreement with experimental
studies. Especially, the deviation from Arrhenius law near the Curie temperature
is directly predicted, without any empirical correction. Finally, the change of slope
between the ferromagnetic and the paramagnetic regimes is also correctly predicted.

We also compared our work to other theoretical approaches that allow to predict
the self-diffusion of Fe. One the one hand, various studies use the Ruch model in
order to interpolate the activation energy at intermediate temperatures while pro-
viding either both low and high temperature asymptotes, or the ferromagnetic ac-
tivation energy along with the α parameter of the Ruch model (extracted from the
experimental literature). Although we have shown there is a very good agreement
between our approach and the Ruch model, it implies to either determine the para-
magnetic activation (for instance using DFT with the DLM approach) which is not
straightforward, or to obtain the correct value of α which is easy in the case of bcc
Fe but much more challenging in alloys. Also, our approach naturally takes into ac-
count the interplay between magnetic and chemical order, which is essential for the
study of alloys. On the other hand, recent spin-lattice dynamics studies are show-
ing interesting results on the prediction of vacancy properties and self-diffusion in
bcc Fe. However, these calculations are based on EAM-type empirical interatomic
potentials which are difficult to parameterize, especially for alloys. Also, the com-
putational cost of spin-lattice dynamics simulations limits the simulation space and
time scales. However, a major advantage of this method is that it takes directly into
account the coupling between phonons and magnons, which makes it more reliable,
although it still depends on the potential which is used.

As shown in this chapter, the largest uncertainty of our approach comes from the
determination of the diffusion pre-factor D0 which cannot be accurately predicted.
Although it does not impact the temperature dependence of the diffusion coefficient,
it induces a vertical uncertainty over the whole curve.

Finally, the same methodology was applied to the case of Mn solute diffusion in
bcc Fe at extreme dilution limit (one single solute atom). We have found that the acti-
vation energy of Mn diffusion at low temperature is close to the paramagnetic activa-
tion energy of self-diffusion, which leads to a particularly small difference between
the Mn diffusion QFM and QPM. Using both tracer diffusion simulations and the
LeClaire model, we have shown that the acceleration of diffusion near TC is highly
reduced in the case of Mn compared to the self-diffusion of Fe. These early results
are in excellent agreement with experimental observations and may contribute to
the understanding of the diffusion anomaly of Mn in bcc Fe, which is a step forward
compared to the available theoretical literature.



Conclusions and perspectives

The purpose of this three-years work was to push forward the understanding of the
interplay between magnetism, thermodynamics and diffusion in bcc Fe-Mn alloys.
From the very beginning of the PhD, exciting challenges arised, mainly from the
singular magnetic properties of Mn solutes in bcc Fe.

In order to face these challenges, several tools and methodologies were involved.
Firstly, ab-initio calculations allowed us to probe the energetic and magnetic prop-
erties of bcc Fe-Mn alloys at the ground-state as functions of the alloy concentration
and local chemical environment. In the first-principles study presented in chapter
2, we confirmed that a single atom Mn solute in bcc Fe exhibits two colinear en-
ergy minima, either parallel or anti-parallel to the Fe moments, the latter being the
ground-state. Interestingly, the relative energy of these two minima is highly sen-
sitive to minor changes of the Mn local environment, due to the presence of a high
Mn majority-spin electronic density around the Fermi level. Especially, we found a
significant correlation between the local charge density and the magnetic coupling
preference of a Mn atom with the Fe atoms of the matrix. More precisely, we identi-
fied that an increase of the local charge density, caused for instance by the presence
of a covalent interstitial impurity (e.g. carbon or nitrogen) tends to favor the FM Fe-
Mn coupling. In the opposite, the presence of a vacancy nearby tends to favor the
AF Fe-Mn coupling. These results are also consistent with another recent theoretical
study [74] showing that a compressive hydrostatic pressure tends to favor the FM
Fe-Mn coupling and vice-versa.

Small n-Mn clusters are found to be energetically favorable, consistently with
the unmixing tendency found for the bcc Fe-Mn alloys. Various collinear and non-
collinear magnetic minima are found for the Mn dimer, which are rather close in
energy. It is relevant to point out that our results suggest a dominance of Mn-Mn
magnetic interactions over the Fe-Mn interactions, both exhibiting an antiferromag-
netic tendency, especially for the 1nn and 2nn distances (contrary to Fe-Cr alloys).
A vacancy is found to further stabilize the Mn clusters and reciprocally, the forma-
tion energy of a vacancy becomes smaller in a Mn-rich than in a Fe-rich local en-
vironment. We note that this behavior may promote a rather fast diffusion of Mn
nanoclusters, similarly to the case of bcc Fe-Cu alloys.

Locally random Fe-Mn solid solutions were systematically investigated for a
large range of Mn concentrations. Consistently with experimental findings, the av-
erage magnetic moment of the alloys decreases linearly with increasing Mn content.
In addition, the average Mn moment tends to be antiparallel (resp. parallel) to lattice
Fe moments for Mn concentrations smaller (resp. larger) than approximately 7 at.%
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Mn. It is not clear whether the same trend is observed experimentally or not as the
literature contains contradictory results at low Mn concentrations (less than 2 at.%
Mn). However, at concentrations higher than 2 at.%, experimental works all agree on
the fact that the average Mn moment tends to be parallel to Fe. We showed that con-
sidering clusters instead of random solutions lowers this transition to approximately
2 at.% Mn, which may be a plausible explanation of these discrepancies. Also, we
have shown that the magnetic state of Mn solutes in bcc Fe is highly dependent of
the exchange-correlation functional and the lattice constant, which lowers the trust
we put in these DFT calculations.

As magnetism plays a significant role in the thermodynamic properties of Fe-
based alloys, we aimed at studying these interplays in bcc Fe-Mn alloys.

In addition to providing a better understanding of the ground-state magnetic
and energetic properties in bcc Fe-Mn alloys, the ab-initio results obtained in this
work were used to parameterize an effective interaction model, explicitly taking into
account magnetic and chemical variables. As described in chapter 3, the parameteri-
zation of this model was not trivial at all because of the complexities induced by Mn
magnetism. The parameters of the model were fitted progressively, on key proper-
ties of bcc Fe-Mn alloys and following general trends identified via DFT calculations
(for instance the dominance of Mn-Mn interactions over the Fe-Mn ones), which
allow to model quite complex phenomena with a rather limited dataset. Also, non-
collinear magnetic calculations were included in the fitting dataset in order to avoid
artificially stable configurations at low temperature.

The model was coupled with rigid-lattice Monte Carlo simulations in order to
simulate various finite temperature properties of bcc Fe-Mn alloys. Although the
general approach is quite common in the literature, we innovated by systematically
coupling two Monte Carlo simulations respectively on magnetic and chemical de-
grees of freedom, which allow to model the evolution of the atomic configuration
(atom pair-exchanges), while relaxing the magnetic state of the system on-the-fly.

As shown in the application examples of chapter 3, this approach allows to pre-
dict for instance the temperature evolution of the mixing energy, at any concentra-
tion. Also, we roughly estimated the temperature of transition between solid solu-
tion and phase decomposition over the whole range of concentration, Finally, this
approach allowed to predict the evolution of the Curie temperature as a function of
Mn concentration in excellent agreement with experimental results.

Also, this approach allows to easily include external magnetic fields. Some ex-
amples of applications are shown in chapter 3, exhibiting for instance the increase of
TC with the external field, in pure Fe and Fe-Mn.

Such simulation of the evolution of bcc Fe-Mn alloys allows us to study the ther-
modynamic equilibrium states at any temperature and concentration, but it does
not provide any information on the kinetic properties of the systems. As diffusion
in Fe-alloys is frequently ruled by vacancy-mechanism (successive vacancy-atom
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nearest-neighbor exchanges), it was necessary to parameterize the properties of a
vacancy.

The study of the effects of magnetism on diffusion is particularly interesting as it
has been shown experimentally that the diffusion of Mn in bcc Fe, contrary to every
other transition metal, does not show any acceleration near the Curie temperature,
compared to the Arrhenius law. The work presented on chapters 4 aims at better
understanding this anomaly.

In order to validate the approach, we first parameterized models to address the
presence of a vacancy at a lattice site and at a saddle-point, respectively. The tem-
perature evolution of self-diffusion was predicted via tracer diffusion Monte Carlo
simulations, in very good agreement with experimental results. We found that the
use of quantum statistics is necessary to accurately reproduce the deviation from Ar-
rhenius law around the Curie temperature. We point out the satisfactory accuracy of
the Ruch model to predict the temperature dependence of the self-diffusion coeffi-
cients, if knowing the activation energy in the fully paramagnetic regime (estimated
for instance using DFT with the DLM approach) and the temperature dependence
of the magnetization. We also compared our results with the Spin-Lattice dynam-
ics approach, which gives satisfactory results in pure Fe, but highly depends on the
empirical interatomic potential which is used.

Finally, the same methodology was applied to the case of Mn solute diffusion in
bcc Fe at extreme dilution limit (one single solute atom). We have shown using tracer
diffusion simulations that the diffusion acceleration near TC is highly reduced in the
case of Mn compared to the self-diffusion of Fe. This behavior is related to a par-
ticularly small difference between the ferromagnetic and paramagnetic activation
energies. These early results are in excellent agreement with experimental observa-
tions and may help to understand the diffusion anomaly of Mn in bcc Fe, which is a
step forward compared to the available theoretical literature.

As usual in scientific research, the work on this topic is far from being over. We
have studied in detail some key features of magnetic and energetic properties of bcc
Fe-Mn alloys, and developed simulation models and tools for the thermodynamics
and diffusion in bcc Fe and Fe-Mn as functions of temperature and across the Curie
point. These approaches should be easily transferred for the study of other metal
magnetic alloys, and extended to other kinetic properties such as ordering or phase
decomposition.

The perspectives of this work may be sorted in two categories: improvements
and extensions.

The former category concerns all the possible ways of improvements of our ap-
proach, as many approximations or choices have been done.

Concerning the first-principles calculations, we opted for the GGA exchange-
correlation functional and the PAW approach as it is known to be highly reliable for
Fe-based alloys. As shown by Olsson et al. [124] or even by our own benchmarks,
the magnetic coupling preference of a Mn atom with the Fe moments of the matrix
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highly depends on the ab-initio methodology. Although our choice is justified by the
tests done via all-electrons calculations using Wien2k, the inconsistencies with ex-
perimental results are troublesome. On this issue, supplemental efforts may be done
on both sides, by performing additional ab-initio studies with diverse methodologi-
cal variations (exchange-correlation functional, pseudo-potential...). Further experi-
mental systematic studies may also be done, including magnetic measurements, mi-
crostructural observations and chemical analysis, in order to achieve a closer mod-
eling (by comparison with these experiments).

Still concerning the DFT based study, we have shown in chapter 2 that the collinear
magnetic configurations of a Mn-dimer are almost degenerate with several non-
collinear magnetic configurations. Despite this result, we ignored the possible non-
collinear configurations in the case of Mn-clusters, because of the computational
cost of such a study. It would however be interesting to explore the possible non-
collinear configurations of these Mn-clusters, some could have lower energy than
the collinear ground-states we identified.

Of course, the parameterization of the model may always be improved, by com-
pleting the data-set (for instance with aforementioned non-collinear configurations
of Mn-clusters) and by adding local environment dependent or many-body interac-
tions, if necessary.

Also, our Monte Carlo simulations are performed on rigid lattice, which is a very
practical approximation. Although it represents a substantial amount of work, it
would be interesting to parameterize an off-lattice model, with interatomic distance
dependent interactions. As it is far from being straightforward, a compromise could
be to refine the current approach by adding an elastic correction term to the rigid
lattice model.

Finally, considering quantum statistics in Monte Carlo simulations has a signif-
icant impact on some properties (e.g. self-diffusion in bcc Fe). So far, we did not
use the Bose-Einstein distribution in alloys simulations as it represents a signifi-
cant amount of additional work, but evaluating the quantum effects in Fe-Mn alloys
would be highly interesting.

In addition to these improvements of our methodology, other perspectives also
arise from this thesis. Indeed, the approaches shown in this work may (and should,
I think) be applied to complementary features that we could not focus on during
these three years.

Concerning the DFT based study, the effects on Mn magnetism of a plethora of
defects may be investigated, while we limited ourselves to vacancies and C, N and
O interstitial impurities. To begin with, a more systematic study with various con-
centrations of vacancies or interstitial impurities may be interesting, to determine
whether the trend identified in chapter 2 is consistent with higher defect concentra-
tions or not. This ab-initio study may also include extended defects, such as dis-
locations or interfaces. Also, it would be interesting to complete the study with the
fcc phase of Fe-Mn alloys, to perform a systematic comparison of properties between
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bcc and fcc phases, and eventually to study the interface between a bcc Fe-rich phase
and a fcc Mn-rich phase.

Concerning the model approach, we have studied so far the diffusion of a single
Mn atom in bcc Fe, in other words Mn diffusion in bcc Fe-Mn at infinite dilution.
It would be interesting to extend this study to more concentrated alloys and to de-
termine the effect of Mn concentration on diffusion properties. Also, a systematic
study of solute diffusion in Fe, at least in the very dilute limit, would help to better
understand the atypical case of Mn, and to further verify and justify our predictions.
The extention of the present model to various solutes in the dilute limit should be
rather straightforward.

The bcc-fcc Fe-Mn properties comparison could be extended to finite tempera-
tures by parameterizing a similar effective interaction model for fcc Fe-Mn alloys.
Also, despite being a tedious work, parameterizing the effects of extended defects
with a similar approach as ours could lead to the study of grain-boundary diffusion,
which is highly interesting, and which is currently being experimentally investi-
gated.

Finally, other perspectives could also be the study of diffusion under external
magnetic field and the kinetics of ordering or phase decomposition in alloys.

In anyway, the remaining work to perfectly understand the interplay between
magnetism, thermodynamics and diffusion in Fe-Mn is titanic, and I am thankful
for the opportunity I got to modestly contribute to the effort.





Appendix: Interaction model
parameters

In this appendix are provided all the numerical values of the interation model parameters
used in the chapters 3 and 4 of this thesis.

The Hamiltonian for the study of Fe-Mn alloys, used in chapter 3, is given in
equation 14.

H =
N

∑
i

Ai M2
i + Bi M4

i +
N

∑
i

P

∑
n

Z

∑
j

J(n)ij Mi ·Mj +
N

∑
i

P

∑
n

Z

∑
j

V(n)
ij (14)

where P is the maximum range of interactions in terms of neighbor shells, Z is
the number of neighbors of each interaction range, Mi is the magnetic moment of
the ith atom, Mi is its magnitude and V(n)

ij represents the chemical pair-interaction
between species of atoms i and j, at range n. Ai and Bi are the magnetic on-site terms
of the i-th atom.

The parameters of this model are given in the following tables.

Interactions J1
Fe−Fe J2

Fe−Fe J3
Fe−Fe J4

Fe−Fe J5
Fe−Fe

Value (meV) -3.39 -2.26 -0.83 0.42 0.44

TABLE 9: Magnetic interaction parameters between two Fe atoms in
a stable position (not at saddle point)

Interactions A0
Fe B0

Fe
Value (meV) -259.0 27.6

TABLE 10: Magnetic on-site terms of Fe atoms in a stable position.

Interactions V1
Fe−Fe V2

Fe−Fe
Value (meV) -10.85 8.18

TABLE 11: Chemical interaction parameters of the model between
two Fe atoms in a stable position.
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Interaction J1
Mn−Mn J2

Mn−Mn J3
Mn−Mn J4

Mn−Mn J5
Mn−Mn

Value (meV) 1.51 1.30 0.26 -0.98 0.53

TABLE 12: Magnetic interaction parameters between two Mn atoms
in a stable position.

Interactions AMn BMn
Value (meV) -37.70 6.93

TABLE 13: Magnetic on-site terms of Mn atoms in a stable position.

Interactions V1
Mn−Mn V2

Mn−Mn V3
Mn−Mn V4

Mn−Mn V5
Mn−Mn

Value (meV) 4.63 -1.93 -1.06 -0.19 0.25

TABLE 14: Chemical interaction parameters between two Mn atoms
in a stable position.

The expression of Fe-Mn interaction parameters is:

Jn
Fe−Mn =

[
Jn
0 ·

θ − 90
90

]
+
[

a · [Mn]4loc + b · [Mn]3loc + c · [Mn]2loc + d · [Mn]loc + e
]
(15)

where the Jn
0 is the original Jn

Fe−Mn parameter, before considering the angle and
concentration dependencies. This parameter ensures the range dependence of the
interaction (Since the angle and concentration dependencies do not depend on the
interaction range). θ is the angle between the Mn magnetic moment and the average
of the spins of the Fe atoms in the two nearest-neighbor shells of the considered
Mn atom. [Mn]loc is the local Mn concentration (in the five nearest-neighbor shells
around the concerned atom).

Interaction J1
0 J2

0 J3
0 J4

0 J5
0

Value (meV) 0.057 0.066 0.042 0.089 0.026

TABLE 15: Jn
0 coefficients that contribute to the magnetic interaction

parameters between a Fe atom and a Mn atom in a stable position.

Interaction a b c d e
Value (meV) 6.50E-8 -8.40E-6 3.83E-4 -7.16E-3 3.04E-2

TABLE 16: Parameters of the polynomial function ensuring the local
Mn concentration dependence of Fe-Mn magnetic interaction param-

eters.
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Interactions V1
Fe−Mn V2

Fe−Mn
Value (meV) -6.09 3.75

TABLE 17: Chemical interaction parameters between a Fe atom and
a Mn atom, both in a stable position.

For the study of pure Fe with a vacancy on a lattice site, the Hamiltonian given
in expression 14 is applied, and all the previous parameters of pure Fe (Tables 9, 11
and 10) are used.

The presence of the vacancy is parameterized using distinct sets of on-site mag-
netic terms for the atoms at 1nn and 2nn distances of the vacancy. These distinct
parameters are given in the following Table.

Interactions A0
Fe B0

Fe A1
Fe B1

Fe A2
Fe B2

Fe
Value (meV) -259.0 27.6 -250.2 24.7 -285.7 35.2

TABLE 18: Magnetic on-site terms of Fe atoms in a stable position
(not at saddle point). The "0" exponent concerns bulk Fe-atoms, the
"1" exponent concerns the Fe-atoms at 1nn distance from a vacancy
and the "2" exponent concerns the Fe-atoms at 2nn distance from a

vacancy

For the study of vacancy migration and self-diffusion in pure Fe, we use the
saddle-point Hamiltonian given in expression 16.

H∗ = A∗M2
0 + B∗M4

0 +
P

∑
n

Z

∑
j

J∗(n)0j M0 ·Mj +
P

∑
n

Z

∑
j

V∗(n)0j (16)

where P is the maximum range of interactions in terms of neighbor shells, Z is
the number of neighbors of each interaction range and M0 is the magnetic moment
of the saddle-point atom, M0 is the corresponding magnitude and J∗(n)0j represent the
magnetic pair-interaction between the saddle point atom and its neighbors (at range
n). A∗ and B∗ are the magnetic on-site parameters of the saddle-point atom.

Interactions J∗1Fe−Fe J∗2Fe−Fe A∗Fe B∗Fe
Value (meV) -10.3 4.7 -170.1 15.6

TABLE 19: Saddle point parameters of Fe atoms, including the mag-
netic exchange coupling parameters at 1nn and 2nn distance of the

saddle-point and the magnetic on-site terms.

Interactions V∗1Fe−Fe V∗2Fe−Fe
Value (meV) -10.85 8.18

TABLE 20: Chemical interactions at 1nn and 2nn distance between a
Fe atom at saddle-point and a Fe atom at a stable position.
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For the study of Mn diffusion in Fe, the Hamiltonians given in expressions 14
and 16 are used. All the previous parameters of pure Fe with vacancies (Tables 9, 11,
21 and 25) are used. Also, the parameters of Mn are used (Tables 13, 23, 16 and 29).

The effects of the vacancy on the Mn solute are parameterized using distinct
sets of on-site magnetic terms for the Mn solute at 1nn and 2nn distances of the
vacancy but also distinct sets of magnetic Fe-Mn interactions when the Mn solute is
at 1nn and 2nn distances of the vacancy. These distinct parameters are given in the
following Tables.

Interactions A0
Mn B0

Mn A1
Mn B1

Mn A2
Mn B2

Mn
Value (meV) -37.70 6.93 -116.2 8.54 -37.70 6.93

TABLE 21: Magnetic on-site terms of Fe atoms in a stable position
(not at saddle point). The "0" exponent concerns bulk Fe-atoms, the
"1" exponent concerns the Fe-atoms at 1nn distance from a vacancy
and the "2" exponent concerns the Fe-atoms at 2nn distance from a

vacancy

Interaction J1
0−1nn J2

0−1nn J3
0−1nn J4

0−1nn J5
0−1nn

Value (meV) 0.232 0.261 0.187 0.327 0.138

TABLE 22: Magnetic interaction parameters of the model between a
Fe atom and a Mn atom in a stable position when the Mn atom is at

1nn distance of a vacancy.

Interaction J1
0−2nn J2

0−2nn J3
0−2nn J4

0−2nn J5
0−2nn

Value (meV) 0.189 0.212 0.151 0.267 0.110

TABLE 23: Magnetic interaction parameters of the model between a
Fe atom and a Mn atom in a stable position when the Mn atom is at

2nn distance of a vacancy.

Interactions J∗1Mn−Fe J∗2Mn−Fe A∗Mn B∗Mn
Value (meV) 5.06 -3.99 -116.2 8.54

TABLE 24: Saddle point parameters of Mn atoms, including the mag-
netic exchange coupling parameters at 1nn and 2nn distances of the

saddle-point and the on-site magnetic parameters.

Interactions J∗1Fe−Mn J∗2Fe−Mn
Value (meV) 10.28 -4.66

TABLE 25: Magnetic exchange coupling parameters at 1nn and 2nn
distances between a Fe atom at saddle-point and a Mn atom in a sta-

ble position.
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Interactions V1
Fe−Mn(1nn) V2

Fe−Mn(1nn)
Value (meV) 30.2 -17.3

TABLE 26: Chemical interaction parameters between a Fe atom and
a Mn atom, both in a stable position, when the Mn atom is the nearest

neighbor of a vacancy

Interactions V1
Fe−Mn(2nn) V2

Fe−Mn(2nn)
Value (meV) -30.2 17.3

TABLE 27: Chemical interaction parameters between a Fe atom and
a Mn atom, both in a stable position, when the Mn atom is the next

nearest neighbor of a vacancy

Interactions V∗1Fe−Mn V∗2Fe−Mn
Value (meV) -10.85 8.18

TABLE 28: Chemical interaction parameters between a Fe atom at
saddle point and a Mn atom in a stable position

Interactions V∗1Mn−Fe V∗2Mn−Fe
Value (meV) 29.7 0.01

TABLE 29: Chemical interaction parameters between a Mn atom at
saddle point and a Fe atom in a stable position

In order to check the overall quality of the models parameterization, the six
graphs of Fig. 22 show the correlation between the DFT and the model predictions
(using the DFT configurations as input).
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(a) Energy differences between var-
ious magnetic configurations of
pure Fe.

(b) Energy differences between var-
ious magnetic configurations of
pure Fe with one vacancy

(c) Migration barriers in pure Fe
with various magnetic configura-
tions.

(d) Mn migration barriers in pure
Fe with various magnetic configu-
rations.

(e) Various migration barriers
around a Mn solute in pure Fe,
with various magnetic configura-
tions.

(f) Mn-vacancy binding energy in
pure Fe, with various magnetic
configurations.

FIGURE 22: Correlation between the DFT and the model predictions
(using DFT configurations as input). The straight lines show x=y.
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Résumé : Dans les alliages 3d, les propriétés
magnétiques des solutés peuvent être extrêmement
sensibles aux environnements chimiques locaux, et
avoir un impact crucial sur diverses propriétés ther-
modynamiques et cinétiques.
Afin de comprendre les propriétés fondamentales de
ces alliages, la première partie de ce travail est dédiée
à l’étude ab-initio des effets de l’environnement chi-
mique local sur l’état magnétique des solutés de Mn
dans le Fe-Mn. Diverses configurations contenant du
Mn, isolé ou sous forme d’amas, en présence de la-
cunes ou d’impuretés interstitielles sont étudiées et
leur configuration magnétique de plus basse énergie
est déterminée.
Un modèle effectif d’interactions est paramétré à par-
tir des données ab-initio afin d’étudier les propriétés
des alliages Fe-Mn à température finie. Les propriétés
clés sont identifiées et le modèle est validé à basse
température en reproduisant les résultats ab-initio.
L’utilisation de ce modèle couplé à des simulations
Monte Carlo permet de simuler l’évolution chimique
des alliages Fe-Mn en fonction de la température et
de la concentration en Mn, tout en relaxant la struc-

ture magnétique en temps réel. Afin d’illustrer les pos-
sibles applications de ce modèle, diverses propriétés
sont étudiées telles que la dépendance en concentra-
tion de la température de Curie ou encore l’évolution
en température de l’énergie de mélange et de l’ordre
atomique à courte distance.
Puisque dans ces alliages la diffusion est en général
régie par mécanisme lacunaire, nous proposons aussi
un formalisme prenant en compte explicitement les
effets de l’ordre magnétique local sur les propriétés
des lacunes. Par simulations Monte Carlo de traceurs,
cette approche prédit la dépendance en température
de l’auto-diffusion dans le Fe en excellent accord
avec les études expérimentales. La déviation de la
loi d’Arrhénius proche de la température de Curie
est directement prédite, ainsi que le changement de
pente entre les régimes ferromagnétique et para-
magnétique. La précision du modèle de Ruch, cou-
ramment utilisé dans la littérature, est discutée au vu
des résultats obtenus. Enfin, cette approche est ap-
pliquée à la diffusion d’un soluté de Mn dans le Fe
pur et comparée aux résultats expérimentaux.
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Abstract : In 3d alloys, magnetic properties of solutes
can be extremely sensitive to local chemical environ-
ments and can have a crucial impact on various ther-
modynamic and kinetic properties.
In order to properly understand the fundamental pro-
perties of these alloys, the first part of this work is de-
dicated to the study of the effects of local chemical
environment on the magnetic state of Mn solutes in
bcc Fe-Mn by means of Density Functional Theory.
Namely, configurations containing Mn, being isolated
or forming a cluster, and in the presence of vacan-
cies or interstitial impurities are investigated and their
lowest-energy magnetic configuration is determined.
The ab-initio data produced are then used to parame-
terize an effective interaction model in order to study
the properties of Fe-Mn alloys at finite temperature.
The key features of Fe-Mn alloys are identified, and
the model is validated at low temperature by repro-
ducing ab-initio predictions. Using this model coupled
to Monte Carlo simulations, we simulate the chemical
evolution of Fe-Mn properties depending on tempera-
ture and Mn concentration while relaxing the magne-

tic structure on-the-fly. In order to illustrate the validity
and the applicability of the model, we examine certain
finite temperature properties of bcc Fe-Mn alloys such
as the concentration dependence of the Curie tem-
perature or the temperature evolution of the mixing
energy and the atomic short-range order.
Since diffusion in Fe and Fe-Mn alloys is generally ru-
led by vacancy-mechanism, we also propose a forma-
lism to take explicitly into account the properties of va-
cancies in the interaction model and the effect of local
magnetic state on these properties. Using tracer diffu-
sion Monte Carlo simulations, this approach predicts
the temperature dependence of self-diffusion in bcc
Fe in excellent agreement with experimental results,
including the deviation from Arrhenius law around the
Curie temperature and the change of slope between
the ferromagnetic and paramagnetic regimes. The ac-
curacy of the widely used Ruch model is discussed in
the light of the present results. Finally, we apply this
approach to the diffusion of a Mn solute in bcc Fe and
compare with experimental results.
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