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INTRODUCTION

0.1 Overview of global energy consumption

Energy is the lifeblood of the global economy — a crucial input to almost every good and service
of the modern world. The growth of energy consumption is directly linked to the well-being
and prosperity of every nation around the globe. The Growth of global population during the
last few decades and the increase of standard of living for millions of people, particularly in de-
veloping countries, have pushed the world total annual primary energy consumption (TAPEC)
in 2017 to nearly double the average annual consumption in the 1980s [1] (see Figure 1). To
fulfill this demand, the consumption of fossil fuels (coal, oil and natural gas) has been con-
siderably increased from approximately 6100 Mtoe (1980s) to 11500 Mtoe (2017), accounting
for more than 85% of the global TAPEC in 2017 (see pie chart in Figure 1). The remaining
15% of world energy mix is generated by nuclear energy (4.41%) and various renewable energy
resources (10.4%), such as solar, wind, hydropower, biomass, geothermal, etc.
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Figure 1 — Evolution of the global total annual primary energy consumption (TAPEC) from
1900 to 2017 [1]. The pie chart represents the global TAPEC by fuel in 2017.



0.2. TOWARD RENEWABLE ENERGY PRODUCTION

However, consuming such a large amount of fossil fuels has led to various chronic problems,
including air pollution due to emission of toxic gases (e.g. sulfur dioxide, nitrogen oxide,
particulate matter, etc.) and global warming resulting from increasing atmospheric carbon
dioxide concentration (up to 411 ppm in the early 2019, about 100 ppm higher than the average
concentration in the 1950s [2]). In late 2018, the Intergovernmental Panel on Climate Change
(IPCC) reported that the average global surface temperature has increased by 0.87°C compared
to the average temperature over the period 1850-1900 [3]. The Arctic air temperature also
continues to increase at double the increasing rate of global mean air temperature, leading
to significantly shrinking of summertime sea ice (12.8% decline per decade [2]) as well as
disruption in the Arctic ecosystem. Furthermore, changing in the polar regions has far-reaching
effects on the global climate, as they play a major role in regulating the atmospheric and ocean
circulation. The melting ice caps coupled with increasing global ocean temperature bring up
another great challenge, the rise of global average sea level (3.3 mm increase per year [2]),
threatening many low-lying areas along the coastlines.

0.2 Toward renewable energy production

To sustainably deal with these problems, renewable energy has been seen as the most promising
option due to its inexhaustible resources (e.g. the total annual solar radiation falling on the
earth is more than 7500 times the world TAPEC [5]) and its environment-friendly characteristic
(i.e. zero emission of toxic or greenhouse gases during the operation). Over the last decade,
the transition of primary energy consumption from fossil fuels to renewable energy resources
(particularly solar and wind) has been observed, mainly in the electricity generation sector.
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Figure 2 — a) Shares of various renewable energy resources in the global electricity production
in late 2017 [4]. b) The evolution of the annual installed capacity of solar PV and wind energy
from 1997 to 2017 [1].

In 2017, renewable energy accounted for 26.5% of global electricity production (see Fig-
ure 2a), with a 5.4% average growth rate [4]. It is important to notice that electricity is the
second most consumed final energy after oil, and it is expected to further increase in the fol-
lowing years due to electrification of heating and transportation, growth of connected devices,
and digitization of modern economics. Among various renewable energy technologies, solar
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photovoltaic (PV) cell led the way in terms of newly installed renewable power capacity in
the recent years (see Figure 2b). Solar PV makes up to nearly 55% of the installed capacity in
2017, while wind (29%) and hydropower (11%) accounted for most of the remaining renewable
capacity [4].

Solar PV is divided into three main categories called generations up to recent years, depend-
ing on the semiconductor materials and technologies that are used to produce the cells. The first
generation is the traditional crystalline silicon (c-Si) solar cell technology, the first commercial
terrestrial solar cell as well as the most efficient single-junction solar cell available on the
market today. As the name suggests, c-Si solar cells are made of c-Si materials, e.g. monocrys-
talline silicon (mono-Si), multicrystalline silicon (multi-Si) and ribbon silicon. Thanks to the
well-developed knowledge and technology for silicon devices in microelectronic industry, the
conversion efficiency of c-Si solar cells, particularly mono-Si cells, has been rapidly improved
(please refer to section 1.6.3 for more information). The second generation is the thin-film
solar cell technology, including hydrogenated amorphous silicon (a-Si:H), copper indium gal-
lium selenide (CIGS), cadmium telluride (CdTe), etc. These cell technologies benefit from the
possibility to considerably reduce material consumption in order to cut down the production
cost; however, the problems of using toxic materials (e.g. cadmium, etc.) and low conversion
efficiency remain the main factors limiting its market shares. Lastly, the third generation solar
cells are all novel concept cells that have potential to overcome the Shockley-Queisser limit
of the single-junction solar cell [6]. This includes multi-junction solar cell, hot carrier solar
cell, intermediate and solar cell, photon up/down conversion solar cell, etc. Despite the fact
that recent tandem c-Si/perovskite cell has made significant efficiency improvement, the third
generation cells are not mature enough for commercialization.
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Figure 3 — Evolution of the market shares of different solar PV technologies (Note: the share
of ribbon solar cell is included in the multi-Si share.)

Figure 3 shows the evolution of market shares of different solar PV technology. It can be
seen that the first generation solar cell (mono-Si and multi-Si) has always been dominating
the PV market, accounting for more than 95% of global annual production in 2017. The high
market share of c-Si solar cells is attributed to the low cost, high conversion efficiency as well
as the cell stability over a period of more than 25 years.



0.3. THESIS AIM AND OUTLINE

0.3

Thesis aim and outline

In the framework of project H “Advanced characterization and modeling” of the Institut Photo-
voltaique d’Tle-de-France (IPVF), my doctoral studies have been focused on the development of
in-situ photoluminescence characterization tools that allow us to study, in real time during the
processes, the properties of semiconductor materials, the main building blocks of photovoltaic
solar cells. This thesis is structured as follows:

Chapter 1 briefly reviews the physics of solar cell, allowing a better understanding of the
relationship between the properties of semiconductor materials and the conversion effi-
ciency of solar cells, in particular crystalline silicon solar cells. Also, the technological
development of c-Si solar cell is summarized.

Chapter 2 focuses on the characteristics of defects, mainly of the dangling bonds on the
surface of c-Si wafer. Furthermore, it introduces the concept of surface passivation as
well as the passivation materials that are commonly used in c-Si solar cell.

Chapter 3 is dedicated to the physics behind the photoluminescence process. Here, the
characteristics of two potential photoluminescence characterization techniques (steady-
state photoluminescence and modulated photoluminescence) are also presented.

Chapter 4 describes the first in-situ characterization tool (so-called in-situ PL) and its
application in the study of surface passivation of crystalline silicon wafer under plasma
exposure at various condition. Based on the experimental results, this chapter also dis-
cusses the mechanisms behind the evolution of surface passivation of c-Si wafers during
the plasma exposure.

Chapter 5 details the development of another in-situ tool (in-situ MPL), including the
design, optimization of parameters, and calibration of both the system and the obtained
data. Also, the chapter presents several interesting results regarding the evolution of
minority carrier lifetime of passivated c-Si wafer, observed during the deposition of pas-
sivation layer, thermal annealing, and deposition of anti-reflection coating.

Last but not least, the first appendix brings forward another in-situ characterization tool
(in-situ PLt) that was built for the real-time study of tandem solar cells, while the second
appendix shows the transfer of in-situ MPL from an in-house made PECVD reactor to a
commercial reactor.

Summary and general conclusion are finally drawn from these doctoral works, and the possi-
bilities for further research are outlined.
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1.1. BASICS OF SEMICONDUCTOR PHYSICS

1.1 Basics of semiconductor physics

Semiconductors are the main building block of photovoltaic solar cells. They can be taken
on a single element from group IV (e.g. silicon, germanium, etc.) or a compound element
from group III-V or II-VI (e.g. gallium arsenide, aluminum gallium arsenide, gallium indium
phosphor, etc.). Having enough electrons to fill their valence band but no free electrons, the
electrical conductivity of these materials falls between that of metals and that of insulators. It
means that unless external energy (e.g. raising temperature, applying an electric field, exposing
to light, etc.) is provided to the system, the material will remains as an insulator.

A significant feature of semiconductors is their ability to be doped, by inserting specific
atoms (dopants) into their crystalline structures. Doped semiconductors can be divided into two
main groups: n-type semiconductors (intrinsic materials doped with electron excess atoms) and
p-type semiconductors (intrinsic materials doped with electron deficiency atoms). Figure 1.1)
shows, as an example, the atomic structure of crystalline silicon wafers, doped with phospho-
rous atoms (n-type semiconductor) and with boron atoms (p-type semiconductor). By adding
extra electrons or holes to the intrinsic semiconductor, the electrical conductivity of materials is
greatly enhanced, but it also means that impurities in the form of foreign atoms are introduced
into the crystal lattice. This leads to the formation of energy levels in the forbidden gap, a donor
level (E,) for n-type semiconductor and an acceptor level (E,) for p-type. Note that these two
types of doping are crucial to solar cells since they are actually often built with a combination
of both types.

Figure 1.1 — Atomic structure of doped crystalline silicon: a) phosphorous doped (n-type), b)
boron doped (p-type).

An electron moving in the semiconductor is analogous to a particle confined in a three-
dimensional box, having a complex interior structure due to potential fields surrounding the
compound atom’s nucleus and the bound core electrons. By solving electron wavefunction,
the band structure (allowed electron energy) is defined. The highest range of filled electron
energies is called valence band (E, ), while the lowest range of vacant electronic state is called
conduction band (E.). The minimum energy between the conduction band and the valence
band is known as the bandgap or energy gap (E,) of semiconductor.

8
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1.1.1 Thermal equilibrium

At thermal equilibrium (i.e. uniform temperature with no external injection or generation of

carriers), the electron concentration in the conduction band can be obtained from the Fermi-

Dirac statistics [1].

E.—Ey
kgT

Where N, is the effective density of states within the conduction band, E. and E ¢ are the bottom
of conduction band energy and Fermi energy respectively, kp is the Boltzmann constant.

ny = Neexp(— ) (L.1)

Similarly, the hole density in the valence band is defined by:

Ef—E,
kgT

po = Nyexp(— ) (1.2)

Where N, is the effective density of states within the valence band.

In non-degenerate semiconductors (no significant interaction between dopant atoms), the
product of the equilibrium electron and hole concentrations is independent of the location of
Fermi energy.

E.—FE, E, 5
T ) = NN, exp( kBT) n; (1.3)

where E, = E. — E, is the band gap energy, and n; is the intrinsic carrier concentration.

nopo = NeN, exP(

1.1.2 Steady-state condition

Note that the above mentioned relations are true only in thermal equilibrium condition. How-
ever, when the semiconductor is exposed to light (operation condition of solar cell), excess
electrons and holes are generated. These carriers stabilized momentarily in a quasi-thermal
equilibrium within their respective band. In this case, the so-called quasi-Fermi level for elec-
trons (E¢,) and for holes (Ey,) are used instead of Fermi level to define the carrier concentra-
tion.

Under illumination, the electron concentration in the conduction band is given by:

n:Ncexp(—%) (1.4)

Whereas the density of hole is given by:
pszexz?(—%) (1.5)

With a product of both concentrations:
np:n%exp(%) (1.6)

Where Ey, — Ey), 1s known as the quasi-Fermi level splitting.

9



1.2. GENERATION OF ELECTRON-HOLE PAIRS

1.2 Generation of electron-hole pairs

Sunlight, as well as other electromagnetic radiation, can be viewed as a stream of particles
called photons that carry specific amounts of energy (E,, = h®). Under illumination, photons
incident upon the surface of a solar cell can be reflected from the top surface, absorbed in the
semiconductor material or transmitted through. The absorption or transmission of photons is
determined by two main parameters: the photon energy (%®) and the energy gap of semicon-
ductor (E,). Only if the photon has greater or equal energy to the energy gap (i@ > Eg) will
the electron be excited from the valence band to the conduction band (also known as the gen-
eration of electron-hole pair). The photon with lower energy (7w < E;) will be transmitted
through the material and considered as lost, as no charge carrier is generated. The probability
for absorption of a photon is determined by the absorption coefficient &¢(%®), which varies de-
pending on the nature of materials. It is worth mentioning that the conservation of momentum
and energy must be attained in the generation of charge carriers.

The generation of electron-hole pairs can occur via two different mechanism: the direct
transition and the indirect transition. In the direct transition, electrons jump directly from the
valence band to the conduction band by absorbing high energy photons (y — e+ h) [2]. The
momentum of the electron-hole system does not change in this case, and so does the energy of
the system.

Py = Pe+ D (1.7)
ho =&, +¢, (1.8)

Owning to a large absorption coefficient which leads a small penetration depth of photons in
semiconductors with direct transition (direct band gap), a solar cell made of these materials
does not require to be thicker than a few micrometers in order to absorb all the corresponding
solar spectrum.

In the indirect transition, however, electrons cannot jump directly from the maximum of
valence band to the minimum of conduction band by only absorbing the photons. They re-
quire the absorption or emission of phonons with energy £€2, the lattice vibration, to fulfill the
transition (Y — e+ h=+I"). The participation of phonons allows photo-induced transition from
every state of the valence band to every state of the conduction band as long as the energy and
momentum balance are satisfied.

Py = DPe+ PrhEtpr (1.9)
ho=¢g,+ &, +hQ (1.10)

Due to the requirement of phonon participation to satisfy energy and momentum conservation,
the absorption coefficient of an indirect bandgap semiconductor is small compared to that of a
direct bandgap semiconductor. Therefore, the penetration depth of photons is large, and thicker
wafers (generally more than 100 um) is required to absorb all photons of the solar spectrum.

By solving the continuity equation for photon penetration in a semiconductor, the photon
current density at any depth, (x) from the surface, in the device can be calculated by:

Jyx) = (1 =7r) jyinexp(—ox) (1.11)

Where jy;, 1s the incident photon current density upon the surface and r is the reflection at
front surface.

10
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Supposing that one absorbed photon generates one electron-hole pair, the charge carrier
generation rate in a thin slide of semiconductor (x and x 4 dx) can be determined by the change
in photon current density across the slide, becoming the differentiation of the equation 1.11 as
the slide becomes very thin.

G = (1 —r)aNyexp(—ax) (1.12)

Where N, is the incident photon flux upon the surface of semiconductor.

1.3 Recombination & Carrier lifetime

Excited from the valence band to the conduction band, the free electrons are in a meta-stable
state. Eventually, they will stabilize back to a lower energy position in the valence band by
recombining with holes. The average time a charge carrier remains in an excited state (conduc-
tion band) after electron-hole generation before it recombines is referred to as minority carrier
lifetime, denoted by 7. The carrier lifetime has nothing to do with the stability of materials but
everything to do with the conversion efficiency of solar cell. Depending on the structure, solar
cells made from wafers with high carrier lifetime will usually be more efficient that those made
from wafers with low carrier lifetime. The minority carrier lifetime in steady-state condition
can be determined by [3]:

An
G

Where 7 is the minority carrier lifetime, An is the excess minority carrier concentration, and G
is the carrier generation rate. It is important to mention that in the steady-state condition, the
generation rate (G) is equal to the recombination rate (R).

T (1.13)

Depending on how the excited electrons relax back to the valence band, the recombination
of electrons and holes can be divided into three different mechanisms: radiative, Auger, and
Shockley-Read-Hall recombination.

1.3.1 Radiative recombination

Radiative recombination is a band-to-band recombination process, which is exactly the reverse
of the absorption of a photon. In this recombination process, an electron from the conduc-
tion band directly recombines with a hole in the valence band, resulting in the emission of a
photon with an energy approximately equal to the band gap of the semiconductor (see Fig-
ure 1.2). It is worth mentioning that radiative recombination mainly occurs in direct bandgap
semiconductors, yet quite limited in the indirect semiconductor as the transfer of both energy
and momentum must occur simultaneously for an electron to directly recombine with a hole.

Since a free electron and a free hole must find each other to radiatively recombine, the
recombination rate via this process increases with the carrier concentration [4].

RRad :Bradnp (114)

Where n is the electron concentration, p is the hole concentration and B,,; is the radiative
recombination coefficient, calculated from the absorption coefficient of materials.
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Figure 1.2 — Schematic of radiative recombination process. Electron and hole recombine by
emitting a photon with energy equal to the energy gap of material.

From the definition of minority carrier lifetime, the radiative lifetime of a semiconductor

can be determined by:

An
TRad = ———— (1.15)
Bradnp

1.3.2 Auger recombination

Auger recombination is a three-particle recombination process, which involves the transfer of
energy and momentum from a recombining electron-hole pair to a third particle (an electron or
a hole). Receiving excess energy, the third particle is excited deep into the band (conduction or
valance band) and subsequently relaxes back to the band edge through thermalization process,
i.e. a series of collisions with the lattice (see Figure 1.3).

"

-
£, MO NN
1

Figure 1.3 — Schematic of Auger recombination process. Electron and hole recombine by
transferring its energy to another electron.

As the Auger recombination process is a result of the interaction between multiple particles,
the recombination rate (Ra,,) is strongly determined by the carrier concentrations [4] and is
defined by:

Raug = Cann*p+Cy pnp? (1.16)

Where C,, and C, ,, are the Auger coefficients (proportionality constant), which are strongly
dependent on temperature.

12
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By definition of carrier lifetime, the Auger lifetime of a semiconductor is given by:

An
Cyni*p + Cq pnp?

Taug = (1.17)

1.3.3 Defect-assisted recombination

Defect-assisted recombination, also known as the Shockley-Read-Hall (SRH) recombination,
is a multiple-step recombination process that involves trapping and detrapping of electrons or
holes by energy states in the bandgap (see Figure 1.4). In this recombination process, an
electron in the conduction band can relax to various energy levels and eventually to the valence
band, annihilating a hole in the process.

Figure 1.4 — Schematic of defect-assisted recombination. The electrons and holes can be
trapped to defect with respective capture coefficient C, and C,, and detrapped with respective
emission coefficient E, and E),.

The rate at which a charge carrier moves into the energy level in the forbidden gap depends
on the distance between the introduced energy level from either band edge. If an energy level
is introduced close to one band edge, the recombination is less likely to occur as the trapped
carriers will move back to their previous band energy before another carrier type jumps to the
same level. However, if the energy level is introduced in the middle of the gap energy, the
recombination becomes more important as the chance that an electron and a hole move to the
same level is increased.

For electrons, the trap capture rate (R.,) is directly proportional to the number of empty
traps and the concentration of electrons in the conduction band (n) [5].

Ren = CunN,[1 — f(E})] (1.18)

Where C, = v;;,0, is the capture coefficient, N, is the total number of traps, and [1 — f(E;)] is
the probability that a trap is unoccupied. Similarly, the emission rate (E,,) of an electron from
the trap is proportional to the number of filled traps, and it is written as:

Ren = EnNtf(Et) (1.19)
In equilibrium, the trap capture rate is equal to the trap emission rate (R.;, = R,). From this,

we get:
[1 — fO(Et)]

E, =Cyng fo(E )
t

(1.20)
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Where ny is the equilibrium electron concentration, and fy(E;) is the equilibrium distribution
function (Fermi-Dirac function). This distribution function is given by:

1
fo(E) = — (1.21)
" e

By substituting fy(E;) into equation 1.20, the emission cross section becomes:

E,—F
E—E. E—E
= Cunjexp( ‘ZBT “exp( thTf)
E,—E;
=Cyny where, n; = n; exp( ;CBTI)

Under illumination, the trap capture rate is different from the trap emission rate. The net capture
rate for electrons is given by:

Ry = CuN, {n[1 — f(E)] —ni f(E)} (1.22)

For holes, similar capture and emission rates can be obtained. The hole capture rate depends
on the number of holes in valence band and the number of filled traps, while the hole emission
rate depend on the number of empty traps.

Rep = CppN, f(Ey) (1.23)
Rep = E,Ni[1 — f(Ey)] (1.24)

Where C,, and E,, are respectively the capture and emission cross section. In a way similar to
electrons, the hole emission cross section can be determined in equilibrium condition.

E
Ep=Crpoy iCOJ(‘o ([I)ft)
= ppoexp(—Etk;f L)
= ppieXP(—EZ;TEi)exp(—E’k;f L)
=Cpp1 where, p;=n; exp(—E;C;TEi)
Under illumination, the net capture rate for holes is given by:
Ry = Col {pf (E:) — pi[1 - F(ED)]} (1.25)

In the steady-state condition, the net capture rate for electrons and for holes are equal. There-
fore, the distribution function can be obtained:
Cin+C 1

1.26
Coln 1) +Colpt p1) (120

f(E) =
By substituting f(E;) in equation 1.26 into equation 1.22, the SRH recombination rate (Rsgy =
R, = R,) can be obtained:

CnCpNt (l’lp - nlz)
Ca(n+n1) +Cp(p+p1)

Rspy = (1.27)
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The SRH lifetime is given by:

An
(n+np)+

+ 1.28
np—n? |CpN; CuNV; (p+p1) (1.28)

TSRH =

By taking 7,0 = 1/(C,N;) and 7,0 = 1/(C,N;), the SRH lifetime can be expressed as:

n
TSRH = 5 [Tpo(n+n1) + T (p+ p1)] (1.29)

np — n;

1.3.4 Effective carrier lifetime

As the free charge carriers in a semiconductor recombine via either radiative, Auger, or defect-
assisted (SRH) recombination process, the effective minority carrier lifetime of the bulk (Tp,x)

can be determined by:

1 1 1 |
= + + (1.30)
TBulk  TRad  TAug  TSRH

Where 7,44, Taug and Tsgy are the radiative, Auger, and Shockley-Read-Hall lifetime respec-
tively. Figure 1.5 shows carrier lifetime profiles (Traq, Taug, Tsrr, and Tpy) as a function
of excess carrier density of a passivated c-Si wafer obtained from an online simulation (pv-
lighthouse.com.au). In this simulation, the wafer were set to an n-type c-Si with a doping
concentration of about 2 x 103 ¢m 3. The 7,0 and Tpo were set to 200 s and 100 s respec-
tively, while the energy level induced by traps E; was set to 0.43 eV from the intrinsic energy
level.
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Figure 1.5 — Carrier lifetime profiles (Trad, Taug, Tsrr» and Tpyx) as a function of excess carrier
density.

At the surface, due to the high density of dangling bonds, the recombination of charge
carrier mainly occurs via defect-assisted process. For that reason, the surface recombination is
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commonly modeled in the same way as SRH recombination in the bulk, given by:

Ang
nsps _nlz CpNhs

(ng+ny)+

Tsurf — (ps +p1) (131)

CalVi s

where C, and C, are the capture cross section for electron and hole respectively, N,  is total
number of traps at the surface, ng and p; are the electron and hole density close to the surface,
n; intrinsic carrier density, n; = njexp((E; — E;)/(kgT)) and p; = p;exp(—(E; — E;)/(kgT)).

Because no crystal is infinite. Therefore, the effective minority carrier lifetime has to take
into account the bulk and the surface lifetime. The final effective carrier lifetime (7.¢) can be

expressed as:

1 1 1
S (1.32)
Teff Thulk Tsurf

1.4 Transport of charge carriers

Electrons in the conduction band and holes in the valence band are considered as free carriers
in a sense that they can move throughout the semiconductor lattice. The movement of these
carriers is directionally random, and their trajectory is changed by colliding with lattice atoms.
Except in the case of a concentration gradient or an electric field, the net displacement of the
charge carriers is zero in any directions. The probability a carrier moves in each direction is
exactly the same, therefore the motion of a carrier in one direction will eventually be balanced
by the movement in the opposite direction.

1.4.1 Diffusion

The constant random motion can lead to a net displacement of charge carriers, if one particular
region has a higher carrier concentration than another region. For instance, in an illuminated
solar cell, a huge amount of charge carriers are generated near the front surface, but less in the
bulk. This leads to what is known as a carrier concentration gradient within the semiconductor.
The generated carriers then randomly diffuse from the region of high carrier concentration to
the region of low carrier concentration, until they are uniformly distributed.

The diffusivity of charge carriers depends on two main factors, the carrier thermal velocity
and the mean free path (average distance between two subsequent collisions). Rising the tem-
perature will increase the carrier velocity and thus lead to a faster carrier diffusion. From the
molecular physics, the flux of diffusing particles is proportional to the concentration gradient,
and the one-dimensional diffusion equations for electrons and holes are given by:

ditt = gD,V (1.33)

n
T, ditt = —qD,Vp (1.34)

Where J_;l’diff and .fp’diff are the diffusion current densities for electrons and holes respectively,
D, and D), are diffusion coefficient, n and p are electron and hole concentrations, and g is the
elementary charge.

16



CHAPTER 1. PHYSICS OF SOLAR CELL

1.4.2 Drift

In the presence of electric field, superimposed on the random motion, each type of charge
carriers tend to move in a net direction. While holes are accelerated in the direction of the field,
electrons (holding negative charge) are accelerated in the opposite direction. The trajectory
of carriers is obtained as a vector addition between its direction and the electric field, and the
net carrier movement is characterized by the carrier mobility, which varies between different
semiconductor materials. This movement of carriers due to the presence of electric field is
called drift transport, and the one-dimensional drift equation is given by:

=

n,drif = qn.unE (1.35)
Ty it = gpUpE (1.36)

Where fmdrif and J_;)’drif are the drift current density for electrons and for holes, u, and , are
the electron and hole mobilities, n and p are carrier concentrations, and ¢ is the elementary
charge.

In case where a gradient of electrical energy and a gradient of the chemical potential are
present simultaneously, the total current density of electrons and holes is given by the sum of
the diffusion current density ﬁli rf and the drift current density fdri . It is worth mentioning that
the carrier transport equations describe how charge carriers move, e.g. the flow of current, etc.

gninE + gD, Vn (1.37)
apupE —qD,Vp (1.38)

7y
Ty

1.5 P-N junctions

A p-n junction is formed when the n-type and p-type semiconductor are joined together, either
by diffusing dopants into or by depositing an additional doped layer on a pre-doped substrate
with opposite dopant. In this case, the resulting semiconductor is inhomogeneous in terms of
free carrier concentration (high electron concentration in n-type region and high hole concen-
tration in p-type region). This leads to diffusion of electrons from n-type side to p-type side and
diffusion of hole from p-type side to n-type side. However, when the electrons and holes move
to another side of the junction, they leave behind charge on the dopant atom sites that are fixed
in the crystal lattice. The positive ion cores appear in n-type material, while negative ion cores
appear in the p-type. Therefore, an electric field (E ), with a direction from n-type to p-type
region, is formed and counteracts the diffusion of electrons and holes. This region is called
space-charge region or commonly known as depletion region, since it is effectively depleted
of free carriers. In thermal equilibrium, the diffusion and drift currents for each carrier type
exactly balance, so there is no net current flow.

fn = qno,unl_f + qD,ﬁn =0

Using Einstein relationship, the electric field can be written as:

L kgT 1d
E—=BL 4k (1.39)
q po dx
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The built-in voltage, which arises from the exposure of the positive and negative space
charge at the depletion region, can be obtained by integration of the electric field across the
region

v /XP Ed /XP kpT 1 dpod kgT /”0(’”’) dpo kBTl { Ppo(xp) }
bi = X = —_— X = — = n
—xn —xw g po dx q Jpo(—xn) PO q  Lpo(—xn)

For non-degenerate semiconductor, po(x,) = Ns and po(—xy) = n? /Np. Therefore, the built-in
voltage is

Vyi = 2 n | =23 (1.40)

q n;

1

kgT [NDNA}

The current flowing through the p-n junction at thermal equilibrium (in the dark) is given by
the Shockley diode equation,

qV
J(V) =J —1 1.41
)= [expl-L) 1] (141
Where Jj is the diode dark saturation current, V is the applied voltage, and # is the ideality
factor (n = 1 for ideal diode). Jy is an important parameter, which describes the recombination
rate in the device (The bigger the recombination is the larger the Jp).

Under light exposure, excess free carriers are generated through out the semiconductor,
leading to an opposing current (Jz). So the current flow through the junction in this case is,

J(V)=Jy [exp( v

o)~ 1} — I (1.42)

1.6 Crystalline silicon solar cells

Among many, crystalline silicon is the mostly used semiconductor for photovoltaic application
for many reasons. First and foremost, the absorption characteristic of crystalline silicon (energy
gap) matches fairly well to the solar spectrum, allowing almost an optimal conversion of solar
energy to electrical energy. In addition, the properties of crystalline silicon material have been
thoroughly studied and understood thanks to the electronic industry, not to mention the well-
developed crystalline silicon fabrication technologies. Last but not least, silicon is an abundant
materials, allowing the low production cost.

1.6.1 Cell structure

For a working solar cell, at least three structure elements are required: an absorber layer, a
carrier-selective/carrier-separation layer, and the electrical contacts. For most of the commer-
cially available silicon solar cells, the absorber layer is made of the lightly doped (Npope ~
10'%¢m=3) crystalline silicon wafer, with a thickness around 100 pm to absorb the incoming
photons.

On top of the absorber, a thin highly opposite doped (Npope > 102%¢m=3) layer is intro-
duced by either implantation, diffusion process, or deposition of epitaxy layer. This leads to
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the formation of a p-n junction and further induces the internal electric field that prevents the
diffusion of majority carrier across the junction.

The electrical contacts are made on both surfaces (front and back) of the wafer in order
to collect free carriers and connect to the external circuit. The front metal contacts are made
of tiny finger grids for the purpose of allowing the photons to reach the absorber layer while
keeping the front contact series resistance low. All finger grids are also connected to busbars to
further improve the conductivity. On the other hand, the back contact is generally made of full
area metal contact in order to have minimal back contact series resistance.

To improve the conversion efficiency, different layers and architectures have been introduced
to this basic structure. For instance, passivation layers are introduced to the front and back
surface of solar cell so as to neutralize the dangling bonds and thus reduce the surface carrier
recombination (for more detail, please refer to chapter 2). Furthermore, one or two layers
are added on top of the front passivation layer (see Figure 1.6) in order to reduce the optical
reflection by using the interference effect.

front metal
grid

anti-reflection
film

passivation
layer

emitter
(n-type)

c-Si bulk /

(p-type)

A

back contact

Figure 1.6 — Schematic of a conventional crystalline silicon solar cell structure.

1.6.2 Working principle and cell characteristics

Despite being fabricated from different semiconductor materials with different technologies,
every photovoltaic cell works on similar principles. Under illumination, the absorber layer
absorbs the incoming photons (7@ > E,), and thus free charge carriers are generated. These
carriers will eventually recombine (as described in section 1.3), and their lifetime depends
strongly on the quality of absorber layer (bulk silicon) and the surface quality.

The generated charge carriers move around in random directions. The majority carriers that
move close to the p-n junction will be pulled back into their previous parts, while the minority
carriers will be accelerated by the electric field to other side of the junction (drift motion). This
mechanism separates the charge carriers by keeping electrons in the n-type region and holes in
the p-type region. Therefore, the homogeneous distribution of charge carriers throughout the
solar cell is prevented.

It is worth mentioning that as the excess carriers are generated, the Fermi level inside the
semiconductor is split into two: the quasi-Fermi level for electrons and the quasi-Fermi level for
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holes (see Figure 1.7). These quasi-Fermi levels bend toward each other and eventually merge
into a single energy level at the surface of the solar cell [2]. This is due to a strong carrier
recombination at the surface, leading to low carrier concentrations and thus inducing carrier
concentration gradient that drives electrons and holes toward the surface (diffusion motion).
In the n-type region, the gradient of quasi-Fermi level for electron (majority carrier) is much
smaller than the quasi-Fermi level for hole (minority carrier), and vice versa in the p-type
region. Therefore, a difference in the Fermi levels between the two surfaces (front and back)
appears, fixing the carrier concentrations at the surfaces at different values.

p-type
n-type E;
Efp =sg========m=m—-- =~
N\ \
\ A Y
\ \
\~ --------------- ;- Efp

Figure 1.7 — Energy band diagram of a p-n junction under illumination.

As the solar cell is connected to the external electrical circuit, the charge carriers will start to
flow through the circuit from the region with high carrier concentration to the region with low
carrier concentration. It means that free electrons will flow from the n-type material to the p-
type material, while free holes will flow in the opposite direction. The flow of charge particles
produced the electrical energy, powering the load. This carrier flow continues endlessly, as
long as the charge carriers are generated in the solar cell, due to the carrier concentration
gradient. However, the strong gradient of the quasi-Fermi level for majority carriers is not an
ideal condition for the conversion of chemical energy to electrical energy, because the Fermi
level difference between both surfaces is less than the separation within the semiconductor. The
chemical energy per electron-hole pair (E. — E, ) resulting from light exposure cannot be fully
utilized by the external circuit.

The current voltage characteristic of a solar cell is governed by the Shockley diode equation
under light excitation. But instead of considering the device as a diode, here it is a current
source.

J(V)=Jr—Jo [exp( v (1.43)

—)—1
I’lkBT ) :|
Figure 1.8 shows the J-V characteristic of a working solar cell. It is one of the most important
parameters for accessing the cell performance.

The maximum voltage available from a solar cell, also known as open-circuit voltage (V,.),
occurs at zero current. Therefore,

kT J
v, — ksl (—L+1) (1.44)
q Jo

It is worth mentioning that a causal inspection of the above equation might indicate that V.
goes up linearly with temperature. However, it is not the case as Jy increases rapidly with
temperature primarily due to changes in the intrinsic carrier concentration (n;). The effect of
temperature is complicated and varies with cell technologies.
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Figure 1.8 — The J-V curve of an operating solar cell: (Black curve) the current density and
(Red curve) the power density. A blue point on the black curve corresponds to the maximum
power point (MPP) of the solar cell.

For a perfectly passivated solar cell with uniform carrier generation, the maximum current
also called short circuit current Jy., can be approximated as

Jse =qG(Ly+ L)) (1.45)

Where G is the generation rate, while L, = +/D,7T, and L, = \/D,T, are electron and hole
diffusion length respectively.

Affected by the series and shunt resistance, the operating voltage and current of solar cell are
smaller than the V. and I;.. A term, which characterizes this behavior of solar cell, is known
as Fill Factor (FF), and it is given by:

FF = VinarJmax (1.46)
VOCJSC

The conversion efficiency (1) of a solar cell is defined as the ratio of electrical output power
(P, ) to incident input power (P,;,). It can be expressed as:

— POMI — Vmaxjmax
F; F;

(1.47)

1.6.3 Technological developments

The physical phenomenon responsible for converting light to electricity — photovoltaic effect —
was first discovered in 1839 by a 19-year-old French physicist, Alexandre Edmond Becquerel,
while he was doing the experiment in his father laboratory in Paris. However, a major key
technology for silicon solar cell came about a century later (in 1940s and early 1950s) when
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the Czochraski method was developed for producing highly pure crystalline silicon. In 1954,
three scientists (Daryl M. Chapin, Calvin S. Fuller and Gerald L. Pearson) from Bell Tele-
phone Laboratories announced the invention of the first silicon solar cell with an efficiency of
approximately 6% [6]. Then Hoffman Electronics further pushed the cell conversion efficiency
to about 10% in 1959, by introducing the front grid contacts and thus considerably reduced the
series resistance of the solar cell.

Later in 1972, Lindmayer and Allison from COMSAT Laboratories developed the so-called
"Violet cell" with an efficiency up to 13.5%, marking a significant advance in crystalline sil-
icon solar cell technology. In this solar cell, the junction depth was reduced compared to the
conventional structure in order to eliminate the dead layer, a region of almost constant impurity
concentration at the front surface, which inhibited the acceleration of minority carriers toward
the junction. In addition, a fine 60-line front contact grid (see Figure 1.9.a) offset the higher
sheet resistance caused by the shallower junction and reduced the shading loss from 10% to
6%. Finally, a TaOs anti-reflective coating reduced the reflection and increased transmission of
light into the solar cell. That same year, Mandelkorn and Lamneck from NASA Lewis Research
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Figure 1.9 — a) Fine geometry contact pattern on the front surface of Violet cell, b) Schematic of
solar cell structure resulted from a combination of Violet cell, Black cell and BSF technologies.

Center introduced another configuration of crystalline solar cell, known as back surface field
(BSF). This structure is formed by driving in a p* impurity into the back of silicon wafer, which
therefore accelerate minority carriers generated in the base of the cell towards the junction. Two
years later (1974), COMSAT laboratories announced another breakthrough in crystalline sili-
con solar cell, known as "Black cell". This cell was produced by selectively etching the front
surface of c-Si wafer to form light-trapping pyramids which effectively decreased the reflection
loss. By incorporating the Violet cell and BSF technologies into Black cell, COMSAT labo-
ratories attained a new crystalline silicon solar cell with an efficiency of approximately 15%.
The schematic of this solar cell structure is shown in Figure 1.9.b. In 1977, J. Scoot-Monck
introduced a thin layer of copper, silver, gold or aluminum on the back surface of solar cell,
known as back surface reflection (BSR), in order to increase internal reflection of photons in
the light-absorbing material. This effect gives photons chance to either generate more current
or pass out through the front surface of the solar cell and thus reduce cell temperature.

In 1982, professor Martin Green from the University of New South Wales (UNSW) pre-
sented a new structure of crystalline silicon solar cell, known as MINP [7], which is a com-
bination of the earlier developed MIS (Metal-Insulator-Semiconductor) structure and the n/p
homojunction. A remarkable advancement in this new structure is the use of a thin insulating
layer (e.g. 20-30 nm of SiO») at the front surface which considerably reduced the electronic
activity of defects (recombination of carriers) and thereby increased the open-circuit voltage.
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rear contact rear contact oxide

Figure 1.10 — a) Passivated Emitter Solar Cell (PESC), b) Passivated Emitter and Rear Cell
(PERC) developed by researchers at UNSW.

In early 1984, the MINP cell was further developed to the so-called passivated emitter solar
cell (PESC). The front contact of this solar cell was made through pre-patterned holes in the
insulating layer to reduce the metallisation contact area. This small-area contact was to attenu-
ate the impact of poor electronic properties at the metal/silicon interface and therefore further
reduce the surface recombination. The initial efficiency of PESC cell was 19.1% [8], which
was then increased to 19.8% by process refinement and later to 20.9% by incorporating mi-
crogrooved surface [9] (see Figure 1.10.a). In 1988, UNSW made another advancement in
single-junction monocrystalline silicon solar cell by applying the passivation to rear side of the
wafer, presenting a new solar cell structure known as passivated emitter and rear cell (PERC)
with 22.8% efficiency [10] (see Figure 1.10.b). In addition, the inverted pyramid structure
along the front surface was incorporated in order to reduce the surface reflection and to com-
bine with the rear reflector to form an efficient light trapping scheme. Progressively refining
the PERC cell, UNSW developed another new structure known as passivated emitter and rear
locally diffused (PERL) as shown in Figure 1.11.a. Instead of depositing full-area metal con-
tact on the rear passivation layer as in PERC structure, the localized point contact are made
directly on the absorber material through small holes in the passivation layer. Furthermore, the
heavily doped areas are introduced to each point contact in order to reduce the recombination
as well as contact resistance. The initial efficiency of PERL cell is 23.3% in 1991 [11] and later
increases to 24.7% in 1999 [12]. Between 1983 and 2014, UNSW was successively attaining
18 out of 20 world records for single-junction monocrystalline silicon solar cell and establishes
an international reputation as the "Four-minute mile" in the field.
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Figure 1.11 — Schematic of the a) passivated emitter and rear locally diffused (PERL), b)
interdigitated back contact (IBC) solar cell from SunPower
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After a 15-year pause, the record efficiency of single-junction monocrystalline silicon solar
cell has been seen to increase again in the last 5 years. In late 2014, Sunpower announced a
new record cell with 25% of efficiency using the interdigitated back contact (IBC) technology
[13] (see Figure 1.11.b). First developed by Stanford University in the mid- to late-1980s,
this solar cell structure has both polarity contacts located at rear surface and thus eliminates
the shading loss on the front surface. It is worth mentioning that the V. of this solar cell is
noticeably high due to the use of 145-um-thick silicon wafer and the improvement in surface
passivation quality resulting from new technologies, e.g. passivated contact. In September

metal fingers anti-reflection .
p*-emitter passivation layer coating S'Ny S'|Oz AIOx
a) W b) '“5“'“'“'“'“'&“
n-type p-type

L | F g, T N ] (p*) c-Si

sio, i

]

ultra-thin tunnel -doped Si laver -/ . 1 . \ Qi
oxide (SI0,)  metallization | " Y Aluminum / (n*) poly-Si \ (p*) poly-Si

(i) poly-Si (n*) c-Si

Figure 1.12 — Schematic of a) solar cell features TOPCon structure at rear surface, b) IBC solar
cell with n*- and p*-type poly-Si contact fingers separated by an intrinsic poly-Si.

2015, Fraunhofer Institute of Solar Energy System (FhG-ISE) succeeded in fabricating another
world record single-junction monocrystalline silicon solar cell with an efficiency of 25.1% [14],
which was quickly increased to 25.7% in 2017 by process refinement [15]. These record cells
feature the so-called TOPCon (Tunnel Oxide Passivated Contact) structure at rear surface (see
Figure 1.12.a), providing a low series resistance yet high surface passivation properties. This
can be achieved by introducing a carrier-selective passivated contact, made of a thin layer of
tunnel oxide (one to two nanometers) to ensure good tunneling effect with low carrier recom-
bination and a layer of highly doped semi-crystalline silicon to obtain high lateral conductivity.
It should be pointed out that due to good electrical conductivity of TOPCon structure, the metal
contacts are applied directly to the entire rear surface without patterning. In early 2018, the
Institute for Solar Energy Research Hamelin (ISFH) has brought the cell record efficiency up
to 26.1%, by combining POLO (polycrystalline silicon on oxide) junction and IBC technol-
ogy [16]. The key features in this solar cell is the high selectivity of POLO junctions, which
are being applied in an interdigitated pattern at the rear side in order to minimize the parasitic
absorption in poly-Si and avoids the shading by front metallisation (see Figure 1.12.b).

Another interesting structure of monocrystalline silicon solar cell is the silicon heterojunc-
tion with intrinsic thin-layer (HIT) cell, developed in 1992 by SANYO (currently Panasonic)
[17]. This solar cell takes advantages of excellent surface passivation properties of the stacked
intrinsic and doped hydrogenated amorphous silicon (a-Si:H) layers in order to improve open-
circuit voltage (V) as well as decrease series resistance of the cell. Figure 1.13.a shows the
schematic of the cell structure. For about 20 years, the conversion efficiency of HIT cell had
been continuously pushed up until reaching 24.7% in 2013 [18]. Despite the high V. and low
series resistance, the HIT cell still suffers from low short-circuit current (Js) due to parasitic
absorption induced by the a-Si:H layers. Panasonic overcame this problem by merging the HIT
and IBC technology, applying the HIT structure in an interdigitated pattern at rear surface (see
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CHAPTER 1. PHYSICS OF SOLAR CELL

Figure 1.13.b), leading to a new record efficiency of 25.6% in 2014 [19]. By early 2017, with
process refinement, Kaneka brought the conversion efficiency of HIT cell up to 26.7% [20],
setting the highest conversion efficiency of monocrystalline silicon solar cell up to date.

a) ) front electrode b) SiN, (anti-reflection
p-type a-Si coating)
) N )
TOC layer c-Si (CZ, n-type, texture) intrinsic a-Si ¢-Si (CZ, n-type, texture) > intrinsic a-Si
rear electrode n-type a-Si p-type a-Si n-type a-Si

grid electrode

Figure 1.13 — a) Schematic of both-sides contact silicon heterojunction with intrinsic thin layer
(HIT) cell, b) Schematic of HIT solar cell with an interdigitated pattern at rear surface.

Since the first invention in 1954, crystalline silicon solar cell has been through many tech-
nological developments, which have brought the conversion efficiency of solar cell from 6%
to 26.7%, almost reaching the Shockley-Queisser theoretical limit. Among many technolo-
gies, the incorporation of surface passivation layer is a major advancement, holding an ex-
tremely crucial key for the high efficiency solar cells that have been developed and possibly
other record-breaking solar cells that are to come.
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2.1. DEFECTS IN BULK SILICON

In crystalline solids, the constituents (e.g. atoms, molecules, or ions) are arranged in a
highly ordered microscopic structure, forming a crystal lattice that extends in all directions.
The entire lattice can be considered as a large number of unit cells, stacking together periodi-
cally. It should be mentioned that the unit cell can have various shapes (i.e. cubic, tetragonal,
monoclinic, orthohombic, rhombohedral, hexagonal, triclinic), depending on the lengths and
angles between the cell edges. In crystalline silicon, the atoms are arranged in a diamond lattice
structure, represented by two interpenetrating face-center cube (FCC) unit cells in which the
second unit cell is shifted one-fourth along the diagonal of the first unit cell [1]. The sidelength
of the cubic unit cell (the lattice constant) is 5.4307 A, and the bond length between two silicon
atoms (Si-Si1) is approximately 2.3515 A. Possessing four valence electrons, each silicon atom
establishes four covalent bonds with its nearest neighbors, and therefore no unsaturated bond
is left behind (except in the vicinity of defects and the surface).

2.1 Defects in bulk silicon

The atomic arrangement in the crystalline silicon bulk is not always perfect. Somewhere in
the silicon lattice, defects exist and their effects cannot be neglected. The lattice defects can
be classified into three main categories depending on their dimension [2]. The 0-dimensional
defects consist of isolated sites in the crystal structure, and are hence called point defects. An
example is a solute or impurity atom, which alters the crystal pattern at a single point. The
I-dimensional defects are called dislocations. They are lines along which the crystal pattern
is broken, e.g. the grain boundaries along which distinct crystallites are joint together. The
3-dimensional defects change the crystal pattern over a finite volume, e.g. voids, precipitates,
etc. Thanks to the development of crystal growth technology, the large-defect issues such as
dislocation and sizable precipitate can be avoided. However, point defects remain the main
problem, affecting the performance of silicon devices. Disturbing the crystal pattern at isolated
sites, the point defects can be further divided into two sub-categories: the intrinsic defects and
the extrinsic defects.

2.1.1 Intrinsic defects

In a pure silicon material, the intrinsic defect is formed when an atom is missing from a position
that ought to be filled in the crystal, creating vacancy, or when an atom occupies an interstitial
site where no atom would ordinary appear, causing an interstitialcy (see Figure 2.1.a). Because
the interstitial sites in most crystalline solids are small or have an unfavorable bonding config-
uration, the interstitialcies are high-energy defects that are relatively uncommon. Vacancies,
on the other hand, are present in a significant concentration in all crystalline materials. Both
vacancies and self-interstitials are not stable, and they can migrate around inside the crystal un-
der certain conditions. While interstitial atoms are considered to be mobile at all temperatures,
annealing has been pointed to be the main reason behind the long range migration of vacancy
[3, 4]. These intrinsic point defects can aggregate leading to the formation of micro-voids or
silicon interstitial clusters, which induce detrimental effects on the crystal electrical properties.
It is worth mentioning that the intrinsic point defects are not easy to detect because their signal
is often below the detection limit of most characterization tools.
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CHAPTER 2. SILICON DEFECTS AND SURFACE PASSIVATION

Figure 2.1 — Schematics of intrinsic and extrinsic point defects in crystalline silicon: a) vacancy
and self-interstitial, b) oxygen-vacancy center.

2.1.2 Extrinsic defects

The extrinsic point defects are foreign atoms, which are called solutes if they are intentionally
added to the material and called impurities if they are not. In this section, we focus more on
impurities that are unintentionally added to the crystal lattice. The foreign atom may occupy a
lattice site, in which case it is called a substitutional impurity or it may fill an interstitial site, in
which case it is called an interstitial impurity. Since the interstitial site is relatively small, the
interstitial impurity is commonly limited to small atoms such as oxygen, carbon, nitrogen, etc.
Among these, interstitial oxygen is one of the main impurity in crystalline silicon. When heated
to 430-450°C, it forms defects which act as donors [5]. Oxygen impurities can diffuse around
and aggregate with other defects (see Figure 2.1.b), e.g. other oxygen impurities to form clus-
ters, intrinsic interstitial to form the oxygen-vacancy center (V;O;), etc. Another interesting
impurity is carbon. Coming from group IV, carbon is electrically neutral and has no static
dipole moment because of the tetrahedral symmetry. Carbon can move around at room tem-
perature. It can be captured by carbon substitutional (Cs) to form the carbon interstitial-carbon
substitutional (C;Cy) complex, or by interstitial oxygen (O;) to form the oxygen interstitial-
carbon interstitial (C;O0;) complex [5].

2.2 Silicon dangling bonds

At the surface of a crystalline silicon wafer, the periodic arrangement of the silicon atoms is
interrupted. Consequently, the surface atoms cannot be fully saturated due to the fact that some
of their valence electrons are left unbonded (half-filled orbitals), forming the so-called surface
dangling bonds (DBs).

2.2.1 Trap density

The number of the unbonded electrons per surface atom varies depending on the surface orien-
tation, e.g. the (100) surface has two half-filled sp> orbitals per atom, while the (111) surface
has only one. These surface dangling bonds are chemically active and eager to lower their en-
ergy by forming chemical bonds. As there is no other atoms available, the adjacent unsaturated
atoms tend to pair with each other. However, due to the distance between each dangling bond,
the crystal lattice has to be strained in order to bring pairs of surface atoms closer together to
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2.2. SILICON DANGLING BONDS

form new chemical bonds, known as Si-Si dimer bonds (see Figure 2.2). Despite the formation
of these dimer bonds, each silicon atom on the (100) oriented surface has at least one dangling
bond remaining active.

b)

Figure 2.2 — Schematic models of a) dangling bond on Si(100) surface, b) symmetric Si-Si
dimer bond [6].

The presence of dangling bonds introduce localized states with associated energy levels in
the silicon bandgap. On a bare crystalline silicon surface, the density of trap levels (Dj) is
approximately 10'*cm—2eV 1. This trap density is reduced to approximately 10'2cm—2eV !
on the naturally oxidized surface [7].

2.2.2 Charge states

Introducing a mid-gap energy level, dangling bonds have the possibility of being in one of the
three occupation states: completely unoccupied, singly occupied (with either spin state) and
doubly occupied (with one electron of each spin state). When the dangling bond is completely
unoccupied, no electron can compensates the nucleus charge, so the silicon atom behave as a
point-like positive charge, denoted by (DB™). The singly occupied dangling bond has neutral
charge (DB), while doubly occupied dangling bond has negative charge (DB™) [8]. Also,
it is important to mention that the energy level introduced by a dangling bond is not fixed.
Firstly, it can be shifted up or down by an electrostatic potential. Secondly, this energy level
varies depending on its own occupation state: the energy level of an unoccupied dangling bond
is lower than the energy level introduced by a singly occupied dangling bond. Sometimes,
these trap levels are viewed as the energy required for the transition of the charge states of the
dangling bonds, from positive to neutral (+/0) and from neutral to negative (0/—). So when
the Fermi level is below both transition levels, it is highly probable that the dangling bond is
positively charged (unoccupied). In case the Fermi level is between both the two levels, the
possibility of +/0 transition increases and thus the dangling bond is neutral. The dangling
bond can be negatively charged when the Fermi level is above both transition level.

Introducing energy levels in the bandgap of a material, bulk defects and dangling bonds
act as active traps, capturing the free charge carriers. In high quality crystalline silicon wafers
(e.g. float zone c-Si), the bulk defects are considerably reduced thanks to the development
of crystal growth technology [9]. However, the surface dangling bonds remain high, leading
to a very strong SRH recombination of charge carriers (see section 1.3). This strong carrier
recombination at the surface affects the open-circuit voltage (V,.), the short-circuit current
(I), and the fill factor (FF) of the solar cells, limiting its conversion efficiency.

32
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2.3 Passivation mechanism

As mentioned previously, due to the continuous improvement of the crystalline silicon bulk ma-
terial and the tendency to reduce wafer thickness, the recombination of charge carriers caused
by surface dangling bonds has become the critical factor limiting the conversion efficiency of
solar cells. To overcome this problem, a thin semiconductor or dielectric layer is commonly
introduced on the wafer surface so as to neutralize the dangling bonds. This technique is known
as the surface passivation, and it is able to effectively reduce the carrier recombination at the
surface via two main mechanisms: the chemical passivation and the field-effect passivation.

2.3.1 Chemical passivation

It is worth mentioning that recombination of charge carriers at the surface is directly propor-
tional to the density of the dangling bonds. So the first approach to tackle the surface re-
combination issue is to reduce the density of dangling bonds, commonly known as chemical
passivation [10].

Passivation layer

Saturated bond )’; \(</\

c-Si wafer
Dangling bond

Figure 2.3 — Schematic model represents the chemical passivation mechanism.

This can be obtained by depositing an appropriate passivation layer (see section 2.4) on top
of the crystalline silicon surface or by immersing the sample into polar liquids [11]. By doing
so, the unsaturated silicon atoms at the wafer surface are able to form chemical bonds with
various atoms of the deposited materials (particularly hydrogen), and therefore the dangling
bonds are saturated chemically and electrically (see Figure 2.3).

2.3.2 Field-effect passivation

In addition to chemical passivation, the surface recombination can be further reduced by al-
tering the carrier concentration, which is generally known as the charge-induced passivation
or the field-effect passivation [10]. Knowing that the carrier recombination through SRH pro-
cess involves one electron and one hole, the highest surface recombination will occur when the
concentrations of both charge carriers (electrons and holes) are approximately equal. That is
to say if the concentration of one charge carrier is reduced, the surface recombination will be
drastically reduced as well. As electron and hole carry an electrical charge, such a reduction of
the concentration of one carrier type (either electrons or holes) can be realized by the forma-
tion of electrostatic charges in the passivation layer (see Figure 2.4), mainly near the interface
between the silicon wafer and the passivation layer.
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Passivation layer
Electrostatic
charge

c-Si wafer

Figure 2.4 — Schematic model represents the field-effect passivation mechanism.

These fixed charges attract the carriers of opposite polarity to the surface and repel the
carriers of the same polarity away. Therefore, depending on the polarity of the fixed charges
in the passivation layer, the electronic band structure at silicon surface can be modified from
an accumulation mode (attract majority carriers) to an inversion mode (repel majority carriers).
One should notice that accumulation mode is more favorable than the inversion mode, which
is the reason why the passivation layers with negative fixed charges are commonly used on the
p-type crystalline silicon surface, while those with positive fixed charges are used on the n-type
surface.

In practical crystalline silicon solar cells, the above-mentioned passivation approaches are
often combined to achieve minimum surface recombination.

2.4 Passivating materials

Different materials can be used to provide surface passivation for crystalline silicon solar cells.
It can be either a semiconductor (e.g. intrinsic and doped hydrogenated amorphous silicon,
etc.), a dielectric material (e.g. silicon dioxide, hydrogenated amorphous silicon nitride, etc.),
or metal oxide (e.g. aluminum oxide, zinc oxide, etc.). Silicon dioxide (SiO;) grown by ther-
mal oxidation at high temperature ( 1000°C) is one of the standard materials firstly used for
passivation purposes in crystalline silicon technology. Thanks to the formation of strong chem-
ical bonds between silicon and oxygen at the interface, SiO; provides excellent chemical pas-
sivation for crystalline silicon solar cell (D;; = 109cm*2eV*1) [12]. However, the excellent
passivation properties provided by SiO, cannot be maintained when samples are exposed to
UV photons. Another issue arises from high temperature process, which can lead to a degrada-
tion of bulk materials, mainly p-type crystalline silicon. For these reasons, significant effort has
been devoted to the development of low temperature (<400°C) surface passivation schemes as
an alternative to the high temperature SiO,. Today, hydrogenated amorphous silicon (a-Si:H),
and aluminum oxide (Al,O3) are the two commonly used passivation materials for crystalline
silicon solar cells.

2.4.1 Hydrogenated amorphous silicon

In the photovoltaic community, hydrogenated amorphous silicon (a-Si:H) was first fabricated
and used as an absorbing material for thin film solar cell. Then, due to the presence of hydro-
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gen atoms in a-Si:H structure, the film was incorporated into crystalline silicon solar cell as
a surface passivation layer [13—16]. The chemical passivation properties provided by a-Si:H,
particularly intrinsic a-Si:H, allow to reduce the defect state density (D;;) to values as low as
1019%m=2eV~!. In general, another doped (n-type or p-type) a-Si:H layer is added on top of the
intrinsic layer in order to provide the field-effect passivation. According to the doping profile,
the Fermi level can be shifted toward the conduction band or the valence band, which further
causes the band bending in the electronic structure of solar cells. Thanks to this band bending,
an internal electric field is induced and the carriers photo-generated in c-Si can be selectively
collected to their corresponding terminals. In addition to its excellent passivation properties,
a-Si:H films also have quite good conductivity properties. Therefore, the electrical contacts
can be deposited (or printed) directly on top of the passivation layer without the need of laser
scribing or other surface opening processes.

Different processes can be used to deposit the a-Si:H film, but the low temperature plasma-
enhanced chemical vapor deposition (PECVD) is the most common one. The pure silane (SiHy)
or the mixture of silane (SiH4) and hydrogen (H,) are commonly used as the precursor gases
for deposition of intrinsic a-Si:H. Phosphine (PH3) or diborane (B,Hg) gases can also be added
to the mixture in order to obtain n-type or p-type a-Si:H respectively.

Despite of its many advantages, using a-Si:H as a passivation layer for crystalline silicon
also has some drawbacks. Firstly, the parasitic absorption is one of the main issues to deal with
when using a-Si:H to passivate the front surface. Having a quite small energy gap (E,_s;.:zg ~1.7
eV [17]) with the direct band properties, the a-Si:H layer will absorb partly the photons (£, >
E,_si.p) from sunlight and thus reduce the number of photons absorbed by the crystalline
silicon wafer beneath. For this reason, the thickness of the front a-Si:H layer has to be carefully
designed to minimize the absorption losses while maintaining excellent surface passivation.
Secondly, the passivation provided by a-Si:H is vulnerable to intense light/UV light soaking.
When the sample is exposed to light with high intensity, the weak chemical bonds in the a-Si:H
layer, particularly at the c-Si/a-Si:H interface, are believed to break down and thus induce new
silicon dangling bonds. This phenomena is known as the Staebler-Wronski effect [18, 19]. Last
but not least, due to the stability problem of a-Si:H layer, the fabrication processes of solar cells
with a-Si:H layer have to be specifically designed at temperature below 250°C.

2.4.2 Aluminum oxide

Aluminum oxide (Al,03), also known as alumina, is an interesting passivation material for
crystalline silicon solar cells due to the fact that it provides both chemical and field-effect pas-
sivation [20, 21]. Thanks to the formation of thin silicon oxide (SiOy) layer at the c-Si/Al,O3
interface during annealing, the surface defect density can be significantly reduced [22]. Fur-
thermore, the Al,Os film also contains high density of negative fixed charges (> 10'%¢cm=2)
and thus provides excellent field-effect passivation [23]. For these reasons, the thickness of the
Al,Oj3 passivation layer can be reduced to a few nanometers [24—26]. The electric field induced
by negative fixed charges in Al,O3 prevents electrons from approaching the surface, which is
the reason why Al,O3 is commonly used as a passivation layer for p-type surface. In addi-
tion to its excellent passivation properties, Al,O3 has also large energy gap (Eg 41,0, = 7.5€V)
[27, 28]. Therefore, the film can be incorporated as a passivation layer on the front surface
without worrying about parasitic absorption. Furthermore, the Al,O3 film is also known for
its stability under light soaking at high temperature (=~ 75°C). These correspond well to the
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properties of crystalline silicon solar cell that should remain stable for at least three decades.

—OH termination ;).Hg g z g TMA

(Ready for another TMA)’ ‘

it TILY
- & e

Il = 7Y

Figure 2.5 — Schematic represents the atomic layer deposition(ALD) process.

Different deposition methods can be used to grow Al,O3 layers, such as plasma-enhanced
chemical vapor deposition (PECVD) [29], atomic layer deposition (ALD) [21], etc. Due to a
very accurate thickness control coupled with the ability to provide an excellent conformal films
even on a textured surface, the ALD process has attracted lots of attention in the photovoltaic
community. This grow process is based on a self-limiting reaction, in which the precursors
and inert gases are sequentially pulsed into the reactor. The purge of inert gases (Ar or Nj)
is performed between each pulse so as to remove the by product and the remaining precursor
from the reactor. Generally, trimethylaluminum (TMA) is used as an aluminum precursor,
while water vapor (H,O) or ozone (O3) is used for oxidation. Assuming that the initial surface
of the c-Si substrate is fully covered by the hydroxyl group (—OH) after the wet chemical
cleaning process. As TMA is pulsed into the reactor, the ligand exchange reaction between
TMA molecules and the —OH terminated surface will occur as shown in Equation 2.1:

n OH + Al(CH3)3 — OnAl(CH3)3_, +n CHy @2.1)

When all the reactive sites (-OH) are saturated, the reaction will genuinely terminate. Then
the purge of inert gases will start. After purging, water vapor is introduced to the chamber.
Another ligand-exchange reaction will occur between Al(CH3), terminated surface and water
(Equation 2.2).

Al(CH3)+ H,0 — AlOH + CHy (2.2)

At the end of this reaction, the —OH terminated surface reappears. The presence of these —-OH
terminated sites indicates that the surface is ready for the next ALD cycle after the purging.
This cycle (see Figure 2.5) is continuously repeated until the desired thickness of the Al,O3
layer is obtained. It is important to note that the layer thickness can be precisely defined by the
number of ALD cycles.
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Using Al,O3 as the passivation layer for c-Si solar cell provides many interesting advan-
tages. However, the film has a high dielectric constant (approximately 9) that can lead to high
series resistance, particularly on the front grid contacts. Thus, a laser scribing process is com-
monly required to ensure a proper electrical contact with low series resistance. Lastly, another
challenge of using Al,O3 passivation layer is the deposition time. As the conventional ALD
process requires pulsing and purging the chamber, it may take several seconds to complete one
cycles.
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3.1. EMISSION OF LIGHT

3.1 Emission of light

Light refers to electromagnetic radiation of any wavelength, either it is visible or not. Based on
its wavelength, the electromagnetic radiation can be categorized as radio, microwave, infrared,
visible, ultraviolet, X-rays and gamma rays. The radio has longest wavelength (low frequency),
while gamma rays have short wavelength (high frequency). It is worth mentioning that, through
the work of Albert Einstein, Louis de Broglie, and many others, light has both wave and particle
nature (commonly known as wave-particle duality). As a wave, light is characterized by ve-
locity (speed of light), wavelength, and frequency. As particle, light is considered as a stream
of photons with an energy (Epn0n) related to the frequency of the wave given by Planck’s

relation: .
c
Ephoton = 7 3.1

Where £ is the Planck constant (6.626 x 10734 m?.kg.s~!), ¢ is the speed of light in vacuum
(2.997 x 108 m.s~ 1), and 4 is the photon’s wavelength.

From this relation, it is obvious that light with short wavelength has higher photon energy
than that with long wavelength. Basically, the sources of light can be divided into two main
categories: thermal radiation (incandescence) and non-thermal radiation (luminescence).

3.1.1 Thermal radiation

Thermal radiation (incandescence) is the continuous emission of photons from every physical
body at thermal equilibrium above absolute zero. The thermal radiation involves the vibration
of entire atoms inside the body, leading to emission of electromagnetic radiation. Depending
on the temperature of materials, the emitted photons vary in their energies and colors. At
low temperature, the materials commonly emit invisible light in the infrared region. However,
as the temperature increases above a few hundreds degree Celsius, the emitted light can be
visible, changing its color from red to yellowish and finally bluish-white (see Figure 3.1).
With the increase of temperature, the peak of the emission spectrum also starts shifting to
shorter wavelengths (high photon energy), commonly known as blueshift. This phenomenon
can be observed, for example when the metal is heated. Both intensity and spectrum of thermal
radiation are strongly dependent on the emitter’s temperature and are governed by the Planck’s
law (Max Planck, 1901).

A black body is an ideal body, which emits the maximum possible thermal radiation. The
spectral emission intensity I, (%®) of a black body is given by [1]:

(hw)?

oy (R00) = 4m2h3c?

A —1
[exp( k:}) - 1} (3.2)

where i = h/2m is the reduced Planck constant, ® is the angular frequency, c is the speed of
light in the vacuum, kp is the Boltzmann constant, and 7 is the temperature of the material.

As a ideal body, the thermal radiation of the black body has been used as the standard for
the comparison with the radiation of real physical bodies. Coupled with the Kirchhoff’s law,
which claimed that the emissivity and absorptivity of materials are equal under thermodynamic
equilibrium, the expression of energy distribution of the black body can be extended to the

42



CHAPTER 3. PHOTOLUMINESCENCE

Figure 3.1 — Planckian locus
in the CIE 1931 color space.
The diagram shows the color
locus (path) of incandescence
black body radiation as a func-
tion of the black body tempera-
ture. Note, X and Y are the two
chromaticity coordinates.

emission of non-black body (commonly known as gray body). The spectral emission intensity
I(hw) < 1 of a gray body with an absorptivity o (f®) is given by [2]:

[(ho) = a(ho) Iy, (ho) (3.3)

This concept is so important that it is actively used in the study of not only the intrinsic thermal
radiation, but also radiation caused by different physical nature.

3.1.2 Non-thermal radiation

Non-thermal radiation (luminescence) is generally recognized by its high emission intensity,
which is far too large to be thermally radiated at the actual temperature of the emitting body. In
contrast to thermal radiation that involves the vibration of entire atoms, luminescence concerns
only the transition of electrons between energy levels. Luminescence light is produced when
electrons release some of their energy during the jump from a high energy state to a lower one.
Generally speaking to maintain continuous amounts of luminescence, the electrons require a
continuous push to be lifted up to high energy states so that the cycle continues. This push
can be provided by a range of sources, such as chemical reaction, electrical current, photon
absorption, etc. For luminescence radiation, the actual temperature of the emitting body seems
to be of little important.

Luminescence radiation was first treated thermodynamically like the black body radiation.
But instead of using the real emitting-body temperature, an effective temperature was used.
This effective temperature is the temperature of black body radiation having the same emission
intensity in a given photon energy range, and it does not exist in any parts of the system emit-
ting luminescence radiation. Later, the difference between thermal and non-thermal radiation
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3.2. PHOTOLUMINESCENCE

was accounted for by the chemical potential of the emitting materials. In contrast to effective
temperature, this quantity is experimentally accessible. It is worth mentioning that thermal ra-
diation can be emitted by any material, and its spectrum may contain photons with any energy
hw > 0. In contrast, the spectrum of luminescence radiation is characterized by some thresh-
old photon energy (%iax), with photons of smaller energy (7@ < hi@y) missing. This threshold
photon energy (hay) is a consequence of a gap (AE,) in the distribution of states as a function
of energy, a characteristic of luminescent materials.

A semiconductor is a typical luminescent material, for which AE, is the gap between the
valence band (E,) and conduction band (E.). The intensity of the luminescence radiation of a
semiconductor at a given temperature is strongly related to the concentration of electrons in the
conduction band and of holes in the valence band. In addition, the generalized Planck law can
be used to predict the spectrum of the luminescence radiation of the direct-bandgap semicon-
ductors. Different from the simple Planck’s law for thermal radiation, the generalized Planck
law takes into account the non-zero chemical potential ( My = Epc— €r,) of the semiconductor,
the only parameter that distinguishes luminescence from thermal radiation. The luminescence
spectral emission intensity I; (7®) of a semiconductor material with a chemical potential (i)
and absorption coefficient a(h®) is given by [1]:

-1

(ho)’ )—1 (3.4)

A2h3 2

ho — Uy

I (ho) = a(ho) T

xp(

For indirect-bandgap semiconductors (e.g. crystalline silicon, etc.), the absorption and emis-
sion of phonons is required during the direct transition of electrons between energy levels. For
this reason, one may doubt the validity of the generalized Planck’s law for such materials. By
using the principle of detailed balance coupled with experimental data, it has been proved that
the generalized Planck’s law is valid for indirect bandgap semiconductors, both for the homo-
geneous body and for the inhomogeneous body (e.g. p-n junction, etc.) in silicon solar cells.
Reader may refer to the work of Schick et al (1992) for more details [3].

Depending on the energy sources providing the push of electrons to high energy states (elec-
tron excitation), the luminescence radiation can be further categorized into various sub-groups,
such as chemiluminescence, electroluminescence, photoluminescence, etc. The chemilumines-
cence is a radiation resulting from a chemical reaction. Electroluminescence, on the other hand,
can be obtained when the semiconductor materials is excited by an electrical current. Photo-
luminescence is a radiative emission, from any forms of matter, resulting from the absorption
of photons. As photons do not interact with each other, their properties are therefore entirely
determined by the state of the emitting materials or their interaction with matter. Consequently,
many characterization tools have been developed based on luminescence radiation, particularly
photoluminescence, for the investigation of material properties.

3.2 Photoluminescence

When light of sufficient energy (E,poron > E,) is incident on a semiconductor, photons are ab-
sorbed and electrons are excited from the valence band to the conduction band. These excited
electrons act as free particles and eventually relax back to the ground state. If radiative relax-
ation (direct jump of excited electrons from conduction band back to valence band) occurs,
photons will be emitted along the process. This radiation is called photoluminescence (PL).
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CHAPTER 3. PHOTOLUMINESCENCE

The intensity of the emitted PL signal often depends on the density of the photo-generated
carriers governed by the excitation intensity as well as the emitting material properties, and its
spectrum is defined by the energy gap (E,) of the materials (see Figure 3.2). Furthermore,
the whole spectrum of the PL signal can be determined using the generalized Planck’s law
(Equation 3.4).

a) b)
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Figure 3.2 — PL spectra emitted from a) AlGaAs (Eg a/Gaas = 1.75 €V) and b) ¢c-Si (Ey¢—s; =
1.12¢V)

During the last few decades, photoluminescence has gained increasing interest as a char-
acterization technique for semiconductor materials. The choice of the excitation energy and
intensity is critical in any PL measurements, as these two parameters have profound effects on
the emitted PL signal.

3.2.1 Excitation energy

For most semiconductors, the absorption of incident light depends strongly on the photon en-
ergy. As a result, different excitation energies will have different penetration depth and thus
allow us to probe different regions of the sample. It is worth mentioning that a penetration depth
(the inverse of the absorption coefficient) is a measure of how deep light can penetrate into a ma-
terial. It is defined as the depth at which the intensity of radiation falls below 37% of its original
value at just beneath the surface. In direct-bandgap semiconductors, the above-bandgap excita-
tion has a penetration depth of the order of 1um. The diffusion of photo-generated carriers can
vary widely but is typically in the range 1 — 10um. Hence, the PL with above-bandgap excita-
tion is very sensitive to the surface properties. In contrast, in indirect-bandgap semiconductors,
the absorption is weaker and the light can penetrate deeper into the sample. Therefore, the PL is
dominated by the bulk properties in this case. For this reason, in more demanding experiments,
the laser light which is the source of photo-excitation is carefully chosen to probe a particular
depth in the sample. If multiple excitation wavelengths are available, these properties of PL
can be used to distinguish surface and bulk contribution.
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3.3. STEADY-STATE PHOTOLUMINESCENCE

3.2.2 [Excitation intensity

Unlike the excitation energy, which may or may not be important, the excitation intensity will
influence the result of any PL experiments. The excitation intensity controls the density of the
photo-generated electrons and holes, which governs the behavior of these carriers. One of the
main properties that is strongly influenced by the carrier density is the electron-hole recombi-
nation mechanism. When the carrier density is low, the recombination is dominated by discrete
defects and impurity sites at the surface/interface and the bulk of the material. Therefore, the
percentage of the radiative recombination is low compared to the SRH recombination. Under
intermediate excitation, the discrete states are filled and radiative recombination plays a greater
role. In this regime, the increase of the excitation intensity will linearly increase the intensity of
the PL signal. At the highest carrier densities, the three-body Auger recombination dominates
the overall carrier recombination process. Consequently, the intensity of the incident beam is
commonly adjusted to control the photo-generated carriers, so the electronic properties of the
sample can be investigated under different recombination regimes.

In addition to excitation energy and intensity, the excitation profile also plays a very impor-
tant role in material characterization. By employing different excitation profiles, for example,
steady-state or pulse or modulation, various specific properties of materials can be measured.
In the following sections, two of the main photoluminescence operation modes, steady-state
photoluminescence and modulated photoluminescence, will be presented.

3.3 Steady-state photoluminescence

In steady-state photoluminescence (SSPL), the excitation intensity is maintained at a constant
level during the measurements. Generally, in this operation mode, the spectrum and intensity
of the emitted PL signal are detected and analyzed to yield the optical and electronic properties
of the materials.

3.3.1 Spectral analysis
Peak position

For crystalline materials, the translational symmetry of the crystal lattice leads to the formation
of electronic energy bands. However, the presence of defects breaks the periodicity of the
lattice and locally perturbs this band structure by introducing discrete energy levels within
the forbidden gap. These defect-induced states act as very active traps, capturing the charge
carriers in the crystal, particularly when the temperature is sufficiently low. Some of the trapped
carriers, mainly those in the shallow traps near the conduction band and valence band edge,
are likely to participate in the radiative recombination (see Figure 3.3) and thus introduce
additional peaks in the PL spectrum. Therefore, by analyzing the peak position of the PL
spectrum, the energy levels of defects in the crystal can be determined. It is important to
note that the sample temperature must be small enough to discourage the thermal activation of
carrier release out of the traps.
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Figure 3.3 — Radiative recombination paths: a) band-to-band; b) donor state to valence band;
¢) conduction band to acceptor state.

In addition to identifying discrete states, the PL peak positions can be used to evaluate the
atomic interdiffusion and interface alloying. In various electronic devices as well as photo-
voltaic cells, the heterojunction of two semiconductors can be found. For many reasons, e.g.
atomic interdiffusion, these heterojunction structures are not abrupt, and unintentional alloy
layers can be formed at the interface. These interface alloys can form narrow wells or barriers
that have a non-negligible impact on the behavior of carriers. Therefore, a better understanding
and control of such layers is important. Depending on the composition, the bandgap of a semi-
conductor alloy can be larger, smaller, or intermediate between the adjoining materials. So by
evaluating the position of the PL peak, the bandgap of the alloy layer can be determined, and
so does its composition.

Spectral fitting

Besides the analysis of the peak positions, fitting the PL spectrum will provide a wealth of quan-
titative information about the emitters. In general, the expression for non-thermal radiation, de-
scribed by generalized Planck’s law, is used for this fitting process. As an example, Katahara et
al have developed a model based on sub-gap absorptivity to fit the whole PL spectrum and thus
yield the band energy, local lattice temperature, functional form of the sub-bandgap absorption,
and the energy broadening parameter (Urbach energy, magnitude of potential fluctuation, etc.)
[4]. Furthermore, Nguyen et al have also determined the temperature dependence of the band-
to-band absorption coefficient of crystalline silicon by fitting the PL spectra detected at various
temperature [5]. Last but not least, the linear fitting at the high energy tail of the PL spectrum
provides roughly the emitter temperature as the slope and the quasi-Fermi level splitting as the
interception [6, 7].

3.3.2 PL intensity

Of all features, the intensity of emitted PL signal is the most practical parameter for the qualita-
tive analysis of interface properties. Because the density of defects at the interface is high, the
carrier recombination in this area is usually non-radiative, suppressing the emission intensity of
PL signal. For this reason, although several important mechanisms affect the PL response, the
variation of PL intensity generally correlates with the modification of the interface: an increase
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of the PL signal indicates a decrease of non-radiative recombination, in other words a decrease
of interface defect density. The measurements of PL intensity have been used to evaluate a
wide variety of surface treatments, including etching, oxidation, hydrogenation, deposition of
coating layers, and hetero-epitaxy.

Furthermore, the measurements of PL intensity have gained increasing interest for monitor-
ing the interface modification (physically or chemically) in real time during the processes. This
can be done, because, in addition to its high sensitivity to interface properties, the PL mea-
surement is generally not sensitive to the experimental conditions, e.g. pressure in the sample
chamber. Moreover, the technique can be used to investigate contactlessly any surface, as it
relies on neither electrical excitation nor detection. Last but not least, the PL measurements are
nondestructive or have very little impacts on materials under investigation. It is important to
bear in mind that the photo-induced modification and sample heating are possible, but lowering
the excitation intensity can minimize these effects.

3.4 Modulated photoluminescence

Modulated Photoluminescence (MPL) is a phase-sensitive characterization technique. Differ-
ent from steady-state photoluminescence, the MPL technique uses a sinusoidally modulated-
intensity light source to excite the sample.

3.4.1 Carrier lifetime measurement

Because the sample is being illuminated by a light source with a modulated intensity, the pho-
togeneration rate of charge carriers in the semiconductor is given by [8, 9]:

G= G0+G1€i(m (3.5)

where G represents the constant part of photogeneration rate, G is the amplitude of the mod-
ulated part, and @ is the modulation frequency of the excitation intensity.

This modulation of the photogeneration rate further leads to a variation of the carrier con-
centration as a function of time (see Figure 3.4), and ultimately a modulation of the emitted
photoluminescence. The equation for the variation of the carrier concentration is given by:

An = Ang + Any ' (3.6)

Where the Ang and An; are the amplitude of the constant and the modulated parts of charge
carrier concentration. It is worth mentioning that the equation for the modulated photolumi-
nescence take the same form, as the photoluminescence emission rate is strongly related to the
carrier concentration in the material, given by the definition of radiative recombination.

From the definition, the variation of charge carrier concentration in a semiconductor allows
the determination of the minority carrier lifetime. A general equation for determining the life-
time of charge carriers is given by:

An(t)

G(t) — d(A;t(l))

(3.7
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Figure 3.4 — Schematic represents the modulation of excitation intensity and emitted photolu-
minescence as a function of time during the MPL measurement.

By solving this differential equation, then substituting equation 3.5 and 3.6 into the solu-
tion, the relationship between the constant and modulation parts of carrier concentration and
generation rate be obtained, and it is given by:

TGl i

Anyg +An1eiw[ =1Gog+-——¢

3.8
1+iot (3-8)

So, the modulation amplitude of the carrier concentration as well as the emitted photolumi-
nescence is a complex number with a magnitude of |An;| and phase shift (¢) compared to the
carrier generation rate.

TG
Al = o (39
¢ = —arctan(®7) (3.10)

Based on these equations, by measuring the modulation amplitude or the phase shift between
the emitted photoluminescence and the carrier generation rate, the lifetime of charge carriers in
the semiconductors can be determined.

3.4.2 Differential vs Steady-state lifetime

In the electronics as well as photovoltaics community, the lifetime of charge carriers has been
used extensively to represent the quality of semiconductor materials. The interpretation of car-
rier lifetime is straightforward: the larger the carrier lifetime is the better the quality of materials
(both bulk and interface). Various characterization techniques have been developed to measure
this minority carrier lifetime. These techniques include quasi-steady-state photoconductance
decay, differential photoconductance decay, modulated photoluminescence, etc. Among these,
the dynamic measurement techniques feature distinct advantages over steady-state techniques,
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due to the fact that they measure carrier lifetime directly from the decay of excess carrier den-
sity rather than to implicitly infer lifetime from measured steady-state amplitudes.

However, several artifacts of the dynamic techniques have been addressed in the past. In the
1990s, Brendel, Aberle, and Schmidt identified a difference between the steady-state (actual)
injection-dependent lifetime 7,; and the so-called differential injection-dependent lifetime 74; ¢
obtained from light-biased differential photoconductance decay measurement [10—12]. This
mismatch between the differential and actual lifetime is, according to Giesecke et al [13], due
to the fact that differential lifetime relates a change of generation rate to a change of excess
carrier concentration. Generally, in (quasi) steady-state lifetime measurements, the investigated
sample has a constant carrier concentration (Ang) under a constant carrier generation rate (Gj).
The minority carrier lifetime is simply given by:

Ang
Tgs = Go (3.11)
In a dynamic measurement technique, however, the decay of carrier density An(f — o) due to
light bias has to be taken into account. Supposing that the measurement is conducted in a very
short time frame (Ar — 0). The carrier generation rates at time ¢ and ¢ + At are Gy and €G
respectively, with a light bias parameter 0 < € < 1. Similarly, the carrier concentrations at ¢
and 7 + Ar are Ang and An(t — oo). The carrier lifetime is given by:

Ang — An(t — o)
(1—¢)Gy

Tdif = (3. 12)
This form reveals the differential nature of 74ir, which is a change of excess carrier density per
change of generation rate. As carrier lifetime varies depending on injection level dt/dAn # 0,
the relative change of excess carrier density cannot equal the relative change of generation rate,
leading to the difference between differential and actual lifetime.

Due to the nature of differential measurements, it was concluded that integration of mea-
surements throughout the entire injection range was essential in order to obtain actual lifetime
from different lifetimes [10]. However, such measurements are time-consuming and addition-
ally complicated by the limitation at G — 0 due to the sensitivity limit of the instruments.
In 2013, Giesecke et al has revealed a relationship between the differential and actual carrier
lifetime [13], given by:

drt
Tss,i(Gi) = Taif,i(Gi) (1 — Gid_An) (3.13)

By applying this equation, the actual carrier lifetime can be correctly determined from a

combination of at least two measurements of 74;¢(G) to be conducted at adjacent generation
rates.
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4.1. INTRODUCTION TO IN-SITU SSPL

4.1 Introduction to in-situ SSPL

In-situ SSPL is a unique characterization tool, which was developed based on steady-state pho-
toluminescence technique. The tool is partly integrated into a PECVD reactor (called PLAS-
MAT), allowing us to characterize the properties of samples inside the reactor in real time
during the processes (e.g. deposition of passivation/capping layer, thermal treatment, plasma
exposure, etc.). During the in-situ measurement, a laser source with a constant laser inten-
sity is employed to excite the sample. Under illumination, charge carriers are generated in
the material and eventually recombine through different recombination processes (radiative or
non-radiative). In the radiative recombination process, the charge carriers directly recombine,
resulting in an emission of photons (PL signal). By detecting and analyzing the emitted PL
signal, various properties of materials can be determined (please refer to section 3.3 for further
information).
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Figure 4.1 — Detail configuration of the in-situ SSPL characterization tool.

4.1.1 Tool configuration

In-situ SSPL consists of three main parts, the excitation system, the optical system, and the
detection system, which are interconnected by multi-mode optical fibers with a core diameter
of 600 um (see Figure 4.1).

In the excitation system, a fiber-pigtailed laser diode (785 nm, 100 mW adjustable) is used
as the light source, and it is powered by a programmable current/temperature controller from
Thorlabs to ensure optimal operating conditions and precise control of laser optical output.
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Leaving the laser diode, the laser light is coupled into an optical fiber and transferred to the
optical system.

The optical system of in-situ SSPL is an optical cube, comprised of a dichroic mirror (also
known as hot mirror) in the middle of the cube and three collimators on the cube walls (see
Figure 4.2.a). The dichroic mirror is position at 45° angle with regard to the direction of
the laser beam, and its optical properties are shown in Figure 4.2.b. The laser light that is
transferred from the excitation system enters the cube through collimator @ As the center
wavelength of the laser is in near-infrared region, the laser light will pass through the mirror to
collimator @ connected with an optical fiber that goes into the PLASMAT reactor until just
beneath the sample. As the sample is excited by laser light, the charge carriers are generated

Transmission

Reflection
100 :

a) @ |
75

- ®
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with lens mount @

750 1000 1250 1500
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Figure 4.2 — a) Schematic of the optical cube (top view, not to scale); b) the transmission and
reflection properties of the dichroic mirror with a cut-off wavelength at 950 nm.

and the photons are simultaneously emitted. These emitted photons are then collected by the
same optical fiber and sent back the cube. It is important to mention that the wavelength of the
emitted photons depends strongly on the energy gap of the emitting materials. For crystalline
silicon, the wavelength of the emitted photon is about 1130 nm, which is in the infrared range.
Therefore, these photons are reflected by the dichroic mirror to collimator @ that is connected
to the detection system.

The main component of the detection system of in-situ SSPL is the iHR320 photo-detecting
apparatus from HORIBA. It consists of three blazed holographic plane gratings that are dedi-
cated to different wavelength range (190-800 nm; 400—1000 nm; 600—-1700 nm) and two de-
tectors with different sensitivity ranges (photomultiplier tube: 200-850 nm; liquid-nitrogen-
cooled DSS: 800-1550 nm) [1]. This apparatus is controlled by Syner]Y DATA ACQUISI-
TION, a scientific spectrometer utilities program, which allows a precise control of detection
range, position of the blazed grating, and the slit size (both entrance and exit to detector).
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4.1.2 Operation mode

Thanks to the versatility of the iIHR320 photo-detecting system, the in-situ SSPL can be oper-
ated in two different modes: spectra-time and intensity-time.

In the first operation mode, the system is configured to detect the variation of full PL spectra
as a function of time (spectra-time). In this case, the blazed grating is set to operate in a
range of wavelengths to cover the whole PL spectrum. During the measurement, the grating
rotates and thus reflects the photons at each corresponding wavelength to the detector. Once the
measurement of a full spectrum is done, the blaze grating return to its initial position, and the
cycle repeats. By detecting the whole PL spectra, we are able to access various properties of the
emitting materials. However, depending on the integration time chosen, it may require several
tens seconds to detect a full PL spectrum. Figure 4.3 shows a series of full PL spectra emitted
from an AlGaAs solar cell during the thermal treatment at 80°C in the hydrogen environment.
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Figure 4.3 — A series of full PL spectra detected by in-situ SSPL in the 1% operation modes.
These full PL spectra were measured during a thermal treatment of an AlGaAs solar cell at
80°C in the hydrogen environment.

In the second operation mode, the system is set to measure the PL intensity at one wave-
length as a function of time (intensity-time). Here, the blazed grating is fixed at one wavelength,
and the intensity of the PL signal at that wavelength is continuously measured. Figure 4.4
shows the evolution of the PL intensity (@ 1130 nm) emitted from a single-side passivated c-Si
wafer during the deposition of an a-Si:H passivation layer at 200°C (passivation layer on the
second surface). In this operation mode, the time scale between each measurement can be set
to as low as 0.1 second.

It should be mentioned that all the experimental results, presented in the following sections,
were measured by in-situ SSPL in the second operation mode.
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Figure 4.4 — PL intensity detected by in-situ SSPL in the 2"¢ operation modes. The evolution
of the PL intensity (@ 1130 nm) detected during the deposition of an a-Si:H passivation layer
on a single-side passivated c-Si wafer.

4.2 In-situ study of plasma effects on surface passivation

Surface properties are extremely crucial for crystalline silicon solar cells, as they are directly
linked to the cell conversion efficiency. Naturally, a huge amount of dangling bonds present on
surface of c-Si wafer. These dangling bonds act as active traps, capturing the photo-generated
carriers and thus inducing the carrier recombination loss. On top of that, the planar c-Si surface
also reflects back at least 30% of the incident photons, leading to what is known as the optical
reflection loss [2—4].

To tackle these problems, various thin-film semiconductor and dielectric materials are incor-
porated into the structure of solar cells. For instance, a thin layer of aluminum oxide (Al,O3)
grown by atomic layer deposition (ALD) [5—12] or hydrogenated amorphous silicon (a-Si:H)
grown by plasma-enhanced chemical vapor deposition (PECVD) [13—18] is added directly onto
the wafer surface to neutralize the surface dangling bonds and therefore reduce the carrier re-
combination at the surface. Furthermore, an additional capping layer of hydrogenated amor-
phous silicon nitride (a-SiNy:H) or transparent conductive oxide (TCO) is employed to enhance
the anti-reflective properties [2, 19-22] and/or to provide a better lateral transport of the gener-
ated carriers [23, 24]. Plasma processes such as PECVD and sputtering are commonly used to
grow these capping layers, and a degradation of the surface passivation is more often than not
observed after these deposition processes [25, 26].

In this section, in-situ SSPL is employed to study in detail the root causes as well as the
mechanisms behind the plasma-induced degradation of surface passivation of crystalline sili-
con wafer coated by Al,O3 and a-Si:H. Moreover, the relationship between the dynamics of
the passivation degradation and the plasma parameters (e.g. chamber pressure, applied radio
frequency power, and substrate temperature) is also discussed.
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4.2.1 Experiments

High quality double-side polished 4 inches n-type (100) FZ c-Si wafers with a resistivity of
approximately 3 Q.cm and a thickness of about 280 um were used as substrates in the experi-
ments. Prior to deposition of the passivation layers (Al,O3 or a-Si:H), all wafers were subjected
to a short (= 30 seconds) wet chemical cleaning in a 5% hydrofluoric acid (HF) solution in or-
der to remove the native oxide layer. Then the wafers were transferred quickly to different
reactors for deposition of the passivation layers with a thickness of about 9 nm on both sides of
the substrate to form a symmetrical passivation structure. For one group of samples, a thermal
ALD reactor (model R200) from Picosun was used to grow the Al,O3 layers. The growth pro-
cess was performed at 150°C, during which the gas precursors were alternatively introduced
to the chamber. Here, trimethylaluminium (Al(CHj3)3) was used as the metal precursor, while
water vapor was used as the oxidant. For another group of the sample, the a-Si:H layers were
grown by the PECVD process in an OCTOPUS reactor from INDEOTEC. This deposition pro-
cess was conducted at 200°C, and a mixture of silane and hydrogen gases was used as the gas
precursor.

After deposition of the passivation layer, the samples were transferred to the PLASMAT
reactor, where they were exposed to a 13.56 MHz RF capacitively coupled Ar/H; plasma. It
is important to mention that in order to decouple the influences of plasma from the photolu-
minescence quenching effect and any other interferences induced by the diffusion of atomic
hydrogen originating in the passivation layers (Al,O3 or a-Si:H), the first set of experiments
was performed at room temperature (RT). The baseline plasma conditions are summarized in
the table 4.1.

Table 4.1 — Baseline plasma conditions during the plasma exposure experiments.

Parameters Value
Pressure 0.3 Torr
RF power I5W
Ar/H, flow rates 10/10 sccm
Substrate temperature RT
Inter-electrode distance 25 mm
RF voltage (Vrr) 221V
Self-bias voltage (Vpias) -41V
Plasma potential V,, = %(VRF + Viias) 90 V

During these plasma exposure experiments, the samples are placed on the grounded elec-
trode of the PLASMAT reactor, as indicated in Figure 4.5. Its front surface is exposed to the
Ar/H; plasma, while the photo-excitation (A;5.,, = 785 nm @ 20 mW) and collection of the PL
signal (Ap s; = 1130 nm) are simultaneously conducted at the rear surface. An ex-situ charac-
terization tool (Sinton WCT-120) is also used to check the minority carrier lifetime of samples
before and after the plasma exposure.
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Figure 4.5 — Schematic of the simplified configuration of in-situ SSPL in the PLASMAT reactor
during the plasma exposure experiments.

4.2.2 Results

Figures 4.6 shows the evolution of the PL signals, emitted from samples during the exposure.
It can be observed that the PL signal of the Al,Os-passivated sample abruptly increases just
after the plasma ignition. Then it slowly decreases as a function of the plasma exposure time
until reaching a steady-state value (see Figure 4.6). On the other hand, the PL signal emitted
from the a-Si:H-passivated sample exhibits a completely different features (see Figure 4.6).
The signal plummets as soon as the plasma is ignited, and it remains at that level throughout
the experiment.
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Figure 4.6 — Evolution of the PL signals (normalized) emitted from samples passivated by 9 nm
of Al,O3 and a-Si:H observed during the Ar/H; plasma exposure at room temperature.
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In both cases, one can see that the PL signals diminish after being exposed to plasma. This
indicates the generation of defects in the samples, particularly at the interface between the c-Si
wafer and the passivation layer, in other words the degradation of surface passivation that leads
to non-radiative recombination of photo-generated carriers. Regarding the dynamics of the
plasma-induced degradation, it is clear that, despite having the same thickness of the passivation
layer (9 nm), the a-Si:H-passivated samples degrade faster than the Al,O3-passivated samples.
It means that the surface passivation provided by a-Si:H is more vulnerable to plasma processes
than the passivation provided by Al,Os.

It is also important to mention that the abrupt increase of the PL signal, observed during
the plasma exposure of the Al,O3-passivated sample, is not an artifact, but a very quick acti-
vation of the surface passivation properties of the Al,O3 layer. The mechanisms behind this
rapid activation of surface passivation properties will be discussed later in this section. To
check the stability of this feature, a short (approximately 1 s) plasma exposure was conducted
on the Al,Oz-passivated samples. The objective of this experiment is to rapidly activate the
passivation properties of this as-deposited Al,O3 layer, but to avoid the degradation induced by
plasma.
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Figure 4.7 — Evolution of the PL signals (normalized) emitted from samples passivated by
Al,O3 observed during a short (= 1s) Ar/H, plasma exposure at room temperature.

The obtained PL signal is shown in Figure 4.7. One can see that the PL intensity instantly
steps up when the plasma was turned on (similar to the feature observed in Figure 4.6 in the
previous experiment), and interestingly it remains stable after the plasma was turned off. The
minority carrier lifetime of the samples before and after this experiment were measured by a
quasi-steady-state photocoductance decay technique (Sinton WCT-120) and found to increase
from around 160 s to approximately 270 s after this short plasma exposure. It should be
emphasized that this improvement of surface passivation properties remained stable even after
a few days of storing the samples in ambient air.
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4.2.3 Root cause of plasma effects
Hypotheses

As the samples were directly exposed to Ar/H, plasma during the experiments, the modifica-
tion of surface passivation can be induced by the plasma species (e.g. atomic hydrogen, ions,
electrons, etc.) and/or plasma emission (e.g. VUV light, UV light, visible light, etc.).

One hypothesis is that the passivation layers were modified by the atomic hydrogen orig-
inating from plasma. It has been reported that atomic hydrogen from the plasma is able to
penetrate and induce defects in the a-Si:H bulk layer [13, 27]. Therefore, one may expect this
to also happen in the passivation layers (not only a-Si:H but also Al,O3), which ultimately
leads to degradation of surface passivation of the samples.

On the other hand, the bombardment of ions from the plasma upon the sample surfaces
may also alter the surface passivation properties. In general, the kinetic energy of ions toward
the grounded electrode (sample surface) is proportional to the plasma potential (V),), which is
approximately 90 V in our experiments. With this plasma potential, the bombardment energy
of a singlely charged ion, e.g. Ar* ions, can reach approximately 90 eV, which is high enough
to induce defects in the passivation layer. It is worth mentioning that at 300 mTorr, the plasma
sheath is collisional, so the energy of ions impinging the surface can be a bit smaller than the
estimated value.
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Figure 4.8 — Strong emission line of Argon and Hydrogen glow discharges. Data is obtained
from the online publication of the Physical Measurement Laboratory at NIST [28] and Obser-
vatoire de Paris [29]

Besides the plasma species, the plasma emission can also affect the passivation layer. Ac-
cording to NIST and Observatiore de Paris [28, 29], both argon and hydrogen glow discharges
have strong emission lines in the vacuum UV (VUV) region (see Figure 4.8). The energies of
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these emitted photons are greater than 10 eV, which is high enough to deteriorate the passiva-
tion layers (Al,O3 and a-Si:H interfaces) as well as the interface (c-Si/Al,O3 and c-Si/a-Si:H).
However, the effect of light-induced degradation (LID) in c-Si bulk materials can be neglected
in our experiments, as Niewelt et al. have observed that the LID effect only occurs in boron-
doped c-Si wafers [30].

To verify these hypotheses, various plasma exposure experiments were conducted. The results
from these experiments are shown as follows:

Exposure to pure-Ar plasma

First of all, in order to check any possible influences of atomic hydrogen (originating in plasma)
on the surface passivation properties, a pure-Ar plasma exposure was conducted on an as-
deposited Al,O3-passivated sample. It should be mentioned that all other plasma parameters,
besides the gas mixture, were kept the sample as those in the baseline conditions. As there
was no hydrogen in the gas mixture, the presence of atomic hydrogen in the plasma can be
eliminated. Figure 4.9 shows the PL signal emitted from the sample observed during this pure-
Ar plasma exposure, compared to the PL signal emitted from identical sample observed during
the Ar/H; plasma exposure.
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Figure 4.9 — Evolution of the PL signals emitted from sample passivated by Al,O3 observed
during the pure-Ar plasma exposure at room temperature. It is compared to the PL signal
emitted from identical sample observed during the Ar/H, plasma exposure.

It can be observed that both PL signals exhibit the same features: a quick increase, followed
by a slow degradation. As mentioned above, there was no presence of atomic hydrogen in the
pure-Ar plasma, yet the sample behaved like the one that had been exposure to Ar/H; plasma.
Therefore, the hypothesis regarding the possible influences of atomic hydrogen (originating in
the plasma) on the passivation layers (Al,O3 and a-Si:H) can be excluded.
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Ar/H, plasma exposure through a MgF, window

An effective way to simultaneously verify the two remaining hypotheses is to performed addi-
tional experiments on the passivated samples covered by an optical window. Here, a magne-
sium fluoride (MgF,) optical window was used. It is important to mention that this material
is transparent to the VUV radiation, with a transmission rate more than 50% for photons with
wavelengths higher than 120 nm. By covering the passivated samples with this optical win-
dow during the plasma exposure, all the plasma species (electrons, ions, radicals, etc.) will
be prevented from reaching the sample surface, while the plasma emission (VUV light, UV
light, etc.) can pass though to the samples. Figure 4.10 shows the evolution of the PL signal
emitted from the Al,Oz-passivated sample observed during the Ar/H, plasma exposure through
the MgF, optical window, compared to the PL signal emitted from identical sample under the
Ar/H; plasma exposure without any optical window. The plasma parameters used in both ex-
periments were identical (the baseline plasma conditions).
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Figure 4.10 — Evolution of the PL signal emitted from an Al,O3-passivated sample observed
during the plasma exposure through an MgF, optical window at room temperature compared
to the PL signal obtained during the experiment without an optical window.

One can see that the PL signal obtained during the plasma exposure through MgF, optical
window exhibits identical features compared to the PL signal observed during the exposure
without any optical window. The same holds true for the a-Si:H-passivated samples. Based on
these experimental results, it can be concluded that VUV light emitted from plasma is the root
cause, leading to modification of the surface passivation.

Ar/H; plasma exposure through a Corning glass plate

Similar experiments (plasma exposure through an optical window) were also conducted with
a normal Corning glass plate. So instead of using an MgF, optical window, an Corning glass
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plate is used to covered the samples during the plasma exposure experiments. It is important
to mention that the cut-off wavelength (Acu.off) Of the Corning glass is approximately 280 nm
(measured by the Perkin-Elmer Lambda 950 UV-VIS-NIR Spectrophotometer), which is in the
UV-B region. Therefore, by covering the samples with this glass window, we prevent not only
the plasma species, but also the high energy photons (VUV and UV-C light) from reaching the
sample. Only photons with energy less than 4.42 eV are able to pass through to the sample.

Figure 4.11 shows the PL signals emitted from a sample passivated by Al,O3 observed dur-
ing the plasma exposure through corning glass compared to the PL signal detected during the
exposure experiment without any optical window. One can see that, when the Al,O3-passivated
sample is covered by a Corning glass plate, the PL signal emitted from the sample does not de-
grade. Surprisingly, it slightly improves during the plasma exposure. This result suggests that
the photons with energy less than 4.42 eV is not strong enough to induce degradation on sam-
ple passivated by Al,Os3. In addition, the slight increase of PL signal during the experiment is
probably due to what is known as light-induced field effect enhancement, which occurs when
an Al,O3-passivated sample is exposed to moderately high energy photons [5, 31].
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Figure 4.11 — Evolution of the PL signals (normalized) emitted from the Al,O3-passivated sam-
ple observed during the plasma exposure through a Corning glass window at room temperature
compared to the signal obtained during the experiment without an optical window.

In contrast with the Al,O3-passivated sample, the degradation of surface passivation is still
observable on sample passivated by a-Si:H film (see Figure 4.12). However, one can see that
the degradation rate of the a-Si:H under the plasma exposure through the Corning glass window
is a bit slower compared to the degradation rate observed during the direct plasma exposure.
This result shows that the c-Si surface passivation provided by a-Si:H can be deteriorated even
under the exposure to low energy UV light, the radiation range that causes no damage to surface
passivation provided by Al,O3. One may notice that the degradation of surface passivation
became a bit slower in this experiment. This is probably due to the fact that VUV light from
plasma did not reach the c-Si/a-Si:H interface.
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Figure 4.12 — Evolution of the PL signals (normalized) emitted from a c-Si wafer passivated
by a 9 nm of a-Si:H observed during the plasma exposure through a Corning glass window at
room temperature compared to the signal obtained during the experiment without an optical
window.

4.2.4 Mechanisms behind the plasma-induced modifications of surface
passivation

Understanding of passivation mechanisms in a-Si:H and Al,O3

In order to explain the mechanisms behind the modifications of surface passivation during the
plasma exposure, one has to understand the passivation mechanism provided by both a-Si:H
and Al,O3 as well as the interaction between these layers and the VUV light emitted from
plasma. The a-Si:H passivation layer is known to provide excellent chemical passivation for
c-Si wafer thanks to the generation of chemical bonds, mainly Siyafer—S1 and Siyafer—H, at the
interface during the deposition. The film also contains a large amount of hydrogen, which can
diffuse throughout the layer to the interface and bond to the remaining silicon dangling bonds.

The Al,O3 layer, on the other hand, is also known for providing good chemical passivation
thanks to the formation of chemical bonds (e.g. Siwafer—O, Siwafer—H, etc.) at the c-Si/Al,O3
interface. This region is commonly known as oxygen-rich layer (O-rich) with a thickness of ap-
proximately 1 nm. In addition, the film also contains a high density (> 10! cm~?) of negative
electrostatic charges, leading to a strong field effect passivation and thus enhancing the overall
passivation quality. The origin of these electrostatic charges has been attributed to intrinsic and
extrinsic defects in the Al,Oj3 structure. In a simulation study using the first principles, Mat-
sunaga et al. have suggested that the Al vacancies and O interstitials can be negatively charged
and are stable in their fully ionized states [32]. Furthermore, investigating the InGaAs/Al,03
structure, Shin et al. have found that oxygen dangling bonds can produce an energy level in the
Al,O3 forbidden gap below the mid-level [33]. These defects behave as traps for electrons from
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c-S1 and therefore induce the negative fixed charges. One may expect that the fixed charges in
c-Si/Al;O3 structure have the same origin. The extrinsic point defects (e.g. hydrogen inter-
stitials, etc.) have also been considered as non-negligible sources of negative fixed charges in
Al,Oj3 layers. Peacock and Robertson have claimed that the interstitial hydrogen is stable in all
three charge states (H*, HY, and H™) depending on the structure of materials they are located
[34]. They proposed that in the c-Si/Al,O3 structure, a neutral interstitial hydrogen (H®) tends
to accept an electron from c-Si and changes its charge state to a negative one (H").

Mechanisms behind plasma-induced degradation

For both passivation materials, one can expect that there is a strong relationship between the
chemical bonds at the interface and the quality of surface passivation. This brings us to an
assumption that the degradation of c-Si surface passivation during the plasma exposure is a
result of deterioration of these interfacial chemical bonds. It is possible that the high energy
photons (VUYV light) emitted from plasma penetrate into the passivation layer and damage the
chemical bonds at the interface, which leads to the generation of defects and thus increases the
SRH recombination of charge carriers. The difference in terms of degradation rate between
samples coated with Al,O3 and those coated with a-Si:H is probably related to the type of
chemical bonds at the interface. For samples passivated by a-Si:H film, the c-Si/a-Si:H interface
is filled with the Si—Si and Si—H bonds. Due to a strong disorder in the a-Si:H network, most
of these interfacial bonds are delicate and can be quickly broken by the plasma emission. On
the contrary, the c-Si/Al,O3 interface contains stronger chemical bonds including the Si—O
bonds, making the interface a bit more enduring to the high energy photons from plasma.
This assumption also explains the results obtained during the plasma exposure experiment on
samples covered by a Corning glass. As the c-Si/a-Si:H interface contains a large amount
of weak bonds, the degradation of surface passivation occurs even under the exposure to low
energy UV light. The Al,O3-passivated samples did not degrade in these experiments due to
the fact that its interface contains strong chemical bonds that requires high energy photons to
break.

Explanation of the activation of passivation properties of Al;O3; under plasma exposure

Looking back into the first set of experiments, one can see that the Al,O3-passivated sample
behaves differently from the a-Si:H-passivated sample. Its surface passivation abruptly im-
proves just after plasma ignition, then it slowly degrades throughout the rest of the plasma
exposure experiment. To understand the mechanism behind this complex surface modification,
it is important to remind that our Al,O3 passivation layers were grown at 150°C. Therefore, the
as-deposited Al,O3 layer probably contains a considerable amount of oxygen and hydrogen in
form of hydroxyl radicals (Al-OH). It is possible that this AI-OH structure gets broken rapidly
by the high energy photons (VUV light) emitted from plasma, providing an oxygen dangling
bond and a hydrogen interstitial (or an oxygen and a hydrogen interstitials). As mentioned
in the previous section, these intrinsic and extrinsic point defects are the origin of the nega-
tive electrostatic charges in the Al,O3 film. Therefore, the break of AI-OH structure increases
the negative charge density in the as-deposited Al,Os3 film, leading to an enhancement of the
field-effect as well as the overall surface passivation of the sample (increase of the PL signal).
It 1s important to mention that the VUV light from plasma can break not only the hydroxyl
radicals in the Al,O3 structure but also other chemical bonds (e.g. Si—O, Si—-H, etc.) at the
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c-Si/Al, O3 interface. The damage of these interfacial chemical bonds introduces more defects
to the sample and ultimately deteriorate the chemical passivation (slow decrease of PL signal).

The study of the influence of plasma exposure was extended to the annealed Al,O3-passivated
sample, to check if the enhancement of surface passivation occurs in Al,O3 passivation film in
general. In this experiment, after the deposition of the Al,O3 passivation layer, the samples
were annealed for 15 minutes at 300°C (H; environment with a chamber pressure of around
300 mTorr) before being exposed to the baseline Ar/H, plasma. Figure 4.13 shows the PL
signals emitted from the annealed Al,O3-passivated sample, compared to the signal from the
as-deposited sample, during the plasma exposure at room temperature.
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Figure 4.13 — Evolution of the PL signals (normalized) emitted from as-deposited and annealed
samples passivated by Al,O3 observed during the plasma exposure at room temperature. It is
important to mention that the initial PL intensity of the annealed sample is higher than the initial
intensity of the as-deposited sample, due to the fact that the surface passivation of annealed
sample had been improved by annealing.

One can see that the improvement of surface passivation just after the plasma ignition does
not occur on the annealed Al,Os-passivated sample. It is very likely that the AI-OH struc-
ture in the Al,O3 passivation layer had already been modified during the annealing at 300°C.
Therefore, as the annealed Al,O3 film contains no more hydroxyl radicals, no additional neg-
ative fixed charge is induced during the experiment. Moreover, it can be observed that the
degradation rate of annealed Al,O3-passivated sample is slightly faster than the degradation
rate of as-deposited sample. This result slightly contradicts our expectation, as the annealed
Al,O3-passivated sample was supposed to have strong chemical bonds (e.g. Si—O) at the inter-
face, making it more enduring to the plasma emission. After investigation, we found that the
problem lies on the annealing process prior to the plasma exposure. Commonly, the Al,O3-
passivated sample are annealed at around 400°C for more than 20 minutes to improve the
surface passivation, by particularly forming a thin oxide layer at the Al,O3 interface. Here, the
samples were annealed at 300°C for only 15 minutes. Therefore, it is possible that the interface
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was modified, but the thin oxide layer was not perfectly formed yet. Instead, the improvement
of minority carrier lifetime (Tjnjsia = 200 s — Tfing > 1000 ps) after annealing at 300°C may
result from the dissociation of AI-OH structure and the diffusion of atomic hydrogen to passi-
vate the remaining dangling bonds at the interface. For this reason, the interface of our annealed
Al»O3-passivated sample tends to have more Si—H bonds, making it a bit more vulnerable to
the plasma exposure.

4.2.5 Effect of passivation layer thickness

In an attempt to reduce the detrimental effect of plasma processes on the crystalline silicon
surface passivation, the thickness of the passivation layer has been increased from 9 nm to
around 40 nm. In this experiment, the samples were exposed the baseline Ar/H, plasma with
the parameters shown in table 4.1. Figure 4.14 shows the PL signals emitted from samples
symmetrically passivated by a-Si:H film of different thicknesses.

150 .

a-Si:H 40nm
a-Si:H 20nm

-a-Si:H 10nm

100 (s

[6)]
o

PL intensity (a.u.)

L | " | L 1 L
200 300 400 500 600
Time (s)

Figure 4.14 — The evolution of the PL signals (normalized) emitted from samples passivated by
a-Si:H at different thickness, observed during the plasma exposure at room temperature.

Interestingly, one can see that the degradation of surface passivation is significantly attenu-
ated when the thickness of a-Si:H passivation layer is increased from 9 nm to 20 nm. Moreover,
the plasma-induced degradation effect is hardly observed when the a-Si:H passivation layer
reaches 40 nm. The reasons behind this thickness dependence of plasma-induced degradation
effect lies on the fact that the plasma emission is partly absorbed by the a-Si:H passivation
layer, which is a direct bandgap semiconductor with a moderate energy gap of approximately
1.7 eV. Therefore, the thick a-Si:H passivation layer is able to absorb the plasma emission,
preventing the VUV light from deteriorating the chemical bonds at the interface. However, it is
worth mentioning that this thickness dependent behavior is not found on samples passivated by
Al,Os3 film. This result reflects the fact that Al;O3 passivation layer is a material with a large
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energy gap of about 7 eV; therefore, its photo-absorption property is less pronounced compared
to the absorption properties of a-Si:H layer. It is also important to note that the a-Si:H passi-
vation layer absorbs not only the high energy photons from plasma but also the photon in the
visible range. Therefore, an optimal thickness should be determined in order to mitigate the
plasma detrimental effect while keeping the parasitic absorption of the a-Si:H layer as low as
possible.

4.2.6 Effect of RF power & pressure

Because the plasma-induced degradation of surface passivation is caused by the plasma emis-
sion (mainly the VUV light), which is strongly dependent on the density and energy of free
electrons in the plasma, the variation of chamber pressure and applied RF power may allow the
diminution of the plasma detrimental effects. Here, the samples were exposed at room temper-
ature to Ar/H; plasma at various chamber pressure (3 Torr — 0.3 Torr) as well as at different
applied RF power (25 W — 2 W). The details parameters of the plasma conditions are shown in
table 4.2.

Table 4.2 — Plasma conditions during the study of the influence of chamber pressure and applied
RF power on the plasma-induced surface passivation modification.

Paramaters Pressure variation | RF power variation
Pressure 0.3-3Torr 0.3 Torr

RF power I5W 2-25W
Ar/H, flow rates 10/10 sccm

Substrate temperature RT

Inter-electrode distance 25 mm

Figure 4.15.a shows the PL signals emitted from samples passivated by Al,O3 (=~ 9 nm)
during the plasma exposure at different chamber pressure at room temperature. One can see that
the degradation of the PL signals becomes slower when the chamber pressure is decreased. This
result suggests that the degradation of surface passivation induced by plasma can be attenuated
by lowering the chamber pressure. This pressure dependence behavior is probably related to
the variation of plasma emission with the chamber pressure. To find out, the emission of plasma
at various pressure were detected, and they are shown in Figure 4.15.b. One can see that, in the
pressure range between 3 Torr and 0.3 Torr, the plasma emission decreases with the decrease
of chamber pressure. That is the reason why the degradation of surface passivation is low under
the plasma exposure at low pressure.

The same was observed during the plasma exposure experiment at different applied RF
power: the lower the RF power is, the slower the degradation of surface passivation (see Fig-
ure 4.15.¢). Here, one can understand that by reducing the applied RF power, the plasma
emission becomes less intense (see Figure 4.15.d) due to the fact that free electrons in plasma
have less energy. It is worth mentioning that this behavior is hardly observed on samples pas-
sivated by 9 nm of a-Si:H because the degradation of such samples is too quick to observe the
difference between each condition.
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Figure 4.15 — Evolution of the PL signals (normalized) emitted from Al,O3-passivated sample
observed during the plasma exposure at a) different chamber pressure; c¢) different applied RF
power. The emission of room-temperature Ar/H; at b) different chamber pressure (constant RF
power 15 W); d) different applied RF power (constant pressure 0.3 Torr).

4.2.7 Effect of substrate temperature

Substrate temperature is another important parameter to be investigated for mitigation of the
detrimental effect of plasma processes on the surface passivation of crystalline silicon. The
variation of substrate temperature may have less influences on the plasma emission; however,
it can have a great influence on the properties of the passivation materials, in particular the
diffusion of atomic hydrogen that originates in the passivation layers themselves. For further
understanding of the influence of substrate temperature on the plasma-induced modification of
surface passivation layer, the plasma exposure experiments at 200°C were conducted. In this
experiment, the passivated samples (as-deposited) were put into the reactor, filled with argon
and hydrogen gases, at room temperature. Then the substrate temperature was increased rapidly
to 200°C. As soon as the substrate temperature reached the set-point, the experiment began.
It should be mentioned that, besides the substrate temperature, all the plasma parameters were
kept the same as the baseline plasma condition.

Figure 4.16 compares the PL signal emitted from samples passivated by Al,O3 observed
during the Ar/H, plasma exposure at RT and at 200°C. One can see that by increasing the sub-
strate temperature to 200°C, the degradation of surface passivation provided by Al,O3 becomes
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significantly slower compared to the degradation during the plasma exposure at RT. This result
can be explained by two competing mechanisms, simultaneously induced by plasma emission
and substrate temperature (200°C) during the exposure. As mentioned in the previous section,
the high energy photons induced by plasma are able to induce bond breaking in the passi-
vation layer as well as at the interface, leading to the deterioration of chemical passivation
(decrease of PL signal). On the other hand, the increase of substrate temperature can induce
the diffusion of atomic hydrogen, originating in the Al,O3 passivation layer, to re-passivate the
newly-generated defects. Thanks to this influence of substrate temperature, the net degradation
rate of surface passivation was decreased, as observed in the experiment.
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Figure 4.16 — Evolution of the PL signals (normalized) emitted from samples symmetrically
passivated by 9 nm Al,Og layers, observed during the Ar/H, plasma exposure at room temper-
ature and at 200°C.

For the a-Si:H-passivated sample, the PL signal detected during the plasma exposure at
200°C is shown in Figure 4.17 along with the PL signal obtained from the experiment at room
temperature. It is important to mention that because the samples passivated by a 9 nm of a-
Si:H film degrade too quick under the plasma exposure (making it very difficult to observe the
evolution of surface passivation during such experiments), the samples passivated by a 20 nm
of a-Si:H layer is used here. In this experiment, a complex behavior of the evolution of surface
passivation provided by a-Si:H can be observed.

One can see that, in the exposure experiment at 200°C, the surface passivation of the sample
rapidly degrades (more than 50% drop of the emitted PL signal) as soon as the plasma is ig-
nited. It is also obvious that the degradation of surface passivation during the plasma exposure
at 200°C is much faster than the one observed during the plasma exposure at room temperature,
which is opposite to what has been observed on sample passivated by Al,O3. A possible expla-
nation of this quick drop of PL signal is that the raise of temperature increases the molecular
vibration of materials and therefore weakens the chemical bonds in the a-Si:H layer as well as
the c-Si/a-Si:H interface. Consequently, the moderate chemical bonds that hardly get broken
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Figure 4.17 — Evolution of the PL signals (normalized) emitted from samples symmetrically
passivated by 20 nm a-Si:H layers, observed during the plasma exposure at room temperature
and at 200°C.

during the plasma exposure at room temperature can be quickly dissociated during the exposure
at 200°C. In addition, the range of high energy photons that are able to break the interfacial
bonds also slightly broadens as the interfacial bonds become weaker. For these reasons, the in-
terfacial bond broken rate during the plasma exposure at 200°C is higher than the bond broken
rate observed during the plasma exposure at room temperature.

After the abrupt degradation at the beginning, a steady recovery of surface passivation has
been observed during the rest of the plasma exposure (@ 200°C). To understand this feature, it
is important to notice that only photons with energy equal or less than 3 eV can pass through the
20 nm of a-Si:H layer (measured by the Spectroscopic Ellipsometry). One has seen that, at the
beginning of the experiment, most of the weak and moderate chemical bonds at the c-Si/a-Si:H
interface get broken, leading to a significant degradation of chemical passivation. In this second
stage, similar to what happens during the experiment with Al,O3, two competing mechanism
occur simultaneously: the interfacial bond breaking caused by the plasma emission and the
neutralization of dangling bonds thanks to the reformation of interfacial chemical bonds. The
newly-formed interfacial bonds can be weak, moderate or strong chemical bonds. While the
weak and moderate ones may get broken again by the photons that pass through the 20 nm of
a-Si:H layer, some newly-generated strong bonds that require photons with energy higher than
3 eV to break may remain. So as the number of strong interfacial bonds gradually increases,
the surface passivation also slowly recovers (a slow increase of the PL signal).

It is worth mentioning that these mechanisms could also occur on samples passivated by
Al,O3. However, as there is nothing to block the high energy photons (VUV light) from reach-
ing the interface, all the newly-generated bonds will get broken again.
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4.2.8 Recovery of surface passivation

The PL signal emitted from each sample was also observed after the plasma was turned off.
This allows us to have a better understanding of the plasma-generated defects and how they
evolve as a function of time.

Figure 4.18 shows the evolution of PL signal emitted from samples passivated by Al,O3
and a-Si:H just after the Ar/H; plasma exposure at room temperature. One can see that the PL
signal emitted from sample coated with Al,O3 remains constant after the plasma was turned
off. In contrast, the PL signal emitted from sample coated with a-Si:H layer slightly recovered
by itself. These result suggest that the defects induced by plasma on the Al,O3-passivated
sample remain stable at room temperature. In contrast, the surface passivation provided by
a-Si:H can partially recover by itself even after a significant deterioration induced during the
plasma exposure. Further studies are required in order to explain the mechanism behind these
results.
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Figure 4.18 — Evolution of the PL signals (normalized) emitted from samples passivated by
9 nm of Al,O3 and a-Si:H layers after the plasma exposure at room temperature.

In an attempt to recover the surface passivation, the degraded samples were annealed at
200°C in the hydrogen environment. Figure 4.19 shows the evolution of the PL signal emitted
from the degraded Al,Oz-passivated sample during the annealing process, from the beginning
at room temperature until reaching the temperature set-point at 200°C and after. The result
shows that the surface passivation of the sample starts to recover at around 150°C, and it con-
tinues to slowly increase until reaching a steady-state value. The same results could be obtained
during the annealing in the vacuum. This recovery of surface passivation is probably due to the
diffusion of atomic hydrogen to passivate the plasma-induced defects or due to the reforma-
tion of interfacial bonds (from the chemical bonds that had been broken during the plasma
exposure).
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Figure 4.19 — Evolution of the PL signals (normalized) emitted from the plasma-exposed sam-

ple passivated by Al,O3 during the annealing at 200°C.

It is worth mentioning that, in the plasma exposure experiment at 200°C, the degraded sur-

face quickly recover when the plasma was turned off.
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Summary

In this chapter, the configuration and the operation modes of in-situ SSPL have been presented.
The tool has been used to characterize the evolution of surface passivation of c-Si wafer under
plasma exposure at various conditions. The experimental results show that:

Despite having the same thickness of passivation layers, the Al,Os-passivated sample
and a-Si:H-passivated sample behave differently under the same plasma conditions. The
surface passivation of a-Si:H-passivated sample rapidly degraded as the plasma was ig-
nited. In contrast, the surface passivation of Al,O3-passivated sample was enhanced just
after the plasma ignition before it slowly degraded as a function of plasma exposure time.

Among three proposed hypotheses, plasma emission (VUV light) is very likely to be the
main root cause of plasma-induced modification of surface passivation during the plasma
exposure. This hypothesis was confirmed by a plasma exposure experiment through
MgF; optical window.

Under plasma exposure, the improvement of surface passivation provided by Al,O3 layer
can only be observed on as-deposited sample. Based on the analysis, this improvement
can be a result of the dissociation of hydroxyl (Al-OH) radical in Al,O3 layer, which
leads to an increase of fixed charge density in the layer and ultimately enhancement of
field-effect passivation.

Surface passivation provided by a-Si:H film is more vulnerable to UV light than the
passivation provided by Al,Os3. It has been observed that, under an exposure to photons
with energy less than 4.42 eV, the a-Si:H-passivated sample degraded, while the Al,O3-
passivated sample did not.

The plasma-induced degradation of surface passivation can be altered by modifying the
applied RF power and/or the chamber pressure. The lower the applied RF power is the
slower the plasma-induced degradation. The same holds true for the chamber pressure.

Increasing substrate temperature also slowed down the degradation of surface passivation
of the sample under plasma exposure. This probably results from diffusion of atomic
hydrogen to passivate the dangling bonds, compensating the deterioration of surface pas-
sivation caused by plasma emission.

The deterioration of surface passivation caused by plasma exposure can recover by an-
nealing the sample at temperature higher than 150°C.
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As presented in the previous chapter, the in-situ studies of passivated crystalline silicon wafers
have provided many interesting insights into the evolution of surface passivation during vari-
ous processes (e.g. plasma exposure, thermal treatment, etc.). However, one may notice that
all those results provide only qualitative information, which tends to describe the surface passi-
vation properties rather than to measure it. This qualitative study of surface passivation can be
very useful for evaluation of newly-introduced fabrication processes and materials (e.g. passi-
vation layer, capping layer, etc.). However, when it comes to the optimization of processes (e.g.
thermal treatment, deposition of thin-film semiconductors, etc.), a quantitative study is more
practical. For this reason, another in-situ characterization tool, so-called in-situ MPL, was de-
veloped during the course of my thesis. As the name suggests, the in-situ MPL was developed
based on an optical characterization technique, known as modulated photoluminescence. This
characterization technique employs an intensity-modulated laser for sample excitation. This
leads to an oscillation of the photo-generated carriers in the sample as well as the emitted pho-
toluminescence signal. By measuring the phase shift between the modulated PL signal and the
laser excitation intensity, the minority carrier lifetime of the sample can be determined (see sec-
tion 3.4). Incorporating the modulated photoluminescence technique, the in-situ MPL is able
to quantitatively characterize the surface passivation of c-Si wafer in real time during the solar
cell fabrication processes. In this chapter, the development of in-situ MPL, from the design
to a fully operational tool, will be presented. In addition, several interesting results regarding
the in-situ study of surface passivation of c¢-Si wafers during deposition of passivation layer,
thermal treatment, deposition of anti-reflection coating will also be discussed.
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Figure 5.1 — Schematic diagram of in-situ MPL characterization tool. The tool was designed in
such a way that can be attached to a PECVD reactor (PLASMAT).
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CHAPTER 5. IN-SITU MPL: FROM A QUALITATIVE TO A QUANTITATIVE TECHNIQUE

5.1 System design

In order to measure minority carrier lifetimes of a sample during the processes, in-situ MPL
must be able to detect the modulated PL signal emitted from the sample inside the reactor.
Furthermore, the detection must not cause any disturbances to the processes, and vice versa.
Designing such a system is very challenging. As the modulated photoluminescence is an optical
characterization technique, similar to the steady-state photoluminescence, various concepts and
techniques that have been employed for the development of in-situ PL. were adopted and used
to facilitate the design of in-situ MPL system. Consequently, the overall configuration of both
characterization tools looks quite similar. However, each component of the in-situ MPL system
is uniquely designed to adapt with the modulated signals. The entire in-situ MPL is divided into
three main parts (see Figure 5.1): the excitation system, the detection system, and the optical
acquisition system.

5.1.1 Excitation system

As mentioned previously, in-situ MPL requires an intensity-modulated laser light for sample
excitation. This can be achieved by using an optical chopper to periodically oscillate the inten-
sity of a constant laser beam [1] or by employing an electronic modulation circuit to continu-
ously regulate the electrical power delivered to the laser diode. Commonly, the second method
(electronic modulation) is more favorable, as it provides clean and consistent modulation sig-
nals. In addition, it allows a precise control of the laser optical output. Therefore, we decided to
employ this modulation method for our excitation system. In our current setup, a combination
of a fiber-pigtailed laser diode (see Figure 5.2.a) and a programmable current/temperature con-
troller (see Figure 5.2.b) are used. It should be mentioned that the LP785-SF100 laser diode
emits a continuous wave laser beam with a center wavelength of 785 nm and an adjustable
optical output less than 100 mW.

" T

Figure 5.2 — Main components of the excitation system of in-situ MPL: a) the fiber-pigtailed
laser diode; b) the programmable current/temperature controller.

It is worth mentioning that only a portion of the total laser intensity is being modulated dur-
ing the measurement. It means that the laser excitation signal consists of a constant component
and a modulated component. These characteristics of laser excitation intensity is determined
by three parameters of the controller. The constant component (average laser intensity) is de-
termined by the laser current set-point, while the modulation components are controlled by
modulation depth parameter (determine the modulation intensity of laser) and modulation fre-
quency parameter (determine the frequency of the modulation signal).
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5.1. SYSTEM DESIGN

5.1.2 Detection system

The detection system of in-situ MPL is quite complex, because instead of detecting the inten-
sity of steady-state PL signal as in the previous tool, the system has to measure the phase shift
between the laser excitation signal and the modulated PL signal. To do so several key compo-
nents are required. First of all, a high-sensitivity InGaAs photodiode (see Figure 5.3.a) is used
to detect the modulated PL signal emitted from the sample. At this point, the optical signal is
converted to an electrical one. It is worth mentioning that, in order to optimize the detection of
signal, the photodiode is integrated directly into the optical acquisition system (mentioned in
section below).

a) w..j
@

Figure 5.3 — a) High-sensitivity InGaAs photodiode; b) High-speed pre-amplifier.

After being detected, the modulated PL signal is sent to a variable-gain high-speed pre-
amplifier (see Figure 5.3.b), so as to enhance the signal intensity. The gain of the pre-amplifier
is typically set to 103 V /A. Tt is important to mention that, in a same manner as the laser
excitation intensity, the modulated PL signal also consists of both a constant component and
a modulated component. For this reason, the input coupling of the pre-amplifier is switched
to the AC coupling mode in order to filter out the constant component and thus improve the
resolution of signal measurement.

Figure 5.4 — Lock-in amplifier model SR830 (phase shift detection)

Finally, the signal is transmitted to a lock-in amplifier (Model SR830, see Figure 5.4), also
known as synchronous detector, where the phase shift of the modulated PL signal is measured
in comparison to the laser excitation signal (reference signal). The measured phase shift is then
sent to the data treatment unit for data analysis.

5.1.3 Optical acquisition system

As the overall configuration of in-situ MPL is similar to that of in-situ PL, several attempts were
conducted to perform MPL measurements with the optical setup of in-situ PL (the optical cube
with a dichroic mirror, so-called old setup). It has been observed that, if the sample was excited
by a low laser intensity (5.7 mW on a surface area with a diameter about 600 pm), the phase
shift of modulated PL signal could not be measured. This is due to the fact that the modulated
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CHAPTER 5. IN-SITU MPL: FROM A QUALITATIVE TO A QUANTITATIVE TECHNIQUE

PL signal is not strong enough. Therefore, we increased the laser excitation intensity (24.9 mW
on the same surface area). Under high excitation intensity, the phase shift of modulated PL
signal can be detected, yet the signal is still quite noisy (see the black curve in Figure 5.5).
However, the main problem of using high laser intensity for sample excitation is that the sample
tends to operate in the Auger regime (high carrier concentration, > 10'¢ ¢m—3) rather than in
the standard testing condition of the solar cell. That explains why the minority carrier lifetime
obtained from the MPL measurements with the old optical setup (Tarpr, old serup = 122 W) is
considerably low, compared to the the minority carrier lifetime measured by Sinton WCT-120

(Tsinton,@1015em-3 = 1290 s).

O T T T T H T T T H T
o Old setup
Fitting T = 122 ps]|
20k o New setup

Fititng T = 926 us

Phase shift (°)

(o)

0 400 800 1200 1600 2000
Mod. Freq. (Hz)

Figure 5.5 — Comparison of phase shift data measured by the in-situ MPL with different opti-
cal system: old system (optical cube with a dichroic mirror) and newly-designed system (cube
with a parabolic mirror). With the old optical system, a high laser intensity is required, so
the collected modulated PL signal was strong enough for the phase shift measurement. In this
case, the minority carrier density in the sample is approximately 4.9 x 10'® ¢m=3. With the
newly-designed system, the modulated PL signal could be strongly increased, while keeping
the minority carrier density at low injection level (=~ 3.5 x 1014 cm_3). Note: a c-Si wafer
symmetrically passivated by a stack of Al,O3/a-SiNx:H was used as the sample in this mea-
surements.

Therefore, we need to find a way to increase the detection of modulated PL signal without
increasing the carrier concentration in the sample. To do so, a new system (substrate holder
+ optical system) needs to be particularly designed for in-situ MPL. After analyzing the old
optical system, we found that the use of small optical fiber (600 pm of diameter) to collect the
modulated PL signal is not efficient. In addition, it limits the excitation zone to only a small
surface area (about 1 mm of diameter), leading to a high injection level in the sample during
the measurement. So, we decided to fabricate a new substrate holder with an opening in the
middle (see Figure 5.6). The diameter of the opening is approximately 10 mm, allowing the
photo-excitation and collection of modulated PL signal emitted from the sample to be done on
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5.1. SYSTEM DESIGN

a larger surface area compared to the old system. With this new substrate holder, the amount
of modulated PL signal collected by the system can be increased, while the photo-generated
carriers inside the sample is maintained at low injection level. Furthermore, the new substrate
holder provides separated optical paths for sample excitation and collection of modulation PL.
signal. This allows the design of optical system to purely focus on signal collection.
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Figure 5.6 — New optical system for in-situ MPL (substrate holder + optical system). The
system is particularly designed to increased the amount of modulated PL signal collected, while
maintaining the carrier concentration at low injection level.

Regarding the optical system, a 90° off-axis parabolic mirror (MPD269-MO01, Thorlabs)
is used to maximize the collection of the modulated PL signal (see Figure 5.6). After being
collected, the signal is sent through a system of lenses and focused directly on the photodi-
ode. It is worth mentioning that a longpass filter is added between the parabolic mirror and
the photodiode to filter out the laser light, reflected from the sample surface. After finalizing
the new system, an MPL measurement test was performed, and the obtained result is shown
in Figure 5.5 (red curve) in comparison to the previous test. One can see that, as the car-
rier concentration is maintained at low injection level, the new MPL-measured carrier lifetime
(TMPL, new setup = 926 [Ls) is now comparable to the result from Sinton WCT-120. Last but
not least, the precision and accuracy of signal detection have also been significantly improved
when using the new system.

5.1.4 Flexibility of system

The newly-fabricated optical system is not fixed on the reactor. It was designed in such a way
that the parabolic mirror can be re-positioned in X, Y, and Z axis (assuming that XZ plan is in
parallel to the sample surface, Z axis points toward the sample). This system flexibility allows
user to reconfigure the size and location of surface area under investigation from one spot to
another (different points on the sample surface).

For instance, when the distance between the parabolic mirror and the sample is equal to
the reflected focal length of the mirror, the detection zone is a spot on the sample surface. By
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moving the parabolic mirror in Z axis toward the sample, the detection zone is enlarged to
a small circle with a diameter of a few millimeters (see Figure 5.7.a). The diameter of the
detection zone (D) is given by:

D =0.3092 X dpoye 5.1

where d;;oye 1s the distance that the mirror is moved from its focal distance toward the sample.
This allows us to decide whether to characterize a small spot or a large surface area. By moving
the mirror closer to the sample, the signal also become stronger (see Figure 5.7.b).

L N

Mod. Freq. (Hz)

Figure 5.7 —a) Variation of size of detection zone by modifying the distance between the sample
and the parabolic mirror (not to scale); b) Intensities of modulation MPL signal detected at
different position when the parabolic mirror is move toward the sample.

In addition, by fixing the distance between the sample and the parabolic mirror at the re-
flected focal length and by moving the mirror in XZ plan (in parallel to the sample surface), the
location of surface area under investigation can be changed from one spot to another. To ver-
ify the concept, an experiment was conducted to perform MPL measurements on two different
samples (different minority carrier lifetime) placed side by side on the substrate holder to repli-
cate a sample with an inhomogeneous surface (see Figure 5.8.a). One sample (so-called sample
1) was an as-deposited Al,O3-passivated c-Si wafer, while another sample (so-called sample 2)
was a c-Si wafer passivated by a stack of Al,O3/a-SiNy:H that had been annealed to activate the
surface passivation properties. In this experiment, the focal point of the parabolic mirror was
first fixed on the as-deposited Al,O3-passivated sample. Then the mirror was moved sideways
to have its focal point fixed on the second sample. At each position, an MPL measurement was
performed and the obtained results are shown in Figure 5.8.b.

One can see that the minority carrier lifetimes obtained from both measurements are dif-
ferent. From the first measurement (sample 1), the minority carrier lifetime is approximately
258 us, and from the second measurement (sample 2), the lifetime is about 759 us. These
results confirm that in-situ MPL with the new system is able to characterize different areas of
the same surface. Regarding the minority carrier lifetime of the sample passivated by a stack
of Al,O3/a-SiNx:H, one may notice that the lifetime value obtained in this experiment is a bit
lower than the result presented in the previous test (Figure 5.5, red curve). This is due to the
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Figure 5.8 — a) Schematic of the sample arrangement (backside view of the substrate holder,
not to scale) during the surface scanning test; b) Phase shift data obtained from both surfaces
(replicate an inhomogeneous surface) during the test.

fact that both measurements were performed at different spots. In the previous test, the mea-
surement was conducted in the middle of the surface, while in this experiment, the spot under
investigation is near to the edge, where the surface passivation is affected by the recombination
at the edge of the wafer. It is worth mentioning that only the detection spots were modified in
this experiment. The excitation zone remains the same in all cases.

These two features can be very useful for the study of homogeneity of the sample surface, as
they allow us to determine the size as well as the location of the surface area under investigation.
Combined with an automatic positioning system, the tool will allow us to precisely scan the
whole the surface.

5.2 Calibration of the system

5.2.1 Phase shift calibration

The accuracy in measuring the phase shift between the laser excitation signal and the modulated
PL signal is important for determination of minority carrier lifetime of the sample. That is the
reason why a new optical system was built to improve the acquisition of modulated PL signal.
However, despite having a good optical signal, the measured phase shift can be polluted by the
phase delay introduced by sensor signal conditioning circuit [2], including electronic filters,
amplifier, etc. For this reason, the measured phase shift needs to be calibrated to remove the
phase delay induced by the system. To do so, first of all, an experiment was conducted to
measure the phase delay of the system. In this experiment, a Corning glass plate was placed
into sample position on the substrate holder to diffuse the incident laser beam. There are two
main reasons of using Corning glass in this experiment. First, it reflects laser light without
inducing additional phase delay. Therefore, only the system characteristic is studied. Second,
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its surface reflection is low, less than 10% at 785 nm, preventing the photodiode from overload.
It should be mentioned that the longpass filter between the parabolic mirror and the photodiode
was removed, so the reflected laser light can reach the detector. In a same manner as the
modulated PL signal, after being detected by photodiode, the signal of reflected laser light
is sent to the pre-amplifier and finally to the lock-in amplifier for detection of phase delay.
This measurement was performed at different modulation frequencies as well as different laser
powers, and the obtained results are shown in Figure 5.9.
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Figure 5.9 — Variation of system-induced phase delay as a function of modulation frequencies.
The dots in the figure represent the phase delay measured at different laser intensities. The red
line represents the fitting data, using equation (Qsysrem =A + B Freq+B F req?).

By subtracting these system-induced phase delays from the corresponding raw phase shift
data obtained during the MPL measurement, the actual phase shifts of the modulated PL signal
can be obtained. This is given by:

(Pactual JFreq — (me, Freq — (])system,Freq (52)

Furthermore, the experimental results show that the system-induced phase delay varies as a
function of modulation frequency. It decreases from — 3.5° to around — 46.5° when the mod-
ulation frequency is increased from 125 Hz to 4025 Hz. However, the phase delays remain
roughly constant despite the variation of laser intensity. This allows us to derive an equation
5.3, defining the system-induced phase delay as a function of modulation frequency.

Osystem = —2.0555 —0.0107 Freq —9.45 x 108 Freq® (5.3)
where Freq is the modulation frequency.

It is worth mentioning that different systems may induce different values of phase delay.
Therefore, an experiment should be conducted to remeasure the system-induced phase delay
when the setup is modified.
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5.2.2 Study and optimization of system parameters

For in-situ MPL to work in an effective way, the parameters of the system, both the excitation
system and the detection system, have to be set properly. Furthermore, as the tool is built
for in-situ characterization of minority carrier lifetime of semiconductor materials, the system

parameters are also constrained to minimize the time required for detection of each minority
carrier lifetime.

Parameters of the excitation system

Regarding the excitation system, there are two main parameters to be considered: the modu-
lation depth and the average laser intensity. In order to understand the influence of these two
parameters, experiments were conducted to measure minority carrier lifetime of a sample under
laser excitation at different modulation depths and different average laser intensities.

Figure 5.10 shows, as a function of modulation frequencies, the calibrated phase shifts of
modulated PL signals emitted from the sample under laser excitation at different modulation
depths (4% to 10%) and a constant average laser intensity (8.8 mW). It is worth mentioning that
we also tried to measure the signal at 2% modulation depth, but the lock-in amplifier cannot
phase lock to the reference signal. From these experimental results, one can see that the phase
shift values remain roughly constant (the maximum variation is less than 2° from the mean
value) at each modulation frequency despite the variation of modulation depth.
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