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A B S T R A C T

1.5 million people throughout the world suffer from Retinitis Pig-
mentosa, a group of inherited diseases resulting in degeneration of
the retina. In turn, this leads to loss of night vision, progressive nar-
rowing of the visual field, and eventually total blindness. Due to the
heterogeneity in the mutations causing the disease, solutions to com-
pensate for the symptoms of the disease are being investigated. These
systems, called retinal prostheses, usually consist in three main ele-
ments: (i) a camera filming the scene in front of the patient, usually
mounted on a pair of goggles worn by the patient and (ii) a stim-
ulation device that is able to elicit activity in the patient’s nervous
system (often at the level of the retina) and (iii) a processor unit that
monitors the transformation between the signal output by the camera
and the stimulation patterns.

The work presented in this thesis is part of the effort of GenSight
Biologics to develop such retinal prosthesis. It combines two emerg-
ing technologies, a neuromorphic camera in which each pixel acquires
the time-varying signal in an asynchronous data-driven fashion and
Optogenetics which consists in rendering targeted neurons photoex-
citable.

My work spans across the whole processing pipeline. In Chapter 2,
we present a algorithm extracting the time-varying spatial frequen-
cies based on the asynchronous stream of events output by the cam-
era. This algorithm aims at simplifying the scene before it is shown
to the patient. This step is required because limited information can
flow through the Brain-Computer Interface (the point of contact be-
tween the hardware and the nervous system of the patient) and pa-
tients equipped with retinal prostheses have difficulties coping with
the richness of visual scenes found in the real world, even if they
perform well in controlled tasks within the lab setting.

Chapter 3 and Chapter 4 focus on the Brain-Computer Interface
itself by proposing a model of the transformation between the light
signal projected from the goggles and the trains of Action Potentials
triggered by the Retinal Ganglion Cells of the patient and carrying
the information to downstream areas of the visual pathway. Chap-
ter 3 models the response of ChrimsonR — the protein underlying
the photoexcitability of the Retinal Ganglion Cells — to the light sig-
nal, while Chapter 4 describes the process leading to the generation
of Action Potentials. Modeling the Interface has the final purpose to
use its capacities to its full potential, and maximize the rate of in-
formation from the visual scene that can be communicated to the
patient.
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R É S U M É

A travers le monde, 1.5 millions de personnes souffrent de la Rétino-pathie Pig-
mentaire, une famille de maladies héréditaires entraînant une dégénérescence de
la rétine. Les premiers symptômes sont la perte de la vision nocturne et du champ
visuel périphérique. Par la suite, le rétrécissement du champ visuel s’accentue et
mène à une cécité totale. En raison de l’hétérogénéité des mutations génétiques
responsables de la maladie, des solutions visant à compenser les symptômes de
la maladie émergent. Parmi ces systèmes, les prothèses rétiniennes comportent trois
éléments principaux: (i) une caméra filmant la scène devant le patient, elle est
habituellement montée sur une paire de lunettes et (ii) un dispositif de stimulation
qui est capable de contrôler une partie de l’activité neuronale du patient (souvent
au niveau de la rétine) et (iii) un processeur qui implémente la transformation
entre le signal de sortie de la caméra et les commandes de stimulation.

Le travail présenté dans cette thèse contribue au travail de GenSight Biolog-
ics pour développer une telle prothèse rétinienne. Le project combine deux tech-
nologies récentes, une caméra neuromorphique dans laquelle chaque pixel acquiert
le signal d’une manière asynchrone, et une très haute résolution temporelle, et
l’optogénétique qui permet de rendre les neurones ciblés photoexcitables.

Mon travail s’étend sur l’ensemble de la chaîne de traitement du signal. Dans
le chapitre 2, nous présentons un algorithme extrayant les fréquences spatiales de
la vidéo à partir du flux de mesures asynchrones émises par la caméra. Cet al-
gorithme sert à simplifier la scène visuelle avant qu’elle ne soit communiquée au
patient. Cette étape est nécessaire car la quantité d’information pouvant être trans-
mise au travers de l’Interface Cerveau-Machine est limitée; et les patients équipés
de prothèses rétiniennes ont souvent des difficultés à faire face à la richesse des
scènes visuelles réelles, même s’ils réussissent bien les tâches auxquelles ils sont
confrontés dans l’environnement contrôlé du laboratoire.

Les chapitres 3 et 4 se concentrent sur l’Interface Cerveau-Machine en dévelop-
pant un modèle de la transformation reliant le signal lumineux projeté par les
lunettes et les trains de potentiels d’action déclenchés par les cellules ganglion-
naires de la rétine du patient. Ces potentiels d’action sont le support de l’information
communiquées vers les zones responsables de la perception visuelle. Le chapitre 3

modélise la réponse de ChrimsonR — la protéine qui sous-tend la photoexcitabil-
ité induites dans les cellules ganglionnaires de la rétine — à la commande lu-
mineuse, tandis que le chapitre 4 décrit le processus de déclenchement des poten-
tiels d’action. La modélisation de l’Interface Cerveau-Machine a pour objectif final
d’utiliser ses capacités à son plein potentiel et de maximiser le taux d’information
à propos de la scène visuelle qui peut être communiqué au patient.
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I N T R O D U C T I O N





1
I N T R O D U C T I O N

1.1 retinitis pigmentosa

Retinitis Pigmentosa (RP) is a group of inherited diseases that affect
1.5 million people worldwide and approximately 400.000 in the U.S.
and in Europe, with a prevalence of 1 in 4000[60]. This disease leads
to progressive vision loss through death of the rod photoreceptors,
followed by the death of the cone photoreceptors.

There is a great number of genes responsible for the occurrence
of RP, with a variety of inheritance patterns : autosomal-dominant
(about 30-40% of cases), autosomal-recessive (50-60%) or X-linked (5-
15%). More complex, non-mendelian, inheritance patterns have also
been reported[75] (cited by Hartong et al.). To date, more than 45

genes causing the disease have been identified, and they only account
for 60% of the patient population[60]. Most of the known genes affect
the metabolism of rods or retinal pigment epithelium[124], explaining
why rods die first. It seems that the cones are not directly affected by
the gene deficiency, but rather die because of the absence of the rods.
Being able to have the cones survive would already be a great success
in tackling RP. However, the mechanism leading to cones death is
not precisely identified[98]. To date, nutritional complements such
as vitamin A are prescribed in order to slow down the loss of cone
photoreceptors.

Usually, the symptoms start by a decrease in night vision and loss
of far peripheral vision during childhood. These first signs can be dif-
ficult to detect by the patients, and it is difficult to assess whether the
variability in detecting the disease (it can range from early childhood
to adulthood[60]) is caused by a variability in the actual onset of the
disease or in the detection by the patient. The disease progressively
narrows the visual field, leading to tunnel vision. Tunnel vision is char-
acterized by a very small field of view, and corresponds to full loss
of the rod photoreceptors and survival of the central region of the
retina, called the fovea, in which there are no rods and the highest
density of cones. During this period, patients can maintain a high vi-
sual acuity in this central region. Eventually, all cones die out leading
to complete blindness towards the age of 60[60].

There is no cure for RP and current therapies mostly aim to slow
down cell death and vision loss. Nutritional supplements such as vi-
tamin A have been used to prevent disease progression[22] as well
as intravitreal injection of growth and/or survival factors[98]. How-
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4 introduction

ever these treatments are very limited in blocking or reversing disease
progression.

Gene therapy is under investigation as reviewed by Sahel and Roska.
It can take one of two forms : the first one — gene supplementation
or gene replacement — depends on the mutated gene or on the muta-
tion itself, whereas the second one only depends on the structural and
functional state of the retina. The first approach is the more desirable
as it actually cures the disease. However, this would require develop-
ing a treatment for each gene responsible for every single form of the
disease. Mutation-independent strategies are thus more promising.
They include neuroprotection (attempting to slow down retinal degen-
eration) and strategies such as (i) electronic implant[66], (ii) stem cell
therapy[129, 106] and (iii) optogenetic approaches[28].

If successful, mutation-independent approaches could be translated
to patients suffering from other similar diseases, such as Age-related
Macular Degeneration (AMD), a disease affecting approximately 8 mil-
lion people worldwide[44].

1.2 structure of the vision restoration device

The work presented here is part of the effort of the company GenSight
Biologics — in collaboration with which I was doing my PhD research
— to develop retinal prostheses compensating for the loss of vision
in RP patients. This project is called GS030, and this is how we will
be referring to it from now on. The rationale behind the project is
that, although the photoreceptors have died, the four other layers of
the retina are still alive and functional. The objective is to replace
the photoreceptor layer with an electronic device standing in for the
photoreceptors.

From an information processing point of view, photoreceptors have
a double role: (i) they acquire the light signal, i.e. they modulate their
own electrochemical behavior according to the time-varying proper-
ties (mostly intensity and spectral content) of the incoming light and
(ii) they transmit this information to downstream layers of the retina,
i.e. their electrochemical behavior drives the electrochemical behavior
of the neurons they synapse with. Consequently, building a retinal
prosthesis consists in developing a device that performs these two
functions.

In order to do so, retinal prostheses usually consist in the same
set of elements: (i) a sensor acquiring the visual information, (ii) a
Brain-Computer Interface (BCI) stimulating the nervous system of the
patient according to the sensor’s output and (iii) a processing unit
responsible for the mapping between the camera’s output and the
stimulation commands sent to the BCI.

In GS030, the choice for the sensor is the Asynchronous Time-based
Image Sensor (ATIS), a camera inspired by the retina which is sam-
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pling the visual scene in a non-synchronized fashion. Its design re-
sults in the acquisition of visual scenes with a very high temporal
resolution (of the order of the millisecond), low data load and high
dynamic range. Its development is part of the wider field of neuro-
morphic engineering, a line of research aiming at building hardware
and software closer to the way the brain processes information than
current computers do.

The Brain-Computer Interface is implemented through a technol-
ogy called Optogenetics. It consists in expressing light-sensitive pro-
teins in naturally non photosensitive neurons in order to make them
photoexcitable. The light-sensitive proteins are naturally expressed
in micro-organisms, and subtend their vision. Thanks to years of re-
search, the gene sequences responsible for the expression of several
of such proteins are known and can be used to have these proteins
expressed in other organisms and other cells. In GS030, the gene se-
quence is going to be carried by a viral capsid, an Adeno-Associated
Virus injected into the vitreous humor of the eye of the patient, up
to the retina where it is expected to transfect mainly the Retinal Gan-
glion Cells, the output layer of the retina.

The targeted Retinal Ganglion Cells will then become photoex-
citable, and a light projector mounted on goggles worn by the patient
will allow direct control of the electrochemical behavior of these cells.
Most importantly, focusing light on the ganglion cells will induce
action potentials, fast electrical impulses that subtend information
communication in the brain. These action potentials will travel along
the axons of the ganglion cells, forming the optic nerve, the line of
communication from the retina to the rest of the visual pathway.

The ATIS camera is fixed on the goggles, and therefore acquires
the visual scene right in front of the patient. The projector consists
in a light source and a digital micro-mirror device (DMD), a 240 ×
320 array of micro-mirrors which have two positions, an ON position
reflecting the light towards the retina and an OFF position sending
the light towards an absorbent material. Finally, a processor unit al-
lows some flexibility in the way the position of the micro-mirrors are
controlled according to the sensor’s output signal[55].

Within the whole project, the work presented here focuses on infor-
mation processing and aims at designing algorithms running on the
processor unit carrying out the transformation between the sensor
and the light projector with the final intention that the information
encoded in the spike trains of the Retinal Ganglion Cells of the patient
reflect the relevant information from the visual scene.

1.3 sensory substitution

The problem of restoring vision in congenitally blind and late-blind
people has been tackled as soon as the 60’s through a method named
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Sensory Substitution, with the seminal work of Paul Bach-y-Rita (1934

- 2006)[12]. Sensory substitution consists in restoring a sense by pro-
viding the information related to this sense through another sensory
pathway. A successful example consisted in providing visual informa-
tion through electrochemical stimulation on the tongue[13].

The major difference between sensory substitution and restoration is
the fact that sensory restoration uses the original sensory pathway
to transmit information. However, due to the limitations at the in-
terface between the stimulation device and the nervous system, the
field of sensory restoration faces a great number of challenges which
are shared with sensory substitution. Sensory restoration can thus
benefits from the lessons and experience gathered during decades of
research on sensory substitution.

In particular, sensory substitution systems provided major insight
into brain plasticity. One of the most striking results was that sensory
modalities that are still functional could recruit neurons in lost sen-
sory pathways (e.g. [116]). Additionally, a few people using sensory
substitution devices extensively have been able to take advantage of
the device to perform some every-day life tasks, as well as advanced
visual tasks such as depth perception[140]. Overall, the results ob-
tained in sensory substitution have surpassed the expectations.

However, as pointed out by Maidenbaum et al. and Elli et al., the
results have mostly been obtained in lab settings as part of experi-
ments. The vast majority of subjects dit not manage to benefit from
their device to perform everyday life tasks, even if they performed
well on the tasks which were presented during the study.

In the remaining of this section, we list a number of teachings from
sensory substitution which are of direct interest for our optogenetics-
based vision restoration project and for my work in particular.

A major conclusion is that the subject must control the sensor ac-
quiring the data, e.g. the camera in a context of sight restoration,
so that the learning phase of the new sense can occur[10]. Through
this control, the patient can understand how its actions on the sen-
sor modify his perception and thus understand how the new percep-
tion works. In the case of vision restoration, Bach-y Rita suggest that
the patient has control over the position, the aperture and focus of
the camera. In the GS030 project, the camera is mounted on goggles
worn by the subject and therefore the subject controls the position of
the camera through head motion.

The field of sensory substitution also established the general struc-
ture of information processing in the device. The pipeline is divided
in three blocks: the sensor, a preprocessing step and the BCI. Accord-
ing to Bach-y Rita, the major challenge lies in the BCI. Optogenetics
offers the possibility (in a near future) to provide an interface with a
spatial resolution of the order of the single cell and a temporal res-
olution ranging from 1ms to 10ms. The efficiency of the interface
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relates to the issue of sensory overload, the fact that the subject can-
not cope with too much information if not transmitted properly[11].
Eventually, the patient does not perceive enough information, which
deteriorates the efficiency of the strategy as a whole. Consequently,
optimizing the transmission rate at the level of the BCI is a major is-
sue in sensory substitution and restoration projects, and is the focus
of Chapter 3 and Chapter 4.

The preprocessing step is another major issue. In fact, it is a great
challenge for sensory substitution devices to move from the lab to the
real world, which usually constitutes a much richer sensory environ-
ment[43]. In this situation, and since the GS030 device might face the
same issue, it would be interesting to develop a preprocessing step
that does not only map the acquired information to the range of per-
ceivable stimulation, but to consider extracting relevant information
from the visual scene in order to limit the quantity of information
transmitted through the interface. In Chapter 2, we developed an
algorithm extracting spatial frequency information from the visual
scene, which constitutes a possible choice for the preprocessing step.

Finally, and even if it does not impact our work directly, much
effort has been devoted to developing rehabilitation programs, i.e. the
familiarization process with the device. This process is decisive for
the cerebral plasticity mechanism to take place in the subject’s brain.
This step is paramount. It is also very demanding for the subject,
which suggests that as much work as possible should be done before
going to the clinical trials and avoid using patient time to fix problems
that could be solved through other means.

Compared to existing substitution devices, the strategy set up in
GS030 seems to offer several advantages. The first one, shared with
retinal implant based strategies, is to stimulate the natural visual
pathways. We hope this configuration results in two beneficial effects.
First, these circuits are designed to cope with the large amount of
data associated with vision and thus very well suited to cope with
the new rich stream of information. Second, visual information will
travel along the same pathways as in natural vision and therefore al-
low the downstream structures involved in natural vision processing
to perform their job in the best possible conditions.

1.4 building visual prostheses

In the GS030 project, information processing is implemented using
the same structure as the one developed for sensory substitution: a
sensor, a preprocessing step and the BCI. The sensor is a bio-inspired
asynchronous camera. The camera is presented in Section 1.5 and ac-
quires the visual scene with a millisecond temporal resolution. In
order to achieve this while generating a sensible amount of data,
the output of the camera consists in a stream of measures which
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are not synchronized across pixels. This format for the data — and
in order to maintain the high-temporal resolution throughout the
whole processing pipeline up to the BCI — imposes a certain struc-
tre, termed event-driven. This algorithmic paradigm is widely used
in the neuromorphic engineering field, presented in Section 1.6. Fi-
nally, the Brain-Computer Interface is implemented using the technic
called Optogenetics. It consists in genetically expressing light-sensitive
transmembrane proteins, called channelrhodopsins, in neurons. The
targeted neurons are then photo-excitable, which means that their
electro-chemical activity (the substrate of information processing in
the nervous system) can be driven by external light. This technic has
been widely used in the neuroscience community, since it has been
first expressed in neuron in 2005, and is presented in Section 1.7.

1.5 the asynchronous time-based image sensor

Development of the ATIS, the sensor chosen in the GS030 project, is
part of the field called neuromorphic engineering. Since the develop-
ment of the first Formal Neuron model in 1943 by Warren McCulloch
and Walter Pitts, who were studying the computational analogies be-
tween brains and computers, an important effort has been devoted to
creating computers, and sensors, which work more like the brain. In
fact, it quickly became clear that the nervous systems — human, but
not only — were surpassing computers in a vast number of tasks[36].

With this in mind, Carver Mead developed a Silicon Retina[97], a
camera mimicking certain aspects of the function of the mammalian
retina. Overcoming a number of difficulties, the Dynamic Vision Sen-
sor (DVS) was the first practical neuromorphic image sensor[87]. Its
pixels function as independent temporal contrast detectors. Each one
of them tracks the light intensity at its level, and remains silent while
it stays in a close interval around the current value. Whenever the
intensity crosses either threshold of the interval, an event is triggered
(with an ON polarity if the upper threshold has been crossed, i.e. light
intensity increases, and an OFF polarity otherwise) and output by the
camera. Events are an important notion in the field of neuromorphic
engineering, and are very close to the action potentials triggered by
biological neurons and underlying information communication in the
nervous system.

The ATIS shares the temporal contrast pixels with the DVS, but they
are coupled with another kind of pixels performing an absolute mea-
sure of light intensity. In fact, temporal contrast pixels never provide
any information relative to the absolute light level, they only provide
information about changes. In the ATIS, absolute measurement pixels
are triggered by the temporal contrast pixels. Absolute measures are
only performed, and communicated, if relevant, i.e. if light intensity
at the location of the pixel has changed since the last measure.
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The choice of the ATIS as part of the vision restoration device fol-
lows the recent observation that temporal resolution is an important
feature of vision processing in the nervous system. In mammal early
vision processing structures, such as the retina[21, 138, 109, 135], the
Lateral Geniculate Nucleus (LGN)[138, 120, 90, 82] or the Middle Tem-
poral (MT) area of the visual cortex[27], action potentials triggered
in response to a visual stimulus have a temporal precision close to
1ms. Moreover, Butts et al. showed that this precision is driven by the
stimulus, suggesting information is encoded in a temporal code[30, 29].
Since then, it has been shown human observers can make use of high
temporal resolution displays (1 kHz equivalent frame rate) when per-
forming discrimination and detection tasks[77].

This suggests that a significant amount of visual information lies
in the fine temporal details of the signal. The ATIS is able to acquire
the visual scene with this fine temporal scale, with low power con-
sumption and low data generation, which are an absolute require-
ment for any embedded device such as the GS030 vision restoration
device. The hope is that the millisecond resolution can be maintain
throughout the whole processing pipeline and through the BCI, know-
ing that the visual system naturally copes with this type of resolution
and therefore that the patient’s nervous system will be able to ben-
efit from this additional information, without creating any sensory
overload.

1.6 pre-processing : event-based computing

Owing to the ATIS data format, parallel asynchronous streams of
temporal contrast events and absolute measurements, the processing
steps cannot be carried out using conventional computer vision algo-
rithms, which operate on frames, i.e. the synchronized brightness mea-
sures for all pixels. Instead, algorithms must be organized in formal
neuron networks. In these networks, formal neurons are elementary
computational units which perform simple operations whenever they
receive an event.

This computational paradigm is distributed and event-driven. Dis-
tributed means that, instead of having a central agent orchestrating
all operations, each computational unit performs its own operations
independently, based on the data it receives and a set of rules. Event-
driven refers to the fact that neurons only react to incoming events.
When receiving an event, either from another neuron or directly from
the camera, the neuron performs an operation possibly on the infor-
mation carried by the event (e.g. the polarity of the temporal contrast
event) and on internal information. This operation can result in trig-
gering one or several events which are then sent to connected neu-
rons.
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Event-driven computing yields the best results when implemented
on adapted hardware. In fact, efficient event-driven computing re-
quires the computation to be performed independently in parallel,
and much effort is currently devoted by the neuromorphic commu-
nity and by the industry to develop highly parallel, neuromorphic-
oriented, hardware[68, 54, 53].

However, designing efficient event-driven algorithms is not such
simple task, even when powerful adapted hardware is available. Hav-
ing the computations to be distributed and event-driven are strong
constraints. Algorithmic development therefore constitutes a signifi-
cant part of the work in neuromorphic engineering[17, 67, 85, 41, 32,
142].

1.7 the brain-computer interface

As introduced in Section 1.3, the BCI is a crucial aspect of the project.
In the GS030 project, the interface is implemented using Optogenet-
ics. This technology relies on gene therapy, the therapeutic delivery
of Deoxyribonucleic acid (DNA) to a patient. The delivery can be
achieved through multiple methods, including transport by a recom-
binant virus and injection of naked DNA. The final goal is to have the
transfected cell express proteins based on the new genetic material as
if it was its own.

In this context, the following section presents the field of optogenet-
ics and the one after focuses on the protein which is being expressed
as a result of expression of the transfected genetic sequence. Finally,
Targeting the eye describes the specific transfection procedure which
has been chosen as part of the GS030 project.

Optogenetics

Optogenetics originates from the study of vision in microalgae[62].
It led to the discovery and study of the protein underlying vision
in these organisms. The associated gene sequences of this family of
proteins, such as channelrhodopsin-1 (ChR-1) and channelrhodopsin-
2 (ChR-2), were then unveiled and the proteins were successfully ex-
pressed in other organisms[101, 102].

In 2005, Boyden et al. reported the successful expression of ChR-2 in
mammalian neurons, and the ability to control the spiking activity of
the ChR-2-expressing neurons with a temporal resolution of the order
to the millisecond[24].

Since then, a number of practical details have been addressed and
the technology has been widely adopted by the neuroscience commu-
nity as a major tool[23, 40, 5, 7]. In parallel, channelrhodopsins have
been studied intensively: their crystallographic structure has been
established[74], mutant versions have been developed[121] and stud-
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ies of their functional behavior is under intense investigation using
spectroscopic[94] and simulation[18, 105, 58] methods.

ChrimsonR

ChR-2 is the most used and most studied channelrhodopsin. However,
its peak spectral sensitivity is located in the blue at approximately
450nm[128]. This does not make it a good candidate for clinical ap-
plication because of the increased toxicity of this portion of the light
spectrum. Efforts to shift the sensitivity spectra of channelrhodopsins
through mutagenesis has proven difficult.

Instead, Klapoetke et al. looked for new wild type channelrhodopsins
by sequencing the transcriptome of 127 species of alga. They discov-
ered a large amount of new interesting proteins, including Chronos
which proved to exhibit both the highest dynamics and high level of
activation and Chrimson which is 45nm more red-shifted than any
other previously known channelrhodopsin, mutants included.

ChrimsonR — the chosen protein in GS030 — is an engineered
mutant of Chrimson with similar spectral sensitivity and enhanced
dynamics[78]. The study showed that the spiking activity of ChrimsonR-
expressing neurons could be driven reliably through light excitation
at 625nm.

Targeting the eye

In [124], Sahel and Roska — both among the founders of GenSight
Biologics — discuss the use of gene therapy to address retinal degen-
eration diseases and symptoms. Their conclusion is that "The eye has
unique characteristics, compared with other tissues and organs, that
make it particularly suited for gene therapy". The detailed reasons
are :

• The eye is a small and closed compartment. Consequently, high
viral concentration over a long time interval can be achieved with
relatively small amount of injected virus.

• The different structures within the eye are separated from each
other by protective membranes. Specific ocular structure can there-
fore be targeted by injecting the virus in the correct compartment.
However, this advantage should be tempered in our case, since the
target is the retina while the virus is injected in the vitreous humor,
both spaces being separated by the Inner Limiting Membrane (IML).
This aspect is discussed in more details below.

• Most cell types in the eye are stable and conserved across mam-
mals. This suggests that preliminary studies on animal models are
good indicators of success in humans. Moreover, most cell types
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do not divide, ensuring that the delivered transgene will not be
diluted into cell division.

• The eye is partially protected from the actions of the immune sys-
tem by the blood-retinal barrier. This, and additional mechanisms,
yield what is known as the ocular immune privilege. This ensures a
large inhibition of the immune response directed against the gene
products or the vector antigens.

• The transparency of the eye allows direct non-invasive assessment
of the transfection process. It is obviously a huge asset when the
final goal is light excitation of the transfected cells.

• In human clinical trials, the untreated eye can serve as control to
assess the efficiency of the therapy in the treated eye.

When targeting the retina, the Adeno-associated Virus (AAV) can
either be injected into the subretinal space (i.e. between the retina
and the Retinal Pigment Epithelium (RPE) to which the retina is at-
tached in natural conditions) or in the intravitreal space. In GS030,
the intravitreal injection route has been selected. Even if not being
the same ocular compartment as the retina, this strategy has several
benefits, including (i) the vitreous humor is easily accessible, making
the injection simple and (ii) it prevents the risk of retinal detachment
associated with subretinal injection.

Because of the IML separating the retina from the vitreous humor,
targeting the retina through intravitreal injection required the devel-
opment of vectors specifically design for this purpose. Retinal Gan-
glion Cell (RGC) in the perifoveal regions are the primary targets of
this kind of procedure, because the IML is weaker in the perifoveal
region and that the RGC constitute the first nerve cell layer coming
from the intravitreal cavity. Nevertheless, Dalkara et al. engineered
AAV2.7m8, an AAV variant, designed to achieve higher transfection
efficacy through all five layers of the retina and across the whole
retina. In [39], they reported such successful transfection pattern in
rodent and nonhuman primate retinas.

As part of GS030, four different construct were tested: two versions
of the transgene, ChrimsonR alone and a combination ChrimsonR-
tdTomato (a fluorescent protein) transported by two different viral
capsids, either the wild type AAV2 or the variant AAV2.7m8. Us-
ing both imaging methods and electrophysiological recordings, the
ChrimsonR-tdTomato construct combined with the AAV2.7m8 cap-
sid showed to yield the best results, and was therefore chosen.

Immunohistochemical detection of tdTomato showed that ChrimsonR-
tdTomato was essentially expressed in the Retinal Ganglion Cells lo-
cated in the perifoveal ring. Epifluorescence and two-photon imaging
revealed very bright soma with occasional dendritic arborisation. The
observed cell morphologies suggest that most of the transfected cells
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are Midget Ganglion cells. This fact is not surprising since this cell
type constitutes up to 95% of the RGC population in this area[37].
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2
A S Y N C H R O N O U S E V E N T- B A S E D F O U R I E R
T R A N S F O R M

2.1 introduction

Conventional imaging devices sample scenes at a fixed frequency; all
pixels acquire luminance simultaneously by integrating the amount
of light over a fixed period of time. Often only very few pixels change
between two consecutive frames, leading to the acquisition of large
amounts of redundant data. Often only very few pixels change be-
tween two consecutive frames, leading to the acquisition of large
amounts of redundant data. When a conventional frame-based cam-
era observes a dynamic scene, no matter where the frame rate is
set to, it will always be wrong because there is no relation whatso-
ever between dynamics present in a scene and the chosen frame rate,
over-sampling and/or under-sampling occur, and moreover both usu-
ally happen at the same time. When acquiring a natural scene with
a fast moving object in front of static background with a standard
video camera, motion blurring and displacement of the moving ob-
ject between adjacent frames will result from under-sampling the fast
motion, while repeatedly sampling and acquiring static background
over and over again. This will lead to large amounts of redundant,
previously known data that do not contain any new information. As
a result, the scene is simultaneously under- and over-sampled. This
strategy of acquiring dynamic visual information has been accepted
by the machine vision community for decades, likely due to the lack
of convincing alternative.

An alternative to fixed-frequency is to sample a time-varying signal
not on the time axis but using its the amplitude axis, leading to non
uniform sampling rates that match the dynamics of the input signal.
This sampling approach is often referred to as asynchronous delta
modulation [61] or continuous-time level-crossing sampling [137]. Re-
cently, this sampling paradigm has advanced from the recording of
1-D signals to the real-time acquisition of 2-D image data. The asyn-
chronous time-based image sensor (ATIS) described in [115] contains
an array of autonomously operating pixels that combine an asyn-
chronous level-crossing detector and an exposure measurement cir-
cuit. Each exposure measurement by an individual pixel is triggered
by a level-crossing event measuring a relative illuminance change
at the pixel level. Hence, each pixel independently samples its illu-
minance, through an integrative measurement, upon detection of a
change of a certain magnitude in this same illuminance, establishing

17
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its instantaneous gray level after it has changed. The result of the
exposure measurement (i.e., the new gray level) is asynchronously
transmitted off the sensor together with the pixels xy-address. As a
result, image information is not acquired frame-wise but condition-
ally only from parts in the scene where there is new information.
Only information that is relevant — because unknown — is acquired,
transmitted and processed.

Figure 1: The spatio-temporal space of imaging events: Static objects and
scene background are acquired first. Then, dynamic objects trigger
pixel-individual, asynchronous gray level events after each change.
Frames are absent from this acquisition process. Samples of gener-
ated images from the presented spatio-temporal space are shown
in the upper part of the figure.

Fig. 1 shows the general principle of asynchronous imaging spaces.
Frames are absent from this acquisition process. They can however
be reconstructed, when needed (e.g. for display purposes), as shown
at the top part of Fig. 1 and at frequencies limited only by the tempo-
ral resolution of the pixel circuits (up to hundreds of kiloframes per
second). Static objects and background information, if required, can
be recorded as a snapshot at the start of an acquisition henceforward
moving objects in the visual scene describe a spatio-temporal surface
at very high temporal resolution shown in the bottom part of Fig. 1.
This novel paradigm of visual data acquisition calls for a new method-
ology in order to efficiently process the sparse, event-based image
information without sacrificing its beneficial characteristics. Several
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methods have been recently published, which outperform conven-
tional approaches both in computational costs and robustness. These
cover all topics of machine vision: stereovision[79, 16, 122, 48], object
recognition[107, 110], optical flow[17, 123], robotics[35, 103, 20, 25],
tracking[104, 84] image processing[67] and retina prosthetics[92, 91].

This paper contributes to the field of asynchronous event-based vi-
sion by proposing an algorithm that computes the spatial Discrete
Fourier Transform (DFT) iteratively for each incoming high temporal
resolution event (1µs time precision). The method computes the exact
spatial DFT on event-based visual signals, without the need to repro-
cess already acquired information. This work also extends the event-
based formulation of the DFT by introducing a lossy transformation
methodology that can reduce even more computations by estimat-
ing a trade off between the quality of a reconstructed signal and the
processing time. The time-varying visual signals are provided by the
Asynchronous Time-based Image Sensor (ATIS) [115]. Conventional
frame-based algorithms cannot be applied unchanged to event-based
representation without leading to an immediate loss of the benefits
inherent to the new sensing paradigm. Discrete Fourier Transform
(DFT) is widely used in digital signal processing and scientific com-
puting applications. The two-dimensional (2D) DFT is used in a wide
variety of imaging applications that need spectral and frequency-
domain analysis. The image sizes of many of the applications have
increased over the years reaching 2048 × 2048 in synthetic aperture
radar image processing [31], digital holographic imaging [86]. Ex-
isting 2D DFT implementations include software solutions, such as
FFTW [52], Spiral [117], Intel MKL [3] and IPP [2] which can run on
conventional computers, multicore architecture [49], or supercomput-
ers [4]. There are several hardware solutions using the dedicated FFT
processor chips [86],[118],[89],[1],[9] and field programmable gate ar-
ray (FPGA) based implementations [134],[134],[38][83],[99],[132]. These
implementations are efficient, however they are incompatible with an
asynchronous event based acquisition, as only a fraction of the signal
changes over a short time period, therefore applying the FFT on the
whole signal would not be efficient and would not make a full use of
the advantages of this acquisition process.

State of the art level-crossing sampled signals and more generally
stochastic sampled signals (not complying with the Shannon sam-
pling theory) have been studied with the goal of achieving 1D signals
accurate reconstructions [133] and frequency analysis (e.g. filtering
and Fourier-like transformations) [112, 46, 45, 57]. This work differs
from that topic of research because we are dealing for the first time,
with the computation of spatial Fourrier transforms of a dynamic
scene acquired using an asynchronous event-based image sensor.
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2.2 the asynchronous time-based image sensor

The ATIS used in this work is a time-domain encoding image sensor
with 240× 304 pixel resolution [115]. The sensor contains an array of
fully autonomous pixels that each combines an illuminance change
detector circuit and a conditional exposure measurement block. As
shown in the functional diagram of an ATIS pixel in Fig. 2, the change
detector individually and asynchronously initiates the measurement
of an exposure/gray level value only if — and immediately after —
a brightness change of a certain magnitude has been detected in the
field-of-view of the pixel at time t0. The ATIS encodes visual informa-
tion as a stream of events. An event is a set {type, p, t0,pol} : where
type is the flag signaling a change, or a gray level event, p = (x,y)T

the spatial coordinate, pol the polarity, and t0 the time of occurence.
The polarity pol has two meanings according to the event’s type. For
a change event, the polarity encodes the increase or the decrease of
the luminance. For a gray level measurement mechanism it differen-
tiates between the two events encoding the temporal measurment of
luminance. Luminance in our case is encoded by a pair of gray level
events such that the inverse I of the time difference between the two
is proportional to the luminance (as shown in Fig. 2). The linear corre-
spondance between the measured timing and the absolute luminance
value is set by design. The first gray level event is triggered right after
the change event at t1 ∼ t0 and the second at t2 such that :

I ∝ 1

t2 − t0
. (1)

Readers are advised to refer to [115] for further details about the
ATIS.
Since we are focusing on the luminance information at time t0, we
define a simplified event ecam as:

ecam(p, t0) = {I, p, t0} (2)

This integration duration only depends on the measured gray level
intensity, not on the time t at which it started. Since the ATIS is
not clocked like conventional cameras, the timing of events can be
conveyed with a temporal resolution of the order of 1 µs. The time-
domain encoding of the intensity information automatically optimizes
the exposure time separately for each pixel instead of imposing a
fixed integration time for the entire array. This results in an excep-
tionally high dynamic range of 143 dB and an improved signal to
noise ratio of 56 dB.
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Figure 2: Functional diagram of an ATIS pixel. Two types of asynchronous
events, encoding change and brightness information, are gener-
ated and trans- mitted individually by each pixel in the imaging
array.

2.3 design and representation of event-based algorithms

General framework

The event-driven acquisition and the absence of a global sampling fre-
quency radically changes the signal representation and update, com-
pared to the conventional frame-based representation. Only few com-
ponents of the acquired signal are updated when a change happens.
This implies that to benefit from the high temporal accuracy algo-
rithms should be event-driven. This means that processing must only
be carried out when an event is acquired in the same spirit to what
has been presented in [67]. The whole chain of processing is event
driven meaning that an iterative computation must be developed and
updated for each incoming event.

The solution proposed in this work is reached in two-stages: a first
event-driven naive formulation is built from the standard definition
of the DFT. This form, as we will show, is exact but not optimal since
a single event updates all Fourier coefficients. A second form is then
derived based on the Stockham algorithm [34, 136] using a decompo-
sition into sparse matrices of the DFT operator. This decomposition,
combined with the event-based formulation, allows to achieve a lossy
DFT that discards non significant events from the DFT computation,
hence enabling a strategy based on trade-off between accuracy and
computation time.
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The naive approach: a simple algorithm to compute the Discrete Fourier
Transform

The first step in designing event-based algorithms is to study the
impact of sparse event-based updates of an acquired signal and its
implications on the computation of the Discrete Fourier Transform.
Let’s consider a real valued signal s(n, t) which is a function of space,
indexed by n, and of time t. We denote S(k, t) = F[s(n, t)] its spatial
DFT computed at t :

F : RN −→ CN

s(n, t) 7−→ S(k, t) = F[s(n, t)].
(3)

F is the N-point DFT operator with N ∈ N∗ (set of non null natu-
ral numbers) applied to the spatial components of s. To ease under-
standing, we develop the methodology for spatially unidimensional
signals. The same methodology can be extended to multidimensional
signal. Experimental results on 2D signals will be presented in sec-
tion 2.5.
The DFT of s, referred to as the analysis equation, is defined for inte-
ger k satisfying 0 6 k 6 N− 1 or equivalently k ∈ J0,N− 1K:

S(k, t) :=
1√
N

N−1∑
n=0

s(n, t)exp
(
−2iπ

nk

N

)
(4)

and the inverse transform, referred to as the the synthesis equation
is:

s(n, t) =
1√
N

N−1∑
n=0

S(k, t)exp
(
+2iπ

nk

N

)
(5)

Note that the definition of the DFT is not always the one we present
here. We chose this convention for the normalization factor because it
enables us to keep the same rules for forward and inverse transforms.

Using this normalization convention, Plancherel’s theorem, applied
to the spatial component of s at a given t and to its spatial Fourier
transform, is:

∀t, ‖s(n, t)‖2 = ‖S(k, t)‖2, (6)

where ‖.‖2 is the Euclidean norm in each respective space. Because
of that property, the same threshold, referred to as the ”significance
threshold T”, can be used both in the focal plane and in the frequency
space. This thresholding mechanism is the basis of the idea developed
in section 2.4.
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When an event ecam(q, t) is detected and acquired it implies that
a single component of the input signal s at location q changes sig-
nificantly. Here, we are considering a 1D case to ease the notation,
therefore q is a scalar representing the index corresponding to the lo-
cation where the change occurs. We denote s(n, t) the acquired signal,
at time t. In order to disambiguate the value of the acquired signal at
the event times, we use the following notations :

∀p ∈ J0,N− 1K,

 s(p, t−) := lim
u→t−

s(p,u)

s(p, t+) := lim
u→t+

s(p,u)

The acquired input signal is then updated at its component q, so
that ecam(q, t) = {s(q, t+),q, t}. The values of the acquired signal
right before and right after the event ecam(q, t) are related by :

∀p ∈ J0,N− 1K, s
(
p, t+

)
= s
(
p, t−

)
+αδp,q (7)

where δ is the Kronecker delta and α is the difference between the
old value and the new value of the signal.
We can establish the relation between S(k, t+) := F[s(n, t+)] and
S(k, t−) := F[s(n, t−)] :
∀k ∈ J0,N− 1K,

S(k, t+) = 1√
N

N−1∑
p=0

s(p, t+)exp
(
−2iπpkN

)
= 1√

N

N−1∑
p=0

[s(p, t−) +αδp,q]exp
(
−2iπpkN

)
= 1√

N

N−1∑
p=0

s(p, t−)exp
(
−2iπpkN

)
+ α√

N
exp

(
−2iπqkN

)
= S(k, t−) + α√

N
exp

(
−2iπqkN

)
,

(8)

This is showing that every term of the DFT has to be updated with
an increment with the same module |α| /

√
N, and a phase which de-

pends on the indices of both the pixel component and the Fourier
component. Consequently, updating the exact Fourier spectrum after
one event on the camera requires a number of operations linear with
the number N of samples. It is straightforward to conclude that no
exact iterative method can be implemented in less than O (N) opera-
tions per event.

Finally, it suggests that no approximation can be made a priori.
Since all components should be updated by an increment of the same
amplitude, we can not know which ones to favor and which ones to
exclude (except possibly for a specific application for which a fraction
of components are more important than others, which is not the case
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Figure 3: Graphical representation of the naive event-based algorithm
(unidimensional case, N = 24). (a) the gray level events are gen-
erated from the ATIS. They are connected in a one-to-one manner
to the converter (b) which computes the difference between two
successive events. The nodes of the converter implement the com-
putation of variable I of (7). The Converter layer is connected in an
all-to-all fashion to the Fourier layer (c). The Fourier nodes imple-
ment the computation introduced in (8).

here as we intend to provide a general method).

The algorithm consists in three successive blocks as represented in
Fig. 3.

The sensor is delivering events ecam(q, t) to each node of the DCT
block. Each node then uses its index k ∈ J0,N− 1K to compute the
value of the update, α√

N
exp

(
−2iπqkN

)
that is is added to the previ-

ous value of the kth Fourier component S(k, t−) to compute the new
value of the component S(k, t+). This value replaces the previous
one in memory and an is output by that third layer. It is important to
notice that the rate of events (i.e. the number of events triggered/pro-
cessed per unit of time by each layer ) is multiplied by N at this stage,
where N is the number of spatial samples of the input signal.
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Remarks :
The algorithm has two main limitations. The first one is that the num-
ber of operations carried out per event is linear with the number
of pixel of the sensing device. As an example, the ATIS camera has
240× 304 = 72960 pixels. Performing that much operations per event
is too resource demanding and does not make full use of the event-
driven properties of the sensor.

The second limitation is that it also increases the rate of generated
events by a factor 72960, because for each event output by the ATIS,
each node representing a Fourier component triggers an event con-
taining its new value.

It is important to emphasize that the terminology of ”event” ap-
plies for all the entire processing chain, there are two types of events,
those provided by the ATIS are actual measurements of the absolute
luminance, the remaining ones are purely computational output by
each layer.

2.4 event-based discrete fourier transform

A better methodology is to use a decomposition of the matrix rep-
resenting the DFT operator into a product of sparse matrices. We
can apply Stockham’s algorithm [34, 136] that computes the DFT in
O(N× ln(N)) operations, and has both the input and output signals
sorted in the natural order.

The computation of the DFT using this technique is equivalent
to building a network consisting of several layers, each containing
the same number of nodes which is also the number of samples
of the input signal and storing the result of intermediate calcula-
tions. If we denote M the matrix representing the DFT operator (i.e.
F[s(. , t)] =Ms(. , t)), FFT algorithms provide us with decompositions
of the matrix M as a product of L sparse matrices, where L is of the
order of ln(N) :

M =ML . . .M2M1 (9)

Given an input signal which is stored in the nodes of the first layer,
the values of the nodes of the following layers are equal to a weighted
sum of the nodes in the previous layer which connect to it. A weight
is associated with each edge. Computation of the connections and as-
sociated weights within the network can be performed based on the
knowledge of the sequence of factors chosen to build the network.
The signal contained in each layer is obtained as a linear combination
of the signal contained in the previous layer. A network is equivalent
to a sequence of matrices, where each matrix is associated with the
transition from one layer to the next. We can compute the number of
operations — defined as a multiplication of a complex by a complex
exponential followed by a complex addition — such propagation re-
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quires. Each edge accounts for one such operation. Fig. 4 shows such
a network for a unidimensional input signal, with N = 24. It is built
using the decomposition 24 = 2×2×2×3, an update would require
2+4+8+24 = 38 operations. This is an expected result as updating
exactly the Fourier representation requires at least N operations. Un-
surprinsingly, there is a path from each node of the input layer to all
nodes of the output layer.

To make full use of the event-driven acquisition we ensure that an
incoming event introduces a significant change to the signal. Instead
of sending an event each time a value is updated, events are only
propagated if the update they communicate is significant. As shown
in Fig. 4 an incoming event from the event-based camera ecam(20, t+)
from node 20 is sent to the layer 1 of the DFT block, because the
amount of change it provides is larger than a percentage of the previ-
ously received value of the s(20, t−). Otherwise this new information
is stored locally by updating the value of the node until the amount
of the change is significant enough with respect to a fixed threshold
T .

A example of successful propagations of the signal changes within
the DFT block can be depicted as follows:

• The ATIS outputs an event ecam(20, t+) at its node 20. This
event is transferred to nodes 8 and 20 of the first layer of the
DFT block for its first layer processing.

• Out of the new values at nodes 8 and 20 in the 1st layer, only
the one for node 20 is supposed to be significant enough. This
triggers the event e1,2(20, t+) that is sent to nodes 8 and 20 of
the layer 2 for the 2nd layer processing.

• Now only change at node 8 of layer 2 is supposed to be signifi-
cant. Due to the same mechanism, event e2,3(8, t+) is generated
at node 8 and transmitted to nodes 5 and 17 of the last layer for
processing.

• Finally, the new values at nodes 5 and 17 of the last layer are
significantly larger that the previous stored values, this trig-
gers events e3,S(5, t+) and e3,S(17, t+) that are updating some
Fourier Coefficients S(k, t+).

All connections corresponding to a full computation are shown in
dashed lines (for the last block providing Fourier coefficients, these
connections are not shown to emphasize the sparsity of the event-
based DFT algorithm and to preserve readability). The event-based
thresholding optimization pathway of information triggered by a sin-
gle incoming event is displayed as plain arrows.

This process introduces an approximation in the computation of
the DFT, since the output of the Fourier layer is not the exact DFT
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of the acquired signal but a signal which is considered to be so close
that the difference between the exact and the approximate signals is
not worth communicating. Fig. 5 shows an experimental distribution
of the number of Fourier components for an outdoors urban com-
plex scene which are updated in a significant manner each time the
input signal is updated significantly for a local change of 1%. The
number of operations saved using this heuristic algorithm will be
measured practically in the experiments section, as expected there
will be a tradeoff of quality versus number of operations imposed by
the chosen threshold.

2.5 experiments

Methods

Implementation

Recorded sequences of events from the event-based cameras are used.
We used the maximum number of layers by decomposing height and
the width of the frame into prime numbers :{

240 = 24 × 3× 5
304 = 19× 24 × 1

Image comparison

The quality of transforms is assessed using the Mean Structural SIMi-
larity index (MSSIM) introduced in [139] computed every 10 ms. The
Structural SIMilarity (SSIM) index is a full-reference measure of simi-
larity between two thumbnail images of 11× 11 pixels. Larger images
are compared by building 11 × 11 neighborhoods centered in each
pixel. The Mean of the SSIM value is computed over all these possible
neighborhoods in the image. This method is suited to measure image
distortions, hence it is used to assess to which extent our method is
able to maintain the structure of the input signal with respect to the
approximations made.

The index is a combination of three measurements : (i) a luminance
similarity index, (ii) a contrast similarity index and (iii) a structure
similarity index based on the normalized correlation between the two
thumbnails. The values for the different parameters were all set using
the values recommended in [139]. The index in this DFT context is:

MSSIM(t) = MSSIM
(
s(n, t), F̃−1◦F̃[s(n, t)]

)
, (10)

where F̃ is the approximation of the DFT operator resulting from our
algorithm.
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Computation time

Conventional frame-based FFT algorithms take advantage of the struc-
ture of the Fourier basis such as the symmetries and periodicities
of the trigonometric functions while event-based acquisition implies
that the number of operations depends on the the signal. Conse-
quently, our assessment of the results will be experimental based on
the statistics of recorded scenes. We ensured a wide variety of indoor
and outdoor scenes. We recorded the number of operations required
to process each acquired sequence for a range of threshold over the
relative change of the signal values : 0%, 1%, 2%, 5%, 10% and 20%.

As shown in section 2.4 (compare Fig. 3 and Fig. 4) the approxi-
mation algorithm introduces additional operations when computing
the exact Fourier transform. Consequently, our goal is to be more ef-
ficient than the naive event-based and the conventional frame-based
FFT (when dealing with high frame rates) when using the heuristic
approach in terms of computational time.

The number of operation for the frame-based DFT is proportional
to the frame rate while the event-based DFT is proportional to the
number of measured events. There is no direct and obvious relation
between the two numbers. Our only way to determine which of the
DFT techniques is requiring the less number of operations for a given
quality of reconstruction is to test for different values of T , the DFT
algorithms applied to one of our sequences. The comparison is scene
dependent as it is shown in the Results section, with the moving vehi-
cle sequence.

Results

We present the results obtained for indoor and outdoor scenes shown
in Fig. 6. We first consider the most complex recorded scene corre-
sponding to a dynamic urban scene where the camera in mounted
inside a moving vehicle (the first row of Fig. 6).

Results of recomposing the output after the heuristic approach for
different significance threshold values are shown in Fig. 7. Up to a
threshold of 5% of the dynamic range, the structure of the image is
very well preserved as well as the details of the image. For a thresh-
old of 10%, the structure is still preserved, but most of the details
are lost. Finally, for thresholds higher than 20%, the structure of the
resulting image is distorted. Only large objects are recognizable, but
their details are lost and their shapes are also distorted. In particu-
lar, for a threshold above 10%, it appears that the spatial position
of the van is slightly delayed in the image, there is a latency in the
update of the spatial position due to the large threshold value. The
higher the threshold, the less new incoming events will update the
FFT, hence the delay can be large when we are comparing the output
with frames generated at the same time. However the rate of events is
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also largely scene dependent (multi targets entering the sensor field
of view, change of the relative speeds,...) and it can impact signifi-
cantly the delay. At that stage, there is no straightforward way to
keep tract of the delay w.r.t. the scene, hence we are evaluating the
performance of the approach in the least favorable case where we
are not taking the latency into account. Fig. 8 provides the evolution
the similarity index for all thresholds for the sequence. It can be no-
ticed that the similarity index value degrades to 0 as the threshold
increases to 20%.

Results plot in Fig. 9 for all acquired sequences show that the qual-
ity index, MSSIM, and the average number of operation per event A,
applied to the data are independant from the scenes’ content. The
threshold T is the parameter that sets the compromise between the
signal transform quality and the computation used for the transform.
Significant computational gains are obtained for threshold values in
a range between 2.5% and 5%. As expected, the MSSIM and A func-
tions have the same behaviour with respect to the threshold: they are
decreasing functions of T . The proposed algorithm takes advantage
of the fact that the MSSIM decreases at a much slower rate than A
when T increases. Fig. 9) that the the tangent to the MSSIM at zero is
almost flat, while the slope of the tangent to A at zero is steep. This
behavior allows us to find a threshold such that computations are sig-
nificantly reduced with a low loss in signal quality. The combination
of both functions allows to find a trade-off between the computation
time and the quality of the transformed signal, as shown in Fig. 10.

The PSNR (in dB) and the MSE (in gray level amplitude squared)
of the reconstructed signal are also plotted in Fig. 11 to show the
impact of the threshold T . The gray levels measured by the ATIS are
normalized by the highest value and rescaled so the gray levels values
are between 0 and 255. These curves are substantiating the conclusion
drawn from the MSSIM: the reconstructed signal quality is degraded
quickly as T increases. For T = 5%, the threshold value for which the
tradeoff between MSSIM measured quality and computation time is
becoming less interesting, the PNSR and the MSE are respectively
22.7dB and 346.

To compare the frame-based Fourier transform with the algorithm
we introduced, we are estimating the number of operations per unit
of time. This quantity is obtained by multiplying the average number
of operations performed per event A(T) by the number of events per
unit of time. This value is estimated experimentally for the moving
vehicle sequence and is equal to 10

6 events per second. Fig. 12 shows
the rate of operations w.r.t. T as a decreasing function when the sensor
is static (blue dots) and when it is put in a car (red dots). Three dashed
lines are plotted to show the number of operations used by the frame-
based algorithm at three different video sampling frequencies (100Hz,
1 kHz and 1MHz). At 1 kHz, for T = 6%, both techniques require the
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same amount of operations. This amount decreases even more for the
event-based algorithm if T increases.

As shown in Fig. 12 and Fig. 7, threshold values from 6 to 8% of
the dynamic range are a compromise for computing with reasonable
resource, the Fourier transform with respect to the loss of quality.

2.6 discussion

As shown in the experimental section, the update process in a series
of steps leads to significant gains in computational time. These gains
conventionally imply a loss in accuracy because each intermediate
layer filters out events that lead to small increments in all following
steps. Interesting gains occur at low threshold values (less than 1%
of the dynamic range) where significant low computational time are
achieved while virtually no change can be detected in the signal. This
shows that the heuristic algorithm determines which components
should be updated. The algorithm does not require a priori choices
regarding the components which should be updated, but rather bases
the decision on the incoming signal. As the algorithm is intended to
be applied to a wide range of areas which make use of level-crossing
sampling, or more generally of asynchronous sampling, it was our
choice not to make use of any prior knowledge in the design of the
architecture of the system.

However, the algorithm could be adapted to benefit from prior
knowledge. Two promising leads could be (i) adapting the thresh-
olds so that more computational resources are allocated to compo-
nents of higher interest, and (ii) re-arranging the connections in the
network in order to filter out events in the earliest possible layers. Re-
garding the second point, the decomposition we used here is based
on Fast Fourier Transforms decompositions of the Fourier operator.
These decompositions result in minimal numbers of connections for
a given number of samples and a given number of intermediate lay-
ers, which is a sensible approach to start with. However, neighboring
pixels, which are the most likely to be related in a visual signal, do
not connect to neighboring nodes in the first intermediate layer (see
Fig. 4).

We provided a trade-off (see Fig. 10) as a characterization of our
algorithm, and did not look for any optimal value for the threshold.
Such value for the threshold heavily depends on the application for
which it is used. A specific application would provide an objective
function for both the computation time and the accuracy of expected
results. The trade-off curve, or a similar one which would be pro-
duced for the given application, would then allow to turn the objec-
tive function of accuracy and computational time into a function of
the threshold. Maximizing the resulting function with respect to the
threshold would then provide the optimal threshold.
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Considering the heuristic method, the perfect algorithm would pro-
vide a network and a behaviour for the nodes such that (i) the number
of layers scales with log(N) and (ii) the rate of events through each
layer is kept constant on average. In such scenario, the number of
operations carried out per event would scale with log(N), and the
corresponding algorithm would lead to the same improvement as
the one provided by FFT algorithms in the frame-based setting. The
fact that we filter events out suggests that the approximation method
scales between O(log(N)) and O(N).

Finally, increasing the threshold does not only allow computational
gains within the Fourier filter, but it also decreases the rate of events
output by the filter. This in turn reduces the computational burden of
further processing steps.

2.7 conclusion

In this paper, we provided an algorithm to implement event-based
Fourier transform algorithms. As the demand for higher temporal
resolution increases, in particular for artificial visual tasks, the need
for update methods which are able to operate on sparse data rep-
resentation will be increasingly high. We showed that a promising
lead is to develop heuristics which are able to regroup incoming in-
formation in order to detect as soon as possible, i.e. in the earliest
possible layer, which part of the information is unnecessary to prop-
agate to the following steps. As in the different frame-based FFT ap-
proaches, important work can be carried out by comparing decom-
positions of the Fourier operator matrix. However, the event-based
framework introduces a major shift in the objective of the decomposi-
tion. The goal is not to find a decomposition which provides minimal
number of edges in the associated network, but rather its ability to
filter out useless information which in turn depends heavily on the
statistical structure of the input signal, and of its dynamic. Our work
introduces a general framework showing that adding intermediate
computation steps can help reducing the computational burden with
minimal degradation of the underlying signal.
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Figure 4: A graph used for the computation of a unidimensional dynamic
signal with 24 samples. The values of the input signal are stored
in the leftmost nodes. Edges show the relationship between the
values contained in the nodes of the network. The value contained
in a node is a linear combination of the values contained in the
nodes of the previous layer (i.e. to the left) connected to the node
through an edge. The weights in the linear combination depends
on the edge, but are omitted in the figure. The solid edges show
the path of an update from input node number 20 to all output
nodes.
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Figure 5: Histogram of updated Fourier coefficients from the naive DFT.
We performed the event-based Fourier algorithm on a set of nat-
ural scenes videos recorded with the ATIS. For each input event
representing an update of more than 1% of the dynamic range, we
counted the number of Fourier components which were updated
by an increment superior to the same threshold. The worse condi-
tion happens when all the Fourier coefficients are updated despite
of the significance thresholding, in that case, the number of up-
dated coefficient is equal to the number of pixels in the sensor i.e.
72960.
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Figure 6: Snapshots from the 8 event-based sequences used for the experi-
ments.
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Figure 7: Moving vehicle sequence: signals obtained after computing the
Discrete Fourier Transform and its inverse using the algorithm pre-
sented in 2.4. The same sequence (leftmost column : Threshold 0%)
is processed using different values for the significance threshold T
ranging from 1% to 20% of the dynamic range. Images are recon-
structed using the flow of gray level events every half second.
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Figure 8: Variations of the Mean SSIM index for the dynamic urban se-
quence, w.r.t. the threshold (in % of the dynamic range) and time.
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Figure 9: MSSIM and average number of operations per events are decreas-
ing functions of the threshold. One can however see the MSSIM is
decreasing in a much slower rate.
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Figure 10: Average number of operation per events w.r.t. the quality index.
This graph emphasizes the slow increase rate of A when the
MSSIM increases.

Figure 11: PSNR and MSE as function of T . The PSNR decreases in a sim-
ilar fashion as the MSSIM which is reflected by the increasing
behavior of the MSE.
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Figure 12: Number of operations per unit of time carried out during our
algorithm assuming a mean event rate of 10

6 events per second.
Horizontal dashed lines show the rates of operation required by
the frame-based FFT algorithm at different sampling frequencies :
100Hz, 1 kHz and 10 kHz. The rate for the event-based algorithm
is larger than the frame-based algorithm for low sampling fre-
quencies up to 100Hz. When sampling frequencies go up to the
kHz, which corresponds to the typical µs precision of the asyn-
chronous sensor, the event-based algorithm is more computation
efficient for threshold values around 6-8% of the dynamic range.
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M O D E L I N G T H E B E H AV I O R O F C H R I M S O N R

Channelrhodopsins are light-gated cation channels which are nat-
urally expressed in microalgae. This guides the photoaxis, the abil-
ity for the microalga to move towards optimal light conditions[62].
They belong to the larger family of type I rhodopsins, along with
halorhodopsins and bacteriorhodopsins, and mediate vision in micro-
organisms.

In 2002, Nagel and colleagues reported the DNA sequence encod-
ing a microbial opsin Channelrhodopsin-1 (ChR-1) expressed in the
green alga Chlamydomonas reinhardtii[101]. They managed to express
the protein in another organism, the Xenopus laevis oocyte, and ob-
served its electrochemical behavior under light stimulation. One year
later, they reported the discovery of another channelrhodopsin from
the same green alga, termed Channelrhodospin-2 (ChR-2); identified
as a cation-selective light-gated channel[102].

A major step in the development of optogenetics was the expres-
sion of ChR-2 into mammalian neurons and its use in controlling the
spiking behavior of transfected neurons[24]. Contrary to other type
I rhodopsins, channelrhodopsins depolarize neurons in which they
are expressed and induce action potentials when activated. Addition-
ally, it showed that the retinal chromophore was covalently bound to
the apoprotein, and thus that no supplementation of retinal to the
culture medium was needed. This started the field of optogenetics.
Since then, it has been used to control neuronal activity of specific
cell populations (e.g. in [5, 7]).

In parallel, an important effort has been devoted to understand the
mechanism underlying the behavior of channelrhodopsins. Studies
include (i) spectroscopy to determine the relevant conformations of
the protein during light excitation, (ii) crystallography which reveals
the precise structure of the protein and location of the amino acid
residues and retinal chromophore[100, 74], (iii) electrophysiology to
study the dynamics of the conductance induced by light stimulation[65,
80, 127, 94], (iv) numerical simulations[63, 105, 47] and (v) site-directed
mutagenesis[88, 15, 81, 59, 141] targeting putative key residues to test
their influence on experimental observations and infer their role in
the photocycle.

It led to establishing the outline of the photocycle[14, 119]. Starting
from the dark-adapted conformation termed D470, and upon photo-
induced isomerization of the retinal chromophore, the protein takes
a number of intermediate states P500, P390 leading to the conductive
state P520 (see Fig. 13). From this conductive state, the protein either

43
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relaxes to the initial dark state or to another closed state P480, which
is thought to be photoactivable, and which relaxes slowly (approx. 20

seconds)[93]. In the same time, site-directed mutagenesis allowed to
identify the residues most likely involved in the function of the light-
gated channel, for instance as proton donor or acceptor allowing the
Retinal Schiff Base deprotonation and reprotonation[93, 81].

However, voltage-clamp experiments reporting the conductance re-
sponse of the channels to light stimulation showed that the observa-
tions could not be explained by a single-loop photocycle, contradict-
ing the preliminary conclusions from spectroscopy studies. In partic-
ular, when light is switched off, the conductance returns to the base-
line according to a linear combination of two exponential terms, with
two distinct time constants[63, 105], phenomenon which requires at
least two conductive states. Additionally, voltage-clamp experiments
at different holding potentials showed that the cation-selectivity of
the two open states were different, as shown by the distortion of the
conductance responses for different holding potentials[19, 127].

It is assumed that the two photocycles have the same shape, each
one consisting of twin states which are not distinguishable from a
spectroscopic point of view[130, 15, 121, 80]. However, it remains un-
clear where the transitions between the two cycles occur, and whether
they are thermal or light-induced. It was first proposed that the tran-
sitions occur between the inactivated states P480 and P480’[121]. Re-
cently, it was shown that a light-induced transition existed between
the two dark adpated states D470 and D480[26].

Additionally, the possible transitions within a single cycle are not
fully elucidated. In fact, since the transition P480 → D470 appears
to be very slow (e.g. 20 seconds in [94]) another transition has to be
added in the cycle — either a thermal transition from P520 to D470 as
proposed in [94] or a light-induced one from P480 to P500 as in [18] —
otherwise, the electrophysiology studies would not show a sustained
response to continuous light stimulation.

Finally, a side reaction was revealed in [130] on the photocycle of
the ChR-2 mutant C128T. This reaction occurs between states P480

and D470 and involves the inactivated states P380 and P353 that con-
vert very slowly back to D470. This side reaction was placed in the
two-photocycle model[121].

Note that electrophysiological experiments have been conducted
on different cell types including Xenopus oocytes, human embryonic
kidney (HEK) cells, baby hamster kidney (BHK) cells, Henrietta Lacks
(HeLa) cells, cultured neurons, etc. . . and their properties have been
shown to be mostly insensitive to the host system used[94, 105].

This paper focuses on ChrimsonR, another channelrhodopsin which
was discovered upon a vast scanning of the transcriptomes of more
than 100 species of alga[78]. ChrimsonR is 45nm more red-shifted
than all previously known channelrhodopsins. Its peak sensitivity is



3.1 methods 45

at 590nm. Sensitivity to this wavelength is valuable for three rea-
sons it is more suitable for medical applications; it allows efficient
stimulation in deeper tissues; it can be used for independent stimu-
lation of two neuronal populations when used jointly with another
channelrhodopsin with a non-overlapping activation spectrum, like
Chronos[78].

Based on voltage-clamp experiments on ChrimsonR-expressing HEK293

cells, we report new observations on the response behavior of chan-
nelrhodopsins . Additionally, we propose a five-state Markov kinetic
model that captures most of the features that we describe : the on
and off dynamics, the activation curve (steady-state amplitude of the
response as a function of light intensity). In the end, our model is
able to predict accurately the response of the protein on long time
scales (several minutes) for temporal frequencies lower than approx.
100Hz and over the whole range of light intensities relevant to the
activation of the protein (between no response at 1015 ph s−1 cm−2

and saturation around 1019 ph s−1 cm−2).
The scope of this work is to describe relevant kinetics and expected

behavior of the channel. This will help design appropriate light-stimulation
protocols for optogenetics-based vision restoration.

3.1 methods

HEK 293T cell culture, transfection

HEK 293T cells were maintained between 10% and 70% confluence
in DMEM medium (Invitrogen, Waltham, USA) supplemented with
10% FBS (Invitrogen), 1% penicillin/streptomycin (Invitrogen). For
recording, cells were platted at 50,000 cells per well in 24-well plates
that contained round glass coverslips (12mm) coated with polylysine
(2µg cm−2, Sigma Aldrich) and laminin (1µg cm−2, Sigma Aldrich).
Adherent cells were transfected approximately 24h post-plating with
JetPrime (Polyplus Transfection) and recorded via whole-cell patch
clamp between 24 and 72h post transfection. 0.5µg of DNA was de-
livered per well. In addition, all-trans retinal (ATR, 10µM) was sup-
plemented to the culture medium for 1h before patch-clamp experi-
ments.

The opsin ChrimsonR was expressed into the HEK cells associated
to a fluorescent protein tdTomato fused to its C-terminal end. Trans-
fection was performed through the mutant capsid AV2-7m8[39]. This
construct was chosen for its efficiency in transfecting retinal ganglion
cells through intravitreal injection.
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Electrophysiolgy

Whole-cell patch-clamp recordings were performed in isolated HEK
293T cells to avoid space clamp issues. All recordings were performed
using an Axopatch 200B amplifier and Digidata 1440 digitizer (Molec-
ular Devices) at room temperature. Steady access resistance were in-
ferior to 40MΩ. Typical membrane resistance was between 200MΩ
and 1GΩ, and pipette resistance was between 5 and 8MΩ. Cells were
perfused with Ames medium (Sigma-Aldrich, St Louis, MO; A1420)
bubbled with 95% O2 and 5% CO2 at 37 ◦C at a rate of 1-2mlmin−1

during experiments. Intracellular solution was composed of (in mM)
115 K-gluconate, 10 KCl, 0.5 CaCl2, 1 MgCl2, 1.5 EGTA, 10 HEPES, 4

ATP-Na2, pH 7.3 (KOH adjusted).

Illumination

Photostimulation of patch-clamped cells was conducted with a 595nm
LED (M595L3, Thorlabs, halfbandwidth of 75nm). Irradiance was
measured, for different LED voltages, at the level of the coverslip
sample using a power meter composed of a digital optical power and
energy meter (Thorlabs, PM100D) and a photodiode power sensor
(Thorlabs, S120C). Resulting power measurements were converted in
ph s−1 cm−2 using known illuminated surface (1.21mm2) and peak
wavelength for the LED (595nm). These measurements were con-
firmed using a calibrated spectrophotometer (USB2000+, Ocean Op-
tics, in-house calibration).

Illumination protocols

The building block of our stimulation protocol is a series of ten 200ms
square pulses repeated at a frequency of 0.5Hz. These building blocks
were then assembled in several ways with different light levels. The
duration between two subsequent blocks was not set a priori (as it
required replacing manually an optical filter between the light source
and the recorded cell) but the actual value was recorded and usually
lasted about ten seconds.

Light intensity of stimulation blocks covered the whole range of
responses from the protein, from virtually no response at 3× 1015
ph s−1 cm−2 to saturation in amplitude at 1019 ph s−1 cm−2.

Data analysis and simulation

Markov kinetic models The behavior of the protein ChrimsonR is
modeled using a Markov kinetic model. In this model, a number of
states represent the different conformations that the protein can take.
For each pair of states, there can be a transition between these two
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states if the protein can switch from the first state to the other without
going through any other stable conformation. It is worth noting that
transitions are not necessarily reversible, i.e. if the transition from
state i to state j exists, the transition from j to i does not always exist.
Additionally, a time constant is associated with each transition. For
a pair of states (i, j), the rate λi,j — the inverse of the time constant
Ti,j — quantifies the probability that the protein jumps from state i
to state j per unit of time. If there is no transition from state i to state
j, this transition has a zero transition rate, or equivalently an infinite
time constant.

For a given model with N states, and a transition matrix Λ =(
λi,j
)
16i,j6N ∈ MN,N(R

+), and denoting pi(t) the probability that
the protein is in state i at time t, the evolution of the system is given
by P(t) = (pi(t))16i6N and follows the system :
∀i ∈ J1,NK

dpi
dt

(t) = −

∑
j6=i

λi,j

pi(t) +
∑
j6=i

λj,ipj(t)

 (11)

In the sequel of the paper, we will consider two types of transitions,
thermal and photo-induced. Thermal reactions involve absorption or
evolution of heat. They can take place even in absence of light. Tem-
perature has a significant effect on the rate of a thermochemical reac-
tion. On the other hand, photochemical reactions involve absorption
of light. The presence of light is the primary requisite for the reaction
to take place. Temperature has very little effect on the rate of a photo-
chemical reaction. Instead, the intensity of light has a marked effect
on the rate of a photochemical reaction.

Mathematically, for a given temperature, a thermal reaction is rep-
resented by a constant rate, while the rate of the photochemical tran-
sition varies linearly with light intensity. Fig. 13 (a) shows an example
of photocycle combining the conclusions from several spectroscopic
studies[26, 121] on different channelrhodopsins. The photocycle con-
sists in two separate cycles, each involving a conductive state (P520

and P520’), with possible transitions from one half-cycle to the other
and a side reaction (states P380 and P353) with a transition to either
of the two half-cycles.

Fig. 13 (b) shows the Markov chain we used to model the behavior
of ChrimsonR. It is a simplified version of the more realistic photo-
cycle introduced above. The two half-cycles are represented by C1

� O1 and C2 � O2. C1 and C2 represent the ground states D480

and D470 respectively. The intermediate states P500, P500’, P390 and
P390’, which are fast intermediates, have been suppressed. States
P520 and P480 have been merged into O1, P520’ and P480’ into O2.
The side reaction is represented by the single state S, and the transi-
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Figure 13: The photocycle (a), such as provided by previous studies on other
channelrhodopsins, and the simplified model (b) we used to ap-
proximate the electrochemical behavior of ChrimsonR.

tion from S back to half-cycle 2 has been omitted because it could not
be resolved based on our data.

Fitting linear combinations of exponential functions A general re-
sult on continuous-time Markov chains[42] with time-independent
transition rates is that, if the Markov chain has a number N of states,
then the probability pi(t) that the chain is in state i ∈ J1,NK at time t
can be expressed as :

pi(t) = pi +

N−1∑
j=1

αi,je−t/τj (12)

where (pi)16i6N are the stable probabilities for each state, i.e. the
probabilities which are invariant by multiplication by the transition
matrix.

(
τj
)
16j6N−1

is a set of N− 1 time constants which are shared
by theN states, and

(
αi,j
)
16i6N,16j6N−1

are the weights of the linear
combination, and depend on the initial conditions. In our case, the
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tON

I(t) = αe−(t−tOFF)/τ
OFF
1 +

βe−(t−tOFF)/τ
OFF
2

tOFF

I(t) =

C+αe−(t−tON)/τON1 +βe−(t−tON)/τON2 + γe−(t−tON)/τON3

Figure 14: Estimating the On and Off dynamics Linear combinations of
exponential functions were fitted to the portions of curve where
light intensity is constant. The number of terms was fixed based
on the shape of the responses. For on dynamics (non-zero light
intensity) a constant term is required in order to represent the
steady-state level. Given that the steady-state level is known to
be zero in the absence of light, the constant term was removed
for the analysis of the off dynamics.

transition rates are constant over a time period if and only if light
intensity is constant over this period.

Additionally, we do not observe the probabilities directly, but rather
a linear combination of the total number of channels which are in
each conductive state (P520 and P520’), the weights being the conduc-
tances of each state. However, since the number of channels expressed
in each patch-clamped cell is constant over time, the fraction of chan-
nels in a state i is a good approximation of the probability pi. Since
the N states share the same N− 1 time constants, the linear combina-
tion only affects the coefficients and thus does not prevent us from
estimating the time constants.

Fig. 14 shows that three terms describe well the time course of a
single pulse during the light pulse, while two terms are enough to
describe the dynamics of the decay when light is turned off. This
double-exponential dark decay is reported for all channelrhodopsins
in the literature. It is in fact the main argument against the single
photocycle model, which would be the natural conclusion based on
spectroscopic studies only.
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Fitting the parameters of theMarkov kinetic model The parameters
of our model was separated in different groups and fitted sequen-
tially.

First, the two off time constants (O1 → C1 and O2 → C2) were fixed
using the numerical results of the analysis on the linear combinations
of exponential functions. In this configuration where the two open
states are not connected, the values of the two transitions must be
the two time constants describing the off dynamics. Analyzes with
the two possibilities showed that the fastest time constant must be
associated with the stable cycle C1 � O1.

Then the other time constants were estimated by minimizing the
square difference between the recorded and simulated conductances.
The parameters of the error function were the time constants of the
transitions, except the transitions O1 → C1 and O2 → C2, fixed in
the previous step as well as the thermal transition C2 → C1 which is
too slow to be estimated using experiments implemented at this time
scale, and which was arbitrarily fixed to a very small value (approx.
30 minutes) so it did not affect the dynamics of the system.

Medium-term and long-term activation curves The side reaction in-
volving the slow state (states P380 and P353 in Fig. 13 (a) or S in
Fig. 13 (b)) makes it tricky to estimate the activation curve (steady-
state conductance level as a function of the light intensity) of the
protein. In fact, it is not trivial to disentangle the influence of the
current light intensity level from the history of stimulation on the
amplitude of the response. Our estimation of the activation curve re-
lies on the prior fitting procedure of the five-state model to the data.
The activation curve can then be recovered through the model, as the
steady-state level of the response of the model to the whole range of
light intensities.

Here, we present the activation curves at two different time scales.
The long-term time scale (several minutes) is enough for the whole
chain to converge, including the transitions through the slow state.
But we also include a medium-term activation curve, which repre-
sents the state of the Markov chain where all transitions but the slow
ones have converged. This medium-term equilibrium is obtained by
arbitrarily setting the transition rate from O2 to S to zero.

The analysis of the time constants describing the response of Chrim-
sonR according to the five-state model allows us to estimate the time
constant of the transition from the medium-term to the long-term
equilibria.
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Figure 15: Generic shape of the response to a square pulse of light: (a)
a fast response, which depends on the stimulation history and
lasts from 10ms to 40ms, is followed by (b) a slow decay to-
wards a non-zero equilibrium value. (c) When light is turned
off, the recorded current converges towards zero with a double-
exponential decay.

3.2 results

Main observations

In response to a single 200ms light pulse, the typical response that
we observe has three main features : (i) a fast response occurring
in the first 10ms to 40ms from pulse onset which can either be an
overshoot or an undershoot depending on several factors detailed
below, followed by (ii) a slow decay with a time constant of the order
of 100ms (see paragraph On kinetics) towards a non-zero equilibrium
value which is not reached within the 200ms, and (iii) when light is
switched off, a decay towards zero characterized by the sum of two
exponential terms.

Additionally, when the pulse is repeated (every 2 s in our protocols)
at high light intensity (I > 1017 ph s−1 cm−2) the response for a given
pulse is generally of the same shape as the previous one but with a
slightly smaller amplitude.

Our most valuable observations are derived from clean recordings
of the same cell over several minutes, during which the building
blocks of the protocols (series of ten pulses) were not arranged in
a monotonic order, i.e. block intensity goes up and down (Fig. 22,
Fig. 24 and Fig. 25).
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Figure 16: Responses to repeated stimuli (200ms light pulses at a fixed in-
tensity — I = 1.17× 1019 ph s−1 cm−2 — one pulse every 2 s) :
the ten responses are synchronized with respect to the stimulus
and stacked. The order of the sweeps is given in the box on the
right. Except the first pulse, the nine others are only scaled ver-
sions of each other.
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Figure 17: Responses to series of ten 200ms pulses: (a) Stacked responses :
the response to the first pulse is darker. (b) Stimulus descrip-
tion : it consists in three series of ten pulses. In each series,
light intensity is constant and one pulse is emitted every 2 s.
Light intensities are respectively 1.17× 1019, 3.12× 1018 and
4.36× 1018 ph s−1 cm−2.

In this situation, the shape of the fast part of the response (occur-
ring in the first 10ms to 40ms) depends substantially on the light
intensity of the previous pulse. Specifically, for a give pulse with a
given light intensity, the higher the light intensity during the previ-
ous pulse, the lower the fast part of the response (see Fig. 17 (a)). It
is our understanding, that the time interval between the two pulses
has little influence on the fast part of the response. In contrast, the
slow part of the response is unaffected by the previous stimulation
patterns.

Time constants

On kinetics At low light levels (I 6 5× 1017 ph s−1 cm−2), the time
course of the recorded current during an interval when light is on
and of constant intensity is well approximated by the linear combi-
nation of (i) a constant term representing the limit current and (ii)
two exponential terms with distinct time constants. At higher light
levels, an additional exponential term, with a third time constant, is
necessary to describe accurately the response to a single light pulse.

Fig. 18 (b) shows the estimated time constants as a function of light
intensity. The fastest time constant (often referred to as τON in the
literature, black curve) — which represents the time scale at which the
protein can be activated — is well estimated. It decreases with light
intensity, i.e. the higher the intensity, the faster the protein is activated.
The estimation of the second time constant is less precise (Fig. 18 (b),
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blue curve). The estimation of the third time constant (orange curve)
is very erratic, as shown by the very large confidence intervals on
most of the recoded cells on Fig. 18 (a). However, the analyzes run
on the cleanest data sets suggest that a time constant between 102ms
and 2× 102ms, relatively independent of the stimulation intensity is
a good initial guess.

Off kinetics In agreement with what was described in the literature,
our data shows that the dynamics of the observed current when light
is turned off is very well approximated by a linear combination of
two exponential terms. Fig. 19 shows the numerical results obtained
separately on each recorded cell.

Slow adaptation process

As stated in the Main observations section, our data shows that the
behavior of ChrimsonR involves a slow adaptation process such that
the overall amplitude of the response to a series of identical pulses
decreases with each pulse. This feature has not been previously re-
ported in electrophysiological experiments, but we think that this
phenomenon can be compared with the side reaction involving states
P380 and P353 of the photocycle of the channelrhodopsin C128T mu-
tant described in particular in [130, 121].

The time scale at which this adaptation occurs is too long to be
observed on single 200ms pulses. Therefore, the analysis of the on-
dynamics (paragraph On kinetics) cannot bring any valuable informa-
tion to estimate the time constant of this phenomenon.

Instead, we used the Markov kinetic model involving a slow state
representing the side reaction and we fitted the model on the re-
sponses of the same cell to stimulation protocols consisting of re-
peated series of ten pulses. Since the protocols span over several min-
utes, they allow the estimation of this adaptation process, especially
the recovery time constant. Fig. 27 shows side by side the time con-
stants such as estimated directly on single pulses and theoretically
using the model after parameter estimation. This second method re-
veals a fourth time constant, much longer than the three others, and
characterizing the slow adaptation process.

Simplified photocycles

Global approximation The model aims at capturing parts (b) and (c)
of the typical response shown in Fig. 15, i.e. the overall amplitude of
the response including the slow adaption with a time constant of the
order of 102ms and the double exponential decay.

As stated in Section 3.1, some parameters were fitted individually
for each cell, like the time constants from the open states back to
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Figure 18: On kinetics analysis of experimental data: linear combinations
of exponential functions have been fitted on the recorded re-
sponses to light pulses. Top : when available, all three time con-
stants are shown. The precision on the slowest time constant is
usually very poor. Bottom : same curve displaying only the two
fastest time constants. The circles show the estimated values for
each time constant, and the error bar show the 95% confidence
intervals. The data points that are linked together belong to the
same cell.
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Figure 19: Numerical results for the estimation of the time constants gov-
erning the off dynamics of ChrimsonR-tdTomato. For each cell,
the estimations of the fast (abscissa) and slow (ordinate) time con-
stants are shown along with the 95% confidence intervals. It is
worth noting that intra-cell variability is generally much lower
than the inter-cell variability.



3.2 results 57

Table 1: Estimated conductances for the six different cells (in nS)

Cell g1 g2

1 17 3.3

2 3.92 0.44

3 4.85 2.01

4 3.19 0.39

5 15.4 2.88

6 8.07 2.84

Table 2: Estimated photochemical transition rates (in ms−1 / ph s−1 cm−2)

Cell C1 → O1 C2 → O2 C1 → C2 C2 → C1

1 1.61× 10−19 3.03× 10−20 1.16× 10−20 5.99× 10−20

2 1.67× 10−19 3.89× 10−20 1.28× 10−20 6.17× 10−20

3 1.15× 10−19 5.84× 10−20 2.96× 10−21 4.07× 10−20

4 4.60× 10−19 1.23× 10−19 5.13× 10−20 1.46× 10−19

5 1.10× 10−19 7.20× 10−20 1.94× 10−21 1.44× 10−20

6 1.60× 10−19 3.87× 10−20 4.93× 10−20 1.75× 10−19

the closed states, other parameters were fitted on the most relevant
data sets and then used for all parameter sets. Numerical values are
provided in Table 1, Table 2 and Table 3.

Fig. 20 to Fig. 25 display the comparison between the data and the
simulations for six different cells. They show that the main features
are in fact captured by the five-state model.

Activation curve The five-state model allows the recovery of im-
portant information which in not directly available through simple
analysis of the raw data. One such information is the activation curve
of the protein, i.e. the amplitude of the steady-state conductance of
the protein as a function of light intensity.

Table 3: Estimated thermal transition rates (in ms−1)

Cell O1 → C1 O2 → C2 O2 → S C2 → C1 S → C1

1 0.14 1.14× 10−2 48.1× 10−5 10−7 5.91× 10−6

2 0.12 1.78× 10−2 7.89× 10−5 10−7 3× 10−6

3 0.13 1.78× 10−2 8.56× 10−5 10−7 3× 10−6

4 0.10 1.40× 10−2 11.5× 10−5 10−7 2.49× 10−6

5 0.12 1.78× 10−2 8.79× 10−5 10−7 3× 10−6

6 0.10 1.37× 10−2 19.2× 10−5 10−7 1.5× 10−6
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Figure 20: Data and simulation comparison Cell 1: Each column represents
the repetition of ten superimposed 200ms pulses with the same
intensity. The first sequence of ten pulses is shown in a larger win-
dow to increase visibility. The top row represents the stimulus, in
log scale. The second row shows the recorded (dark) and simu-
lated (cyan) currents. The ten responses are superimposed and
synchronized with respect to the stimulation pulse. The bottom
row shows the detail of the evolution of the fraction of channels
in each of the five states of the Markov kinetic model.
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Figure 21: Data and simulation comparison Cell 2
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Figure 22: Data and simulation comparison Cell 3
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Figure 23: Data and simulation comparison Cell 4
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Figure 24: Data and simulation comparison Cell 5
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Figure 25: Data and simulation comparison Cell 6
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Fig. 26 shows the activation curves for all parameters sets pre-
sented above. For each parameter set, two distinct activation curves
are presented, the first one is the steady-state response at an interme-
diate time scale around 1 s for which the conductance has apparently
reached a plateau, but which in fact slowly decays to a lower plateau
due to the side reaction represented by the state S in Fig. 13 (b). The
second activation curve represents this real steady-state, including
the side reaction.

The estimation of the slow time constant of the transition from the
slow state S to the stable closed state C1 is quite imprecise because it is
long relative to the time of the experiment and that other phenomena
involved in the experiment — clamping condition, physiological state
of the cell, etc. . . — occur at the same time scale. However, assuming
a sensible numerical value of 5 minutes for this time constant, we esti-
mate that the long-term steady-state response is somewhere between
3 and 15% of the medium-term value, the one that is observed when
proceeding to a short experiment.
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Figure 26: Activation curve of ChrimsonR at medium- and long-term steady-state The curves are derived from
the Five-state model fitted on data from four different cells, for which the response was observed on
a wide range of light intensities. The curves were obtained theoretically according to the procedure
described in the Activation curve paragraph and are normalized with respect to the limit value of
medium term activation curve. The dots on each curve represent the light intensity values which were
present in the stimulation protocol on which the model was fitted. Thus, the curve is shown in dotted
line outside the range of actual stimulation values. ChrimsonR starts to respond significantly around
1016 ph s−1 cm−2 and saturates above 1018 ph s−1 cm−2. Beyond this limit, the steady-state value of
the conductance is unaffected. Only the dynamics are impacted.
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ON time constants comparison Contrary to the off dynamics,
the preliminary studies of the on dynamics of the responses were
not used to fit the parameters of the five-state model. As a safety
check, we display side by side in Fig. 27 (i) the time constants
estimated directly on the raw data as presented in paragraph On
kinetics and (ii) the time constants of the five sets of parameters
introduced above.

The figure shows that the dynamics are comparable between
the recorded and simulated responses on the range of recorded
light intensities (black, blue and orange curves). The time con-
stants derived directly from the model are slightly quicker than
the ones estimated on the data. Computing the time constants
through the model allows us to reveal the dynamics at with the
open states equilibrate with the slow state S (green curve). It rep-
resents the time scale at which we slide from the medium-term
to the long-term steady-state (see Fig. 26).



3.2 results 67

Figure 27: On dynamics comparison Time constants of the linear combination of exponential func-
tions underlying the responses to square pulses of light stimulation. (left) time constants
are estimated directly on the data. Depending on the intensity of the light command, ei-
ther two or three distinct time constants are estimated. (right) time constants derived from
the five-state model dynamics. The time constants are computed as the non-zero eigen val-
ues of the differential operator governing the evolution of the probability distribution of
the Markov chain. Note that this method reveals a fourth time constant. This fourth time
constant represents the dynamics at which the open states equilibrate with the slow state
S.
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3.3 discussion

In this paper, we propose a five-state Markov kinetic model de-
scribing the conductance response of channelrhodopsins Chrim-
sonR to an arbitrary light stimulus. The model was chosen to
capture the main features of the experimental observations : ac-
tivation curve, on and off kinetics, medium term and long term
light adaptation. The model was designed in the direct lineage
of similar work, carried out over the past decade[63, 105, 58, 47],
but also taking into account the more recent conclusion on the
actual, more complex, photocycle of channelrhodopsins[26].

Our analysis is based on a set of voltage-clamp experiments
on ChrimsonR-transfected HEK293 cells at a holding potential of
−60mV and at physiological temperature for direct use in medi-
cal application. Direct observation of the data revealed that there
is a fast light adaptation mechanism that has not been described
previously. It was already known, from the shape of the conduc-
tance responses to light pulses, that the conductance does not
reach a plateau directly, but rather peaks first before decaying to
a stable value. This decay has been described as light adaptation
and corresponds to an equilibration between the two cycles. We
additionally report that the intensity of the light pulse influences
the ratio between the two cycles, and in turn the resulting ratio
between the populations in the two closed states D470 and D480

after light is turned off. Finally this ratio determines the shape
of the first part of the response to a new light pulse.

However, this feature is not captured by our five-state model,
and we did not manage to capture it with any of the numerous
n-state models that we tested. This underlines that the complex
photocycle of channelrhodopsin is not fully understood and that
work remains to be done before we establish the complete out-
line of the photocycle. However, we believe that once the pho-
tocycle is understood, fitting it to voltage-clamp data of the dif-
ferent known channelrhodopsin is going to be quite straightfor-
ward. We also believe that simulations of voltage-clamp data is a
major tool for unveiling the photocycle, along with spectroscopy
(which provides valuable information regarding the time con-
stants of the existing reactions) and crystallography (which iden-
tifies the possible chemical reactions, changes of conformation
and associate them with the structure of the protein).

The model that we propose, along with the parameters sets
fitted on different cells, captures the main features of the elec-
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trophysiological properties of ChrimsonR. It is a useful tool for
predicting the conductance of the protein in response to an arbi-
trary light stimulation, in neurophysiological experiments or in
medical applications such as retinal prostheses. Since the model
was built on experiments conducted at physiological tempera-
ture, the model is particularly useful for medical applications
and is directly applicable.

The main limitation of our model is that is does not capture
the fast light adaptation mechanism. For that reason, its predic-
tion power will decrease as the temporal frequencies of the stim-
ulation exceeds approximately 100Hz. However, the model dis-
plays the correct ON dynamics on the whole range of relevant
stimulation intensities, therefore the prediction will still be close
to the actual signal even for high frequencies. Other limitations
come from the fact that we have not studied ChrimsonR’s spec-
tral sensitivity and the ion selectivity of the two open states of
the protein.





4
M O D E L I N G T H E S P I K I N G B E H AV I O R O F T H E
T R A N S F E C T E D C E L L

4.1 introduction

The retina transmits information to the higher areas of the vi-
sual system via the parallel spike trains propagated along the
optic nerve. In the case of an RP patient treated in the context
of the GS030 project, these spike trains travelling along the optic
nerve are the result of the light stimulation of the ChrimsonR-
expressing Retinal Ganglion Cells. The downstream visual path-
ways will perform the same operations they used to carry out
before the degeneration of the retina on the artificially induced
spike trains, and the output of these operations will dictate what
the patient perceives.

In this chapter, we develop a mathematical model of the spike
generation process, the mechanism that transforms the stimu-
lation signal (the value for the light intensity varying with the
time) into a spike train. The goal of this model is to serve as a tool
to analyze quantitatively the transfer of information between
(i) the light pattern which can be controlled and (ii) the spike
trains which are the support for the visual information that the
downstream visual areas of the Central Nervous System (CNS)
receive. In other words, this work models the behavior of the
Brain-Machine Interface so that the preprocessing steps of the
device information pipeline can be optimized in order to max-
imize the information rate that is actually transmitted through
the interface.

Additionally, preliminary analyses in primates suggest that
Retinal Ganglion Cells in the perifoveal region are the primary
targets of transfection. According to a study by Dacey[37] on
46 human retinas, an “estimate of total midget cell density sug-
gested that the proportion of midget cells increased from about
45% of total ganglion cell density in the retinal periphery to
about 95% in the central retina”. Therefore, the study presented
in this chapter is limited to this type of RGC. Midget Ganglion
Cells come in two subtypes, ON and OFF. These two types differ
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in many ways: they do not stratify in the same portions of the
inner plexiform layer and do not have the same dendritic field
sizes. More importantly, ON and OFF Midget Ganglion Cells
code for the opposing local features of the visual scene. How-
ever, due to their similar morphologies[37], we will make the as-
sumption that both will respond similarly to photostimulation.

A central question to this study is the shape of the model that
we should use to predict the behavior of the transfected cells.
Other studies on the spiking behavior of neurons in the early vi-
sual system, such as the one by Keat et al. stressed that neuronal
responses can be very precise, and that a given stimulation pat-
tern would evoke very similar spike trains if repeated, in which
individual action potentials would be reliably triggered with a
millisecond temporal precision : “neurons in the early visual sys-
tem — from the retina to the lateral geniculate nucleus to area
V1 — can deliver remarkably reproducible spike trains, whose
trial-to-trial variability is clearly lower than predicted from the
simple firing rate formalism. [. . . ] Consequently, one needs a dif-
ferent framework for studying this neural code that allows for
the prediction of individual spikes and spike patterns with high
timing accuracy, but also accounts for the remaining stochastic
variability in these responses.”

This temporal resolution of the order of the millisecond has
also been observed in mammal’s early downstream visual areas.
such as the LGN[138, 120, 90, 82] and the Middle Temporal (MT)
area of the visual cortex[27]. Additionally, [30] showed that the
fine temporal resolution of the spike train had a functional role
in encoding the visual stimulus, even if the latter varies with
slower dynamics.

This argues in favor of building a model able to capture the
precise structure of the spike trains, i.e. the timing of each indi-
vidual spike, rather than the spike rate smoothed over a longer
timescale.

Our choice fell on a variant of the Linear-NonLinear Integrate-
and-Fire (L-LN-IF) model introduced by Pillow et al.. This model
offers several benefits which are relevant to our approach. First,
as demonstrated by the original paper, the model is able to re-
produce the fine temporal organization of the recorded spike
trains. This is the primary requirement for the work we pursue
in this study. The second interesting feature is the modeling of
a noise term. When dealing with information transmission and
encoding, noise is always a key parameter since it dictates the
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boundary on the precision up to which information can encoded.
Trying to encode more information can only result in ambiguous
messages.

Since the primary purpose of our model is to provide an an-
alytical tool to study information transmission through the BCI,
we decided to settle for a simple functional model such as the
L-LN-IF model rather than a more complex — and also more re-
alistic — conductance-based model. This choice is substantiated
by the study by Jolivet et al.. Their paper shows that General-
ized Integrate-and-Fire models can de facto approximate the spike
trains of more detailed (conductance-based) models with a high
accuracy. However, they point out that the goodness of the ap-
proximation is usually restricted to a class of stimulation pat-
terns, which obviously imposes caution on the future use of the
model.

We made a few modifications to the original model presented
in [113]. First, we have the advantage to know precisely how
light interacts with the cell. In fact, spikes originate from the
graded depolarizations induced by the opening of the light-gated
ion channels ChrimsonR. In this chapter, we make the approxi-
mation that the membrane potential is directly driven by the
conductance of the population of ChrimsonR proteins. Instead
of modeling precisely the flow of ions through the channels as
a function of the membrane potential and their Nernst equilib-
rium potential, we make the simplifying assumption that a con-
stant conductance of the channel population leads to a constant
current through the membrane. This is equivalent to omitting
the impact of the fluctuations of the subthreshold membrane po-
tential on the force driving the ions though the open channels.
There are several reasons for this choice, including (i) our lack of
knowledge about the selectivity of the channelrhodopsin Chrim-
sonR and (ii) the rest of the model is below this level of detail.

The second simplification is to choose a simpler feedback ker-
nel basis. In [113], the authors use a stimulus kernel and a spike
feedback kernel in order to capture how the RGC encodes com-
plex spatiotemporal features of the stimulus. In our situation,
the upstream circuitry of the retina is not involved in the spike
generation process, leading to a much simpler transformation
between the light stimulus and the spike trains (once we know
how the ChrimsonR population responds).
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4.2 methods

Animals

All experiments were done in accordance with the National In-
stitutes of Health Guide for the Care and Use of Laboratory
Animals. The protocol was approved by the local animal ethics
committees and was conducted in accordance with Directive
2010/63/EU of the European Parliament. All animals used in
this study were cynomolgus macaques (Macaca fascicularis) of
foreign origin.

AAV Production

SNCG promoter was cloned into an AAV backbone plasmid
containing the ChrimsonR sequence in fusion with GFP and td-
Tomato. The constructs all included woodchuck hepatitis virus
post-transcriptional regulatory element (WPRE) and bovine growth
hormone poly(A). Recombinant AAVs were produced by the
plasmid co-transfection method[56], and the resulting lysates
were purified via iodixanol gradient ultracentrifugation as pre-
viously described. Briefly, a 40% iodixanol fraction was concen-
trated and buffer was exchanged using Amicon Ultra-15 cen-
trifugal filter units. Vector stocks were then titered for DNase-
resistant vector genomes by real-time PCR relative to a standard[8].

Injections

The primates were anesthetized with 10:1mgkg−1 ketamine/xy-
lazine. 100mL of viral vector containing either 1011, 5× 1011 or
1012 viral particles was injected into the vitreous. An ophthalmic
steroid and antibiotic ointment was applied to the cornea post-
injection.

Two-Photon Imaging and Electrophysiological Recordings

A custom-made two-photon microscope equipped with a 25 wa-
ter immersion objective (XLPLN25xWMP/NA1.05; Olympus) with
a pulsed femtosecond laser (InSight DeepSee; Newport Corpo-
ration) was used for imaging ChrimsonR-GFP-tdTomdato posi-
tive retinal ganglion cells. For live two-photon imaging, retinas
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were placed in the recording chamber of the microscope, and z
stacks were acquired using the excitation laser at a wavelength
of 930nm. Images were processed offline using ImageJ software
(NIH). During imaging, the retina was superfused with oxyge-
nized Ames’ medium (Sigma-Aldrich).

We used an Axon Multiclamp 700B amplifier for whole-cell
patch-clamp and cell-attached recordings. Patch-clamp electrodes
were made from borosilicate glass (BF100-50-10; Sutter Instru-
ments) and pulled to 8-10MΩ. Pipettes were filled with 112.5mM
CsMeSO4, 1mMMgSO4, 7.8× 10−3mM CaCl2, 0.5mM 1,2-bis(O-
aminophe- noxy)ethane-N, N,N’,N’-tetraacetic acid (BAPTA), 10mM
HEPES, 4mM ATP-Na2, 0.5mM GTP-Na3, and 5mM lidocaine
N-ethyl bromide (QX314-Br) (pH 7.2). Cells were clamped at a
potential of 60mV to isolate excitatory currents. Cell-attached
recordings were obtained in current-clamp configuration (cur-
rent zero) with electrodes filled with Ames’ solution. L-AP4 was
added to Ames’ medium during all electrophysiological record-
ings. Retinas were dark-adapted for one hour prior to record-
ings.

Photostimulation

Photostimulation was performed using a monochromatic light
source (Polychrome V, TILL photonics (FEI), Hillsboro, OR). Stim-
ulation was performed at two intensities 1.6× 1016 and 3.15× 1017
ph s−1 cm−2. The stimulation was always uniform over the whole
recorded cell, and varied with time according to pattern de-
scribed below. Stimuli were generated using custom-written soft-
ware in LabVIEW (National Instruments, Austin, TX). Output
light intensities were calibrated (1012 - 1018 ph s−1 cm−2) using
a spectrophotometer (USB2000+, Ocean Optics, Dunedin, FL).

Comparison with HEK293 voltage-clamp data

As stated in the introduction, we use our ChrimsonR model from
Chapter 3 to compute the driving current of the Integrate-and-
Fire neuron. However, due to a different experimental conditions
between the Human Embryonic Kidney (HEK) and the RGC exper-
iments, there is a need for preliminary adjustment of the model
before usage in the RGC context. Apart from the fact that both
experiments have been conducted on different setups, the ma-
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jor difference between the two is the light source used for the
photostimulation.

In the HEK experiment, a LED with a rather large spectrum
was used. Its bandwith (Full Width at Half Maximum) is equal
to 80nm. On the other hand, the light source used in the RGC

setup has a much thiner bandwith of 15nm. Owing to the spe-
cific sensitivity of the ChrimsonR protein — see [128] for a com-
parison of the spectral sensitivities of most of the known chan-
nelrhodopsins, including Chrimson — two light sources with
different spectra will have different impacts on the channelrhod-
opsin population, at constant light intensity.

To take into account this difference in experimental conditions,
we ran preliminary analyses on voltage-clamp data performed
on primate RGC. At this point, our first assumption is that all
light-sensitive transition have the same spectral-sensitivity. This
means that the values of the transition rates from all light-induced
(orange) transitions in Fig. 13 (b) vary in the same way with
respect to the wavelength of the stimulating photons. From a
practical point of view, it means that we can apply an Adjust-
ment Factor to the stimulus light intensity in order to take into
account the shift in spectral content of the light source.

Our second hypothesis is that the intrinsic behavior of Chrim-
sonR is independent of the host organism. This claim is sup-
ported (on other channelrhodopsins) by [94, 105] and is the rea-
son why we rely on electrophysiological experiments performed
on HEK cells. Obviously, some factor change from one host to the
next, starting with the total number of ChrimsonR proteins ex-
pressed within the host and which dictates the total amplitude
of the responses, as well as the expression of molecular mate-
rial specific to the host (e.g. voltage-gated ion channels) that can
induce additional phenomena. This is why, (i) our analyses fo-
cused on the features of the response that are intrinsic to the
single channel: its ON dynamics and its activation curve, and (ii)
the voltage-clamp experiments were carried out in conditions
where the active channels of the neuron are silenced: voltage
clamped to −60mV . Note that both features on which the anal-
ysis relies are aspects of the ChrimsonR behavior which are well
captured by our Markov kinetic model.

The procedure is complicated by the existence of the slow
adaptation mechanism that we uncovered in the previous chap-
ter. Due to the reduced time laps between two successive stim-
ulation blocks, the initial conditions are uncertain. This adds a
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source of ambiguity in estimating the Adjustment Factor. More-
over, the time interval between subsequent stimulation blocks
was not recorded, which further complicates the procedure. How-
ever, we know when stimulation blocks have been presented
subsequently, and that no light stimulation has been applied be-
tween the blocks. We therefore reconstruct a single stimulation
pattern by setting an arbitrary resting period of a few seconds
between the blocks.

In order to assess the value for the Adjustment Factor — math-
ematically defined as a multiplicative factor that we apply to
the light stimulation values before performing the simulation of
the response of the ChrimsonR model — we performed a least-
square search on (i) the Adjustment Factor, (ii) the initial con-
ditions (mostly the fraction of channels which are stuck in the
slow state S at the beginning of the first block) and (iii) the ex-
pression level. We ran this procedure on one data set with two
stimulation blocks with different values for the light intensity
(1.6× 1016 and 3.15× 1017 ph s−1 cm−2). The optimum triplet
for the factor, initial conditions and expression level yield the
factor that we should apply, after verification that the initial con-
ditions provided by the procedure lie in a realistic range (fraction
of channels in slow state S between 0 and 95%).

We ran this procedure for three parameter sets from Chapter 3,
which provided us with one factor associated with each set (the
color code is kept consistent with Fig. 26 from Chapter 3: � Cell
2 / � Cell 3 / � Cell 5).

The Adjustment Factor was then validated by comparing the
simulation of the model with voltage-clamp recordings from
four additional cells. These recordings display a larger number
of stimulation values and a wider range of stimulation patterns.
Figures are shown in Appendix A.

Description of the raw data : main observations

The stimuli come in two main forms : (i) single square pulses
of the same amplitude and of increasing duration (ranging from
approx. 20ms to approx. 4 s) and interspaced by time intervals
ranging from 1 s to 2 s and (ii) sequences of ten square pulses
of the same amplitude and with increasing frequency (ranging
from approx. 2Hz to approx. 25Hz) and a duty cycle of 50%. The
amplitude of the pulses could take two values : 1.6× 1016 and
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3.15× 1017 ph s−1 cm−2. The two forms of stimuli are shown in
Fig. 28, along with sample recorded spike trains.

The action potentials were recorded using the cell-attached
technique. In this method, the recording pipette is tightly sealed
to the cell membrane but the membrane remains intact. There-
fore, we do not have access to the membrane potential of the
neuron, but the action potentials triggered by the recorded cell
evoke a large impulse in the recordings and there precise tim-
ing can easily be recovered from the raw data using a simple
thresholding method. In a few recordings, we had to correct for
the drift in baseline before applying the thresholding method.
In these cases, the baseline correction was performed by fitting
the baseline using a linear regression and then subtracting the
estimated drift from the signal.

From now on, we consider that each experimental block is the
data of a stimulus (time and light intensity) and a sequence of
spike times. In Fig. 28 to Fig. 30, we display the data obtained
for a single RGC to the two types of stimuli in three different
ways. When applied to the same data, these three methods reveal
different aspects of the temporal organization of the spike trains.

In the first method, termed spike count, we plot the total num-
ber of action potentials which have occurred since the beginning
of the experiment. This function is obviously increasing. It is
very similar to a single line of a raster plot, i.e. we immediately
see when the spikes are happening, but it also quickly reveals
other phenomena such as the difference in spike rate between
stimulation and spontaneous activity through comparison of the
slopes of the spike count. This method is shown in Fig. 28a and
Fig. 28b.

In the second method — Fig. 29a and Fig. 29b — termed In-
terspike, the spike train is represented as a scatter plot. For each
spike in the spike train, a dot is displayed. Its abscissa is the
absolute time of the spike and its ordinate is the time since the
previous spike. This method is particularly useful to observe the
local dynamics of the response during time intervals of increased
response, i.e. during the stimulation pulses. Compared to the
spike count representation, it reveals several important phenom-
ena. First, it allows a quicker comparison between the firing rates
evoked for the different pulses, by looking directly on the y-axis.
A smaller ordinate means that the interspike interval is shorter,
and thus that the local firing rate is higher. Consequently, this
representation enables a direct assessment of slow adaptation
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phenomena. It also reveals the quicker adaptation phenomena,
through the overall shape of the within-pulse interspike inter-
val. Finally, it highlights the noise level through the variability
in interspike duration.

The third method is a classical method called Spike Density
Function[131]. It is obtained by convolving the spike train with
a kernel function. Here we choose a centered Gaussian kernel,
with a variance adjusted by hand. This method enables a rapid
and efficient estimation of the firing rate and works even if we
are only provided with a single trial. This method is pictured in
Fig. 30a and Fig. 30b.

Simulating the model

Following the notations from [113], and as for any Integrate-and-
Fire model, the spiking behavior of the neuron is performed by
numerical simulation of the differential equation ruling the sub-
threshold membrane potential:

dV =

[
−
1

τ
(V − Vleak)+ Istim(t)+ Ihist(t)

]
dt+σdWt (13)

where V is the membrane potential. Istim is directly computed
as the conductance of ChrimsonR (through simulation of the
model introduced in the previous chapter) multiplied by a factor
termed Expression Level representing the total number of proteins
expressed in the membrane of the host cell. Ihist is a feedback
and is a sum of stereotyped currents that are added for each
spike triggered. In practice, we made the choice that the shape
of this current be a simple decreasing exponential and we esti-
mate the amplitude and time constant of this term through the
global fitting procedure. Vleak is the leak potential and τ the
time constant of the membrane. σ is the noise level and Wt is a
Wiener process.

Finally, whenever the membrane potential V reaches the thresh-
old Vth = 1, a spike is triggered and V is reset to Vreset which
is set to 0 as in [113].
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(a) Spike Count on Set #1

(b) Spike Count on Set #2

Figure 28: Raw cell-attached data: the data from two stimulation
blocks displayed using the spike count method, where each
spike increments the value of the curve at the time of the
given spike. Top: a sample spike train in response to the first
type of stimulation block (frequency patterns). Bottom: the
response to the second type of stimulation pattern, square
pulses with increasing duration.
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(a) Interspike on Set #1

(b) Interspike on Set #2

Figure 29: Raw cell-attached data: the data from two stimulation
blocks displayed using the Interspike method, where the
coordinates for each dot are the spike time and the time
interval since the last spike.
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(a) Spike Density Function on Set #1

(b) Spike Density Function on Set #2

Figure 30: Raw cell-attached data: the data from two stimulation
blocks displayed using the Spike Density Function method,
where the spike train is convolved with a Gaussian kernel.
This method yields an estimate of the instantaneous firing
rate based on a single trial.
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Computing the likelihood

The objective function we use to estimate the parameters of the
L-LN-IF model is the likelihood that the model generated the ob-
served spike train. Following the method described in [108], we
carried out the numerical simulation of the Fokker-Planck equa-
tion describing the evolution of the probability density P of the
subthreshold membrane potential:

∂P(V , t)
∂t

=
σ2

2

∂2P

∂V2
+
1

τ

∂[(V − Vrest)P]

∂V
(14)

where Vrest(t) is defined as the stationary point of the noiseless
subthreshold dynamics of Equation 13. The probability density
is reset to a Dirac in the reset potential Vreset at the time of
each observed action potential. Additionally, the feedback current
was also computed based on the timings of the observed action
potentials. The leak of probability density through the threshold
potential Vth is the instantaneous firing probability density.

Estimation procedure

The first step of our estimation procedure consist in finding ac-
ceptable initial condition for ChrimsonR (as in the Comparison
with HEK293 voltage-clamp data section, mostly the initial fraction
of channels blocked in the slow state S) through a least-square
minimization procedure similar to the one performed to esti-
mate the Adjustment Factor. Intead of minimizing the difference
between the recorded and simulated conductances (or currents),
we use the Spike Density Function as the target. As shown in
Fig. 32, the two curves have very similar shapes. The Adjustment
Factor was kept fixed to its value established based on voltage-
clamp data, and the expression level was left free in order to cope
with the difference in unit between ChrimsonR conductance and
the Spike-Density Function (SDF).

This procedure was run for each dataset and for each parame-
ter set used for the protein. The initial conditions were then fixed
to the value provided by the least-square procedure and used to
estimate the parameters of the spike generation mechanism.

We then looked for a starting point for the likelihood maxi-
mization procedure. The starting point was fixed by choosing
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biologically realistic values, found in the literature, for param-
eters such as the time constant of the cell membrane and the
temporal extent of the feedback contribution, and by adjusting
manually the other parameters (expression level, amplitude of
the feedback contribution, amplitude of the noise and resting po-
tential) by having the simulated spike train match the recorded
one. The matching criteria were (i) the total number of spikes,
(ii) the precise relationship between spiking rate and stimulus
intensity (observed on the interspike figure), (iii) the level of the
spontaneous activity and (iv) the noise level.

Finally, a gradient ascent with optimal step was performed
on the likelihood until convergence. Where convergence was de-
fined as a threshold on the step taken, either in the parameter
space or in the value space.

Software implementation

The software for simulation, likelihood estimation and likelihood
maximization consists in a Matlab part and a C++ part. The
Matlab part could implement the simulation part which is not
too demanding computationally, but was mostly used to gener-
ate figures based on data output by the C++ part. The C++ part
allowed to speed up the computation of the likelihood. It relied
on the Armadillo library[125] for linear algebra computations,
and took advantage of the fact that most of the computation of
the likelihood can be cut into inter-spike chunks, and is there-
fore heavily parallelizable. Parallelization was implemented us-
ing the Intel Threading Building Block library.

The C++ program was compiled and run on a machine run-
ning on CentOS and equipped with 256 Intel XeonPhi cores.

4.3 results

Scaling factor in light intensity dependence

The analysis of the light intensity scaling factor yielded numer-
ical values which are much higher than what we have been ex-
pected. We found a value of 12 for the most sensitive parameter
set from Chapter 3 (the blue curve on Fig. 26) and 37 for the
other parameter sets (cyan and magenta curves) whose activa-
tion curve lies with the ones from the three remaining param-
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eter sets. The known differences in spectral content along with
prior knowledge on the sensitivity spectrum of the protein[128]
should lead to an Adjustment Factor in the order of 2.

Fig. 31 shows the simulation for all three parameter sets with
the Adjustment Factors provided by the least-square procedure.
Additional figures validating of the procedure are shown in Ap-
pendix A. The display of the responses to the full stimulation
blocks show that the amplitude ratio between the two stimu-
lation values is well respected and the four zooming windows
show that the onset dynamics are also well reproduced.

Careful calibration of the light sources from the setup of both
experiments have been performed anew, in order to discard the
eventuality of a mistake in the calibration procedure. Both cali-
bration procedures yielded results close to the original ones.

If not coming from the calibration procedure, the discrepancy
between the two sources of observations could be caused by the
change in light source, and more precisely by the change in spec-
trum. That would challenge our initial assumption that all light-
induced transitions have similar wavelength sensitivities.

To date, we do not disqualify the possibility that this discrep-
ancy is due to an unanticipated biological phenomenon that we
fell to take into account in both the experiments and the model-
ing.

Fitting the initial condition using the Spike Density Function

Fig. 32 shows the result of the least-square fitting procedure for
the initial conditions. In fact, since these two datasets come from
subsequent block from the same cell, the initial conditions where
only fitting on the first block (Fig. 32a). The second block was
used as a validation (Fig. 32b).

Validation of the software

In order to validate the software, we performed the optimiza-
tion procedure individually on the two stimulation blocks. Mon-
itoring of the optimization procedure itself is shown in Fig. 33.
We display the evolution of the log-likelihood with the number
of iteration in the search algorithm, as well as the gain in log-
likelihood that is made at each step. Both figures show that a
plateau is quickly reached after a few iterations.
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Figure 31: Result of the least-square minimization procedure leading
to the estimation of the Adjustment Factors for the three dif-
ferent parameter sets. Even if presented in separate parts
of the figure, the simulation or the response of the protein
model was run in one piece for both stimulation blocks. The
two blocks (which are known to have been presented succes-
sively) were arbitrary separated by a 5 s interval.
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(a)

(b)

Figure 32: Fitting ChrimsonR’s initial conditions using the Spike Den-
sity Function: results on two data sets (for the same param-
eter set for ChrimsonR)
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(a) Optimization monitoring on Set #1

(b) Optimization monitoring on Set #2

Figure 33: Monitoring the progression of the optimization procedure:
The top curve shows the evolution of the log-likelihood with
the number of iterations in the procedure. The two subfig-
ures show two independent optimization runs launched on
two different sets recorded with the same cell.
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parameters set #1 set #2

kChR 4.95× 10−5 3.95× 10−5

σ 1.2× 10−3 7.07× 10−4

τ [ ms ] 9.4 16.7

Vleak 0.83 0.91

Table 4: Numerical values resulting from the optimization procedure:
the results are shown for both datasets (same cell, different
stimulation patterns).

associated time cst set #1 set #2

τ1 = 200ms −0.35 −0.33

τ2 = 100ms 0.21 0.28

τ3 = 50ms −0.17 −4× 10−3

Table 5: Feedback kernel amplitudes. Note that in this version of the
code, instead of estimating the amplitude and time constant of
a single exponential term kernel, we fitted the amplitudes of
a linear combination of three terms with fixed time constants
around the expected value.

With the parameter sets resulting from these procedure, we
performed a simulation of the spiking behaviour for each set.
The results of these simulations are shown in Fig. 34 and Fig. 35

(for sets 1 and 2 respectively). Overall, there is a very nice ade-
quacy between the recorded spike train (shown in green) and the
simulated spike train (in red). From the Interspike comparison of
the two spike trains, it seems that the noise level may be slightly
overestimated by the fitting procedure. This is probably due to
the fact that the model is not well adapted to capture both the
spontaneous activity (noise in absence of stimulation) and the
noise level during stimulation. Such characteristics, if they were
to remain throughout the whole set of fitted recordings, would
lead to an underestimation of the encoding capacity of the BCI.
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Figure 34: Simulation of the spiking response of the model with the
parameter set resulting from the maximization of the like-
lihood. Top row: the stimulus (left axis) and the simula-
tion of the ChrimsonR model (right axis). Second and third
rows: comparison of the simulated spike train (red) with the
recorded spike train (green). The spike trains are displayed
with the spike count and interspike methods. Bottom row: the
evolution of the simulated subthreshold membrane poten-
tial leading to the spike train.
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Figure 35: Same as in Fig. 34, but showing the result of the optimiza-
tion procedure on another dataset from the same cell.
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4.4 future work

In this chapter, we provided the proof-of-concept for the devel-
opment of a model describing the spiking generation process
of the primate ChrimsonR-expressing Midget Retinal Ganglion
Cells. Preliminary results suggest that the model is able to cap-
ture all key features of the spike trains temporal organization —
including the precise timing and jitter of single spikes — and the
spontaneous activity.

This leads the way to the complete fitting of a great number
of cell-attached recordings of primate Midget RGC. To be com-
pletely satisfactory, the fitting procedure will have to be run
on longer stimulation protocols, including possibly three unit
blocks such as the ones shown in Fig. 34 and Fig. 35, and involve
several light intensities. Regarding the fact of using several light
intensities in the same stimulation protocol, this will create an
additional challenge during the step where the initial conditions
for the ChrimsonR model are assessed. In fact, due to the nonlin-
ear relationship between the conductance of ChrimsonR and the
instantaneous firing rate, we will have to guess the shape of this
relationship in order to specify properly the cost function defin-
ing the distance between the conductance and the Spike Density
Function.

However, given that the shapes of the conductance curve and
Spike Density Function and the fact that we were able to obtain
very satisfactory fits with the preliminary datasets, the chances
that the framework quickly provides good results on extended
datasets are high.

4.5 discussion & conclusion

Since the model relies on the model from Chapter 3, it inherits
its strengths and weaknesses. one of the most remarkable fea-
ture of the model is that it scales well with light intensity. This
is particularly relevant if we want to use this model as a tool
in the conception of stimulation strategies for the GS030 project.
This is usually a weakness of this kind of model, since it usu-
ally primarily relies on a linear filter to describe the relationship
with the stimulus[113]. However, we manage to avoid this pitfall
because our model for ChrimsonR captures well its response at
all intensity values.



4.5 discussion & conclusion 93

Additionally, the model relies on few parameters, which re-
duces the risk of overfitting (the fact that the model and asso-
ciated parameter set are particularly well adapted to the data,
but have a weak predicting power for other situations or data).
Moreover, the parameters of the model have a clear meaning, al-
lowing for an easy interpretation of the model and of possible
differences from one parameter set to the other. It also allows
more flexible handling of the model in a speculative setting, such
as experimenting the consequences of a different level in noise.

The model obviously inherits the limitations of the ChrimsonR
model as well, and primarily its lower predicting power at very
high dynamics (frequency >100Hz).

Another limitation is the departure of the model from the true
biological mechanisms underlying spike generation. As high-
lighted by Jolivet et al., this will constrain the use of the model
to situations similar to the ones encountered during the fitting
procedure. This aspect should have a limited impact since the
stimulation protocols were specifically designed to probe situa-
tions that would occur with the actual stimulation patterns.

For instance, in some cells subject to the same stimulation pat-
terns, excitation block has been observed at 3.15× 1017 ph s−1 cm−2.
We deliberately ignored these cells in our modeling effort. We
made the choice to develop a model capturing the spiking be-
havior of RGC in regular conditions. However, excitation block is a
situation that we absolutely want to avoid — at least for a large
fraction of the transfected cell population — since it is a situa-
tion where the high intensity stimulus results in the absence of
spikes resulting in downstream structures receiving a message
meaning the opposite of the intended one. Therefore, there is a
need for either a more complex model which is able to capture
the excitation block events as well as the correct firing patterns
outside these events or a complementary model able to predict
the occurrence of excitation block and thus informing when the
simpler model is valid.

However, once properly fitted using a significant number of
datasets, the model will already offer a great number of possibil-
ities to further study the BCI.

The first possibility is the study of the temporal resolution.
This could be achieved by having a bank of high temporal reso-
lution stimulation signals and observe the repeated responses of
the model to the full-resolution stimulus as well as to degraded
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versions of the stimulus (with lower temporal resolution). Anal-
ysis of the raster plots and Peri-Stimulus Time Histograms will
reveal wether the spike trains encode the fine temporal details of
the original stimulus or if some is lost in the encoding process.

The model can also be used as is to simulate the spiking re-
sponses to natural stimulation patterns with the strategies that
are currently under investigation for the first clinical trials. Ex-
amination of the raster plots and Peri-Stimulus Time Histograms
may give a first valuable feedback regarding the validity of the
candidate strategies. There is already a vast literature on the
topic in the Retinal Implant community where the best stimu-
lation patterns are studied in order to evoke the most precise
perceptions[69, 70, 71]. The model presented here the tool which
is perfectly adapted to start such effort in the Optogenetics field.
Algorithms taking advantage of a modeling step are already
available[6] and can guide us through this work.

In this line of work, a fruitful amelioration would consist in
working on a decoding algorithm that would be able to perform
the inverse work and infer the stimulus from a spike train. In
their original paper, Pillow et al. already show how it is possible
to discriminate between two stimuli with the L-LN-IF model. Full
decoding is a more complex task. A fraction of the authors pub-
lished an additional study addressing specifically this decoding
issue[114].

The combination of the encoding model and the decoding al-
gorithm is a very powerful tool for the development of stimu-
lation strategies. One of the main benefits is that we can show
an healthy subject a video that get close to what we might ex-
pect the targeted RP patients to perceive. Even if an RP patient
will probably perceive the stimulation in a different way, owing
to the unnatural stimulation pathway, the healthy subject would
perceive a film which is close in terms of transmitted informa-
tion. Careful evaluation of what the healthy subject can and can-
not do will be a good clue of what we may the expect the RP

patient do be able to do.
A similar setting can be used to discriminate between several

types of visual information that can be displayed to the patient.
For instance, we could consider projecting contour information
or depth information on the patient’s retina. Using the model-
decoding algorithm combination, we could ask healthy subjects
to perform a variety of perceptive and motor tasks and thus
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discriminate the most relevant information based on the results
of the subject.

The work presented in this chapter offers the great promise of
having a model describing precisely the BCI of the GS030 project.
This is an invaluable tool to study the rate of information that
can be transmitted to the RP patients through the light projectors
and the transfected retina. This in turn can be used to draw pre-
liminary conclusions on the level of vision restoration that we
can expect from the device.

Additionally, the model is central in addressing a number of
other issues related to the interface such as the type of informa-
tion which is actually displayed, the encoding strategy which
needs to monitor the tradeoff between the maximization of the
current information transfer rate and the actionability of the
channelrhodopsin population (with a minimal fraction of pro-
teins being stuck in the slow state S).
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D I S C U S S I O N

The purpose of the stimulation strategy is to provide a full pro-
cessing pipeline, from the sensor to the interface, such that —
after an appropriate rehabilitation phase — the elicited neural
activity is a faithful representation of the environment and can
be interpreted by the CNS in order to guide behavior in an intu-
itive and effortless fashion.

Main challenges

Natural scenes contain large amounts of information, therefore
the success of a stimulation strategy primarily relies on its abil-
ity to transmit large amounts of information through the BCI.
This is the main blocking issue in retinal prostheses implement-
ing the interface with a retinal implant and in Sensory Substitu-
tion strategies. The GS030 project addresses this issue by using
the Optogenetics technology, which offers cellular spatial resolu-
tion as well as high temporal resolution. The whole processing
pipeline, including the sensor and the light projector, supports a
millisecond resolution of the visual information processing[55].

In addition to optimizing the capacity of the interface, a pre-
processing step simplifying the content of the visual information
displayed to the patient will help make the transition from the
lab to the real world. The function of this step is to compensate
for the limitations of the Brain-Computer Interface by only dis-
playing the information most relevant to the patient.

Additionally, we argue that the success of the whole project
relies both on problems that depend specifically on the condi-
tion of the RP patient and on problems which are related to the
device and to the stimulation strategy but not to the disease it-
self. In Section 5.2, we list a number of issues which are related
to the device and not to the diseases. Because of the complexity
of the task, we argue that these problems should be carefully
addressed and quantified before the system is tested on patients
suffering from RP.

99
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The issues specifically related to the disease are issues that
cannot be addressed before testing the system with RP patients.
They remain the major source of uncertainty regarding the suc-
cess of the project. These questions are discussed in the conclu-
sion of the document.

Structure of the stimulation strategy

The information processing pipeline consists in (i) a sensor, (ii)
a processing step and (iii) a Brain-Computer Interface. The sen-
sor imposes the way raw data is represented, and the BCI im-
poses the transformation between a signal that we can control
(the light level for each pixel of the projector in our situation)
and the nervous activity that this signal induces.

The information that we can communicate to the retina through
the BCI is necessarily a unidimensional time-varying signal for
each pixel of the projector. It would be illusory to try to stimu-
late the different RGC types with different types of information.
In fact, this would require having a good knowledge of the types
of all ganglion cells in the stimulated region and being able to
continuously track their location as the eyes move. Therefore,
the processing step necessarily consists in two steps: a first step
extracting the relevant information from the output of the sen-
sor and a second step that controls the projector so that the ex-
tracted information is communicated to the nervous system in
an efficient manner. These two steps are called pre-processing and
mapping in Fig. 36.

The structure for the stimulation strategy that we propose here
goes against a more natural strategy which would consist in pre-
dicting the spike trains that would occur in natural vision and
try to elicit spike trains as close as possible from the prediction.
The two main reasons why reproducing natural vision is not a vi-
able option are (i) the complexity of the signal that we should be
reproducing and (ii) our current limited understanding of natu-
ral vision. In fact, the stimulation of the retina occurs at the level
of the Retinal Ganglion Cell layer. Classification of the RGC in
mammals is not complete yet, but it is estimated that there are
at least 30 different types[126]. Each RGC type encodes a specific
feature of the visual scene and the population of a given type
is arranged according to a regularly spaced mosaic through the
entire retina. Mosaics from different types are interwined. Re-
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Figure 36: Structure of the stimulation strategy The visual informa-
tion undergoes a number of transformations between the
real scene and the patient’s nervous system. First, the pho-
tons carrying the information are captured by the sensor
and stored under a digital form. This representation of the
raw data is not necessarily adapted for immediate communi-
cation through the interface. A pre-processing step is there-
fore required to extract relevant information and set it in
a representation adapted for further communication. This
information will take the form of a two-dimensional array
of time-varying signals encoding a specific feature of the
visual scene. The function of the mapping step is then to
control the projector so that the spike trains elicited in the
Ganglion cells faithfully encode the original features.
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producing the natural behavior of the ganglion cell layer thus
requires several complicated steps. First, it requires to be able
to predict the expected spike train for each type. Even if some
cell types are very well studied, we do not possess a satisfactory
model for all cell types. Moreover, that would then mean that
we have to identify the type for each cell in the retina of the pa-
tient and that we are able to track it and adapt the stimulation
according to the movements of the patient’s eye.

Even if the strategy is adapted to a single RGC type, we argue
that this strategy is formally equivalent to the one that we in-
troduced. The feature is implicitly chosen based on the feature
naturally encoded by the selected RGC type, and the mapping
step is carried out because ganglion cells naturally adapt their
response to encode efficiently the visual features in their spike
trains. The problem therefore relies in all the implicit choices that
are made, and the subsequent difficulty to assess the benefits or
issues associated with each step of the processing pipeline.

The major benefit is that it allows addressing the two prob-
lems, (i) selecting the content of the transmitted information and
(ii) maximizing the capacity of the interface, separately and solv-
ing them independently. In particular, the question of the infor-
mation that should be communicated to the patient given the
limited rate of information that can flow through the interface
can be addressed based on psychophysical studies conducted
with healthy subject and a Virtual Reality interface mimicking
the degraded interface. We discuss the content of such studies
in Section 5.2.

Dealing with spikes

One of the main challenges of the project — as far as information
processing is concerned — is the interpretation of spike trains,
which are the support for information processing and commu-
nication in the CNS. The difficulty is twofold. First, we are not
used to carry out computations in a spike-based manner and
therefore our understanding of the way information is encoded
into spike trains is limited[51]. Second, we lack tools to predict
how the brain will interpret the artificial spike trains triggered
by the retinal prosthesis.

Once again, we encourage separating these two questions and
address them independently. The first issue can be addressed
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through mathematical analysis, and we discuss this work in Sec-
tion 5.1. The second question exceeds our current understand-
ing of the brain. We discuss this question in the conclusion, it
belongs to the category of questions that can only be addressed
when testing the full system on RP patients in a real setting.

5.1 optimizing the brain-computer interface

The question of the rate of information that can be transmitted
through the interface is central to our project. Characterizing its
properties and making sure that it is used to its full potential are
key to the success of the entire project. This work is carried out
by studying the relationship between the signal representing the
information that we want to display to the patient (the output of
the preprocessing step) and the spike trains triggered as a result
of the photostimulation.

The model that we developed in two steps in Chapter 3 and
Chapter 4, which is able to predict the output spike train result-
ing from the stimulation by an arbitrary command signal, is the
main tool in this line of work.

However, we are confronted with the difficulty of having to
deal with information encoded in the form of spike trains. To
overcome this issue, we can use two main approaches.

A simple solution consists in assuming that information is en-
coding into the spike trains according to a rate code, i.e. that
most, if not all, information about the stimulus is contained
in the firing rate of the neuron. Using the Spike Density Func-
tion[131] or a Peri-Stimulus Time Histogram (PSTH) on repeated
responses to a single stimulus, we can transform spike trains into
time-varying signals that we can analyze more easily. Because of
its simplicity, this solution should be favored to start with.

A more ambitious solution consists in using the spiking model
of Chapter 4 to build an inverse model reconstructing the orig-
inal signal based on the spike train. As the previous one, this
method is not concerned with how the brain actually interprets
the information carried in the spike train. This method estimates
more faithfully the content from the original signal that is ac-
tually encoded into the spike train. The major benefit of this
method is that it provides a signal that can be directly compared
with the original signal, without further correction or transfor-
mation.



104 discussion

Two main axes of research

The theoretical work on the BCI can be separated into two main
axes.

The first one consists in studying the interface and character-
izing its properties. The properties we are particularly interested
in are its temporal resolution and its noise level. Estimating the
temporal resolution of the encoding mechanism is essential be-
cause it directly affects the rate of information transmitted to the
patient’s nervous system. It also allows to adapt the temporal
resolution of the signal output by the preprocessing step. In fact,
trying to transmit more information (in particular with a tempo-
ral resolution that is too high) can only decrease the capacity of
the interface.

The noise level is an important feature to study as well. If it
is too high, then the signal at the level of a single pixel cannot
be encoded faithfully into a spike train. In that case, compen-
satory strategies introducing redundancy between pixels should
be considered. As in the case of the temporal resolution, the ob-
jective is to acquire a good understanding of the interface so that
we know precisely what are its capacities and therefore have a
precise idea of information that is actually accessible to the pa-
tient.

The second axis of research naturally follows the first one and
consist in designing the mapping algorithm, taking into account
all knowledge about the BCI, so that the interface can be used to
its full capacity.

The questions that need to be addressed in priority are the
level of the light source and the management of the slow adap-
tation process of ChrimsonR that we unveiled in Chapter 3. As
we know, the projector mounted on the goggles worn by the
patient consists in a light source and an array of micro-mirrors
having two positions, ON and OFF[55]. The ON dynamics of the
channelrhodopsin are dictated by the intensity of the light stim-
ulus. Therefore, a higher light intensity leads to a higher tempo-
ral resolution for the interface, and following a higher capacity
to transmit information.

However, higher stimulation of the channelrhodopsin popu-
lation leads to more channels being stuck in the side reaction
modeled by the slow state S. In turn, it leads to smaller responses
from the channelrhodopsin population and therefore a lower ex-
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citability of the transfected cells, and a reduced capacity of the
interface.

Moreover, before addressing these questions, we need to clar-
ify the actual response range of ChrimsonR in their actual tar-
geted environment, i.e. the Retinal Ganglion Cells of a living
RP patient. We saw in Chapter 4 that moving from HEK cells to
RGC and changing the light source imposed the use of an ad-
justment factor on the light intensity which is significantly bigger
than what was expected based on the spectral sensitivity of the
protein.

Monitoring the fraction of channelrhodopsins stuck in the slow
state S is going to be an important aspect of the mapping step.
In fact, due to the slow adaptation mechanism, excitable chan-
nels (i.e. the channels in states C1 and C2) should be considered
as resources that can either be spent to trigger spikes or saved
for later in order to preserve the level excitability of the popula-
tion. The mapping algorithm must implement a strategy that is
continuously solving this decision problem. Such algorithm can
take two main forms. First, it can be implemented through a set
of rules that ensure a minimum level of excitability at each time,
for instance by imposing that the micro-mirrors are turned off at
least 50% of the time on average. Such algorithm would be tested
a priori with realistic stimulation patterns and making sure that
the cell population reliably triggers spikes whenever it needs
to. The second category of mapping strategies is slightly more
complicated. It consists in using the five-state Markov model in
order to continuously monitor the fraction of channels stuck in
state S, and using this information to dynamically adapt the deci-
sion process to the current level of excitability of the population.
This second type of approaches would allow more flexibility in
the mapping process, and therefore result in an interface with
extended capacity.

5.2 preprocessing step

Why we need a preprocessing step

Existing vision restoration or substitution devices tend to show
their limit when moving from the lab to the real world. Despite
impressive results to a number of visually guided tasks, these
systems haven’t proved as useful as expected in improving the
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visual abilities of the patients in their everyday life. This phe-
nomenon results from the great complexity of the visual scenes
that can be found in the real world.

Simplifying the visual scene and selecting only the most rel-
evant information can hopefully compensate for this problem,
and still provide useful information to the patient.

The preprocessing algorithm primarily needs to adapt the tem-
poral and spatial scale of the projected signal to the characteris-
tics of the BCI. Additionally, the content of the signal can be cho-
sen so that the signal reflects information that is directly useful
to the the patient. Examples of features are brightness, contours,
saliency or depth.

Using these features obviously requires real-time extraction
from the sensor’s output data, and that the algorithm can be
implemented on the hardware embedded in the processor unit.
This is an issue that we do not address here, but we discuss be-
low some guidelines regarding the way they should be assessed
and compared, provided that they are available.

Guidelines for testing Feature Extraction algorithms

The aim is to select the most valuable information so that it
is useful to the patient despite the limited capacity of the BCI.
The candidate algorithms should be tested using psychophysi-
cal studies with healthy patients with a Virtual Reality interface
mimicking the BCI. The first requirement is therefore to repro-
duce a limited, noisy interface. Since the objective is to adapt the
preprocessing algorithms to the actual BCI, the benefits of the
study will increase as the simulation becomes more realistic. As
in the characterization of the interface presented in Section 5.1,
the development of an inverse model would be extremely useful
in this context. It would allow to display to the healthy subject
a movie faithfully reproducing the information contained in the
predicted spike trains.

However, before we have a precise model (along with the in-
verse transformation) there are a lot of transformations that can
affect the interface and model a limited interface. Possible means
to limit the rate of information through the interface are (i) the
spatial resolution, (ii) the temporal resolution, (iii) image distor-
tion or (iv) the addition of different types of noise.
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Since the aim is to provide a system that compensates for the
complexity of the visual world, the tests should take place in
a visually rich environment, and not in a lab setting where the
scene is already simplified. However, because the aim is to be
able to compare feature extraction algorithms, the tests should
result in quantitative notation. Obviously, this is a difficulty be-
cause of the richness of the environment. However, settings such
as the HomeLab or the StreetLab are perfect settings for this pur-
pose where the patient / healthy subject can evolve in a complex
environment which remains controlled and safe[124].

Using the Fourier algorithm in the framework

The algorithm presented in Chapter 2 extracts the spatial fre-
quency content of the time-varying image. At the end of this
step, the lower frequencies can be selected while the higher fre-
quencies representing the finer spatial details of the scene are cut
off. Application of the same algorithm (with minor adjustments)
then converts back the frequency data into an image with sim-
plified spatial details.

It is therefore a candidate algorithm for the preprocessing step.
However, before being adopted, It should be tested according to
the guidelines introduced in the previous paragraph and com-
pared with other algorithms.

Important aspects of the device

Using the device will have a number of effects on visual percep-
tion which are inherent to the device, and not related to the con-
dition of the RP patients it is designed for. These effects should
be carefully studied before testing the system with RP patients
so that we are sure that the problems that we address with these
patients are specifically related to their condition.

Among the problems that can be studied with healthy subjects
before the clinical trials are (i) the reduced spatial resolution of
the camera and projector, (ii) the reduced field of view, (iii) the
absence of color information and (iv) the delay induced by the
processing steps between the sensor and the projector. All these
problems come in addition to the limited capacity of the BCI.
Their impact on vision should be minimized, or at least known.
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C O N C L U S I O N

Beyond the steps remaining before setting up a complete pro-
cessing pipeline, there will still be a number of questions that can
only be answered when the strategy is actually tested on patients
suffering from RP. In this chapter, we make a non-exhaustive list
of these questions and try to provide some intuition regarding
the possible outcome of the actual observations.

Physiological state of the retina after photoreceptor degeneration

Using optogenetic therapy requires that some portion of the
retina functional circuits remains intact. Work on the rd1 and
rd10 mouse models of RP as well as in postmortem human reti-
nas from RP patients suggest that this is often the case[96, 73].
However, the time course of retinal degeneration depends on the
specific mutation causing the disease and there is important vari-
ability across subjects suffering from the same mutation. There-
fore, the possibility to set up an optogenetic therapy for RP is
real, but "the state of the retina of a particular patient at a given
time cannot be predicted"[124]. Ultimately, individual examina-
tion of each patient based on in vivo imaging will be required to
determine if the optogenetic strategy is appropriate.

Cerebral plasticity and homeostasis

Plasticity, the ability for the brain to modify its synaptic con-
nections and therefore modify the computations carried out, is
a very complex mechanism that is not uniform throughout the
brain and over time. It is central to the computational power of
the brain and to its ability to learn complex behaviors and adapt
to new environment. However, plasticity is not everything and
the co-occurring mechanism of homeostasis, the maintenance of
a stable state, also plays a major role in the brain’s function[50,
111, 33].

The observations in Sensory Substitution experiments that stim-
ulation through a replacement modality is able to trigger re-
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sponses in the areas originally responsible for the processing
of information sent from the lost sense are very encouraging. It
means that plasticity can take place on large scales and induce
important changes in the way the CNS processes sensory infor-
mation. However, and whatever the reasons, these experiments
did not lead to the point where the subject can make satisfac-
tory use of its substitution system. Consequently, it is a complex
question to assess if its a problem with the interface or if there is
an inherent limitation in the plasticity mechanism as well.

In cochlear implants, the age at which the procedure is per-
formed is one of the primary factor of success. Beyond the age
of 3.5, the chances of success tend to diminish and they signifi-
cantly decrease after the age of 7[64]. The situation is different
in our case because our targets are people who used to see. Con-
sequently, they experienced the Critical Period and learned to
see. This is good news because it means that the different struc-
tures devoted to visual perception are possibly functional and
only need visual information to be able to perform their func-
tion. However, this does not mean that they are going to be able
to adapt to the new type of incoming information.

Learning the new role of the Retinal Ganglion Cells

In natural vision, the different ganglion cell types send paral-
lel streams of preprocessed information to downstream areas of
the visual system. With the optogenetics-based retinal prosthe-
sis, the spike trains of all ganglion cell types will encode infor-
mation which has been set a priori. Even if we choose to favor
one ganglion cell type and try to have this type reproduce the
natural behavior, cells from all other types will respond to the
stimulation (each one in its own way depending on its level of
expression of the transgene and its own morphology) and the
associated spike trains are going to travel to the brain.

Downstream visual areas receiving projections from both cell
types must learn that the different populations are no longer
encoding different features, as they used to in natural vision.
Whether the downstream visual areas will be able to perform
the operations that they used to carry out before the occurrence
of the disease based on the new role of the ganglion cells is a
very exciting question that only the clinical trials are going to
answer.
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Similarly, some areas receiving projections from the retina will
receive a signal that is not relevant to the task they are supposed
to perform. Will they be able to understand that the new signal
is irrelevant, and that they should completely shut it off ?

Final comments

The GS030 approach to building retinal prostheses introduces
new key elements, such as the millisecond temporal resolution
of the entire processing pipeline and the optogenetics technol-
ogy enabling single-cell spatial resolution. These novelties have
the potential to break the barriers that have prevented previous
attempts to restore vision to succeed, despite a few remaining
questions which are left for the clinical trials with RP patients.

The work presented in this thesis participates in the effort to
set up the processing pipeline from the ATIS camera to the light
projector. It opens the way to a complete description of the Brain-
Computer Interface, which will lead to a better understanding its
information transmission capacity and allow the development of
preprocessing algorithms adapting the content of the informa-
tion displayed to the patients.

We are confident that this work will help address all the is-
sues specifically related to the device and allow patients to fully
benefit from the rehabilitation program, and hopefully recover
vision in a way that makes a difference in their everyday life.
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A
S U P P L E M E N TA RY M AT E R I A L O N M O D E L I N G
T H E S P I K I N G B E H AV I O R O F T R A N S F E C T E D
C E L L S

This appendix contains voltage-clamp data for four additional
Retinal Ganglion Cells. They were used to validate that the fac-
tor used to make the transition between the HEK and RGC ex-
periments were correct. Fig. 37 to Fig. 40 show the original data,
superimposed with the simulations from the three parameter
sets for ChrimsonR and optimized initial conditions. The Factor
on the light intensity remained unchanged.
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Figure 37: Validation on Cell #2
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Figure 38: Validation on Cell #6
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Figure 39: Validation on Cell #8
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Figure 40: Validation on Cell #9
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