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Abstract

What is degrowth and what are its implications for political economy? Divided in three parts,
this dissertation explores the why, what, and how of degrowth.

The first part (Of growth and limits) studies the nature, causes, and consequences of economic
growth. Chapter 1: Understanding economic growth answers a series of questions about the
nature of economic growth: What is it exactly that grows? By how much does it grow? When
and where does it grow? How does it grow? And why should it grow? The three following
chapters develop a triple objection to economic growth as no longer possible (Chapter 2:
Biophysical limits to growth), plausible (Chapter 3: Socioeconomic limits to growth), and
desirable (Chapter 4: Social limits of growth).

The second part (Elements of degrowth) is about the idea of degrowth, especially its history,
theoretical foundations, and controversies. Chapter 5: Origins and definitions traces the history
of the concept from 1968 to 2018. Chapter 6. Theoretical foundations presents a normative
theory of degrowth as de-economisation, that is a reduction in importance of economic thoughts
and practices. Chapter 7: Controversies reviews the attacks the concept has received. Whereas
the first part diagnosed economic growth as the problem, this part offers a solution. The take-
home message is that degrowth is not only a critique but also a fully-fledged alternative to the
growth society.

The third part (Recipes for degrowth) is about the transition from a growth economy to a
degrowth society. It opens with an inventory of the policies that have been mobilised by
degrowthers until today (Chapter 8: Strategies for change). The three following chapters on
property (Chapter 9: Transforming property), work (Chapter 10: Transforming work), and
money (Chapter 11: Transforming money) go from theory to practice and translate the values
and principles of degrowth into operational transition strategies. Chapter 12: Transition
strategy presents a method to study the interactions between degrowth policies in order to craft
effective transition strategies. The central claim of this final part is that degrowth is a powerful
conceptual tool to think about societal transformations for social-ecological justice.
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Résumé

Qu'est-ce que la décroissance et quelles sont ses implications pour I'économie politique ?
Divisée en trois parties, cette thése explore le pourquoi, le quoi, et le comment de la
décroissance.

La premiére partie (De la croissance et des limites) ¢tudie la nature, les causes, et les
conséquences de la croissance économique. Chapitre 1 : Comprendre la croissance
économique répond a plusieurs questions : Qu'est-ce qui croit exactement ? A quelle vitesse ?
Quand et ou est-ce que ¢a croit ? Comment est-ce que ¢a croit ? Et pourquoi est-ce que ¢a
devrait croitre ? Les trois chapitres suivants développent une triple objection a la croissance
¢conomique qui n'est plus possible (Chapitre 2 : Limites biophysiques de la croissance),
plausible (Chapitre 3 : Limites socioéconomiques de la croissance), et souhaitable (Chapitre 4
: Limites sociales a la croissance).

La deuxiéme partie (Eléments de décroissance) porte sur l'idée de la décroissance, en
particulier son histoire, ses fondements théoriques, et ses controverses. Le Chapitre 5 : Origines
et définitions retrace 1'histoire du concept de 1968 a 2018. Le Chapitre 6 : Fondements
théoriques présente une théorie normative de la décroissance comme déséconomisation, c'est-
a-dire une réduction de 1'importance de la rationalité et des pratiques économiques. Le Chapitre
7 : Controverses passe en revue les attaques regues par le concept. Si la premiére partie a
diagnostiqué la croissance économique comme étant le probléme, cette partie propose une
solution. L’argument principal est que la décroissance n'est pas seulement une critique mais
aussi une alternative compléte a la société de croissance.

La troisiéme partie (Recettes de décroissance) concerne la transition d'une économie de
croissance a une société de décroissance. La partie s'ouvre sur un inventaire des politiques
mobilisées par les décroissants jusqu'a aujourd'hui (Chapitre 8 : Stratégies de changement).
Les trois chapitres suivants, sur la propriété (Chapitre 9 : Transformer la propriété), le travail
(Chapitre 10 : Transformer le travail) et I'argent (Chapitre 11 : Transformer ['argent) passent
de la théorie a la pratique et transforment les valeurs et les principes de la décroissance en
stratégies de transition. Le Chapitre 12 : Stratégie de transition décrit une méthode pour étudier
l'interaction entre plusieurs politiques de décroissance, et cela pour mieux planifier la transition.
Le message central de cette troisieme partie est que la décroissance est un outil conceptuel
puissant pour réfléchir a une transition vers la justice sociale et écologique.

Mots-clés : Décroissance, post-croissance, économie politique, écologie politique
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Introduction

The word that is upsetting the world

Context

T HE future has been cancelled. I say this both figuratively and literally. On the one hand,
it seems we have lost our collective capacity to imagine life outside of the present; on the
other, the mounting damage inflicted on the biosphere is narrowing down the diversity of
futures desirable to live in.

We have become prisoners of the present. Like humans in the film The Matrix (1999),
we blue-pill through our day-to-day business, unable to envision that life could be different,
“condemned to live in the world in which we live” (Furet, 1995: 572, mt)." In this state of
“presentism” (Hartog, 2003), the past looks retrograde and the future wishful; there is, can be,
and should be nothing but the present. The Zapatista call it the domination of the perpetual
present (as studied in Baschet, 2018), the perception of the present as the horizon of all
possibilities with hypothetical futures defined only as slight variations of what already exists.
Luhmann (1976: 141) has a striking term for it; he says that the future is “defuturised,” that is
emptied from part of its potential. In such a state, today repeats itself with no significant change;
society stays immobile because There Is No Alternative when having reached “the end of
history” (Fukuyama, 1992).

Of all moments, this is a particularly untimely one to be apathetic. At the very same
time I am writing these words, the Amazon forest is going up in flames. There is no need to
engage in the usual inventory of ecological catastrophes and social calamities, because numbers
about “the age of environmental breakdown” (Laybourn-Langton et al., 2019) are at the
fingertips of anybody who is willing to look. Suggested keywords: global warming, collapsing
fisheries, deforestation, eroding soils, maltreatment of nonhumans, groundwater
contamination, dry wells, air pollution, eutrophication, water salinization, acidic deposition,
stratospheric ozone loss, sea-level rise, melting of ice caps, toxic chemical waste, biodiversity
loss, ocean acidification, resource depletion, antibiotic resistance, desertification, nuclear
waste. In the few years it took to write this monograph, the world has changed for the ecological
worse with the onslaught on nature reaching an unprecedented intensity.

' I indicate what has been personally translated by adding “mt” to the reference (standing for “my translation™).



Here, it is crucial to recognise that nature is not ablaze in a joyous bonfire. The daily
life of a large part of humanity is anything but cheerful. Forced migration, mass unemployment,
widening inequality, persistent racism and sexism, rising xenophobia, obesity, hunger,
destitution, slavery, drug and alcohol abuse, stress and depression, violent conflicts; other
keywords that make for spine-chilling online searches. I doubt that this claim needs an elaborate
defence. From the French Yellow Vests and the Occupy Movement to the Indignados and Black
Lives Matter, the calls for social justice are becoming all the more difficult to ignore.

There is something else that needs to be said here. This social-ecological fire cannot be
regarded as a united decision from humanity to have a “short, but fiery, exciting and extravagant
life rather than a long, uneventful and vegetative existence” (Georgescu-Rogen, 1976: 35).
“We” are not “all” in the same boat facing a “common” human predicament — there is no such
thing as the “anthropocene,” understood as a geological epoch in which an abstract,
homogenous humanity is altering the Earth’s processes.' Climate change is already a reality for
the majority of people and the culprits of that environmental tragedy are few.

The bottom half of the world population owns less than 1% of global wealth (Global
Wealth Report, 2018: 9). Compare this to the richest decile that owns 85%, or even the top
centile that claims half of all existing wealth (ibid.). With their crumb of world wealth, the
poorest 3.5 billion people cause only 10% of global greenhouse gas emissions while the richest
10% generate half of all emissions (Chancel and Piketty, 2015).> The top 1% most polluting
individuals are responsible for a larger share of total absolute emissions than the 50% least
emitting people (Piketty, 2019: 777, mt). These basic facts are now well known. The collapse
of ecosystems is not a “we” problem; it is the collateral damage of the grotesque lifestyle of a
handful of Western, Educated, Industrialised, Rich, and Democratic weirdos.’

It is directly for these extravagant people (and for the sake of all people) that this thesis
is written. As to name them, one could say affluent nations in the sense of high median income
countries. But the precision should not stop there; what I mean is affluence wherever it is found,
namely “that small class which wears several men’s clothes, eats several men’s dinners,
occupies several families’ houses, and lives several men’s lives” (Tawney, 1920: 38).
Throughout the monograph, I will not use the otherwise common division between so-called
developed, modern, advanced, or most-advanced and developing, emerging, under-developed,
or Third-World countries. When I cannot resort to more precise appellation, I will speak of the
global North to refer to the richest countries (think OECD) and global South* for all other
nations. In this divide, let us not forget that it is the South that is the “majority world” (using
the term of Bangladeshi photographer Shahidul Alam), meaning that they represent the largest

! Perhaps these terms are more accurate: “capitalocene” (Moore et al., 2016), “plutocene” (Morisini, 2015), “misanthropocene”
(Patel, 2013), “manthropocene” (Raworth, 2014), “sociocene” (Connell, 2017), “anthrobscene” (Parikka, 2015), “econocene”
(Norgaard, 2019), or my personal favourite, “growthocene” (Chertkovskaya and Paulsson, 2016).

2 One could be even more precise. Griffin and Heede (2017) calculate that 100 companies are responsible for 70% of all
greenhouse gas emissions and Kenner (2019a), the creator of The Polluter Elite Database, tracks down all the “extremely rich
individuals whose net worth, luxury lifestyle and political influence all rest on wealth that is derived from investments in
polluting activities” (for more details, see Kenner, 2019b).

* I am not implying here that this is only an individual problem. If the poorest 3.5 billion people are responsible for 10% of
global greenhouse gas emissions, this is also the precise same volume of emissions that the four most polluting corporations
(Chevrons, Exxon, BP, and Shell) produced together since 1965 (Heede, 2019 cited in Watts, 2019).

4 Let us be careful with the term “global South.” The “South” is neither a geographical notion nor a unified entity. It is only a
metaphor to refer to the “excluded, silenced and marginalized populations that within our current social-economic-political
system experience poverty, displacement, pollution and destruction” (Hanacek et al., 2020: 9).



share of humans on Earth. This dissertation is not about human nature; it studies the destructive
dynamics of the high-impact lifestyle of the minority world.

Talking of destructive dynamics is not an under-statement. This is not a standalone crisis
or one special challenge, this is a “perfect moral storm” (Gardiner, 2006). Not only ecological,
economic, social, or cultural, but all these at once. Building on Rosa (2013), I like to think of
this storm as the result of four desynchronizations: an ecological crisis with resources being
used faster than they can replenish themselves; a democratic crisis with market dynamics
outpacing political deliberations; an economic crisis with the world of finance losing touch with
the real economy; and a psycho-crisis with a fastening pace of social life that leaves some
people behind. Change the labels if you wish but the situation remains. A number of turbulences
interacting in a complex manner that make the current maelstrom the ultimate what-is-to-be-
done question.

My research is motivated by a simple idea: the economy is the beating heart of this
multi-faceted storm. As an introduction into that insight, imagine that you have 24 hours to
deteriorate ecosystems as much as you can, except that you cannot use anything that has
previously been purchased, nor can you purchase anything. What could you do? Breathe out
CO,? Relieve yourself in a water stream? Rip up some seedlings or wring the neck of some rare
bird you somehow manage to catch with your bare hands? In the end, not much. This should
have us pause for a moment. If | now give you purchasing power, the damage will get real. You
could fly to Tokyo and spurt 2.8 tons of CO,eq into the stratosphere or shop for a computer and
emit 1.2 tons of COyeq everywhere alongside its life cycle, you could buy a cistern of
glyphosate and pay people to discharge it into the wild, you could invest all your savings into
oil drilling projects in the Arctic sea, or purchase the right to shoot a rhino.'

With purchasing power comes pulverising power. This is, however, nothing new.
Wealth, regardless of the form it takes, brings power. What is more surprising is that you could
do all of that and be lauded for it. I could fly to Tokyo to speak about degrowth and be praised
for my effort in raising awareness; I could acquire a new computer to launch a social cause
start-up to respectfully earn a living; my glyphosate spill would be pardoned for its positive
impact on employment, my investment would reap a juicy return that I could use to set up my
own windfarm, and my shot rhino praised for bringing money into Namibian local conservation
projects. I buy, I break, and this seems to be all fine.

The tragedy of economy is that with great purchasing power comes no great
responsibility. This is when the economy becomes an excuse: if I do not fly, someone else will;
I need to attend that conference to find a job; I did not know my savings were invested in
extractive projects; and I did not put a price on the rhino’s head, I am only a consumer. Behind
all social and ecological injustices, there is someone that is “just doing their job” or something
whose impact is “just a drop in the sea.”* Like a well-oiled guilt-dissolving machine, the
economy sustains an everyday “banality of evil” (Arendt, 1963). This is not to say that all
workers and consumers are apologists for injustice but rather that exploitation is a structural
property of the current economic system.

! T am using numbers from the carbon life cycle analysis conducted by Ademe (2017 cited in CGDD, 2019: 76).

2 Including the gardener currently using petrol to blow inexistent leaves off the pavement (we are in June). I interrupted my
writing to ask him how he felt about that task and he told me in confidence that he knew it was pointless and that the machine
caused a ringing in his ears but that he was, and I quote, “just doing his job.”



Somehow, certain economic ideas and institutions come to legitimise practices that are
utterly stupid. Not “the economy, stupid” as Bill Clinton’s strategist James Carville would say
but “the stupid economy.” I think stupid is the correct word, in its etymological Latin sense
from stupere “to be amazed or stunned.” How else to react while witnessing a select minority
of humanity sustaining an “imperial mode of living” (Brand and Wissen, 2013) at the expense
of everybody else, including themselves in the long term? It shows “a great lack of intelligence
or common sense,” which is the definition the Oxford dictionary gives for the word “stupid.”
Understanding how we — Northern societies — have collectively built the capacity for mass
social-ecological exploitation is one of the objectives of this work.

Lest there be any misunderstanding: the present research is not a declaration of war
against economy. My critique of “the economy” is a broad banner for a more precise attack on
certain forms of economic organisation. My target is not the economy understood in its
anthropological sense as communities providing for their needs by harvesting, manufacturing,
trading, investing, or performing any other activities to ensure social reproduction. What I am
attacking is growthism, a peculiar economic system with specific features such as private
property of the means of production, for-profit entrepreneurship, general-purpose money,
wage-labour, a cult of productivity, an extractivist relationship with nature, and a generalised
longing for commodities. The nature of this economy is problematic and its (constantly
increasing) scale turns a small problem into a global catastrophe.

Of all the diverse quirks and oddities one finds among human societies, the fact that the
infinite accumulation of money has been heralded as the supreme road to prosperity does not
raise many eyebrows, especially among economists. If there is a problem with economic
growth, it has to do with not having enough of it. Growth for employment, growth against
poverty, growth for enjoyment, growth against inequality, growth for State welfare or against
international warfare. The more growth, the better. But what is the point of growth if it fails to
deliver on its promises while jeopardising hospitable conditions for life on Earth? This is the
paradox that motivates the present study: it is precisely what we desire most that is the root
cause of our ills. The system is not in crisis, it is thriving, and that is what should get us worried.
Put differently, “growth is not in crisis, it is the crisis” (Lepesant, 2013: 149, mt).

Perhaps such a grow-big-or-go-home mindset had some appeal to the destitute of
medieval Europe or early settlers dreaming of warmth and comfort. The one question that
should puzzle economists is the following: Why is the logic of growth still present in affluent
societies? Already in 1930, British economist J.M. Keynes predicted that by the turn of the
century the “economic problem” of scarcity would have been solved. But reality has proven
Keynes wrong and the economy has risen in importance to the point where describing it as a
beating heart resonates with how essential it is now considered to be. In the current economic
architecture, without regularly increasing doses of Gross Domestic Product (GDP), several
crucial institutions would cease to function (e.g. a welfare State that finances its budget via the
taxation of market activities and a work culture where only paid employment is considered a
valid social contribution). Damned if you grow, damned if you don’t.

One could say: “time to wake up!” but this would be a catch-22. To wake up, one must
be dreaming. What should worry us most about the situation we find ourselves in is that we
have lost the ability to do precisely that. It is easier today to imagine the end of the world than
the end of economic growth. Under the disguise of a discourse of politics of the possible where



revolutionaries are summoned to be “realistic,” utopias are being withered to tweaks to the
existing order. But “realism,” as Bernanos wrote in the prologue of Under the Sun of Satan
(1926), “is the good conscience of bastards” in a system where business as usual rhymes with
exploitation. Before being able to make a radically different choice, we must first understand
that what type of economy we have is itself a choice. Today’s economy is not the result of
centuries of evolutionary betterment, and social-ecological injustice has nothing to do with
human nature or destiny. The future is not to be discovered but to be invented, said philosopher
Gaston Berger (1896-1960), and so we must empower ourselves to become the designers of
more desirable futures.

So it is time to dream up instead! If the future is a prisoner of the present, it means we
should “liberate the future” (Illich, 1971, mt). Instead of squabbling about which variant of
capitalism to adopt, we must broaden our horizon of possibilities beyond the pursuit of
economic growth and beyond economic rationality itself. This is a breakout from the prevailing
common sense that sees the production and consumption of commodities as the supreme
achievement of the human race. It is an invitation to imagine how society could provide for its
needs without abiding to the mad logic of forever more.

Some would stop me right here quoting Marx (1873: 99) who “do[es] not write recipes
for the cook-shops of the future.” Put back into context, this statement was an attack against the
utopian socialists of the mid-19" century (Fourier, Owen, Saint-Simon) who produced
elaborate blueprints of ideal societies. Laudable ideals, Marx thought, but wishful for that they
included no convincing plans on how to make them happen.'

But Karl Marx was wrong; there is value in political dreaming. What he underestimated
is the power of utopias to educate desire, to fuel the social imaginary. Marx dismissed utopias
without realising that these outlandish plans were the visible tip of a more diffuse revolutionary
momentum. Yes of course, too-precise blueprints become dangerous when they are turned into
immutable dogmas, but not all utopias are written in stone. Apparent oxymorons like “real
utopia” (Wright, 2013), “concrete utopia” (Bloch, 1954) or “nowtopia” (Carlsson, 2008)
emphasise that utopias are performative fictions that are rooted in the present and as such
constantly evolving. Before being installed on roofs, solar panels had to be installed in minds.
And to be installed in minds, they had to be described in more precise terms than a general
desire for “cleaner energy.” The production of utopias is nothing less but the process by which
societies dream, and without them, there could be no revolutions.

Time has come to stop trying to predict the future of the economy and start inventing
the economy of the future. This is precisely the purpose of the present study. Out of all the
potential futures being held prisoners of the present, I have selected the idea of degrowth, which
I believe to be the most promising to escape the social-ecological dead-end we find ourselves
in. It is, in other words, our best shot to uncancel the future. Since its emergence in France at
the beginning of the 2000s, décroissance (French for “degrowth”) has remained a relatively

! Georgescu-Roegen (1975: 369) also dismissed blueprints: “undoubtedly the current growth must cease, and, be reversed. But
anyone who believes that he [sic] can draw a blueprint for the ecological salvation of the human species does not understand
the nature of evolution, or even of history — which is that of a permanent struggle in continuously novel forms, not that of a
predictable, controllable physico-chemical process, such as boiling an egg or launching a rocket to the moon.” And so did
Polanyi reflecting on the first 30 years of his career, which he spent, and those are his words, “strain[ing his] powers in the
futile directions of stark idealism” (cited in Dale, 2010: 15).



esoteric idea for which little knowledge is available and even less is accessible. In this
dissertation, I shall attempt to remedy this.

Research strategy

This part details the analytical architecture of the dissertation. I start with a review of the
literature where I point to three weaknesses of the concept of degrowth as it has been developed
so far: (1) unclear definition, (2) weak policy prescriptions, and (3) lack of transition scenarios.
I then justify the rationale behind my choice of topic and its framing, present the set of research
questions that I intend to answer, and explain why it matters that these are answered and how I
am planning to answer them.

Literature review

Degrowth is a young concept with a fairly small literature. In July 2016, Vandeventer et al.
(2019: 277) counted 179 peer-reviewed articles on Web of Science using “degrowth” as
keyword. Three years later, Demaria et al. (2019: 435) counted more than 400 of them. There
have been twelve academic special issues since 2010 and I have found 25 masters and 15 PhD
theses written directly about degrowth in either English or French going as far back as 2008
(see Chapter 5 for references). Another source of information is the written contributions to the
eight international conferences organised since 2008. Searching for “degrowth” in the book
category of Amazon.com returns 87 results while doing so for “décroissance” on its French
website gives a list of 312 books. There are a few printed journals dedicated to the topic in
France (Décroissance: le journal de la joie de vivre and Entropia), Switzerland (Moins!),
Belgium (L ’escargot Déchainé), and Québec (Bulletin Simplicité), as well as a number of
specialised online outlets like the degrowth.info blog where the topic is regularly discussed. As
for articles in mainstream newspapers referring to degrowth, a quick research returned more
than 200 texts in English or French spanning from 2002 to 2020.

Reflecting on these texts, I can point to three shortcomings of the degrowth discussion
that has been unfolding since 2002 and until today. (1) The term is poorly defined. This was
true in the early 2000s when it emerged, still true in 2008 when décroissance was translated in
English as “degrowth,” and it remains true today, as evidenced by the recurring misconceptions
that will occupy us in Chapter 7. (2) The policy prescriptions are weak. There has not been
much advance since the Barcelona conference of 2010 where degrowthers agreed on a
paragraph of vague proposals. And last, (3) transition scenarios are nowhere to be found. If
degrowth is short on ingredients (policies), it is even more so on recipes, with the question of
the how remaining either ignored or insufficiently explored. Given the centrality of these issues
to my research project, let me now dwell a little more on each of them.

An unclear concept

Harribey (2008: 5, mt), one of the most vehement detractor of décroissance, asks rhetorically:
“Are we exaggerating by summarising this definition by saying ‘degrowth is degrowth’?”
While the phrasing is intentionally provocative, the author has a point: descriptions of degrowth



are often vague (lacking precision) and unclear (lacking elaboration). A decade later, Harribey
(2019) reviews Latouche’s (2019) latest book (whose aim was precisely to clarify what
degrowth is) and reiterates his critique comparing degrowth to a black hole and accusing the
author of failing to convey his message in a clear, precise, self-reflective, and up to date manner
(these are Harribey’s four points). Degrowth, he argues, remains obscure.

I have myself made direct experience of this fact by observing the reaction of degrowth-
illiterate PhD colleagues of mine left bemused after attending the 2016 degrowth conference in
Budapest. “Unclear” and “confusing,” they bemoaned in unison (and we are talking about
researchers already working with sustainability issues).

I think of this when I read Laurut (2019: 152, mt) castigating the international degrowth
conferences to be more of a “grand mass for insiders” than a “laboratory for thought open to
anyone.” Same criticism for Sutter (2016) in his review of Degrowth.: A vocabulary for a new
era (2015): “the book is better at preaching to the converted (or to the intellectually innocent)
than as a work that will help in what Castoriadis called the [decolonisation of the imaginary].”
An inconvenient truth that lends weight to Raworth (cited in Kalllis, 2017: 179) when she writes
that “degrowth turns out to be a very particular kind of missile: a smoke bomb. Throw it into a
conversation and it causes widespread confusion and mistaken assumptions.” I have the feeling,
much like Raworth, that degrowth is unnecessarily complicated.

Part of this ambiguity has to do with what a degrowth society would look like. Degrowth
is too often simply described as anything that is not a growth society. Tremblay-Pepin (2015)
deplores that a concrete project of a degrowth society is yet to be elaborated. For Hickel (2019d:
59), “the deep logic of such an economy remains undertheorized.” Ott (2012: 575) complains
about a number of “theoretical deficits” regarding “economic theory, theory of society, theory
of democracy, and theories of justice.” “Just like Marxism classically seeks to generate
‘socialism’ or ‘communism,” what sort of systemic alternative does degrowth seek to give birth
to?” (Gerber, 2020: 5). “[W]e are very far from having a clear outline of the structures and
institutions of a post-growth society” (Rosa et al., 2017: 69). Degrowth, they say, is “logically
incomplete” (Berg and Hukkinen, 2011: 158), it lacks a “coherent theory” (Adloff, 2016), it is
stuck in a “permanent conceptual blur” (Fournier, 2018: 97, mt).

This was also one of the early charge of Harribey (2008: 175) who criticised degrowth
for not advancing any alternative to productivism and capitalism. “Certain objectors of growth”
Caresche (2011: 28, mt) admits, “struggle to invent a new narrative for our collective imaginary,
to create a mobilising utopia that will illustrate how to live better with less.” In his review of
Degrowth: A vocabulary for a new era, Alcock (2016, italics in original) writes that to get
traction on the mass level, the degrowth movement “is going to need better stories: visions for
a positive future that tap into the mythos. Stories to guide us down the steep slopes of the dark
mountain to the shelter of the valleys beyond.” Romano (2019: 30) opens his latest book on
degrowth by regretting not finding in the literature “a clear design of what a degrowth society
should be.” For Timms (2020), degrowth is “traversing an intellectual puberty, trying to
understand itself, rather than a political movement ready for active mobilization in the realm of
everyday struggle.”

Whereas Harribey criticises Latouche for not being explicit enough, others argue the
opposite, namely that degrowth is too specific and overly academic (e.g. Alcock, 2016; Jordan,



2016; Sutter, 2016)." Abraham et al. (2015: 29, mt) write that degrowth “remains an idea for
intellectuals and that those who are not fond of theoretical reflection struggle to identify with
it.” For Gadrey (2009, mt), “choosing a term that requires further reading to understand that it
means something else that what it seems is a serious limit to the popularisation of ideas! Isn’t
it the intellectual strategy of an avant-garde group that would be intelligible to its members but
not to the outside?” Liegey (cited in Porro, 2019, mt), one of the most active partisan of
degrowth, himself admits: “To understand degrowth requires a PhD in each discipline. It is a
multi-dimensional idea that is tricky to defend in the media.” Same confession in the epilogue
of a book where Abraham (2019: 273, mt) attempts to synthesise the idea of degrowth: “[the
book] is way longer and more complicated than I hoped — writing for ‘normal’ people who do
not spend their lives in books is really difficult.” From commons and dépense to anti-
utilitarianism and conviviality, degrowth is a world with its own grammar, often
incomprehensible to people outside of the field. Degrowth, Paulson (2017: 426) writes, entails
“extraordinary theoretical and normative complexity.”

And so degrowth is stuck between anvil and hammer, sometimes too abstract and at other
times not abstract enough, but always inadequate.

“degrowthers remain evasive as to the desirable level of production towards which we should
degrow. Only Latouche (2006: 26) puts forward the idea of coming back to ‘a material
production equivalent to the one of the 1960s and 1970s’ ” (Harribey, 2007: 7, mt);

“There might be a need in the de-growth camp to better clarify the distinction between the idea
of ‘stepping out of economics’ (Latouche, 2006) and ‘stepping out of economism’ (Arigs,
2005; Ridoux, 2006)” (Martinez-Alier et al., 2010);

“The vagueness of the definition of degrowth renders its different discourses difficultly
understandable by the public” (Prieto and Sim, 2010: 122, mt);

“The Degrowth economy has the makings of a viable counterstory but is, in its current form,
logically incomplete” (Berg and Hukkinen, 2011: 158);

“Bonaiuti and Latouche critique the capitalist mode of production but are rather vague with
respect to what should replace it” (Schwartzman, 2012: 123);

“Another criticism to the degrowth argument is that there is no single, consistent unit to measure
the scale of the economy, so that the meaning of the notion is unclear. It might mean
degrowth of consumption, work-hours, GDP, GDP per capital, or some measure of the
physical size of the economy” (van den Bergh and Kallis, 2012: 916);

“the level at which any high consumption economy stabilizes, something that should be made
more explicit by those who advocate a steady state economy and degrowth” (Victor, 2012:
212);

“I have to admit I have never quite managed to pin down what the word means. [...] Are we
talking about degrowth of the economy’s material volume [...] or degrowth of its monetary
value, measured as GDP?” (Raworth, 2015);

“unfortunately, degrowthers do not offer any clear position on what they understand by
emancipation. [...] interest in the concept has not been sufficient to elaborate a concrete

" In his review of Degrowth: A vocabulary for a new era (2015), Alcock (2016) mocks the academic level of the book: “my
own selection of important vocabulary would have put far more emphasis on words like land, rain, sun, tree, house, work,
build, dig or (perhaps ironically) grow. I don’t spend a lot of time chatting about anti-utilitarianism with my neighbours, though
on reflection, now I’ve read about it, perhaps I’ve been ‘critiquing the hegemony of the epistemological postulates of
economics’ (p. 21) in my daily life all these years without realising it; I call it ‘building a house and planting a garden while
having fun with friends.” ” In another review of the same book, Sutter (2016) complains that the text is “too tilted toward
theory.” “For a work intending to provide ‘a vocabulary for a new era,’ this isn’t the sort of book that will help to educate your
local Congressperson or MP — it’s far more likely to alienate him or her.”
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proposal of an emancipated society that would fit degrowth aspirations”; “it has become
usual for degrowthers to promote concrete practices — local consumption, renewable energy,
local and organic agriculture, etc. — that are laudable, but that are never articulated into a
coherent system”; (Tremblay-Pepin, 2015: 118 / 120-21 mt);

“It is not so easy to identify the theoretical nucleus of the current debate around décroissance”;
“the concept of degrowth clearly still lacks such coherent theory, as its economic theory in
the narrower sense is still weak. Apart from exceptions like Tim Jackson, its economic
concepts are either still very utopian or set up in a too concrete-practical and localist manner.
A degrowth-macroeconomics for the global era is not yet in sight” (Adloff, 2016, italics
added);

“Degrowth has been criticized for being logically incomplete, ambiguous, and confusing,
owing to the multiplicity of its definitions and challenges to its operationalization (Tokic,
2012; van den Bergh, 2011)” (Khmara and Kronenberg, 2017: 3);

“For instance, Demaria et al. (2013: 203) argue that ‘some form of social security and public
health, kindergarten and schools, or some other elements of the welfare state’ need ‘to be
defended’ — but they are silent on what this demand might entail more specifically” (Strunz
and Schindler, 2017: 3);

“when one speaks of degrowth, which degrowth is that? A reduction of the production of
plastics and fossil fuels or the diminution of national production of goods consumed by
working classes (because rich people will always have the possibility to find the goods one
way or another)? A reduction that is desired and understood, or imposed in the follow-up of
a necessarily violent populist revolution?”” (Sansfagon, 2018, mt);

“degrowth as a field characterised by a permanent conceptual blur”; “degrowth is a
revolutionary project difficult to understand. [...] While we may know what degrowthers
do not want, there are little information about the society of frugal abundance or non-growth
society that they desire” (Fournier, 2018: 97 / 116, mt);

“Clarification is demanded on the concrete meaning of degrowth measures. For instance, in
Nigeria, and more generally in Africa, energy production is increasing yet there is more
inequality and energy poverty. [...] What would degrowth mean in this context? Freezing
production, increasing equity, increasing assets. Widening access to people who do not have
access to energy? Is this just another word for energy transition?” (Rodriguez-Labajos et al.,
2019: 178);

“proponents of degrowth rarely clarify how they conceptualize technological progress, unequal
exchange, surplus production, or the exploitation of labor and nature” (Hornborg, 2019: 82);

“it is difficult to find in the existing literature a clear design of what a degrowth society should
be. Few have ventured into the construction of an alternative social model, inspired by the
principles implied in the critique to growth-led society” (Romano, 2019: 30);

[In a review of Giorgos Kallis’s Limits, 2019] “the degrowth literature at large swings like a
pendulum between these two takes: at times it focuses on structural limits pertaining to
capitalism (that in fact make degrowth impossible), and at other times, it retreats to a moral
critique” (Isikara, 2020);

“Reading the literature most often cited as essential to understanding degrowth, one gets the
overwhelming sense of a school of thought traversing an intellectual puberty, trying to
understand itself, rather than a political movement ready for active mobilization in the realm
of everyday struggle” (Timms, 2020);

“it is not a complete and codified paradigm and does not aspire to become one, remaining a
loose combination of ideas and postulates. [...] As degrowth still remains a loose collection
of ideas rather than a well-theorized and formalized concept” (Khmara and Kronenberg,
2020: 3).



In defence, some degrowthers affirm that the term “defies a single definition,” that it “expresses
an aspiration which cannot be pinned down to a simple sentence” (D’Alisa et al., 2015: xxi). It
is a “multi-sited, multilingual and multiform network” (Paulson, 2017: 426), a “concept in the
making” (Petridis et al., 2015: 176) that can hardly be captured in a unified theory. They also
repeat that this “multiplicity is a key resource and strength of degrowth” (Barca et al., 2019: 5).

This is why, these authors argue, degrowth is best presented as an assemblage of diverse
ideas, as in Degrowth: A vocabulary for a new era (2015) or Degrowth in Movement(s):
Pathways for transformation (2020). And indeed, considering its history, one understands why
degrowth cherishes such conceptual ambiguity. When the term “décroissance soutenable”
(sustainable degrowth) appeared at the beginning of the 2000s, it did not correspond to anything
tangible. The name was not descriptive but explorative, it was not given to clearly and precisely
define what it was because there was nothing to be defined; it had been called “degrowth” as a
rallying cry and in order to find out what it was.

And yet, two decades have passed and so it seems fair to expect that degrowth should
have found itself in a clear and precise form. And to some extent it has. From Latouche’s (2006)
“8Rs” and Flipo’s (2007, 2017) five sources of degrowth to Lieven’s (2015) degrowth map,
Kallis’s (2018) nine principles, and Abraham’s (2019) three principles, there has been a few
attempts at theorising. These are exceptions rather than the rule, however. And these exceptions
are, as | will later argue, insufficient, especially for those expecting to use degrowth as an
operational policy framework. Mocca (2019: 2) captures the situation pretty well: “a fully-
fledged political theory of degrowth has not been produced; rather, degrowth proponents draw
on other thinkers’ theoretical propositions, without elaborating them in an organic and
consistent theoretical framework.” Put simply, “much [of] degrowth scholarship is just a cluster
of loosely grouped ideas” (Paulsson, 2017: 218). This situation, it seems to me, warrants a grand
Spring cleaning.

As 1 will show in Chapter 7: Controversies, the ambiguity of the term is a source of
endless misunderstandings. How is it still possible to mistake degrowth for an advocacy of
recession or an apology for poverty, and this after almost two decades and hundreds of books
and articles written on the topic? Of course, we should not blame degrowthers for all the
misconceptions they receive. The dismissal of degrowth as hazy and unsound is also a line of
defence of the prevailing ideology that degrowth seeks to dislodge. And yet, it remains true that
the concept could use some clarity, especially if it is to be taken seriously by those who are not
already convinced. The task of capturing the essence of degrowth into a simple framework is
within reach and it is one of the goals of this dissertation.

Weak policy prescriptions

Degrowth is particularly weak on the question of the sow. Reviewing Latouche’s Farewell to
Growth (2009), Vergradt (2010: 80) is left disappointed about the transition to a degrowth
society: “we are still waiting for the appropriate articulation and structuring of such a project.”
Almost a decade later, when asked what he made of the degrowth movement in Europe, Herman
Daly (2018: 102-103, italics added) answered: “I am favourably inclined. I meet a lot of young
Europeans questioning growth. But I am still waiting for them to get beyond the slogan and
develop something a little more concrete. 1 am hopeful that they will go beyond just chanting
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the word décroissance.” And today, after the “absence of concrete policies” having been
“reproached to objectors of growth for a long time” (Lavignotte, 2010: 42, mt), the waiting
continues: “the movement seem[s] to be missing a key element: how to achieve systemic
change” (Barlow, 2019).

These sentences capture the second shortcoming of degrowth in its current form. The
term has been chanted in an increasing number of places with a crowd more and more willing
to listen, but when the how-to-make-it-happen-in-reality question comes, degrowthers have not
much more to offer than a few laundry lists of demands, only some of which qualifying as
actual policies in the ears of decision-makers.' “Yes, we want a society emancipated from the
logic of growth: but how?”” bemoans Tremblay-Pepin (2015: 125, mt). “How to visualize the
implementation of a degrowth transition at the level bigger than one neighbourhood?”” (Khmara
and Kronenberg, 2020: 21). “How should the necessary transformative changes be conceived
and conceptualized in order to contribute to degrowth?” (Heikkurinen, 2020: 3).

Degrowthers know what they want (even though they often fail at communicating it
clearly) but they do not know how to get it. Kallis (2017a: 98), one of the leading degrowth
scholar, summarises the situation: “we are often told as degrowthers that we have a very good
critique of what is wrong with economic growth, but that we seldom offer proposals on what to
do differently.”

“Calls for change are increasing but often forget to specify the how” (Rumpala, 2009: 166, mt);

“[degrowth] suffers from the poorly defined character of transition measures” (Caresche et al.,
2011: 34, mt);

“Numerous books and articles have been written that criticise economic growth as a policy goal,
and conclude that something else is needed. However, in the vast majority of these sources,
the focus is on the problem [...] rather than the solution” (O’Neill, 2012: 25);

“Degrowth debates usually suffer from weak theoretical foundations with regard to the analysis
of social structures, and even more so, as they concern perspectives of realizing degrowth”
(Exner, 2014: 12);

“little has been done to evaluate the specific proposals put forth by groups who argue that
growth must be limited or halted” (Hollender, 2015: 94);

“Whereas degrowth scholars give logical arguments in favour of such policies [...], there is
little formal or empirical work in testing the actual outcomes, and the advantages or
disadvantages of such policies. The fact that the same proposals are put forward by some in
the name of growth, suggests that degrowth scholars have to do a better job in formulating
how and under what conditions such policies may foster sustainable degrowth, rather than
growth” (Petridis et al., 2015: 195);

“Yes, we want a society emancipated from the logic of growth: but how? More important, why
waste one’s time to repeat this endlessly instead of developing a social organisation that
would enable to achieve this goal?” (Tremblay-Pepin, 2015: 125, mt);

“The degrowth literature could benefit from more concrete examples of good practices that
would bring to bear its novel theoretical proposals” (Natale et al., 2016: 49);

“Proposals coming from degrowth defenders also have some problems when it comes to
putting them in practice” (Ramos-Martin, 2016: 2);

! The blog posts of Rigoulet (2019a, 2019b) are good examples of an impetuous strategy that is easy to dismiss. Rigoulet calls
for a “décroithon” (degrowthon, mt) where 10% of people in the global North would reduce their spending by 20% throughout
one year, withdrawing that money in cash, as to lead to a 2% decrease in GDP and, following the prediction of the author, a
collapse of the economic system. At the end of the year, people would gather to set fire to these cash savings. Even though I
salute the creativity of the proposal, I fear its superficiality risks undermining the degrowth project as a whole.
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“Unlike its growth-oriented counterpart, degrowth lacks out-of-the-box solutions” (Schindler,
2016: 824);

“[Degrowth] lacks analyses on actual materialization and the nature of the change required”
(Joutsenvirta, 2016: 23);

“all the most erudite theory in the world is academic wheel-spinning if degrowth can’t be
translated into a program for public policy” (Sutter, 2016);

“the problem with the degrowth idea is that it is mostly very vague regarding the specific means
to achieve it” (Bartkowski, 2014);

“the concrete propositions developed by degrowthers in Europe and Québec are not always
consensual and can even disappoint by being either woolly or too moderate considering the
magnitude and urgency of the problem” (Beau-Ferron, 2015: 165, mt);

“But what does this ‘action’ of degrowth entail? [...] the specifics of what this means varies
among academics [...]. There is thus substantial uncertainty as to what exactly constitutes
the action of degrowth” (Vandeventer, 2016: 19);

“as Antal correctely points out, we need to develop real visions and narratives. The degrowth
slogan has worked for the last 15 years, but we now need to go on to the next step:
developing concrete political proposals” (Schneider, 2017);

“Degrowth, says its proponents, will be achieved by a moderation of our way of life. Yes, but
how to make it happen?”” (Benoist, 2018: 86);

“a major weakness of the degrowth literature is that, in concerning itself with such broad
themes, it gives very little detailed attention to developing an effective climate-stabilization
project” (Pollin, 2018: 6);

“Though advocates of degrowth frequently mention the possibility of introducing such limits
[...], the development of a conceptual/theoretical approach to understand and motivate such
limits and an in-depth discussion concrete policy proposals concerning various regulatory
levels has yet to be initiated” (Buch-Hansen and Koch, 2019);

“what is lacking is an associated macroeconomic policy agenda informed by these insights,
with clear policy instruments, that could form the basis for a transition to a sustainable and
prosperous post-growth economy” (Barth et al., 2019);

“the [degrowth] movement is not sufficiently clear about how to move out of capitalism,
particularly in the setting of liberal democracies. If the goal is instead how to reform the
current capitalist system, then I think the movement would need more theoretical elaboration
on how to achieve major transformations within capitalism without economic growth (and
without recession/crisis)” (Muradian, 2019: 260);

“I think Giorgos [Kallis] makes some very interesting arguments, and then we get to the end of
it, and it’s like... a carbon tax. My kind of question back is: until you can tell me what these
alternative institutions look like, how they operate, what kind of sort of achievable policy
agenda might be put in place in some sort of democratic fashion, then it’s just talk”
(Nordhaus, 2019: 1h17min);

[Participant talking about attending the degrowth Summer school at the Universitat Autonoma
de Barcelona] “It made us somewhat disillusioned with the narrative of degrowth and its
potential for a social ecological transformation. The movement seemed to be missing a key
element: how to achieve systemic change” (Barlow, 2019);

“This deficit, along with the abstraction and mystification of the concept of the imaginary, has
made degrowth a theoretical framework that is able to provoke but unable to explain or
suggest how actual societies can change direction and follow another pathway”
(Varvarousis, 2019: 494, italics in original);

“there is a lack of a clear-cut programme about how to achieve degrowth” (Mocca, 2019: 2);

“there is a lack of empirical studies on the specific institutional conditions and governance
arrangements that can support a wider shift away from economic growth. [...] The role of
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institutions and governance in a transition to a degrowth society is an under-researched issue
in the degrowth literature” (Nyblom et al., 2019: 2);

“very few attempts have been made so far to operationalize degrowth” (Khmara and
Kronenberg, 2020: 3).

The typical degrowth study is problem-focused with a light sprinkle of policy proposals, at best.
These “solutions” often come as a list of vague demands, e.g. universal basic income, work
time reduction, regulating advertisement and so on. Few are the texts that specify which type
of, for example, basic income is desirable from the perspective of degrowth (surely not a
Negative Income Tax given once a decade in Bitcoins to substitute for all welfare transfers).

Vague proposals can frustrate decision-makers who are faced with the obligation to
propose precise transformations' — e.g. work time reduction, yes, but for whom in which
sectors, how large, where in the schedule, organised how at which level, and financed how?
Workers trying to envision their ideal work weeks, employers planning their future production,
and public servants crafting labour regulations (all of them making decisions of some kind)
would benefit from more details as to the consequences of different choices on the mater. This
position of relying on policy key words such as job guarantee, maximum income, or extraction
limits is “certainly comfortable but not operational” (Caresche et al., 2011: 38, mt).

Result: “currently degrowth is a ‘non-story’ and does not act as a policy motivator”
(Schneider, 2019: 15). For those wishing to see changes in the real world, this is problematic.
The idea of degrowth should not be an exercise in abstraction reserved for a few academics, but
rather a framework that empowers those acting for change out there in the world. Degrowthers
should walk the talk and spend more efforts to elaborate detailed policy prescriptions.

True, “these theses are easy to grasp in theory but difficult to translate into policy”
(Borowy and Aillon, 2017), but the task is not impossible. Each in their specialised fields,
advocates of complementary currencies, self-directed enterprises, emission caps, wealth taxes
and all the policies that one finds on the degrowth wish list are been explored. What remains to
be done is to distil these insights into a convincing policy agenda that fits degrowth’s
aspirations. The third part of this dissertation is dedicated to such task.

No transition scenarios

Another insufficiency of the degrowth corpus is the absence of proposed transition strategies.
Not only does degrowth lack specific ingredients, but the “recipes for degrowth” remain equally
underdeveloped (Pueyo, 2014: 3467). While attending the 2016 Degrowth Summer school at
the University of Barcelona, I met several representatives of the newly elected Barcelona en
Comu. When I asked them what they, as public decision makers, most needed from researchers
like us, they answered, “transition scenarios.”

This is a fair demand for a project as revolutionary as degrowth. Extraordinary claims
require extraordinary evidence. And because no one likes to walk in the dark, the evidence
should take the form of coherent, detailed, and well-articulated transition strategies. As of

! In his review of Dietz and O’Neill’s Enough is enough (2013), Paulsson (2017: 220) praises the style of the book who “should
nonetheless make it accessible both to the laymen as well as to the people working in the higher echelons of policy making.”
Clarity and accessibility is surely a problem but not the main one. The shortcomings of degrowth texts rather has to do with
relevance. Policies are discussed at a vague and abstract level that is detached from the preoccupations of policymakers.
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today, these do not exist. This is the “Achilles heel of degrowth” (Prieto and Sim, 2010: 133,

mt): “How degrowth might happen we don’t know” (Burton and Somerville, 2019: 104).

“The un-thought of degrowth remains the transition: how can fundamental transformations of
energy and transport systems, housing, urbanism be possible [in a context where production
would decrease]” (Harribey, 2008: 10, mt);

“for a project of sustainable degrowth to be credible, it would be useful to work on clarifying
possible processes and leverage points for change” (Rumpala, 2009: 166, mt);

“the question of the transition is the Achilles heel of degrowth. [...] without a credible scenario,
degrowth will remain marginalised and dismissed as just another utopia” (Prieto and Sim,
2010: 133, mt);

[In a review of Moreau’s Dictature de la croissance] “And the reader will vainly look for how
to transition from one regime to the other, from growth to degrowth, for anything more
detailed than a call ‘to live differently’ ” (Cardot, 2010, mt);

“The contours of a plausible degrowth transition are far from clear. [...] the social action and
politics that will bring the degrowth transition and the institutional changes entailed are
generally underspecified” (Cattaneo et al., 2012: 515);

“No-growth approaches have remained at fairly abstract levels to date, mostly failing to discuss
concrete policy proposals, let alone their synergy potentials in a coherent transition strategy”
(Koch, 2013: 13);

“unfortunately, many academics and practitioners in this movement [degrowth and
postgrowth] currently fail to connect with other actors across issue areas or lack perspective
on systemic interconnections. There is a need for more thorough appraisal of new economy
initiatives, moving from specific case studies to integrated systems-level analysis of
changes, understanding potential feedback loops, risks, barriers, and side-effects. [...] At
this point, the postgrowth literature still has much work to do to develop and coordinate
actors within a broader vision of system change” (O’Rourke and Lollo, 2015: 251);

“Some literature on degrowth explores different transition paths to achieve a sustainable
society, however, the emphasis is solely given to the elements that those paths may include
without analysing the viability and feasibility of those scenarios in quantitative terms
(Videira et al. 2014). It is regrettable that this much needed discussion of degrowth in
biophysical terms (which is inevitable eventually) is not based on a sound economic and
biophysical analysis)” (Ramos-Martin, 2016);

“Another area of research could be to develop models and strategies for different phases of the
shift to a post-growth economy. While largely theoretical and circumstantial, identifying
coherent strategies for taxation policies in the short and long term will be crucial for a
rational and democratic approach to a post-growth economy” (Cattaneo and Vansintjan,
2016: 23);

“As well as maintaining and updating the critique of growth and detailing coherent policies for
a post-growth economy, it is also important to develop sophisticated transition strategies
that would maximise the changes of a post-growth political campaign succeeding”
(Alexander, 2016);

“we are very far from having a clear outline either of the structures and institutions of a post-
growth society or of a viable path for the transformations needed to get there” (Rosa et al.,
2017: 69);

“Degrowth cannot be simply about the activation and veneration of small-scale experiments
[...]all of these spheres are tightly coupled. It is futile to talk about establishing, for instance,
100% reserve requirements for banks without working through the impacts that such a move
would have on other sub-systems (and how they would respond in kind)” (Cohen cited in
Kallis, 2017a: 144);
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“there is a lack of macroeconomic frameworks and modelling tools to test how proposed post-
growth policies could produce a stable transition and viable alternative to economic growth.
There is a need to develop new macroeconomic modelling approaches or adapt existing ones
to investigate potential post-growth futures” (Hardt and O’Neill, 2017: 198);

“the objectives behind the proposals are sometimes unclear. [...] there is a need to look at
degrowth proposals as components of a strategy, and not just individually” (Cosme et al.,
2017: 23);

“By how much and until when will certain activities have to degrow so that persisting
sustainability shortfalls can be addressed? [...] implementation strategies for concrete
policies could be devised [...] concrete policy scenarios to foster a large-scale transition
towards more equitable societies” (Weiss and Cattaneo, 2017: 226);

“the present paper seeks to remind post-growth proponents that the transition requires more
than the collection and elaboration of techniques that will formally result in a sustainable
rate of material throughput [...]. Rather, deliberate strategies to overcome political economy
barriers to change have to be developed” (Strunz and Schindler, 2017: 4);

“These loss avoidance, recovery, and resistance narratives are useful for disseminating
degrowth, yet they remain somewhat nebulous about how nature and society will evolve
during degrowth” (Bliss, 2018);

“we must carefully consider not only what social conditions would best facilitate the realisation
of a degrowth economy, but also what role social or cultural movements might have to play
in producing those conditions” (Alexander and Gleeson, 2018: 103);

[In reviewing Latouche’s décroissance (2019), Clerc writes:] “Opposing a sick society to a
dream one makes sense only if one explains how to transition from one to the other. The
paths put forward by the author (relocalisation, self-production, local currencies...) are only
marginally answering that question” (Clerc, 2019: 81, mt);

“the dynamics of a transition toward degrowth are inadequately considered. [...] these authors
do not consider how the transition toward a post-capitalist society could be led by degrowth-
inspired dynamics of change. In fact, very little has been said about the dynamics of how
the degrowth alternative can start materializing within the existing capitalist-growth system”
(Vandeventer et al., 2019: 272-273);

“would a degrowth transformation be more like a deliberate social mobilisation over a relatively
short time period [...], such as the abolition of slavery, or a long and emergent process such
as the agricultural revolution? Would a degrowth transformation be more likely after an
ecological or socio-political collapse, like the transition of Central and Eastern European
countries after the fall of the Soviet Union?” (Feola, 2019);

“the degrowth movement should devote much greater attention to political subjectivity and
strategy” (Barca et al., 2019: 6);

“We need rigorous modelling and experimentation with degrowth policies to better understand
how a post-growth economy would function” (Vansintjan, 2019);

“While research on degrowth and postcapitalism collects a large number of compelling
examples [...], it lacks convincing conceptualizations of a transformation beyond growth
and accumulation” (Schmid, 2019: 7).

In the end, it comes down to this: if “degrowth theorises a way out” (Akbulut et al., 2019: 5),
which way is it exactly? So far, the few contributions to the question of the Zow have envisioned
transition superficially, as an addition of individual actions akin to a sort of policy soup. What
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would be more useful is to articulate policies together into rich transition maps.' Seeing the
path to achieving degrowth more as a Rubik’s cube and less as a bullseye dart shot.

If degrowth is about deconstructing the growth society, there should be such a thing as a
deconstruction manual. And by this, I do not mean degrowth should be normalised into an
IKEA-like sequence of actions, which would run contrary to the essence of what degrowth is.
What I mean is that we should stop preaching for an abstract decolonisation of the imaginary
and start applying degrowth to concrete decision-making situations. Until we do so, degrowth
will remain an arcane, over-sophisticated idea that appeals to no one but us degrowth activists.

What I intend to show in the third part of this monograph is that degrowth can be turned
into such transition-able concept, making it relevant for decision makers in governments, firms,
commons, and households, without losing its complexity and radicalness. In a recent article,
Koch (2019: 16) concludes by calling for further research on “the theoretical and practical
development of the as yet fragmented eco-social policy proposals and to their integration into
a coherent transformation strategy.” The present study is an answer to that call, even though I
must temper my use of the term strategy. Indeed, several of the above statements call for a
better understanding of the politics of a degrowth transition, seeking clarity on how one may
render degrowth politically feasible today. But one thing after another. This dissertation will
not offer such political insights (even though I wish it did) but only focus on the policy design
aspect of a degrowth transition, which I consider to be ground one of the degrowth project.

Purpose
Rationale

I am writing this dissertation from the perspective of engaged, activist research — what
Martinez-Alier et al. (2011) call “activism-led science.” This means that I hold science to be at
the service of society. It results that the structure and substance of the thesis might be unusual
in its width and political engagement. I stand by it on the grounds that the state of the world
today warrants adventurous deviations from research-as-usual.”

As forests burn and communities suffer, the concerns should not be on pretty footnotes
and witty titles. What we need is to “raise hell” (Alexander and Gleeson, 2018: 205). The
expression is a good one; we must make the violence of the system visible and we must, not
only propose, but actively defend and nourish alternatives. In order to do that, we need better
critical theories. Wright (2013: 6) calls it an “emancipatory social science,” one that both
interprets the crisis and find ways of resolving it. But this is not enough. Because critical
theories have no agency of their own, we academics must also bring that science to the streets.

Understand this monograph as both a study of degrowth and a study for degrowth. I
look at the idea of degrowth, its history and legacy, motivations and theoretical foundations,

! An extra step would be to turn such analytical scenarios into more inspiring stories of change, as Samuel Alexander has done
in Entropia: Life beyond industrial civilisation (2013) or more recently in the Chapter 6 of Degrowth in the Suburbs (2018),
which tells the story of a degrowth transition in Australia from the vantage point of 2038.

2 “While humankind busily builds a funeral pyre for tens of thousands of species, including conceivably itself, it would be
faintly ridiculous were the social sciences to be preoccupied with a narrow, business-as-usual agenda” (Dale, 2010: 250).

? “An emancipatory social science responding to these propositions faces four broad tasks: specifying the moral principles for
judging social institutions; using these moral principles as the standards for diagnosis and critique of existing institutions;
developing an account of viable alternatives in response to the critique; and proposing a theory of transformation for realizing
those alternatives. The idea of “real utopias” is one way of thinking about alternatives and transformation” (Wright, 2013: 6).
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controversies, and policies, but I do so with the explicit intent of advancing the degrowth
agenda. Both choices are controversial.

Writing a PhD on degrowth in an economics department is like eating ribs at an Animal
Rights gathering; it quickly gets noticed and is often scowled. I am speaking from experience;
as an economist, my interest for degrowth has always been regarded as at best marginal, and at
worst distinctly suspect. If anything, the admittedly obsessive effort I apply to the task is a
reflection of that awareness. In a growth society, the burden of proof falls on growth sceptics,
and since extraordinary claim require extraordinary evidence, the case for degrowth must be
made carefully, hence the unusual length of this book.'

As for the motivation (research for degrowth), it is even worse. Keep value judgments
outside of the thesis, says the well-intentioned supervisor. This may sound wise for those
looking at beetles and particles but I find it difficult to justify for social scientists confronted
with a world plagued with injustice. What we decide to research — and how we decide to
research it — is a political decision. A PhD should not be treated as a CV ornament but as an
opportunity given by society to contribute to its betterment. The shape of this study stems from
this responsibility.

Why focusing on degrowth? 1 have spent my entire studies looking for the smallest
common denominator that would explain exploitation in all the forms it takes. Possible answers
kept piling up: capitalism, neoliberalism, globalisation, general-purpose money, technique,
modernity and many more. The most convincing answer I found was economic growth as a
logic and a system — one could say the ideology of growth or growthism, for short. This
statement might seem either naive or absurd, and yet it is my main claim. With growth identified
as a problem, the degrowth alternative seems like the natural solution. But what is degrowth,
really? The limited knowledge about this revolutionary paradigm has been used against it to
depict any deviation from the growth path as woolly, uncertain, and potentially dangerous. With
this in mind, the present work aims at making degrowth a serious alternative to the status quo,
so that it may be chosen or rejected on the basis on what it can really offer, and not based on
clichés and suppositions.

Why focusing on the economy? Today the economy is at the core of everything else; it
is the apex social system ruling over all others. In public discourse, the Market is treated as the
gatekeeper of all changes. What governments, firms, and individuals can do depends on the tax
revenues, profits, and income they have. This pervasiveness of the economy and the economic,
I will argue, is an anomaly that requires correction.

I am aware that waging such battle puts an economist such as myself in a difficult
position: deconstruct the way of thinking and the institutional assumptions that currently
dominate the field of economics. This is a dangerous enterprise, but a vital one. Perhaps, every
economist studying degrowth should see themselves in the position of the character played by
Bruce Willis in Armageddon (1998), stranded on an asteroid rushing for the Earth, trying to
figure out how to make it explode to spare humanity. The task here is similar: understanding
the economy in order to blow it up.

! This also has to do with the interdisciplinary character of the research. Ideally, an interdisciplinary text should be
understandable by people from various disciplines. This requires an extra-effort in defining terms, making assumptions explicit,
introducing key references, etc. I do believe it is for the best as this forces us scholars with a mono-disciplinary training to be
extra-rigorous.
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The blow-up is actually twofold. The economy out there in reality needs reforming but
so does economics as a field of study. A “failure of collective imagination”; this was the reply
of the fellows of the British Academy to the Queen when she asked why nobody predicted the
Global Financial Crisis (Besley and Hennessy, 2009: 3). In its current monolithic form,
economics is at best unhelpful, and at worse deceiving. Mainstream economics marginalises
heterodox schools of thought, ignores other disciplines, and refuses to critically reflect over its
methodology, which makes it under-equipped to study complex social-ecological issues.
“Economic theory as it exists increasingly resembles a shed full of broken tools” (Graeber,
2019). Yes, except the tools are not actually in the shed but in the hands of an operating surgeon.
The world needs surgeons, not butchers; and economists need scalpels, not cleavers.

Why focusing on policies? There is a diversity of things I will do in the dissertation,
from history to theory and controversy, but all of that I do for the sake of better policymaking.
I understand the term broadly, namely all political processes of problem solving whether they
happen within governments, firms, or commons. Policymaking is when we act on what we
know to solve a situation we consider problematic.

It was during the post-growth conference at the European Parliament in September 2018
that I realised the need for more policy research. There, it became clear to everyone in the room
that degrowth had not done its homework and came to the parliament unprepared. Degrowthers
did not even agree among themselves about basic definitions, objectives, and instruments, and
completely failed to connect with decision-makers at a pragmatic level of policymaking. The
conference, it seems to me, was a failure exposing the most problematic shortcoming of
degrowth, namely the fact that it was not operational.'

Why France? 1 have chosen France as a case study and did so for several reasons. It is
the homebirth of décroissance and has an active community of degrowth doers and thinkers.
Its profile as a rich, colonial, unequal, and unsustainable nation makes it a perfect candidate for
the types of changes degrowth calls for. Most of the policies I explore have an antecedent in
France, which facilitates policy design. And, of course, being my home country, it is the one
that I feel most comfortable writing about (additionally to being a place abundantly studied
with accessible and good-quality data).

Research questions

The thesis unfolds in three steps. After assessing what is wrong with the economy today (Part
I: Of Growth and Limits), I identify a desired direction (Part II: Elements of Degrowth),
and detail how to get there (Part III: Recipes for Degrowth). Each of these parts aims to
answer a specific research question (even though I consider the first one about the limits of
economic growth to be a sub-question of the second one, What is degrowth?).

1. What is economic growth and what are its limits?

If degrowth is the answer, one may wonder what is the question. Why is degrowth
necessary? To answer, one must understand what economic growth is and what its limits
are. Some may argue that the growth critique has run out of steam, with little impact on

' Of course, I am aware that there are other political factors at play that explain why the concept of degrowth is not taking hold
in politics, and a better crafted agenda is short of a strategy. And yet, there will be need for an agenda. Whereas the politics of
a degrowth transition is mostly left out of this thesis, I see it as a necessary complement to my policy analysis.
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reality. And yet, it is impossible to talk about changing today’s society without
understanding the dynamics of economic growth. Rosa (2005) remembers French
sociologist Pierre Bourdieu (1930-2002) in saying that “it is necessary to know the law of
gravity in order to build planes that can effectively escape it.” I would simply rephrase: it
is necessary to know the dynamics of economic growth in order to build societies that can
effectively escape it. The outcome of Part I: Of Growth and Limits is an analytical
framework detailing the nature, causes, and consequences of economic growth.

2. Whatis degrowth?

What exactly is degrowth and what is it about? Part II: Elements of Degrowth synthesises
the idea of degrowth in one single conceptual framework. Such task justifies an exploration
of the history of the concept, the diversity of representations behind it, its theoretical
foundations, and the controversies that shape its contours. The outcome of this part is a
description of an ideal-typical degrowth society (or more precisely, of the economy of such
society), a vision that I will use to inform policymaking in the rest of the dissertation.

3. How to transition to degrowth?

Abstraction is of no use if it does not help to solve problems in reality. After the why and
the what, Part I11: Recipes for Degrowth deals with the z7ow. How to design and manage
a smooth transition from the growth society to its degrowth alternative? It does so by
analysing the policies that degrowthers have proposed and the policies that, I will argue,
they should propose. This part delivers both a political programme and a specific method
to think about policy design.

With this triple research question, I use the concept of degrowth for destruction, construction,
and transition. Part I uses the analytical power of degrowth to better understand — and criticise
— economic growth and its institutions. Part II is constructive because it elaborates a normative
theory of degrowth that specifies what a degrowth society may look like. And Part III applies
the notion to the design of concrete policies that could enable a transition from the world of
growth to the world of degrowth.

Methodology

Extraordinary claims require extraordinary evidence, and extraordinary evidence do not come
easy. In this section, I make a number of methodological remarks regarding the different
research techniques used in the dissertation.

Theory building

This study is for the most part theoretical. It should be noted from the onset that the term theory
is used here in a different epistemological understanding than, for example, in “theory of
growth.” The present theory does not aim to explain a phenomenon out there in reality. Rather,
it selects and articulates already formed theories and looser concepts, the overall objective being
to construct a theoretical understanding of a desired condition — theoretical foundations for
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degrowth. The theory is thus more normative than descriptive; it examines various ideas of how
something ought to be more than it claims to be able to describe how it is. Of course, it ends up
doing a bit of both: analysing what is in order to better select what should be.

There is not much I can say about the theory building process itself and this because |
did so with no pre-defined method. I did not know much about degrowth before starting my
PhD in March 2016, but I quickly realised there were few such “theories” of degrowth to build
from. I decided to gather all the literature published on the topic, synthesise it, and then see
what would emerge. I read through the corpus trying to identify reoccurring elements, hoping
that I could later on turn this typology into a theory by articulating the elements together. To
keep track of insights, I kept a daily thesis journal in which I wrote the thoughts I had, each of
them coded with keywords. Once finished with the literature, I was left with a sort of conceptual
gruyere — a panoply of ideas, few connections, more black matter than anything tangible. The
product of that process was hardly useful and something extra had to be done.

Some missing elements only needed to be imported into the degrowth framework. This
was the case for the extensive and intensive growth from the French Marxian Regulation School
(which I modified slightly) or policymaking as understood by the American school of policy
design. Some elements were present in the degrowth literature but needed to be better
articulated (for example, the triple objection to growth presented in Part I). Others needed
further elaboration; this is how I came to write the section on autonomy, sufficiency, and care,
and then the following reflections on the sequence of provision. At last, there were certain
aspects with no starting point whatsoever (at least from a degrowth perspective), where I had
to start from scratch, like the conceptual sections on property, work, and money in Part III.

Conceptual history

In Chapter 5: Origins and definitions, 1 write about the history of the concept of degrowth. To
do so, I relied on a diversity of physical and digital documents (articles from newspapers and
magazines, minutes from meetings, conference reports, scientific articles, books, academic
theses, interviews, and documentaries).

Because information was sometimes lacking, I conducted several short unstructured
interviews with Dalma Domeneghini and Jean-Louis Aillon (Italy), Bernard Legros and Olivier
Malay (Belgium), Genevieve Tremblay-Racette (Québec), and Nina Treu (Germany). To
guarantee the veracity of my story, I have also asked a number of people starring in my history
to comment on the text — Francois Schneider, Paul Ari¢s, Fabrice Flipo, Timothée Duverger,
and Franck-Dominique Vivien for France, Federico Demaria and Riccardo Mastini for Italy,
Giorgos Kallis and Ifiaki Pradanos for Spain and Catalonia, Barbara Muraca and Max Koch for
Germany, and Yves-Marie Abraham for Québec. I chose them because they were either directly
involved in the degrowth movement in their respective countries or had themselves written
about its history.

The triple denotation of Chapter 5 (degrowth as decline, emancipation, and destination)
was an unexpected discovery of this conceptual history. In compiling definitions of degrowth,
I noticed certain trends which I found useful to delineate different phases in the development
of the term. To double-check that insight, I examined the Wikipedia pages for “décroissance,”
“decrescita,” “decrecimiento,” and “degrowth.” Using the tracked history function of the
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website, I paid close attention to how their content evolved over the years and realised that in
all four languages, the same pattern could be observed. Some may quibble with my, admittedly
crude, method of analysis, and more careful empirical work would indeed be welcome in the
future. For the time being, however, I find the triple denotation useful as a general heuristic to
remember that degrowth is a multi-layered concept (if such heuristic had existed in the early
days of décroissance and degrowth, many of the misconceptions I explore in Chapter 7 would
have been avoided).

Controversies

Chapter 7: Controversies explores controversies surrounding the idea of degrowth. I am calling
them “controversies” because of the “cartography of controversies” approach, an applied
version of Actor-Network Theory initiated by Bruno Latour at the end of the 1990s (for a
description, see Venturini, 2010, 2012). The chapter was not planned from the outset; it rather
happened as I kept bumping into misconceptions and criticisms in the literature. If anything, |
found in the cartography of controversies, not a method per se (I am aware that what [ am doing
in the chapter is not what Latour would consider a controversy map), but rather the confirmation
that looking at controversies was worthwhile. My plan is to use the study of controversies as an
opportunity to refine the concept of degrowth (I am thus taking an affectionate position towards
degrowth, and not the one of a neutral observer as in the method of Latour).

I kept track of controversies in different ways. I started by gathering the prints of several
degrowth periodicals: La décroissance: le journal de la joie de vivre (since 2004, France),
Entropia (2006-2012, France), Moins! (since 2012, Switzerland), [’escargot déchainé (since
2009, Belgium). Every week or so, I would type “degrowth” and “décroissance” on Google and
scroll hunt for relevant content. I also collected a daunting pile of degrowth-related Tweets,
which I ended up leaving out of the analysis (given the intellectual depth of most of these
“texts,” this was merely to protect my readership from sheer absurdity). I have also searched
the same keywords on the website of several newspapers like Le Monde, Les Echos, Libération,
Alternatives Economiques, The Times, Le Temps. I have systematically checked all the books I
could find with the words “décroissance” or “degrowth” in the title. And I gathered all peer-
reviewed articles that had been using the term and downloaded a number of academic theses
(bachelor, masters, and PhD).

I did not use any qualitative data analysis software because, again, the chapter emerged
unexpectedly during what I thought was only a casual reading of the degrowth literature. After
several months, it became clear that there were patterns in the ways commentators spoke of
degrowth. I started to categorise these discussions into a number of broad controversies (e.g.
population, technology, semantic, poverty, recession). With time, I refined these categories into
more specific debates, and ultimately, down to the 26 headings that now structure Chapter 7.

As excerpts started to pile up, I realised I would need a specific writing method to
present the controversies without burying readers under an avalanche of cited passages. |
wanted to leave as much space for direct quotations as to avoid distorting the original text. (The
parts in French were translated to English by me, and so this is a possible source of distortion,
but the translated text has been reviewed by both native French and English speakers who are
familiar with the literature. This mitigates the risks of severe misrepresentation.) I decided to
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flock quotations aside from the main text to facilitate reading and to order them chronologically
as to be able to keep track of how controversies evolved in time (even though I did not comment
on that aspect). I made sure the text reads even without going through all the excerpts; their
presence is only the empirical evidence of the controversy being real and not a figment of my
imagination.

To ensure the veracity of the analysis, I also contacted several authors whose work 1
directly criticise, asking them to comment on the text. In doing so, I had lively interactions with
David Schwartzman about energy poverty, Corinna Dengler about degrowth in the global
South, Stephen Quilley about social complexity and violence, and Jeroen van den Bergh about
“agrowth.” This allowed me to correct several misrepresentations I had made about their work
while advancing the discussions on each specific issue.' While I might have offered more
questions than answers, I do hope to prove that the discussion is worth having. (In the end, I
only did this for a few authors; if I were to start the chapter anew, I would do so more
systematically.)

Systems thinking and system analysis

Originating from Jay Forrester’s work in the 1960s, system dynamics is a modelling technique
inspired by the systems thinking worldview.” A system, according to Meadows (2008: 2), is “a
set of things interconnected in such a way that they produce their own pattern of behaviour over
time.” A marketplace, a pond, or a human body are all systems; anything that has elements that
causally affect each other to create a distinct behaviour (Meadows would say a function or a
purpose) can be called a system. A system is defined by its boundary, marking the difference
between what is endogenous (read: inside) and exogenous (outside) to the system.

The central insight of system dynamics is that the behaviour of a system comes from its
structure. “According to the systems view, the essential properties of an organism, or living
system, are properties of the whole, which none of the parts have. They arise from the
interactions and relationships between the parts. These properties are destroyed when the
system is dissected, either physically or theoretically, into isolated elements” (Capra and Luisi,
2014: 65). What I call “myself” is not only the sum of my body parts but also the properties
that emerge out of their interactions (consciousness, for example), properties that would not be
present should my body parts be stored in individual jars.

By structure, systems thinkers understand a certain arrangement of “feedback
processes” (Meadows, 2008: 25). Also called feedback loops, these processes are closed chains
of causal events (A affects B which affects A again, and so on). The effect becomes the cause
and the cause the effect.

Feedback loops are of two kinds: balancing or negative and reinforcing or positive. A
balancing feedback loop stabilizes a movement. The more I write the more words I produce;
the more words I produce, the less I need to write, and so the less I write (the “-” loop on the

! This is necessary to avoid a problematic layering of misunderstanding. To give just one example, Grainger (2019) replies to
Phillips’s (2019) misconception of degrowth with another misconception of degrowth: “Ultimately, Leigh [Phillips] is right
that a steady-state economy should not last forever. So long as we keep developing technologies to decouple growth and
environmental damage, we will eventually be able to resume economic growth. But a period of no-growth should not be seen
as the end of history” (I put the part I find problematic in italics).

2 For a history of systems thinking, see Capra and Luisi, 2014; for an introduction to systems dynamics see Meadows, 2008,
or Sterman, 2000.
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right side in the figure below). A reinforcing feedback loop does the opposite, it amplifies a
movement. The more I write, the more self-confident I get about my writing and the more |
write (the “+” loop on the left). The behaviour of a system as a whole (here me writing) emerges
out of the interaction between all the feedback loops it includes.
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A Causal Loop Diagram (CLD) is a graphic tool to represent the feedback loops of a system.
They are composed of nodes representing variables and arrows representing causal
relationships. Each arrows bears a polarity (+ or —) indicating the direction of the causal
relationship, e.g. more of A is more (+) or less (—) of B. In system dynamics, CLDs are a pre-
mathematical step in the building of a model, but because the present thesis is devoid of
mathematical models and computer-run simulations, I only use CLDs as simple diagrams, often
to communicate an idea that is already there and could have been equally well communicated
by only words alone.

Ontology

This section details three ontological assumptions underlying the present study: (1) the
definition of the economy as a process of provisioning involving a sequence of five acts
(extraction, production, allocation, consumption, and excretion); (2) the division of social
reality in the two spheres of real and imaginary; and (3) an understanding of social change as a
dialectic movement between ideologies and utopias.

Economy

What is the economy and what it is made of? In an anthropological sense, the economy is the
social organisation of need fulfilment. In any community, people spend time transforming
energy and matter from nature into goods and services' to satisfy their needs and, ultimately, to
achieve whatever is perceive to be the “good life.”

Defined that broadly, the study of economy aims at understanding all the instituted
social activities participating in the reproduction of a given society. A good way to think about
the economy as a provisioning system is to try to count the goods and services one uses during
a given workday. From tap water to electricity and roads to unemployment benefits, all these

' Goods and services is a broader category than commodities, which one could also call commercial goods and services. By
goods and services, I mean any tangible or intangible object or action that satisfy needs or wants.
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social-ecological systems intervening in the satisfaction of needs constitutes the economy, in
the broadest understanding of the term.

The economy that I criticise in the dissertation is more specific (I will later write about
de-economisation and why we should escape the economy). Clarifying the difference between
the economic system that I see as problematic and this anthropological understanding of
economy is a task that runs throughout the thesis. For now, I can simply point to the distinction
already made by Aristotle between oiknonomia (the daily governance of the home) and
chrematistics, the accumulation of money. Just like Aristotle, I consider the latter undesirable.

The five acts of provision

This provisioning process can be decomposed into a sequence of five interdependent activities:
extraction, production, allocation, consumption, and excretion.

Extraction renders a natural material available for further transformation (e.g. rosewood
in the forest becomes timber in a workshop). Production modifies this material (input) as to
create a good (output) — timber becomes a chair. Allocation transfers the ownership of an asset
either via sharing, reciprocity, redistribution, or exchange — chair is being given to a friend,
swop with a neighbour, attributed to a fellow citizen, or sold on a market. Once a product has
been allocated, it can then be used by a final user, a process that is referred as consumption
(chair is being sat on). Excretion occurs when the product is no longer considered valuable and
is thus discarded as waste (worn out chair is thrown away).

All these five processes are inextricably interdependent. There is no point fetching wood
to turn on the over (extraction) if one is not planning to cook (production) and there is not point
cooking if nobody is hungry (consumption). Moreover, one can only transfer, consume, or
throw away something that has been produced and so necessarily extracted beforehand.
Throughout the dissertation, I will use this division to dissect the economy as a whole into a
number of institutions and practices.

The four spheres

Let us divide the economy into four spheres: households, markets, communities, and States.
The household is the smaller unit of economic organisation, which is often centred around
family (but a single individual can be a household too). This is the sphere of self-production
involving homemade, do-it-yourself goods and services (raising kids, cooking, cleaning,
education, maintenance etc.)

A group of people living, working, or playing together form a community that may also
organise provision, e.g. housemates splitting chores, members of a shared garden harvesting
crops, neighbours watching each other’s kids, friends going fishing together. (This is the form
of organisation I will later call a commons.)

One form this organisation can take is a market, that is an institution where entitlement
rights can be transferred between buyers and sellers abiding to a price system. These markets
can take a diversity of forms, from local Christmas markets and informal drug dealing to the
global trading of financial products and impromptu garage sales.

Another institution that can be set up or used for provision is a government, in all the
forms it takes (e.g. local, national, regional, and international levels). Local authorities manage
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the allocation of allotment garden, regional organisation distribute hunting quotas, the national
government oversees services such as healthcare, justice, and education, and a supranational
institution like the European Central Bank handles monetary policy in the Eurozone.

Each of these spheres is associated to a particular logic of allocation. Members of a
household tend to share resources; members of a community practice reciprocity; market
participants exchange commodities; and a government redistributes wealth.' In political
economy, different systems of provision are characterised based on the relative importance of
each spheres (e.g. capitalism with the primacy of markets, socialism with the primacy of the
State, or anarchism with the primacy of the community).

One last observation. Often in the thesis, I speak of motivations underlying human
behaviour. The simple triad that I use is the following. Motivations (or incentives in the jargon
of economists) can be of three types. Financial (I do something because of a reward, either
monetary or in-kind); social (I do something in respect of social rules); and moral (I do
something in respect of ethical principles).

Real and imaginary

I divide the world into two distinct spheres: the real and the imaginary. Let us first assume the
existence of a realm of ideas beyond the visible and material, which we shall refer to as the
imaginary, in contrast to the real. The imaginary is the domain of ideas and is made solely of
them while the real is the world of praxis which consists in tangible things. Neoliberalism,
courtesy, and Christianity belong to the imaginary while a litre of petroleum, a carbon particle,
or a factory belong to the real. The idea of a chair — either descriptive (what is it made of) or
normative (is it good or bad) — is imaginary; the actual chair is real by the fact that you can find
it somewhere. The use I make of these concepts is quite straightforward and there is no
particularly remarkable or complicated meaning hidden behind them.

I use the word “imaginary” literally, images imagined by imagination, with imagination
being the creation of distorted images of reality. If I imagine myself receiving the Fields Medal,
this is because I have not actually received it, otherwise I would not need to imagine, I could
simply recall a real event. Images can be more or less distorted. I can easily imagine what it
feels to reach the peak of Mount Everest. Creating an image of me at the top of the same
mountain, but this time playing chess against a 300-kilo koala who only speaks uttering quotes
of Smith’s Wealth of Nations requires a more significant distortion. The process is nevertheless
the same: when I imagine, I produce unrealised images. To imagine is to challenge the factness
of the real; it is the ability to be sceptical, to radically doubt the foundations of what we think
is and ought to be. It is the ability to envision things that cannot directly be experienced in
reality. It results that the imaginary always mirrors the real, even though the reflection is more
or less distorted.

This distinction should not lead us to believe that the imaginary does not exist; it does
and is an active organising force of social life. “Just as abstract scientific theories are made real
in our lives through the airplanes we fly in, the medicines we take, and the computers we use,
economic ideas are made real in our lives through the organizations that employ us, the goods

! These come close to the four types of human relations in John Fiske’s “Relational Model Theory” (1991): community sharing,
authority ranking, equality matching, and market pricing.
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and services we consume, and the policies of our governments” (Beinhocker, 2006: xi-xii). I
would have never cut the tree if I had not thought there was such a thing as a tree; and I would
have never cut the tree without having a specific reason to do so, whether conscious or
unconscious. The only difference I make here is that the real is concrete (made of actions) and
the imaginary is abstract (made of thoughts).

A film is a perfect example of something with both real and imaginary dimensions. The
film is real in the sense that it was made by actual people using energy and materials and that
it is embodied in real objects and places; one can download a digital copy of the film on a
computer, buy a DVD of it, and go watch it in the cinema. And yet, all of these real attributes
could all of a sudden disappear and the film would somehow continue to exist. Let us today
destroy all material traces of Jurassic Park (1993), its depiction of dinosaurs would continue to
exist in our cultural imaginary; in another words, we would still use the film to invent images,
for example of a horde of velociraptors feasting through the World Economic Forum.

Let us take two more elaborated examples. Example one: I wear a pink Deliveroo outfit
and drive my bike to bring food to people, that is the real aspect of the situation. Now, let us
imagine two readings of this event. From one imaginary perspective, I can see myself as a hard-
working, self-entrepreneur, earning a living in an honest manner while bringing pleasure to
customers and contributing to societal welfare. And from another imaginary perspective, I can
identify as a member of the precariat being exploited by a profit-seeking, capitalist firm
encouraging a wasteful take-away culture. The real act is the same; the imaginary images that
I project onto the act are different.

Ideology and utopia

In the film The Matrix (1999),' Morpheus, leader of the rebellion, is presenting Neo with a
choice: blue pill or red pill.*> Neo’s choice here perfectly captures a crucial assumption at the
heart of this thesis: the difference between two types of political imaginaries, ideology and
utopia. The blue pill is ideological for that it reinforces the status quo and the red pill is utopian
because it aspires to change it. From this simple division, human history appears as an endless
sequence of blue and red pills, including the societal choice that will occupy us in this
dissertation: the blue pill of Growth and the red pill of Degrowth.

Although ideology and utopia are well-studied concepts, either in political science and
sociology or literature and the arts, only two scholars have theorised them together. In 1929
[translated in English in 1936], German sociologist Karl Mannheim (1893-1947) published a
collection of essays under the title Ideology and utopia. The insight I borrow from him is that
what differentiates an ideology from a utopia is the role a worldview plays in a specific cultural

! For readers unfamiliar with the film, redcommander27 (no date) describes the plot as follows: “Thomas A. Anderson is a man
living two lives. By day he is an average computer programmer and by night a hacker known as Neo. Neo has always questioned
his reality, but the truth is far beyond his imagination. Neo finds himself targeted by the police when he is contacted by
Morpheus, a legendary computer hacker branded a terrorist by the government. Morpheus awakens Neo to the real world, a
ravaged wasteland where most of humanity have been captured by a race of machines that live off of the humans' body heat
and electrochemical energy and who imprison their minds within an artificial reality known as the Matrix. As a rebel against
the machines, Neo must return to the Matrix and confront the agents: super-powerful computer programs devoted to snuffing
out Neo and the entire human rebellion.”

2 Morpheus’s line in the The Matrix (1999): “After this, there is no turning back. You take the blue pill — the story ends, you
wake up in your bed and believe whatever you want to believe. You take the red pill — you stay in Wonderland, and I show you
how deep the rabbit hole goes.”
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context: ideology reinforces the prevailing common sense whereas utopia subverts it. While the
dialectic motion Mannheim creates is powerful, he is neither precise nor consistent in the way
he defines what ideology and utopia are. Even more problematic, he depicts them as illusions
non-congruent with reality and considers possible and desirable to see the world as it really is
without the perverting effect of any of them. In this part, I keep the dialectic relation, reject the
absolute rationality assumption, and attempt to be more precise in defining ideology and utopia.

Based on notes from a series of 18 lectures given at the University of Chicago in the
Fall of 1975, French philosopher Paul Ricoeur (1913-2015) published Lectures on Ideology
and Utopia in 1986 [originally published in English]. The series included only two lectures on
Mannheim and so Ricoeur’s addition to the topic at hand is limited. While he accepted
Mannheim’s dialectical relation, he brought his own way of defining ideology and utopia
showing that they could both take negative (distortion for ideology and fantasy for utopia) and
positive forms (legitimation and integration for ideology, emancipation and exploration for
utopia). As to the “free-floating intellectuals” of Mannheim who could see through ideology
and utopia, he rejected that possibility affirming that people are forever caught in worldviews
(even though he admitted that certain people are better than other at thinking critically about
them). Although my knowledge of both authors is admittedly limited, I did not find much more
in Ricoeur compared to Mannheim’s initial theory, except more clarity, perhaps due to a more
accessible lecture format.

Fundamentally, the question at hand is a broad one: How do societies produce political
ideas and what is their impact on practices? If degrowth is about the decolonisation of the
imaginary of growth, it is of utmost importance to understand the dynamics of the social
imaginary. This is the purpose of this part.

What are ideology and utopia made of?

The quick answer to the question of how societies think is to say that they embrace ideologies
and utopias. Just like an individual needs a simplified representation of reality (one could say a
map or a model) in order to effectively function, so does a group. People living together need
to coordinate, which involves agreeing on certain facts and values. I call these particular
systems of ideas political imaginaries (1 add the political as to differentiate them from religious,
artistic, or scientific imaginaries).

Ideology and utopia are composed of the same two elements: an empirical ontology
dealing with what exists (e.g. Is climate change real? Are people inherently self-interested?
Does economic growth reduce inequality?); and (2) a normative ethos that ascribes sentiments
to different states of the world (e.g. Is it a good thing that the climate is changing? Is it right to
behave in a self-interested manner? Is inequality justified?). Of course, the factual description
and the moral prescription are often — if not always — entangled. It is the combination of these
two elements that I will refer to as a worldview.'

At the individual level, the two types of worldviews (ideology and utopia) perform the
same function. They are the software running the basic operating system used to think and act,
to imagine (in its literal sense: creating images of) the past, the present, the future, ourselves

! Let it be individual or collective, these imaginaries cannot be seen with the naked eye or recorded or instruments but are
nonetheless constitutive of reality. Both of them are invisible. If usually people affirm for material objects that they will “believe
it when they see it,” the social imaginary functions in the reverse manner: you will only “see it once you start believing in it.”
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and others. A worldview frames belief and guides action, with different worldviews giving
different answers to the same question. Each of them is true but the truths are not the same
because they rely on different facts and values.

Speaking of “worldview” does not imply that social imaginaries are personal. Instead,
they are intersubjective. This means that even though they do come from individuals and are
carried by individuals, they can survive the disappearance of them. Said differently, the social
imaginary is not in people but in between them — it is the expression of a collective
consciousness. It results that there can be no ideology or utopia without a community. Someone
stranded on a desert island has neither an ideology nor a utopia, his or her thoughts have nothing
to be opposed or reflected and so they just are. For a social imaginary to come into existence
requires at least an additional person. And then, these people need to disagree on political
matters. And so, as long as people are several, and as soon as they disagree, the dialectic of
ideology and utopia is at play.

Ideologies and utopias can take various forms. Anything with symbols can be a carrier
of political ideas: manifestos, speech, or novels, but also paintings, ads, and political
programmes. What I will be arguing in the third part of the monograph is that utopia can live
in policy proposals. When someone argues that people work too much and that work time
reduction will lead to an alternative, better life, this is the expression of a utopian impulse.' One
could have also written a novel describing the perfect life of a worker living in a society that
would have introduced such policy; the political imaginary substance would be the same.

But ideology and utopia are a matter of discourse rather than language (Eagleton, 1991:
9), that is speech with a purpose. Meaning is contextual; if Thomas More had published Utopia
(1516) on the actual island he described in the book (granted it existed), the text would have
been ideological for that it praises the social arrangements that are dominant. The same doctrine
can then be both utopian and ideological at two different points in time. (Consider
neoliberalism; it was a utopia when discussed by the members of the Mont Pélerin Society in
the 1940s but became ideology in UK and the USA in the 1980s.)

Ideology

Ideology is the political worldview that is considered commonsensical, natural, or appropriate
in a given cultural context. It is the default mode of thinking, relying of facts and values that
are collectively believed to be true and laudable. In brief, ideology is the orthodoxy.

“Hacking the PDF of a book is theft,” and “stealing is wrong” are likely to be considered
self-evident statements in contemporary French society. It is because this worldview is agreed
on by many and embedded in institutions, to the point where stealing comes to be considered
an act against the general interest of society. If everybody knows that such action constitutes
theft and that stealing is wrong, then it is ideology — the belief that one is not “believing” (i.e.
holding unquestioned beliefs) being the characteristic mark of ideology.

Ideology is cultural glue: it ensures the stability of a group’s identity, unifying and
holding people together. By the force of a common narrative, it maintains the present as it is

! Imaginary substances can also be embedded into objects and institutions, again situated in a cultural context. Using money at
the Climate Camp where all relations are demonetised is utopian for that the act criticises the status quo. In contrast, buying
cheap clothes as to promote a global capitalist economy is an ideological practice. Both the currency as an institution and the
clothes as an object are imbued with imaginary meanings.
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and rationalises a situation to make it appear logically sound and morally acceptable. As such,
ideology acts as a force of preservation and legitimates the power of whatever social group
happens to be dominant." Continuing the previous example, the doctrine that downloading a
digital book constitutes theft and that stealing is wrong performs the function of deterring such
actions, then protecting those who are content with conditions as they are (for instance, the
commercial publishers of the books).

The outcome of ideology are routines and path-dependency. It exerts a gravity field over
political imagination, making it more difficult to do things a different way that they are already
being done. If I want to read a book, I buy it in a shop (instead of, for example, contacting the
author to obtain a free digital copy). It is the habitus of Bourdieu (1977), a disposition to act
one specific way. This does not mean that ideology leads to inaction. It is action-oriented but
only including actions of a certain kind, namely those that one would be expected to do in a
specific cultural setting.”

Ideology is inherently conservative (in the literal sense of “averse to change”) as it seeks
to explain and justify the status quo. It is a protective house in the social imaginary against ideas
and behaviours that threaten social stability. It should then be clear that ideology is not
inherently bad for that it can legitimate anything: private property over books but also private
property over one’s organs, exploitation or philanthropy, economic growth or degrowth.

Utopia

Utopia is counter-ideology; it is the heterodoxy that aspires to become orthodoxy.’ It is also
made of facts and values but these are incongruent with what is culturally taken for granted.
Describing the hacking of a digital book as a desirable liberation of knowledge is utopian in
France where public authorities have recently decided to block the pirate website Sci-Hub for
illegally providing copyrighted scientific texts.

A utopia is strange, or rather, it is a device of estrangement. Unlike ideology that is
invisible, utopia is all too visible, disturbingly visible even. In fact, what utopia does is to render
ideology visible; to not only show that what was thought to be universal, spontaneous, unaltered
thinking and practice is actually socially constructed, but also to demonstrate that it is either
inaccurate or wrong or both at the same time.

A utopia includes two elements: a critique and an alternative.” The critique has to do
with awareness (after taking the red pill, Neo realises that what he used to perceive as reality
is an illusion) and intention (realising that machines are using humans as fuel, Neo is
determined to liberate his species). Without critique, there cannot be any utopia because the

! “A dominant power may legitimate itself by promoting beliefs and values congenial to it; naturalizing and universalizing
such beliefs so as to render them self-evident and apparently inevitable; denigrating ideas which might challenge it; excluding
rival forms of thought, perhaps by some unspoken but systematic logic; and obscuring social reality in ways convenient”
(Eagleton, 1991: 5).

% Here is another example. Paying your bill at the restaurant is commonly expected and so one could call this an ideological
practice as it relies on assumptions and beliefs supporting this action as being right; paying everybody’s bill is odd, and could
then be considered utopian, perhaps as a critique of individualist consumer society pointing towards how much desirable a gift
society would be.

? The word “utopia” was coined by Thomas More in a 1516 book that is remembered as Utopia, where he describes a fictional
island community of near perfect qualities located somewhere in the Atlantic Ocean. By conjoining the Greek “u” from the
prefix “ou” meaning no or not and the nouns “topos” (place or where), More created a “nowhere” or “noplace,” which he also
intended as a pun, the pronunciation of “utopia” being close from “eutopia” (happy place) (Sargent, 2010: 2).

* One could also say: deconstruction and reconstruction, fear and desire, negation and affirmation, divestment and investment.
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present reality is already perfect — a world which is made but no longer in the making. And
without alternatives, there can be no diversion from the real. If ideology results in obedient and
expected routines, utopia leads to subversive and surprising actions.

The function of utopia is to criticise and subverts — to “break the bonds of the existing
order” (Mannheim, 1936: 173)." It questions the prevailing commonsense by providing an
external vantage point, often taking the form of a faraway island, another planet, or future
worlds.” The depiction of a sustainable society in Ecotopia (1975) creates an observation post
to realise — and then criticise — how unsustainable the American consumer culture of the 1970s
is. A utopia always happens against social reality; it requires an effort to imagine something
that would have not happened under society-as-usual. The utopia is impossible to think of, the
ideology is impossible not to think of. Again, it is the context that makes an idea utopian (e.g.
rights to vote for women was utopian a century ago, it is not anymore). And just like ideology,
utopia is neither good or bad.

Revolution as ideational shift

The social imaginary is a landscape made of ideologies and utopias. I call it an ideational
regime to stress the fact that such landscape is a dynamic, ever-changing power structure that
evolves via regime shifts. An ideational regime describes a specific balance between a system
of ideas that has come to become dominant (ideology) and other competing systems seeking to
replace it (utopias).

Social change is what occurs every time a utopia comes to replace an ideology.’
“[E]very historical event,” writes Mannheim (1936: 178), “is an ever-renewed deliverance from
a topia (existing order) by a utopia. [...] the road of history leads from one topia over a utopia
to the next topia etc.” Or in plain language, “every epoch dreams its successor,” said French
historian Jules Michelet (1798-1874).

Back to The Matrix (1999). With its fair share of violence, the firm perfectly exemplifies
the conflictual character of the dialectical relation. Like the “agents” in the story (sentient
computer programs who hunt down Redpills), ideologists are systematically trying to repress
utopian impulses while utopians are systematically trying to rebel against the system in place
(even though, depending on one’s intellectual autonomy, one may be more or less conscious
about these invisible impulses).

As I will show in Chapter 7, pro-growth commentators deny the validity of degrowth
by calling it impossible or nonsensical. Arguing that degrowth is an apology of recession is an
ideological misconception, which acts in defence of a system where a lower GDP is necessarily
something to be dreaded. “It is always the dominant group which is in full accord with the
existing order that determines what is to be regarded as utopia, while the ascendant group which
is in conflict with things as they are is the one that determined what is regarded as ideological”

! “Only those orientations transcending reality will be referred to by us as utopian which, when they pass over into conduct,
tend to shatter, either partially or wholly, the order of things prevailing at the time” (Mannheim, 1936: 6).

? What a utopia does is to provide “the ability to conceive of an empty place from which to look at ourselves. [...] From this
‘no place’ an exterior glance is cast on our reality, which suddenly looks strange, nothing more being taking for granted. The
field of the possible is now open beyond that of the actual” (Ricoeur, 1986: 15-16).

? The dialectic of ideology and utopia does not manage on its own to explain social change and thus does not constitute a
complete theory of history. It is easy to claim that revolutions do not occur in an ideational vacuum and so that any change in
the real is necessary preceded — or followed — by one in the imaginary. Yet, finding out which one of the material or ideational
dimension initiate the change is a whole other enterprise, one that will be left unexplored here.
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(Mannheim cited in Ricoeur, 1986: 203). Defenders of ideology brand others as “utopians” in
the pejorative sense of wishful lunatics; and the defenders of utopia brand them back as
“ideologists” in the pejorative sense of blind conservatives.

The argument that will unfold throughout the dissertation is that the political ecology of
this early 21* century can be framed as a struggle between the ideology of Growth and the
utopia of Degrowth. Understanding this confrontation is the task ahead of us.

Summary

In addition to this introduction, the monograph consists of twelve chapters divided into three
parts and a conclusion. Part I (Chapter 1, 2, 3, 4) explores the nature, causes, and consequences
of economic growth. Part II (Chapter 5, 6, 7) untangles the idea of degrowth, especially its
history, theoretical foundations, and controversies. Part III (Chapters 8, 9, 10, 11, 12)
addresses the transition from the ideology of growth to the utopia of degrowth. What follows
is an overview of the central arguments of each part and chapter.

Part I: Of growth and Limits

The main idea behind Part I is that economic growth is not only a real world phenomenon but
also an ideology — what has been termed growthism. To deconstruct this ideology, as degrowth
aspires to do, one must first understand how it was constructed, how it functions, and what
would justify its abandonment.

Chapter 1: Understanding economic growth answers a series of
questions: What is it, exactly, that grows? By how much does it grow? When and
where does it grow? How does it grow? And why should it grow?

To the what, 1 posit that “the economy” as understood today is a recent
invention dating from the beginning of the 20" century. In the how much, 1 tell the
story of Gross Domestic Product (GDP) and its consequences for social
organisation. The when and where show that the phenomenon of economic growth
only began around the time of the European Industrial Revolution, that it peaked
after the Second World War, and that it did not happen everywhere in the same
measure. The how explains that an economy does not grow but rather expand and
intensify, and that these dynamics are structural outcomes of today’s economic
system. It does so by drawing on five factors (nature, labour, tools, knowledge, and
institutions) and depending on three drivers (income-driven consumerism, profit-
driven productivism, GDP-driven growthmanship). In the why, I show how the
worldview of economic growth as progress became a self-perpetuating social
imaginary enshrined in both institutions and identities.

I conclude the first chapter by suggesting that economic growth has a more complex social and

ecological life than it is usually accredited in economics textbooks. The general picture
emerging from the analysis is that economic growth is a structural feature of today’s economy.
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Building on that understanding, the next three chapters unfold the triple objection to economic
growth that, I argue, constitutes the why of degrowth.

Chapter 2: Biophysical limits to growth argues that sustained economic
growth is ecologically unsustainable. The chapter opens by demonstrating that
economy and ecology are fundamentally entangled. In biophysical terms, the
economy is a societal metabolism that uses energy and matter as inputs to produce
goods and services before expulsing them back as waste. That process is sustainable
only if that throughput remains within the limited regenerative capacities of
ecosystems.

As for decoupling GDP and environmental pressures, I show that there is no
empirical evidence warranting the hopes currently invested into the idea of green
growth. Not only has the absolute, global, lasting, and sufficiently fast and large-
scale decoupling that would be necessary to guarantee ecological sustainability
never happened, but is also extremely unlikely to ever happen. This for seven
reasons: (1) rising energy expenditures, (2) rebound effects, (3) problem shifting,
(4) the underestimated impact of services, (5) the limited potential of recycling, (6)
insufficient and inappropriate technological change, and (7) cost shifting.

The main point of this chapter is that one cannot both have the environmental
cake and eat it too in the form of economic growth.

Chapter 3: Socioeconomic limits to growth argues that economic growth
is not socially viable. Its first section examines cases of secular stagnation from
neoclassical and Marxian perspectives with the hypothesis that these may not be
anomalies but rather a return to normal, that is, the absence of economic growth
that has characterised most of human history.

The second section shows that stagnation is linked to a broader crisis of social
reproduction. The expansion and intensification of the realm of commodities often
occur at the expense of the social fabric. Continued unabated, the process of
accumulation via social deterioration erodes an array of psycho-social factors of
reproduction that are crucial for all forms of production, including the one of market
products. Like a snake biting its own tail, economic growth is limited because it is
inevitably based on the unsustainable exploitation of the reproductive labour on
which it depends.

The main point of this chapter is that infinite growth is impossible in a
community whose capacity to replenish its ability to produce is finite.

Chapter 4: Social limits of growth argues that economic growth is not
socially desirable. The claim unfolds in three steps by examining the links between
GDP and the triad of outcomes it is generally believed to deliver: employment,
equality, and well-being.

While GDP is positively correlated to the level of employment, the strength
and direction of this relation varies strongly between places and time periods while
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its directionality remains a matter of controversy. In cases where economic growth
does create jobs, there is no guarantee that these are decent quality jobs.

Economic growth can lower inequality as much as it can increase it, and
empirical evidence over the last decades indicate the latter. As such, economic
growth should not be considered a substitute for redistributive policies.

As for well-being, after a certain threshold, increases in material standards of
living do not make people better off. This is explained psychologically by the fact
that we recurrently habituate to new levels of comfort (hedonic treadmill) and
sociologically by the phenomenon of positional competition in which people
compete in a zero-sum game for prestige (positional treadmill). Instead, economic
growth can directly lower levels of well-being by creating social anxiety over status,
overwhelming consumers with too many options, encourage consumerism in place
of activities that directly contribute to happiness, and by administrating desires
towards dissatisfaction.

The main point of this chapter is that more GDP does not necessarily rhymes
with a better life.

The central claim of this first part is that economic growth is no longer possible (Chapter 2),
plausible (Chapter 3), and desirable (Chapter 4). The story of growth as an ever-lasting,
throughput-reducing, employment-creating, inequality-cutting, and welfare-providing process
does not withstand either theoretical or empirical scrutiny. Not only is growth a false solution
but it is also a true problem sustaining the degradation of both communities and ecosystems.
But if growthism is a dead-end, what should come to replace it? This question is the topic of
the second part of this monograph.

Part II: Elements of Degrowth

Whereas Part I diagnosed economic growth as the problem, Part II offers a solution. The
central proposition is that degrowth is a powerful utopia with the capacity to topple the ideology
of growth. After showing that, far from being a natural phenomenon, economic growth was a
societal choice, the following three chapters investigate what might follow if we make a
different choice.

Chapter 5: Origins and definitions is about the history of the concept of
degrowth. Although sprouts surfaced in the 1960s and 70s in the form of diverse
objections to economic growth, the term degrowth as understood today was born in
France at the beginning of the 2000s.

In 2002, the environmental activist magazine S!lence released a special issue
to introduce the term “décroissance soutenable” (sustainable degrowth), a slogan
to criticise the celebrated “développement durable” (sustainable development). The
term attracted interest and led to a number of symposiums and publications and
eventually laid the foundations for a social movement and a political party.

In 2008, décroissance became degrowth at the first international conference
on the topic. Seven international conferences later, degrowth has become a proper
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field of academic studies and an international social movement present in Italy,
Catalonia and Spain, Québec, Belgium, Germany, and elsewhere.

Reflecting upon that history, the main finding of the chapter is that the
contemporary meaning of the term emerged successively, with layers of denotations
being added on top of each other: degrowth as decline (type-1), degrowth as
emancipation (type-2), and degrowth as destination (type-3).

Chapter 6: Theoretical foundations is an attempt to systematise the
multitude of ideas that have aggregated under the degrowth colours. I elaborate a
normative theory of degrowth in three steps.

I interpret degrowth as de-economisation: a reduction in the importance of
economistic thoughts and practices in social life.

I define three universal degrowth values. (A) Autonomy is an individual and
collective principle of freedom understood as self-limitation. (B) Sufficiency is a
rule of distributive justice stating that everyone today and tomorrow should have
enough to satisfy their fundamental human needs and no one should have too much
in relation to planetary boundaries. (C) Care is a principle of non-exploitation that
promotes solidarity towards humans and non-humans.

Putting these values into practice, I discuss a number of implications for
activities of provision (extraction, production, allocation, consumption, and
excretion). I summarise these insights as a list of 15 principles, which I present as
guidelines for economic life in a degrowth society. (1) resource sovereignty, (2)
sustainability, (3) circularity, (4) socially useful production, (5) social enterprises,
(6) proximity, (7) convivial tools, (8) postwork, (9) value sovereignty, (10)
commons, (11) gratuity, (12) sharing, (13) voluntary simplicity, (14) relational
goods, and (15) joie de vivre.

Chapter 7: Controversies reviews attacks launched at degrowth. Degrowth
has, and is still, incurring the wrath of a horde of detractors, but I show that many
of the charges miss their target.

Degrowth is misconstrued as sixteen things it is not: (1) a recession; (2)
synonym with decrease; (3) a total rejection of technology, (4) science, (5) and
innovation; (6) a nostalgic call for turning back the clock and (7) an opposition of
progress; (8) neoliberal austerity and (9) individual self-abnegation; (10) State
oppression, (11) closed sectarianism, and (12) a form of survivalism; (13) an
apology of poverty and (14) a form of neo-colonialism; (15) an economic solution
to scarcity; and (16) a new form of capitalism.

After untangling these misunderstandings, the second section addresses
criticisms towards degrowth. I present and comment on nine critiques: (1) a
linguistic critique that sees the term “degrowth” as deterrent; (2) a well-being
critique that flags the potential risk of degrowth in terms of happiness; (3) a
denatalist critique that dismisses degrowth for ignoring population issues; (4) a
Marxist critique that sees degrowth as insufficient to overthrow capitalism; (5) a
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welfare critique that points to the dependence of the welfare state on economic
activity; (6) a feminist critique that fears that de-economisation and technological
abstinence might lead to a return of oppression; (7) an environmental critique that
considers degrowth too democratic for its own good; (8) a cosmopolitan critique
that worries degrowth might expose societies to a return of coercion, violence, and
domination; and (9) a global South critique that suspects a Westernising
Eurocentrism.

The take-home message of Part II is that degrowth is not only a critique of growth but also a
fully-fledged alternative to the growth society. Although used by a diversity of actors (Chapter
5), the idea is still narrow enough to be summarised as a set of stable features (Chapter 6), even
though the ins and outs of these features and their consequences are constantly under discussion
(Chapter 7). If Growth is the current reality of most nations in the world and Degrowth its
desirable destination, what are the options available to build a bridge between the two? After
Part I pointing to the limits of the growth society and Part II proposing an alternative to it,
Part I1I looks at the bridge, that is, the different ways to transition from one to the other.

Part III: Recipes for Degrowth

This final part goes from theory to practice and translates the values and principles of degrowth
into operational transition strategies. The central idea is that degrowth requires not one but a
diversity of changes whose interactions must be carefully considered. A degrowth transition
requires both ingredients (individual policies) and recipes (transition strategies).

Chapter 8: Strategies for change inventories the policies that have been
mobilised by degrowthers.

The first two sections build a conceptual framework for the task. I start by
defining three attitudes toward change (opposition, reformism, alternative) and four
spheres where change happens (individual, community, market, State), giving a
total of twelve different flavours to characterise degrowth proposals. Second, I
define “policy” broadly as any course or principle of action adopted or proposed
by an organisation or individual, which allows me to include, not only public
interventions, but also policies on the personal, private, and communal levels. I then
decompose a policy in several elements, mainly goals, objectives, and instruments.

Now conceptually equipped, I enquire to count the different policy elements
among existing degrowth agendas. Starting from the only existing repertory of
degrowth policies (Cosme et al., 2017), I add all the ones proposed in the six
campaigns of the French degrowth party (2007-2019), the ones of the Finnish
kohtuusliike manifesto, as well as a number of lists from individual authors. The
outcome of this part is a master list of all these proposals: 60 policy goals, 32 policy
objectives, and 140 policy instruments (available in Appendix 5).

In the final section, I repeat the same operation with degrowth entries from
the French Grand Deébat National (2019), this time counting 86 goals, 103
objectives, and 213 policy instruments (available in Appendix 6). Reflecting on this
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exercise, | conclude that existing proposals are too vague, sometimes incongruent
and incoherent, and often poorly structured — in short, no good enough for
application.

It may be true that policymaking is not degowth’s strong suit at the moment, but the fact that
proper policy work is yet to be done does not mean that it cannot and will not be done. In the
next three chapters, I design a policy agenda for degrowth around the three specific themes of
property, work, and money. The hypothesis I make is that operationalising degrowth means de-
economising these three institutions, that is, redesigning them according to the values and
principles described in Part II. The three chapters are identical in structure: an initial section
defining key concepts from a degrowth perspective followed by a decomposition of each theme
into a number of goals, objectives, and policy instruments.

Chapter 9: Transforming property challenges the hegemony of private
property over other ownership regimes and outlines how to ensure a fair
redistribution, distribution, and pre-distribution of wealth.

Goal 1: Sharing possessions. The already accumulated wealth in all its
existing forms (money, debt, entitlements, and possessions) should be redistributed
to guarantee that everyone has enough without no one having too much. I suggest
to make the income tax system more progressive with the addition of new brackets
concerning high income (80% above €73,779 and 100% above €90,000 per year);
to introduce a similar ceiling on personal wealth (100% above €2 million); and to
grant a monthly universal autonomy allowance composed of a mix of national
money, alternative currencies, and free access to goods and services, all of them
varying in quantity depending on factors such as age, health status, affluence,
ecological footprint, activity, and geography.

Goal 2: Democratic ownership of business. The wealth created through
production should be fairly split between a variety of stakeholders. The ideal-type

of a degrowth firm should be not-for-profit, small enough to be democratically
managed, and organised as a cooperative. As an instrument, I point to the French
Collective Interest Cooperative Company (SCIC) as the business model closest to
that ideal. I recommend fiscal measures to advantage such businesses (e.g.
exemption from corporate tax and priority for public procurement) while
disadvantaging for-profit, large, and privately owned firms (e.g. higher taxes).
Goal 3: Stewardship of nature. Preventing the private appropriation of
natural resources and amenities lowers the risk of economic inequality while also

avoiding ecological exploitation. Both extraction and excretion should be limited to
sustainable levels by granting intrinsic legal rights to nature, managing resources as
commons, as well as banning certain practices and capping or taxing others. The
suggested instrument is a capping scheme with personal energy quotas similar in
design from the Tradable Energy Quotas (TEQs) imagined by Fleming and
Chamberlin (2011).
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Chapter 10: Transforming work means spending less time in employment,
changing the content (what is being produced and why) as well as the form of work
(how it is being produced and by whom), and reducing the importance of wage-
labour and the work ethic in society.

Goal 4: Work time reduction. Time spent in employment should be reduced
for ecological (lessen environmental pressures) and social reasons (work sharing to
redistribute employment, safeguard health and well-being, and increase leisure
time). To achieve this goal, I advise to reduce time spent in paid employment by
half while giving a number of options regarding the form it could take (e.g. Fridays
off, a 6-hour workdays, daily naps, red days, work breaks) and how it is to be
organised (through collective agreement, enshrined in national law, flexible in the

form it takes, and financed in a redistributive fashion).

Goal 5: Decent work. Work should be socially useful and ecologically
sustainable and it should not endanger workers’ health, safety, and dignity. All
workers should be guaranteed fair wages and benefits and the undesirable jobs
should be equally shared by those who can work. As for autonomy, decent work
should empower workers to gain agency over their own work. The policy
instrument I associate to this goal is the overall practice of self-management
understood as democratic decision-making regarding the purpose, methods, and
organisation of productive activities.

Goal 6: Postwork. The work ethic and the cult of employability should be
opposed. Work should shift from the abstract pursuit of money to the concrete
satisfaction of needs. Time should cease to be treated as a commodity and become
qualitative and concrete. What happens outside of work should not be considered a
mere left-over but the essence of life itself. Limits should apply to the specialisation
of professions for the sake of conviviality and democracy. To achieve such
objectives, I describe a locally and democratically managed job guarantee scheme
that would create decent jobs with decent living wages and non-packed schedules

for anyone able, ready, and willing to work.

Chapter 11: Transforming money means challenging the hegemony of
general-purpose money in favour of monetary pluralism, taking back control over
monetary governance, and imposing limits to the financial sphere.

Goal 7: Monetary diversity. By regaining control over the design of a
currency, money can be used as a vehicle for social and moral values, thus re-
embedding economy in society. Alternative currencies can be used to encourage

responsible consumption, relocalise economic activities, and serve as an
intermediary step towards a complete demonetisation of provision. The
generalisation of alternative monies such as Local Exchange Trading Schemes, time
banks, and convertible local currencies requires legislative, fiscal, and financial
help from public authorities, as well as support from consumers and businesses.
Goal 8: Sovereign banking. Democratic control over the creation of money
puts an end to the commoditisation of credit and the pressure it puts on economic
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growth and inequality. It ensures an equal access to money and enables a more
selective strategy of investment that favours sectors that are benefitting the common
good, turning money into a public utility. To achieve these objectives, I detail a
sovereign money reform where the power to create money is taken away from for-
profit commercial banks in favour of a democratically managed central bank and a
decentralised network of community banks.

Goal 9: Slow finance. If the financial sphere is disproportionate to the rest

of the economy, slowing down finance means de-financialising: dismantling large
banks, ensuring a sound division between credit and investment activities, banning
dangerous financial products, and imposing price controls on certain transactions.
All remaining financial activities must be ethical as in motivated by social and
ecological missions and not by the maximisation of financial returns. To achieve
these objectives, I propose to introduce a tax on financial transactions with differing
rates and to empower public agencies to regulate financial markets.

This agenda is an answer to the “yes, but how” question. Taken together, these three chapters
form a policy programme for degrowth composed of 9 goals, 31 objectives, and a diversity of

policy instruments organised into 9 bundles.

Goal 1: Sharing possessions
max. income, max. wealth, basic income

Goal 2: Democratic ownership of business
social enterprises

Goal 3: Stewardship of nature
eco-limits

Goal 4: Work time reduction
work time reduction

Goal 5: Decent work
self-management

Goal 6: Postwork
job guarantee

Goal 7: Monetary diversity
alternative currencies

Goal 8: Sovereign banking
sovereign money

Goal 9: Slow finance
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limits on financial transactions

Following the recipe analogy, the ingredients are now selected but the cooking remains. The
final chapter of the thesis takes this final step and shows how the individual policies would
interact together. Its purpose is to articulate isolated proposals into a coherent transition strategy
and to critically reflect upon that strategy.

Chapter 12: Transition scenarios presents a method to study how several
policies would interact with each other. The method consists of four steps: (1) the
decomposition of each bundle of policy instruments into a hierarchy of specific
changes; (2) a comparison of each policy in terms of timing, compatibility with the
existing legal and cultural infrastructure, popularity, stakeholders and scale of
implementation, as well as risks; (3) a study of the expected impact of policy
interactions with the help of Causal Loop Diagrams; and (4) the design of couplings
between each instruments to improve the effectiveness of the strategy as a whole. I
apply this method to my policy programme for degrowth. The exercise yields a
number of insights, most importantly the fact that operationalising degrowth is not
as complex and fanciful as its detractors would like (us) to think.

The central claim of Part III is that degrowth is a powerful conceptual tool to think about
transformations for sustainability. What I do for property, money, and work can be repeated for
other themes, and the method of the last chapter can be applied to a variety of contexts. What I
hope to show throughout these twelve chapters is that degrowth provides an exciting
opportunity to challenge the way we see the economy, and this in order to further the quest for
social-ecological justice.

Prologue

L ET me invite you into a wild thought experiment. Imagine that in one year, it will all stop.
In precisely 365 days, the “economy” will come to a halt. No more extraction, no more
exploitation; no more selling, no more buying; no more employees and employers, no more
debtors and creditors. Imagine the economy gone and all of us frozen in social time, suspended
between the past and the future. A societal time is up. At that point, we will have to anew come
to an agreement on how to organise the way we provide for ourselves. What is the good life
and how should we go about pursuing it? It will be nothing short of a total re-redesign of the
rules of the economic game. But how to prepare ourselves for such a daunting task? What will
we want to know before making such decisions? Preparing for such a choice is the purpose of
this dissertation.

39



40



Part 1
Of growth and limits
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Introduction

The social and ecological life of Growth

G ROWTH has become the defining dogma of our time. Its description in the 1960s as “the
most respectable catchword in the current political vocabulary” (Mishan, 1967: xvii) is
even more salient today. From newspaper headlines to economics textbooks, from government
reports to boardroom agendas, economic growth is everywhere.

Yet, its ascendancy has not occurred without backlashes. In the context of the 1970s oil
crises and following the publication of the Club of Rome report in 1972, concerns arose as to
whether continuously increasing levels of national output were possible or even desirable. Most
of those critiques went unheard, and almost half a century later, economic growth has become
the supreme goal of both public and private life.

In the collective imaginary, the “elixir of economic growth” (Snowdon, 2006) is now
considered as the ultimate solution to economic, social, and environmental problems — “the fast
track to general prosperity, as normal and natural as sunrise” (Dale, 2019)." Not only has Gross
Domestic Product (GDP) become a cure for a wide array of seemingly unrelated issues such as
inequality, poverty, and pollution, but it has become the metric of possibility for policymaking
itself. In the UK, the Deregulation Act of 2015 even includes a “growth duty” establishing that
“a person exercising a regulatory function [...] must [...] have regard to the desirability of
promoting economic growth” (Legislation.gov.uk, 2018).

But what if economic growth was more of a problem than a solution? After the Global
Financial Crisis and in the midst of an ongoing Great Recession with economies plagued by
unemployment, inequalities, and the threat of environmental breakdown, the time has come to
scrutinise the growth “remedy.”

The drive to increase GDP is only a small and most visible part of a broader ideology
of economic growth, which will be referred to as growthism.” Here I make a distinction between

! The reactions of several politicians after the 9/11 attacks are telling: “Our financial institutions remain strong, and the
American economy will be open for business as well” (George W. Bush, President of the United States); “people should go
about their daily lives: to work, to live, to travel and to shop” (Tony Blair, British Prime Minister); “it is time to go out and get
a mortgage, to buy a home, to buy a car. [...] The economy of the world needs people to go back to their lives. [...] It is the
way to fight back” (Jean Chrétien, Canadian Head of Government); “there is a way that everyone can help us, New Yorkers
and everybody all over the country. Come here and spend money [...]. And go shopping, we’re the best shoppers in the world”
(Rudy Giuliani, Mayor of New York City).

? Only after writing this chapter did I realise in reading Schmelzer (2016: 7) that the term “growthism” had already been used
in the 1970s by Paul Ehrlich and is still employed today by Scoot O’Bryan in The Growth Idea: Purpose and Prosperity in
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economic growth (the economy getting larger in terms of GDP) and growthism to describe a
“material, institutional, and mental infrastructure” (Eversberg, 2018: 104) in which economic
growth is conceived as “necessary, good, and imperative” (Kallis et al., 2108: 44)."

Economic growth is both real and imaginary; a social-ecological and cultural
phenomenon, or rather, a cultural event with social-ecological repercussions. It is social-
ecological because a growing economy affects its social and ecological surroundings. Under
certain circumstances, economic growth can increase inequality, depreciate individuals’
knowledge and skills, or erode community; and overusing natural resources can generate an
array of environmental risks. And it is also cultural because, as an ideology, growth shapes both
institutions and identities.

When defined as a total social-ecological fact,” growthism becomes an analytical
connector between a diversity of issues. While the real phenomenon of growth has been
abundantly studied, there are relatively few commentaries about its role in the cultural
imaginary. Therefore, the key originality of this part lies in investigating the production and
reproduction of the ideology of growth and its implications for social-ecological justice. This
in-depth criticism of the logic of growth is necessary to avoid falling into two archetypical traps
present in growth discussions: considering economic growth as either a force of culture
completely disconnected from the biosphere (the subjective fallacy), or as a force of nature fully
determined by the biosphere (the objective fallacy).

The goal of this first part of the dissertation is to politicise the concept of growth,
meaning to study it as an issue of power. Paradoxically, even though economic growth has
become a common topic in politics, it is never fundamentally discussed as something political.
One may wonder how economic growth happens and how to make it happen, but rarely do
people question whether it should happen. Growth evades the political arena because its pursuit
has become common sense, a “natural, inevitable, and timeless” state of affairs hardly worth
questioning (Schmelzer, 2016: 351). Economic growth has been naturalised or de-politicised:
it is now so instilled in the prevailing collective imaginary that its power and influence seem to
pass unnoticed (Urhammer, 2016: 4). When it comes to GDP, to grow or not to grow is never
the question as an expanding market is considered inherently good for society and the planet.

A prerequisite for politicisation is to make the ideology of growth visible, which means
defamiliarising certain practices and ideas that have come to be considered “natural.” One way
to do so is to show that changes in GDP conceal not only a material process but also an ideology
that was socially constructed in the second half of the 20™ century. Politicising growth means
acknowledging that the expansion of the sphere of monetary activity is not an inevitable feature
of some advanced social natural order but is instead a societal choice that benefits some and

Postwar Japan. The term has also been used sporadically by Blewit and Cunningham (2014), Daly (2015, 2016, 2019),
Sekulova et al. (2017: 174), and Kallis (2015).

! «“Let ‘growth regime’ [...] be any formation that is in principle geared to rationalizing and accelerating certain kinds of
economic process and maximizing certain types of output, regardless of whether there actually is such growth or not. [...] Just
as ‘growth society’ doesn’t refer to a society in which the economy is growing, but one that is, in its material, institutional and
mental infrastructures, geared to generating permanent growth, ‘growth regime’ denotes the specific way in which these
infrastructures are arranged to allow for a specific mode of growth” (Eversberg, 2018: 104, italics in original).

2 For the sociologist Marcel Mauss, a fotal social fact is a practice that mobilises all human dimensions (legal, economic,
political, spiritual, etc.) and engages everyone to some extent. I am adding “ecological” as a qualifier to acknowledge the
fundamental embeddedness of society within nature.
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harms others. The evidence brought forth in this part challenges the story of economic growth
as a win-win-win (economy, society, environment).

Values are everywhere,' including in theories of growth. It is worth stating up front, if
it is not already obvious, that the objective of this part is not to provide a balanced and
exhaustive review of the growth literature. Instead, I look at economic growth from a critical
standpoint. This differs from the usual economic study in the sense that I do not consider growth
as something desirable per se (normative) and mobilise a wider range of concepts and theories
(analytical). If one holds economic growth as a driver of unsustainability (as I do), it is essential
to understand its logic in order to create alternatives to escape it. The literature on which I draw
is therefore selective with a clear intention to bolster the growth-critical side of the controversy.
This has several implications.

First, my objective is not to craft just another economic theory of growth in the style of
Domar (1946), Solow (1956), or Romer (1990). Instead, I try to bring elements from diverse
academic fields inside and outside of economics to elaborate a coherent depiction of the relation
between a growing economy and society and nature. This synthesis is necessarily
interdisciplinary.

Second, I focus solely on the costs of economic growth — and not its benefits — positing
that it is on the former that the burden of proof lies. As Mishan (1967: xxi) clearly stated already
half a century ago: “since there is no danger of the alleged benefits of economic growth being
understated by the scientists and technocrats who today have the public ear [...] one may safely
assume that the glowing tints in the pictures have not been toned down.” This was still true a
decade after Mishan” and is still true today as I will show in Chapter 7.

One final observation. By choosing growthism, and not capitalism, neoliberalism,
productivism, or development, I want to demonstrate that it is more encompassing than all of
these four notions. Productivism is broader than capitalism® because the pursuit of an ever-
increasing production can be achieved either via markets or planning and thus productivism can
also occur in non-capitalist systems, as most famously evidenced by the case of the Soviet
Union. Likewise, neoliberalism and its nemesis, Keynesianism, are equally productivist. But
productivism only focuses on the supply side of the issue and leaves out the demand, namely
consumerism. Moreover, production is not as strongly anchored in the collective imaginary as
economic growth. This is evident from the fact that one rarely encounters headlines using the
words “production” whereas those about “growth” abound. I focus on growthism and not only
development because it is “economic growth,” at least in the global North, that is at the centre
of political attention. I would go further and say that all the problematic features of the

! Writing this, I am thinking of Swedish economist Gunnar Myrdal (1898-1987): “valuations are always with us [...].
Disinterested research there has never been and can never be. Prior to answers there must be questions. There can be no view
except from a viewpoint. In the questions raised and the viewpoint chosen, valuations are implied” (Myrdal, 1978: 778-79).

2 This quotation from American economist James Tobin (1981 cited in Samuelson and Nordhaus, 1989: 75) comes to mind:
“The whole purpose of the economy is the production of goods and services for consumption now or in the future. I think the
burden of proof should always be on those who would produce less, rather than more, on those would leave idle men [sic] or
machines or land that could be used.”

? Marxian scholars like Harvey (2015) would perhaps note here that it is not about capitalism but about the logic of capital and
I would agree with them. My conceptualisation of growthism is similar to Harvey’s and others’ definition of capital as a “total
social form” (the term is from Jappe, 2011: 142, mt) influencing all dimensions of individual and collective life. I prefer to start
with growth and not capital because of how present the term is in private and public discourse. Besides, there might be
analytical benefits in attempting a fresh conceptualisation of accumulation, building on Marxian insights but without being
limited by them.
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development discourse have been integrated into growthism, to the point where a critique of
growthism inevitably includes one of development.

The part is divided into four chapters. The first chapter explores the real and imaginary
existence of economic growth. Only when the notion of growth is transparent and its logic
demystified can we start asking questions about both its possibility and necessity. On that
matter, my inquiry is guided by three questions. Chapter 2 assesses the availability of the
biophysical means of growth and the sustainability of their use (“Is further growth biophysically
viable?”). Chapter 3 discusses the secular stagnation and social reproduction literature as to
assess the plausibility of further growth by looking at the socioeconomic factors limiting its
continuation (“Is further growth socioeconomically plausible?’). Lastly, Chapter 4 challenges
the social-political necessity of perpetual expansion by showing that growth is no longer
correlated with employment, equality, and well-being (“Is further growth socially desirable?”).

Economic growth is unviable when it generates unbearable environmental pressures,
implausible when the socioeconomic factors of production required for it are unavailable, and
undesirable when it fails to achieve the objectives it promises. Exploring these three objections
to economic growth is the purpose of Part I.
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Chapter 1

Understanding economic growth

T HE term “economic growth” is omnipresent and its evocation can have several meanings
as there exists a diversity of definitions, interpretations, and associations attached to the
term. But few are those who know what economic growth is, let alone understand its dynamics.
The main goal of this opening section is to gain a better understanding of economic growth by
answering a series of questions: What is it exactly that grows? By how much does it grow?
When and where does it grow? How does it grow? And why should it grow? The what enquires
into the nature of the economy. The how much tells the story of how it came to be measured
with the emergence of national accounting. The when and where retrace the history and
geography of economic growth. The sZow explains which sources and drivers cause it to happen.
And the why investigates the cultural imaginary associated to it.

What is it that grows? The invention of the economy

In order to give a satisfying definition of economic growth, one must first define what the
economy is. Of course, the existence of what is now called “the economy” largely precedes its
abstract definition — as evidenced by the countless societies that throughout history managed to
provide for their needs and ensure their social reproduction without a precise concept to frame
such activities. Note also that there is no contradiction in saying that the economy is an
invention and saying that it has a real biophysical existence (as I will argue in Chapter 2). The
socially constructed part of the economy (that which has been invented) takes the form of
meanings and social relations that are ascribed to biophysical processes (which have not been
invented).

What has changed with the invention of the economy is not the acts of harvesting,
manufacturing, trading, investing, etc. but the social conditions in which those activities took
place. More importantly, the economy changed qualitatively, from being understood as
economising practices (in the sense of thriftiness, making prudent use of limited resources) to
a distinct social sphere, which is today commonly understood as the economy.

The social construction of this economy happened in two successive phases
(Hirschman, 2016). The first movement occurred in the middle of the 18" century with the
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work of Frangois Quesnay (1759), Adam Smith (1776), and David Ricardo (1817). It is at this
time that the economic was separated from politics, culture, art, religion, and nature (Schabas,
2005). For the first time, the economy became an object of study of its own.

The second movement is more recent. It only appeared in the 1930s-1940s with the
emergence of macroeconomic theory about the economy (Keynes’ general theory), national
accounting of the economy (Kuznets’ statistics), and State intervention into it (the New Deal in
the United States and economic planning during wartime). It is at that time that the economy
became ““a precisely defined ‘sociotechnical object’ bounded and made visible through novel
measurement practices” (Hirschman, 2016: 31). Instead of only one of the various aspects of
governing, the economy became a “self-contained structure or totality of relations of
production, distribution, and consumption of goods and services within a given geographical
space” (Mitchell, 2011: 125).

The invention of the economy as a distinct sphere from society and nature paved the
way for a worldview that has become prevalent today: economism.! Economism (also known
as economicism, economic determinism, or economic reductionism) is the belief that the
economy is an autonomous entity from both society and nature. In essence, it presupposes that
the economy not only has an existence of its own, but also possesses its own will.

The economy, like any institution, affects the values of its users, and economism is a
situation where the economy has the monopoly over all other institutions such as family,
religion, education, or politics. It is economic rationality crowned as commonsense with the
economy functioning according to its own laws (Polanyi, 1944: 57).> Society becomes a “social
factory” (Tronti, 1966) where every social relation is subsumed under economic rationality. It
means that the economy is given a “fixed space,” *
reality, composed of laws, tendencies or processes that we must at least respect when we
attempt to guide our societies” (Mitchell, 1998: 84). In a nutshell, economism is the primacy of
the economic over everything else.

Economism translates all social and ecological questions into economic problems.” It is
“the confusion of one minor department of life with the whole of life” (Tawney, 1920: 45). Like

a quasi-naturalistic, semi-autonomous

a giant, fussy stomach, the economy can either digest or reject a political decision.” It has
become so important in social life that stock market indexes rival the weather forecast in the
bottom lines one sees at all time during television news (Bjerg, 2014: 31).

Swyngedouw (2014: 91) describes economism as the de-politicisation of economy (i.e.
the fact that economic matters cannot be disputed within the existing registers of politics) and
the economisation of politics (i.e. the fact that every domain of public concern is subject to

"It should be noted that these terms are used in two different contexts, one epistemological and the other ontological.
Epistemologically, they are used to describe certain Marxist theories which hold that the economy is the main — or sole — source
of social change. But they are also used ontologically in the growth-critical literature — and it is in this sense that I will be using
the term — to denote a worldview that places the economy as an autonomous, self-sufficient entity detached from society and
the environment.

2 “Instead of economy being embedded in social relations, social relations are embedded in the economic system [...]. For once
the economic system is organised in separate institutions, based on specific motives and conferring a special status, society
must be shaped in such a manner as to allow that system to function according to its own laws” (Polanyi, 1944: 57).

? Dixon et al. (2002) exemplifies this mindset when concluding that “HIV/AIDS reduces labour supply and productivity,
reduces exports, and increases imports” and that “the pandemic has already reduced average national economic growth rates
by 2-4% a year across Africa.”

* The market always knows best: “It Took the Market 30 Minutes to Digest Trump Jr. Email Drama” (Bloomberg, 2017), “EU
economy Unable to Digest Turkey’s Accession to Bloc” (Sputnik, 2017), “European stocks digest Fed minutes”
(Investing.com, 2017).
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market rule and economic calculus). It is a deferral of responsibility for injustice to an abstract,
semi-natural entity (the economy), which is, in fact, a socially-constructed system whose
function benefits certain groups over others. From an economicist worldview, economics
becomes the “grammar” (Laurent, 2016: 9, mt)' or “mother tongue” (Raworth, 2017: 6) of
politics, economics as an “imperial domain” (Sandel, 2012: 6); and the economy, although it
has been — and constantly is — made by society, ends up being treated as independent from it.

The counterpoint to economism affirms that the economy has no objective existence. It
is a “vague concept, mostly fictitious, [whose] borders are an arbitrary abstraction at best”
(Fioramonti, 2017: 25). More precisely, it is an abstract idea that does not exist regardless of
description and measurement. “The ‘economy’ and the ‘economic’ are social imaginary
significations that do not ‘reflect’ anything real, but from which certain things are socially
represented, thought of, and acted upon as being economic” (Castoriadis, 1975: 484). As Callon
(1998a, 1998b) argued, economic life (economy) is embedded in economic knowledge
(economics), which means that social representations of the economy equip individuals and
organisations with a specific cognitive apparatus® that affect their behaviour. The economy, in
other words “only exists when it presupposes itself” (Latouche, 2018: 283).

When it comes to description, a social practice is made economic by the conceptual
glasses used to observe it. If I describe a marriage in terms of partial tax exemption, shared rent,
and reduced expenditures, I would make marriage an economic act.’ Alternatively, I could look
at a marriage as two people celebrating their love for each other independently of any economic
concerns, which would then make the act of getting married non-economic. My point is that
what differentiates the economic from the non-economic is the story that is being told about the
event, this story being framed by the tools one selects to describe it. For example, the “culture
economy,” “wellness economy,” “health economy,” “nursing economy,” or the “knowledge
economy” do not reflect activities that are economic in nature but only shows that they are
being examined from an economic perspective.

Two conclusions can be drawn from such an assumption. First, the economy is not a
pre-existing and stable reality waiting to be described and measured. Instead, the economy is
“invented” (Latouche, 2005) as a story told with the vocabulary that is available. If that is so, it
means that there is no fundamental economic substance, but that instead, everything about the
economy (all the norms, rules, and interactions) is a social construction. Latouche (2005: 13,
italics added, mt) says it best: “if there is such a thing as an economic history, it is because the
economy is above all else a story.”

And second, measuring tools such as national income accounting are not mere technical
devices devoid of values (Schmelzer, 2015: 265). What we think exist depends on the proxies
we chose to simplify a complex reality, a choice that is itself influenced by our own values. It
follows that indicators are far from being neutral; at the centre of the ideational battlefield, they

' indicate what has been personally translated by adding the acronym “mt” (“my translation”) to the reference.

? Hirschman and Berman (2014: 781 cited in Hirschman, 2016: 11, italics in original) speak of a “cognitive infrastructure,” to
refer to “economic styles of reasoning prevalent among policy making elites, as well as the establishment of economic policy
devices that produce knowledge and help make decisions.”

? This is the approach of American economist Gary Becker (1930-2014) and its modern followers (Landsburg, 2012; Levitt
and Dubner, 2009, 2011; Becker and Posner, 2009; Wheelan and Malkiel, 2010; Harford, 2007, 2010, 2013) who deduce from
this fact that thinking like an economist can explain merely everything.
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are weapons of political struggle whereby the ones who can impose their choice of indicators
get to impose their ontology onto others.

Although interpreting reality unavoidably requires a selection of indicators, these
should not, however, be misunderstood as reality itself. What Gross Domestic Product (GDP)
measures is not the economy but an idea of what the economy is. Put another way, that which
grows is intimately connected to, but fundamentally different from, how much it grows.

The economy is a matter of belief. Before the first “cconomists” in 18" century France, society
providing for its needs and ensuring its social reproduction was just called /ife. Starting with
the works of Quesnay, Smith, and Ricardo, the economy started to be considered a distinct
sphere of society. One had to wait until the 1930s-1940s for that sphere to be measured in one
single number, and it was at that time that the economy as we know it today was born. Even
though acts of provision did not fundamentally change, the perception of these activities did;
from a vision of economy embedded in society and nature to one of an economy as an
autonomous entity with an objective existence. In opposition to this economicist view, I argued
that the economy was — and still is — socially constructed.

How much and how fast does it grow? The story of Gross Domestic Product

For an economy to grow, it first had to exist. In the previous part, I argued, following Hirschman
(2016), that it is macroeconomic theory, State intervention, and national accounting practices
(the second movement) that led to the formation of the idea of an economy in the form we know
it today. The most important of these practices was the invention and further development of
the idea of Gross Domestic Product (GDP).

Following the System of National Accounts guidelines set by the United Nations (last
update in 2008),' GDP is defined as “an aggregate measure of production equal to the sum of
the gross value added of all resident institutional units engaged in production” (SNA, 2008:
ch.1, D.1.49, p.8).> When opening an economics textbook, the definition of GDP is usually
more pedagogical: for example, ““a measure of the total market value of final goods and services
newly produced within a country’s borders over a period of time, usually one year” (Goodwin
et al., 2014: 108). There are three equivalent ways to calculate GDP: (1) expenditure measure,
(2) income measure, and (3) production measure.

(1) By sum of all purchases of final goods and services made by consumers, businesses, the
government, and then adjusted for trade flows
GDP = sum of expenditure on final consumption + gross capital formation + exports —
imports

(2) By sum of all monetary compensations earned in production as either wages, profits, rent,
interest, and dividends

! The conventions on how to calculate GDP were only revised three times since their creation in 1953 (1968, 1993, 2008).

? In the System of National Accounts (SNA, 2008: Ch. 1, D.1.39, p.6), production is defined as “a physical process, carried out
under the responsibility, control and management of an institutional unit, in which labour and assets are used to transform
inputs of goods and services into outputs of other goods and services.”
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GDP = compensation of employees + gross operating surplus + gross mixed incomes + taxes
— subsidies on both production and imports

(3) By sum of the value added by each producer
GDP = value of output — intermediate consumption + taxes — subsidies on products not
already included in the value of output

The basic idea behind this indicator is that regardless of its method of measurement, GDP
should always reflect the same thing: the total level of economic activity — within a specific
production boundary — defined as a flow of money changing hands. Although we will see later
in this chapter that the two are linked, a first distinction to make when speaking about economic
growth is between physical or material growth in, for example, population, energy and material
use, and economic growth as an increase in monetary value.

The three words in Gross Domestic Product are not chosen at random. The domestic
product is gross when it does not account for the depreciation of capital (the ageing, wear and
tear, accidental damage, obsolescence of infrastructure and machines). The Net Domestic
Product (NDP) would then be “an estimate of how much of a country’s output is de facto
available for real consumption, which means how many goods and services are actually
provided to consumers” (Fioramonti, 2013: 8). The reason economists have relied more heavily
on GDP than NDP is that it is simpler, and thus quicker, to calculate (Stiglitz et al., 2010: 28;
Fioramonti, 2013: 8). Usually, NDP is approximately equal to 90% of GDP (Piketty, 2013).

Gross Domestic Product (GDP) tracks activities based on residence (i.e. what takes
place within the geographical boundaries of a country) while Gross National Product (GNP)
tracks activities based on citizenship (i.e. what takes place between citizens of a nation
regardless of where these activities occur).

When GDP is calculated with all incomes generated in production, it is referred to as
Gross Domestic Income (GDI). While the two measures are conceptually equal, they can
slightly vary in practice as they are constructed on different sources of information (see Grimm,
2007 for more details).

If GDP is a total monetary value, then GDP growth is an increase of that value over a
period of time, usually a year. And in reverse, a shrinkage of GDP is a contraction of the
economy in the sense of a decrease in the volume of monetary transactions from one time period
to another. This is considered a recession if it lasts for more than six months and a depression
if it lasts for more than a couple of years.'

Calculating GDP is an intricate procedure involving a number of subtleties. The first
difficulty lies in measuring activities that are not traded in the market sphere. A solution is to
include an approximation of the price (then called “imputed value” or “imputations”) that would
be obtained for a commodity should it be exchanged on the market. Yet, those imputations
currently include only a few activities such as housing services enjoyed by homeowners,
financial services provided by banks, employee benefits such as medical insurance, meals, and
accommodation, as well as certain government services.

The second difficulty has to do with accounting for the real quantity of the goods and
services traded by removing the effect of changes in prices — going from nominal to real GDP
by adjusting for inflation or deflation. In a period of high inflation or deflation, there will be a

! One should note that the definition of what constitute a recession or a depression varies between countries and organisations.
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widening of the difference between real and nominal GDP, while in periods of constant price
levels, real GDP will be equal to its nominal counterpart.

This difficulty adds up to a more fundamental one, which is the measure of the evolution
in the quality of goods and services. GDP does not account for the qualitative features of a
given good or service (e.g. performance or durability). If the relative price (i.e. adjusted for
inflation) of a computer was the same in the 1990s as it is in the 2010s, then the production of
one computer will be accounted in the exact same manner, even though the most recent
computer may significantly outperform the older one. What may seem like a subtlety becomes
highly problematic when measuring entire sectors whose performance is fundamentally
qualitative. Consider, a private and costlier education system such as the American one would
represent a larger share of GDP per capita than a comparatively less expensive one like in
Finland, even though all evidence points to the fact that Finns largely outperforms American in
terms of education (WEF, 2017).

Lastly, population growth has to be excluded from GDP. As noted by Piketty (2013:
126), the decomposition of growth into a demographic and a production per capita measure is
often forgotten in public debate. This is simply done by adjusting the national number into a
GDP per capita (i.e. income) as to only reflect the increase of production/consumption and not
demographic changes. A growing GDP implies a rising income only if the economy grows
faster than the population does.

In the rest of the thesis, and unless specified otherwise, I refer to rea/ GDP when writing
about economic growth, and I always specify if it is per capita or not.

A brief history of GDP

Although the history of GDP may seem trivial, it is in fact crucial to understanding the modern
obsession with economic growth.' The GDP index is a recent invention that emerged out of the
Great Depression of the 1930s and was legitimised in the World War that followed (Fioramonti,
2013: 9).> Recovering from the crisis, the government of the United States (hereafter US)
needed coherent statistics in order to get a comprehensive overview of the current state of the
economy as well as to regularly assess the impact of its policies. This led the American
government to hire Russian-American economist Simon Kuznets as well as two younger
economists (Milton Gilbert and Robert Nathan) in 1932 to prepare the first set of national
accounts, a report which was delivered to the US senate two years later.’

! For more on the history of GDP, see Fioramonti (2013), Coyle (2014), Philipsen (2015), Schmelzer (2016), Masood (2016),
and Hirschman (2016).

% Fioramonti (2013) asserts that the historical roots of GDP stretch as far back as the 17" century when the British political
economist William Petty conducted the first ever survey of national wealth by systematically analysing the value of the land
conquered by Oliver Cromwell in Ireland. Petty was soon followed by Gregory King’s Natural and Political Observations and
Conclusions upon the State and Condition of England (1696) which was the first estimate of the national income of England.
In France, Boisguilbert’s Le détail de la France; la cause de la diminution de ses biens et la facilité du reméde (1695) described,
for the first time, the economy in terms of monetary flows to calculate national income. As to why this early attempt in “political
arithmetick” did not cause a broader shift in calculability, Hirschman (2016: 62-68) argues that it was because the production,
collection, and analysis of economic data was limited. Only with the rise of the large corporation, the prevalence of wage
labour, the expansion of administrative capacity, and the collection of income taxes would such data become accessible to the
point of leading to the shift of the 1930s-1940s.

? Philipsen (2015: 103) describes how widespread the release of that report was (National Income, 1929-1932). “This is why
Kuznets’s final report seized national headlines when released on January 23, 1934. The attention-grabbing title ‘Our Income
Fell 40% in Four Years’ in the New York Times introduced the report as ‘the most complete and detailed ever compiled.” All
major newspapers ran similar stories. Soon thereafter, the new Secretary of Commerce, Daniel Roper, used Kuznets’s numbers
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Kuznets’s idea was simple: aggregating economic production into a single number that
would rise during good times and fall during bad ones — a “thermometer of success”
(Fioramonti, 2017: 48). With the outbreak of the Second World War, the policy focus shifted
from general economic welfare to the specific objective of providing industrial support for the
war. For Fioramonti (2013: 9), it was this need for top-down command over economic
production that sealed the close relationship between GDP and politics. Collins (2000: 10) goes
as far as calling World War II a “gross national product war” with each side trying to out-
produce the other.

In 1953, the United Nations legitimised the indicator by publishing the first Standards
of National Accounting (SNA), largely influenced by Kuznets’s methodology and the US
Department of Commerce (Fioramonti, 2013: 32; Philipsen, 2015: 112). These statistical
conventions would remain essentially the same until today, albeit with several technical
alterations (in 1960, 1964, 1968, 1993, and 2008).

The history continued during the Cold War where both the United States and the Soviet
Union used their respective indicators of economic progress (GNP on the Western side and Net
Material Product and Gross Social Product' on the Eastern side) as propaganda tools in a “stats
war” that ended in 1988 with the Soviet Union abandoning its methodology in favour of the
GNP (Fioramonti, 2013: 33). The economic aspect of the conflict was even more apparent than
during World War II, socialism and capitalism each striving to outgrow one another —
Schmelzer (2016: ch.3) recalls the slogan “expand or die.””* After the collapse of the Soviet
Union in 1991, all former Soviet Republics adopted Western accounting conventions making
GNP a hegemonic indicator of economic progress.”

It was also the same year that the gross national product became domestic. Whereas
GNP refers to all goods and services produced by the citizens of a given country (e.g. the
production of all Coca-Cola factories in the world are integrated into American GNP), the GDP
is territorially defined (e.g. the production of a Coca-Cola factory in India is attributed to Indian
GDP). This change did not occur randomly. Czech (2013: 26) argues that the administration of
George H. W. Bush had an interest in doing so because the foreign firms implanted in the US
were growing faster than American firms outside of the US, a switch from GNP to GDP
therefore allowing the US government to claim a higher rate of growth. Fioramonti (2013: 41),
on the other hand, points to how GDP was used to legitimate unfair trade practices with the
global South by giving the illusion that disadvantaged countries were growing while in reality
most of their profits and resources were repatriated to the North.

in a major policy speech supporting the urgent need for New Deal programmes. Even among private agencies, businesses, and
the public, interest in the report appeared exceptional: within eight months of its printing, almost 4,500 copies were sold at
$0.20 a copy. No other government report on the economy had ever sold as many.”

" The Soviet Net Material Product divides economic activities into two types: material production of tangible goods which
creates national income and non-material services, which are not considered to constitute primary income (for more see
Schmelzer, 2016: 96 and Fioramonti, 2013: 34).

2 In The Soviet Economy Outpaces the West (1953), the English economist P.D. Wiles writes: “In a long cold war, the rate of
growth is the most important thing, for in the end the country that grows most becomes biggest, and every economic advantage
belongs to it, be it military power, dominance in world markets or even a higher standard of living. [...] We must raise our
production, and keep the gap between them and us as great as it is now. Otherwise, time is on their side” (Wiles, 1953: 48 cited
in Sutter, 2010: 8).

3 “the ultimate yardstick” (Bregman, 2017: 113), “the gold standard of economic governance” (Schmelzer, 2016), “an economic
version of ‘magnetic North’ ” (Philipsen, 2015: 88), “the most powerful number in the world” (Fioramonti, 2013).
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The consequences of GDP

The history of GDP teaches us that it is far from being a value-neutral indicator. GDP is an
institution in its own right and is the outcome of historically specific choices influenced by
specific worldviews and shaped by specific power struggles (Schmelzer, 2016). More precisely,
indicators emerge from both the worldview held by their inventors and a broader technical
(what can be measured) and political (what should be measured) context. Kuznets (1941: 5)
himself noted: “For those not intimately acquainted with this type of work it is difficult to
realize the degree to which estimates of national income have been and must be affected by
implicit and explicit value judgments.” The fact that Kuznets originally decided to exclude
profits originating from illegal activities such as prostitution and drug trafficking as well as
defence spending' is a classic example of how moral values pervade any economic metric
(Fioramonti, 2013: 95).

The methodological choices made by the statisticians who designed GDP — or all other
national accounting indicators for that matter — have consequences for the wider society that is
using the indicators because those “frame the way we view things, which aspects we pay most
attention to and which rationales are reproduced” (Gopel, 2016: 130). Not only is GDP value-
laden, but it also reproduces the values that helped construct it by depicting a certain reality as
factual. Decisions about the so-called “production boundary,” that is the demarcation line
between activities included in GDP (thus considered “productive”) and others excluded from it
are not technical but deeply political.

Embracing the “GDP ideology” (Fioramonti, 2017) changed the story of economy in
several ways. First, the economy became something that could be properly managed. Before
the 1930s, economists would mostly try to identify endogenous periodical fluctuations such as
Juglar cycles® and Kondratiev waves® and would then advise on how to promote expansion
during the boom and how to mediate the inevitable bust that would follow. “Growth” was then
only a means to an end, to put back idle factories to use or create employment for the jobless.
The theoretical work of British economist J.M. Keynes® (1883-1946) coupled with the
statistical methods of Kuznets rendered the economy manageable by the State and made
economic growth an object of policy as such (Fioramonti, 2013: 28).° Mitchell (2014) calls this
new mode of governance ‘“economentality.” Historian Hermann van der Wee (cited in
Schmelzer, 2016: 159) notes that it is around that time that the concept “crisis” was replaced

! Coyle (2014) reports that the US government insisted to have public expenditures included in GDP as to not have the war
effort perceived as a sacrifice by consumers.

2 In 2013, more than 80 years after Kuznets’ first set of GNP account, Eurostat recommended to include income from sex work
and illicit drugs as part of GDP on the ground that these were consensual economic transactions.

* In Des crises commerciales et de leur retour périodique (1862), Clément Juglar (1819-1905) identified a periodic sequence
in business cycle: prosperity (5-7 years), panic or crises (a few months to a few years) and liquidation or depression lasting a
few years (Morgan, 1990: 43).

* The idea that there were Kondratiev “cycles” or “waves” in economic activity was widely used in the 1930s. The concept
comes from Soviet economist Nikolai Kondratiev (1892-1938) who proposed in The Major Economic Cycles (1925) the theory
that economies constantly go through three phases of expansion, stagnation, and recession, the three of them lasting together
about 50 years.

% Keynes himself did not consider economic growth to be a goal in itself but only a remedy against depression. Running
unchecked, growth could even become a potentially destabilising force in a steady state economy like the one he describes in
Economic Possibilities for Our Grandchildren (1930).

¢ Philipsen (2015: 140) warns against downplaying the role of precise data: “without the people who provided the detailed
statistics on output and income, broken down by sectors of the economy and made comparable through conceptual
standardization, Keynes’ insights would have been another interesting set of ideas without much practical impact — sketches of
a house without construction plans.”
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by the term “recession,” and the “business cycle” was transformed into a “growth cycle” with
the economy expanding more or less rapidly. This change of worldview was particularly potent
during and after the Great Depression and was a major element giving rise to the New Deal in
the US and comparable extensions of government intervention around the globe. A side effect
of that change was the “superiority of economists” (Fourcade et al., 2015), a disproportionate
power given to economists in politics compared to their colleagues across the social sciences.

Second, GDP made possible the economisation of social life whereby society is reduced
to an economy. Parents, children, citizens, artists, intellectuals, workers, farmers, entrepreneurs,
soldiers and any other social categories were all conflated into two categories: producers and
consumers (Fioramonti, 2013: 48)." In the same way, GDP paved the way of the
commoditisation of resources and relations that had so far only existed outside of the market
domain. An example is what Schmelzer (2016: ch.5) describes as the “human capital
revolution” where issues such as education, research, and culture started to be seen as potential
factors of production that could be used for the sake of boosting growth. Yet, the role that the
GDP metric played should not be overestimated, and I will soon argue that the roots of these
economisation tendencies run deeper. But whether it was planned or not, GDP did become the
“metronome of modern life” (Schmelzer, 2016: 86) and started to influence not only economic
but also political and cultural behaviour.

Third, even though its original purpose was not to measure society’s well-being (as
clearly stated by Kuznets himself®), GDP came to be used as a measure of a country’s overall
welfare. The use of GDP blurred Pigou’s (1920) distinction between “social welfare” and
“economic welfare” by assuming that the two would always converge. In what Mishan (1967:
8) describes as a “mass flight from reality into statistics,” the chief source of social welfare soon
came to be found in increases in the quantity of things being produced and consumed in the
economy. As stated by President Franklin D. Roosevelt in a 1938 speech: “All the energies of
Government and business must be directed to increasing the national income” (cited in
Philipsen, 2015: 107).

And finally, national income statistics and macroeconomics opened up the possibility
for the idea of limitless economic growth. National income statistics gave the economy a size
that could change in time. An increase of such size came to be considered as desirable through
its association with general welfare. And macroeconomic theory, starting with Keynes,
conceptualised the monetary economy as detached from the environment, which legitimated
the now prevailing idea that an economy can grow without getting biophysically bigger
(Mitchell, 2011: 139).

Gross Domestic Product is definitely “one of the great inventions of the 20" Century,”
to use the title of Landefeld’s (2000) article, or even “The great invention” (Masood, 2016,

! Fioramonti (2017: 97) talks of a “GDP man” who “only exists in so far as he works and spends. He dislikes pure leisure,
unless it is priced and commercialized. For the GDP man, time spent in the family or in the local community is wasted because
it does not count for development and growth. The GDP man buys new stuff and throws it away once it breaks: fixing goods
for long duration is indeed of no value in this dominant framework because GDP only counts the price of goods and services
at the moment of purchase [...].”

2 Already in 1934, Kuznets warned the US Congress that “the welfare of a nation can scarcely be inferred from a measurement
of national income. If the GDP is up, why is America down? Distinctions must be kept in mind between quantity and quality
of growth, between costs and returns, and between the short and long run. Goals for more growth should specify more growth
of what and for what.” Milton Gilbert (1945: 5) also writes: “I can only repeat that we are not trying to measure welfare, but
the value of production from a business point of view.”
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italics added). Without it, there would hardly be such thing as an economy, and even less the
idea that it could expand or shrink. And yet, not everything about GDP is great.

Critiques of GDP and alternatives

GDP accounting has always been disputed, not as much for its design, but rather for the way it
was used. Starting with Moses Abramovitz in 1959," a number of scholars and politicians” have
argued that although there was nothing intrinsically wrong about this way to measure market
activities, GDP was used inappropriately. I summarise those criticisms in six main categories.’

(1) According to the welfare critique, the indicator fails to distinguish between desirable
and undesirable economic activities (Cobb et al., 1995). In the calculation of GDP, there are no
costs but only benefits, so the monetary flows associated with welfare-reducing activities
(clean-up costs of an oil spill, rehab centres, or divorce attorneys) are treated in the same manner
than the ones associated with welfare-enhancing ones (e.g. building of a public library, malaria
treatments, hiring additional teachers).* It also cannot differentiate between value creation and
value extraction through rent-seeking (Mazzucato, 2018). This “gross national hotchpotch”
(Illich, 1992: 100) renders the social costs of economic growth invisible (Méda, 2013: 99): it is
a “statistical laundromat” that washes away negative externalities (Fioramonti, 2017: 210) and
only provides information about “how fast the wheels are running, [but] not where the car is
going” (Daly and Farley, 2004: 268). In a nutshell: “not everything that can be counted counts,
and not everything that counts can be counted” (Cameron, 1963: 13). (One should note here
that the System of National Accounts has a full section warning against using GDP as a measure
of welfare.)’

(2) The feminist critique argues, following Waring (1988), that the indicator cannot
account for non-monetary activities such as childrearing, housekeeping, self-production,
community support, or volunteer work because it only tracks activities where money changes
hands. Although it runs counter to common sense, the GDP logic would find it more desirable
to send kids and their grandparents to care institutions than to have the latter taking care of the

! “we must be highly sceptical of the view that long-term changes in the rate of growth of welfare can be gauged even roughly
from changes in the rate of growth of output” (Abramovitz, 1959: 21 cited in Philipsen, 2015: 178).

2 During one of his presidential campaign speech in Kansas on 18 March 1968, Robert F. Kennedy pointed out the limits of
GDP as a measure of prosperity that would count the bads (air pollution, cigarette advertising, ambulances, jails’ locks,
deforestation, napalm and nuclear warheads) and ignore the goods (health, quality of education, joy, intelligence, integrity, wit,
courage, wisdom, and compassion). More recently, David Cameron spoke the following words at a Google conference in
Hertfordshire in 2006: “It’s time we admitted that there’s more to life than money and it’s time we focused not just on GDP
but on GWB — general well-being.”

? This classification is one among many. For instance, Philipsen (2015: 156-57) distinguishes seven criticisms (quality-blind,
people-blind, justice-blind, ecosystem-blind, complexity-blind, accountability-blind, and purpose-blind).

* “Imagine a pill-dependent smoker who, on the way to his divorce lawyer, crashes his oversized car into a school bus because
he is texting about an impending derivatives trade. Then suppose he survives, pays his many legal and medical bills, and
continues to consume expensive gas, harmful cigarettes, and addictive pharmaceuticals. Contrary to common sense, he fits the
profile of a modern economic hero — someone who purchases a lot of goods and requires a lot of services” (Philipsen ,2015:
2). “The basic assumption underlying GDP measures is that market prices are the appropriate basis for weighting the value of
different goods and services. But does society really place the same value on a $50,000 SUV as it does on $50,000 worth of
school lunches for undernourished inner city children?”” (Szostak, 2009: 25). “If you were the GDP, your ideal citizen would
be a compulsive gambler with cancer who’s going through a drawn-out divorce that he copes with by popping fistful of Prozac
and going berserk on Black Friday” (Bregman, 2017: 105-106). “The word suggests healthy green things blooming in the
sunshine, and moms marking kids’ changing heights on the kitchen wall — even though bullets and bombs, rather than begonias
and baby food, can be the real drivers of GDP” (Sutter, 2010: 58).

5 “GDP is often taken as a measure of welfare, but the SNA makes no claim that this is s0” (SNA, 2008: ch.1, Section H, p.12);
“it is unrealistic to expect a system of economic accounts to necessarily and automatically yield a wholly satisfactory measure
of welfare” (ibid. p.13).
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former. The result is that all activities that are unpaid, including the care work that is
predominantly performed by women, are considered outside of the production boundary and
methodologically left aside.'” As such, GDP carries a sexist bias in depicting only
(traditionally) men’s labour as being a source of economic wealth. Waring (1988) goes further
in her critique of the UN System of National Accounts accusing it of legitimating militarism,
ecological exploitation, and colonialism under the disguise of a neutral indicator.

(3) The ecology critique attacks GDP because it omits the environment by not
subtracting any of the damages forced on ecosystems while treating unpriced and unowned
natural resources as having no value (Lawn and Clarke, 2010).”> “A country could exhaust its
mineral resources, cut down its forests, erode its soil, pollute its aquifers, and hunt its wildlife
and fisheries to extinction, but measured income would not be affected as these assets
disappeared” (Repetto et al., 1989: 2-3 cited in Ekins, 2000: 126). In fact, if these actions
increase economic output (e.g. millennial forest being turned into paper, wild bees being
substituted by hand pollination, eroded soil requiring added fertilisers), they would be
considered as “productive” in the eyes of GDP.

(4) Because GDP only measures monetary flows and not changes in stocks, the ecology
critique equally applies to any stock and can therefore be extended into a broader capital
critique: GDP fails to account for the evolution (loss or gain) of manufactured, social, and
human capital. The value of a university building, a university logo, or a university diploma are
counted only once at the moment they are paid for, even though their value may change in the
future (e.g. the loss of prestige of a university would not affect GDP in any way, nor would the
wearing out of its overworked teachers). As de Jouvenel (1969: 267) remarked with humour,
turning Notre Dame into an office building would be counted as extra wealth.

(5) The justice critique contends that GDP does not provide information on income and
wealth distribution. The overall sum tracks the flow of money changing hands but does not
detail the direction of that flow, or in other words, which hands are giving and which ones are
receiving. In a situation where monetary exchanges would essentially occur within the top
centile of the wealth distribution, the GDP per capita of a country could well rise while its
poverty levels stay the same or even increase. Likewise, two countries can have the exact same

! Retracing the early history of debates over counting women’s housework, Hirschman (2016: 138-57) shows that statisticians
chose to exclude unpaid work only because they lacked an unequivocal market estimate of the amount of value it created. The
last version of the System of National Accounts (SNA, 2008: Ch.1, H.1.78, p.12) justifies this choice: “The exclusion of these
activities from the production boundary is not a denial of the welfare properties of the services but a recognition that their
inclusion would detract from rather than add to the usefulness of the SNA for the primary purposes for which it is designed,
that is economic analysis, decision-taking and policymaking.”

% The issue whether care work and the likes should then be included into GDP is controversial. Some argue it should be either
directly included or indirectly via a Household Satellite Account like it has been experimented in Canada, South Africa, and
the UK. Other propose complementary indicators, for example Ironmonger (1996) with the “Gross Household Product” or
Fobre (2001) with the “Dolly Jones Index.” A third position argues that it should be left out as to prevent the commodification
of activities that should remain outside of economic rationality (e.g. Cameron and Gibson-Graham, 2003).

? The System of National Accounts (SNA, 2008: Ch. 1, D.1.43, p.7) states: “For example, the natural growth of stocks of fish
counted as production: the process is not managed by any institutional unit and the fish do not belong to any institutional unit.
On the other hand, the growth of fish in fish farms is treated as a process of production in much the same way that rearing
livestock is a process of production.” But the SNA otherwise do include natural resources in the “assets” category if and only
if “institutional units are exercising effective ownership rights over them, that is, are actually in a position to be able to benefit
from them” (ibid. 1.46, p.7); “the depletion of a natural resource as a result of its use in production is recorded in the other
changes in volume of assets account, together with losses of fixed assets due to their destruction by natural disasters” (ibid.
1.47,p.7).
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growth rate over a given period even though one has managed to reduce economic inequality
whereas the other did the opposite.

(6) Finally, the post-development critique blames GDP for ignoring different visions of
prosperity and imposing a universal metric for progress designed specifically by — and for — the
developed capitalist economies of Western Europe and North America. Indeed, GDP can
measure — and thus compare — the economic productivity of any social group regardless of their
traditions and aspirations.! Comparing GDP levels between industrialised and non-
industrialised countries reinforces an ethnocentric, linear vision of development in the style of
Rostow’s (1960) stages where nations with a lower GDP are defined as “backward,” “under-
developed” — sometime even “undergrowthed”” —, or “least-developed” in relation to others.’

The growing recognition that GDP is an inadequate indicator of progress has led to a
number of initiatives around the world to investigate alternatives. The first serious attempt at
imagining a replacement to GDP was the Measure of Economic Welfare* (MEW) by William
Nordhaus and James Tobin in 1972. It was followed by Herman Daly and John Cobb Jr.’s Index
of Sustainable Economic Welfare (ISEW) in 1989, which was further developed in 1995 by
Clifford Cobb, Ted Halstead, and Jonathan Rowe at the US think tank Redefining Progress into
the Genuine Progress Indicator’ (GPI), and which is today officially used in several places
such as Maryland, Vermont, Hawaii as well as Alberta (Canada) and Finland. Through a series
of conferences (Palermo, 2004: Istanbul, 2004: Busan, 2009), the OECD has coordinated a
global search for new indicators of prosperity.

Other alternative indexes and initiatives include the Gross National Happiness Index
(GNH) that was developed in Bhutan in the 1990s (for more see Hayden, 2015) and the Human
Development Index (HDI) created in 1990, but also the Japanese Net National Welfare (1973),
Life Situation Index (1974), the Economic Aspects of Welfare (1981), Index of Social Health
(1987), Sustainable National Income (1995), Genuine Savings index of the World Bank (1997),
Living Planet Index of WWF (1997), Sustainable Net Benefit Index (1999), Produit Intérieur
Doux (Soft Domestic Product) in Québec (1999) and Canadian Index of Well-Being (2001),
sustainability gaps (2001), Green Net National Product (2000), BIP40 in France (2002), the

! The System of National Accounts (SNA) states: “The SNA is designed for economic analysis, decision-taking and
peacemaking, whatever the industrial structure or stage of economic development reached by a country. The basic concepts and
definitions of the SNA depend upon economic reasoning and principles which should be universally valid and invariant to the
particular economic circumstances in which they are applied” (SNA, 2008: ch.1, A.1.4, p. 1, italics added). Post-development
scholars would here criticise not only the “stages” approach to development but also the supposedly “universally valid”
economic reasoning and principles.

? In his history of growth politics in the OECD, Schmelzer (2016: ch.5) reports a preliminary proposal for a questionnaire that
included the question “How undergrowthed do you consider your economy?”

? The belief that societies naturally evolve through several stages existed before Rostow. It was four stages in Adam Smith’s
Wealth of Nations (age of hunters, of shepherds, of agriculture, and of commerce) or a spectrum for social evolutionists like
Herbert Spencer (1820-1903) from “primitive hordes” to the “industrial society.” It is still present today in the duality
“developed/developing,” or in a more subtle manner, in the motto of the of United Nations Sustainable Development Goals,
“Leave No One Behind.”

* The Measure of Economic Welfare (MEW), also called Net Economic Welfare (NEW) is an adaptation of Net National
Product (NNP) that attempts to only measure the consumption of goods that contribute to economic well-being (Samuelson
and Nordhaus, 1989). The indicator accounts for the services of consumer durables, leisure, and unpaid work, and corrects for
the costs of environmental pollution and defensive expenditures such as commuting to work and government services such as
police, sanitation, road maintenance, and national defence (Nordhaus and Tobin, 1972).

> The Genuine Progress Indicator (GPI) is calculated in three steps (Talberth et al., 2007: 3): estimate of personal consumption
expenditures weighted by an index of the inequality in the distribution of income, addition of positive non-market activities
(e.g. volunteer work, consumer durables, housework and parenting), and deduction of defensive expenditures (e.g. cost of
crime, loss of leisure time, cost of commuting, carbon emissions damage).
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Measures of Australia’s Progress (2002), the Green GDP initiative in China (2006), the Wealth
of Nations reports of the World Bank (2006, 2011, 2018), Sustainable Society Index (2006), the
New Economics Foundation’s Happy Planet Index (2006), European Commission’s Beyond
GDP initiative (2007), Stiglitz-Sen-Fitoussi Commission (2008), Indicateur de Santé Sociale,
(Social Health Indicator) in France (2008), National Welfare Index (2009), OECD’s
Framework for Measuring Well-being and Progress (2009) and the Better Life Index (2011),
Multi-dimension Poverty Index (2010), the Common Good Product (2010), Social Progress
Index (2014), Inclusive Wealth Index (2014), Sustainable Well-being Index (2016), as well as
the Economic Well-being publications of the UK’s Office for National Statistics (2014), and
more recently the Inclusive Development Index (2017) of the World Economic Forum, the
Sustainable Development Goals Index (2018), the Legatum Prosperity Index (2018), or New
Zealand’s Well-being Budget (2019).!

As for France, in June 2015 the Conseil économique social et environnemental (Cése)
and France Stratégie published a set of ten indicators® along a threefold division in economic,
social, and environmental health. This proposal was made in preparation of the “Sas law”
(n°2015-411), which requires the government to prepare a yearly report detailing the evolution
of a selection of alternative indicators as well as the impact of past, present, and future policies
on such indicators.” This approach remains, however, limited because it is used as a
complement to, and not substitute for, GDP; as the law says, “alongside the evolution of gross
domestic product.” Analysing the two first Sas reports, Thiry (2017) points to the risk of these
indicators being used merely as rhetoric devices to legitimate the continuation of economic
growth. It is perhaps telling to see that both the reports for 2017 and 2018 were published at the
end of February the year after, when they were supposed, according to the law and in order to
be used in budget discussions, to be delivered on the first Tuesday of October of the current
year.

Statistics tell stories and each of those indicators tells a different story about what the
economy is and what its desirable state should be. Yet, none of those stories has been powerful
enough to replace the one told by Gross Domestic Product. Van den Bergh (2011: 886) talks of
a “GDP Paradox”: whereas it has become uncontroversial to claim that GDP is failing as an
indicator of social welfare, it is nonetheless still the dominant indicator used for that purpose.”
“[Clitizens are free to choose whatever they want — as long as it’s GDP” (Fioramonti, 2017:
209).

! For a more exhaustive review, see Hoekstra (2019: 82-83); van den Bergh and Antal (2014); Singh et al. (2012); Béhringer
and Jochem (2007); Hanley (2000); as well as the table showing the most-cited post-GDP indicators in Fioramonti (2017: 80-
82). For lists, see alternative indicators database such as the Compendium of Sustainable Development Indicator Initiatives
(900 indicators) or Wikiprogress (500 entries). For a more in-depth history of alternative to GDP indicators, see Moore and
Schmidt (2012) and Hoekstra (2019).

2 (1) Employment rate, (2) productive capital, and (3) public and private debt for the economic aspect; (4) life expectancy, (5)
life satisfaction, (6) income differentials, (7) education levels for the social; and (8) carbon consumption, (9) bird diversity,
and (10) waste recycling for the environmental (for more, see Aussilloux et al., 2015).

? The law contains one single article: “The government annually delivers to Parliament, on the first Tuesday of October, a
report detailing the evolution, in previous years, of new wealth indicators such as indicators of inequality, life quality, and
sustainable development, as well as a qualitative or quantitative analysis of the impact of policies implemented in the preceding
year, the current year, and those planned for the following year, especially concerning the laws of finance (lois des finances),
on such indicators alongside the evolution of gross domestic product. This report can be debated in Parliament” (mt).

4 For those who argue that GDP is better than nothing, one might follow Daly (1996: 115) and retort that it is actually worse
than nothing: “Is not even the poorest approximation to the correct concept always better than an accurate approximation to an
irrelevant or erroneous concept? Indeed, it could be reasonably argued that we might be better off to abandon GNP as a criterion
even if we had nothing better to put in its place.”
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Several authors have tried to explain the paradox. Seaford (2013) offers 12 barriers to
explain why alternative indicators are not used to guide policy: resources (budget constraints,
data problems), resistance (natural conservatism, expected redundancy), communication
(ignorance or confusion, lack of a strong alternative narrative, negative rhetorical and political
associations), complexity (no single alternative indicator, uncertainty), and organisation (lack
of feeling of ownership of alternative indicators, of multi-disciplinary attitudes, and of
expertise). In another study, this time focusing on two case studies in Germany and Belgium,
Bleys and Whitby (2015) list three barriers: context factors having to do with the Global
Financial Crisis; methodological issues concerning the alternative indicators; and an
incompatibility with users’ needs or/and beliefs. Strunz and Schindler (2017: 11-12) argue that
politicians might be wary about alternative indicators because they could critically re-evaluate
their performance while polluting industries would oppose them as a preamble to stricter
regulations. For Hoekstra (2019), it is simply because the macroeconomic community is more
powerful than the one touting well-being and sustainability, especially since the latter lacks
coherence and cooperation: “the Beyond-GDP cottage industry cannot compete with this GDP
multinational” (ibid. 100).

This leads to a more fundamental question: How to explain such an intense interest in
national income accounting, even in times of prosperity? Hoekstra (2019: 31) talks of a
“Studenski’s Paradox,” referring to Paul Studenski who in its study of national income
accounting over the 1665-1958 period (The Income of Nations, 1958) argued that the
development of national accounting was fast during periods of crisis but slow otherwise. This
is definitely not the case anymore, with GDP keeping its dominating position at the fore front
of politics rain or shine. One reason that explains both the “GDP Paradox” and “Studenski’s
Paradox” has to do with the existence of a deeper ideology of growth, an idea that will be

b

explored in the last section of this chapter.

It is only because Gross Domestic Product (GDP) was invented that we can today speak of
economic growth. Invented in the midst of the Great Depression in the United States, the
indicator became the ruling measure of economic performance all over the world and changed
the relations between society and economy. Now measurable, the economy understood as an
aggregation of transactions became something that the government could manage; it also had a
cultural impact by changing the very purpose of social organisation, from stability,
employment, and social welfare to limitless increases in commodity production. GDP was
criticised for failing to distinguish between goods and bads, not accounting for unpaid activities,
nature, inequality, and qualitative changes, as well as imposing a universal metric for progress.
Building on these shortcomings, the last fifty years saw a plethora of new indicators offered to
either complement or replace GDP. But pretenders failed and Gross Domestic Product remains
dominant globally.

When and where does it grow? Growth in time and space

Now that the economy has been invented and that it has been measured, let us look back in
history to trace where and when economic growth began. This exercise should be treated with
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caution. If the economy and its measurement are recent inventions, it might seem improper to
scrutinise pre-economic times through the lens of GDP. This concern, however, is not too
problematic for this section’s claim, which is that the phenomenon of economic growth is
historically recent.

When it comes to Western countries, there is a consensus among economic historians
that economic growth is (a) a recent phenomenon that began in Western Europe around the time
of the Industrial Revolution; (b) an episodic phenomenon that peaked during the Golden Age
between the end of the Second World War and the collapse of the Bretton Woods system at the
beginning of the 1970s; and (c) a phenomenon that has been unevenly spread geographically
among countries.

Recent

The work of Angus Maddison (2001) provides a historical perspective of how growth has
evolved over the long term. Looking over the last 2000 years, he notices that per capita income
only started increasing during the 18" century. Before that, economic activity around the world
evolved in periodic ups and downs of imperceptible magnitude, the average GDP growth per
year of 0.01% (0-1000) and 0.22% (1000-1820) being essentially due to a slow increase in
population (Maddison, 2001: 28). Without demographic changes, there was no advance in
global per capita income during the first millennium of the Common Era and only a 0.05%
average annual change in the following millennium up to 1820. In the period stretching from
1000 to 1820, economic activity in Western Europe kept increasing at a steady pace of
approximately 0.15% per year, triple the per capita rate of GDP growth for the world.

Around 1820, economic activity started to expand in Europe with the development of
steam engines, cotton-spinning machines and railroads. European GDP grew by 0.95%
(compared to 0.53% for the world) over the 1820-1870 period marking the end of the First
Industrial Revolution (1760-1840).

The Second Industrial Revolution (1840-1900) was marked by the discovery of
electricity, the internal combustion engine, running water, chemicals and petroleum, and
witnessed a further acceleration of European growth to an average 1.32% between 1870 and
1913. It was during that time (1880s) that coal overtook wood as the single most important
source of energy (Victor, 2008: 58) and that capitalism acquired the basic institutional shape
(e.g. for-profit business structures, bankruptcy law, central bank, welfare State, labour laws)
that it has today (Chang, 2014: 79).

The two world wars and the Great Depression brought about a relative slowdown in the
pace of increase (0.76% between 1913 and 1950 for Western Europe and 0.91% for the world).

The 1950-1973 period is the true anomaly in the history of growth with the highest
growth rate in history (4.08% in Western Europe, 3.49% in Eastern Europe and USSR, 8.05%
in Japan, and 2.93% globally). A variety of factors have been proposed to explain what is now
referred to as the Golden Age of Capitalism, including the establishment of the Bretton Woods
institutions (1944), the General Agreement on Tariffs and Trade (1947), and the European Coal
and Steel Community (1951). The most influential explanation for this upsurge of growth,
however, is the reforms in economic policies and institutions that gave birth to the modern
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mixed economy, especially the creation of State-owned enterprises for key industries like steel,
railway, banking, and energy (Chang, 2014: 101).

The times of high growth rates ended with the Collapse of the Bretton Woods system in
1971 and the oil shocks of 1973 and 1979 with the Western European economies getting back
to an annual 1.78% in the period between 1973 and 1998 (1.33% for the world). Reflecting on
that history, it is only the last eight generations of humans who have experienced consistent
growth (Ellwood, 2014: 16).!

Episodic

For Piketty (2013), economic growth is by nature episodic because it only occurs when
countries catch up with each other: “there is no example in history of a country standing at the
world technological frontier that would experience rates of growth higher than 1.5%” (ibid.
156). This concurs with biophysical economists who, following Hubbert (1993), argue that
exponential growth is bound to be a transient phenomenon.

Gordon (2016: 3) speaks of a “special century,” arguing that economic growth is not
steady or continuous, but rather an anomaly of the period 1870-1970 that will not be repeated:
“the rapid progress made over the past 250 years could well turn out to be a unique episode in
human history” (Gordon, 2012: 1). In a similar vein, Schmelzer (2015: 269) calls the fast
growth of Western economies from 1760 to 1970 a “historical exception.”

All in all, what the history of economic growth seems to suggest as to the current secular
stagnation is that “slow growth is not the new normal, it’s the old norm” (Elliott, 2017). This
finding contrasts starkly with the general expectation that the economy of a developed country
should grow by 2-3% per year (O’Neill, 2012: 1).

Uneven

Economic historians also note that economic growth was not evenly spread all over the globe.”
The economic history of humanity is one of an increasing divergence of speeds, where regions
such as Western Europe and its offshoots (United States, Canada, Australia, and New Zealand),
as well as Japan came to be the fastest-growing economies in the world.

Maddison (2001: 126) calculates the interregional spreads of levels of per capita GDP
over the 1000-1998 period. While growth, or rather the absence of it, was evenly distributed in
1000 (interregional spread of 1:1), Western Europe managed to grow twice as fast as some
regions such as Latin America or Africa by 1500, and three times as fast by 1820 — the so-called
“European miracle” (Jones, 1981). After 1820, the difference between the fastest- and slowest-
growing economies exploded to reach a ratio of 19-to-1 by the end of the twentieth century (5:1
in 1870, 9:1 in 1913, 15:1 in 1950, and 13:1 in 1973). The apparition of this two-speed world
was described by historian Kenneth Pomeranz (2000) as “the great divergence.”

The European “miracle” is not that miraculous, however. As I will argue in more detail
throughout the two following chapters, the European boom can be explained by the availability

! “For Western citizens, then, the era of growth has lasted for, at best, 200 years, barely 0.4% of the minimum of 50,000 years
that mankind has existed. Considered as a 24-hour day of which now is midnight, we may have started farming at about 7.15
this evening, but we have only been living with industry and assumed growth since 11.54pm” (Morgan, 2016: 150).

2 Not only was economic growth unevenly distributed among countries, but it was also among people within countries. I will
return to this point in the equality part of Chapter 4.
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of cheap nature and cheap labour, most often rendered available by violence, colonisation, and
unequal exchange (Patel and Moore, 2017).

This brief travel in time and space yielded three main findings. First, economic growth had a
relatively recent beginning, which means it is not an inherent feature of human civilisation. Of
course, this is not to say that the increase in GDP per capita that occurred in the last three
centuries did not contribute to human welfare, but rather that there is nothing unnatural about
imagining futures without growth. Second, growth had a peak; it follows that the high rates of
expansion that occurred during the Golden Age and which are today expected from early
industrialised economies are not likely to materialise in the future. And finally, growth had a
geographical location, which hints that there may be specific social and ecological
circumstances that could explain its occurrence. In sum, the history of growth is mostly a history
of no or slow and unequal growth which confronts us with a challenging thought: it would have
been possible for human societies to never experience economic growth.

How does it grow? Sources and drivers

If historically, economic growth is the exception rather than the rule, what caused it in the first
place and why did it continue? Also, what accounts for the striking differences in growth rates
across countries in history and today? Answering these questions, this section seeks to
understand the nature and causes of growth as a real phenomenon.

It remains a paradox that despite the importance attributed to growth, it has received
little scientific attention and remains poorly understood. Most contemporary accounts of
economic growth are still within the analytic path-dependency set by early growth theories such
as the Harrod-Domar (1939 and 1946) and Solow-Swan (1956) models and later Lucas (1988)
and Romer (1990). The core insights of these theories is that economic growth is driven by
innovation, which is itself driven by investment. As to what innovation is and how precisely it
turns into more production and consumption, opinions widely diverge.

What is certain is that economic growth is complex and involves factors beyond the
jurisdiction of economists. The purpose of this section is not to build a specific theory of growth
that would precisely and accurately predict its occurrence. Instead, what I offer is a rudimentary
conceptual framework that details the different mechanisms at play in a growing economy. I
start by decomposing growth in a dual process of expansion and intensification of commodity
production; I then identify five sources of growth (nature, labour, tools, knowledge, and
institutions) and three drivers that lead them to be mobilised in commercial production
(consumerism, productivism, and growthmanship).

Expansion and intensification

“Economic growth” is what Lakoff and Johnson (1980) call an “ontological metaphor,” that is
a term that reduces a complex phenomenon to a single entity (the economy) with a simplistic
behaviour (growing or not growing). But in fact, and this is the main insight of this section, an
economy does not grow.
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Rather, economic growth has to do with a change in scale and/or pace. Like an engine,
it can run faster (pace) or get larger (scale); so when an economy is metaphorically said “to
grow,” it means that it either expands (widens in geographical and/or social space) or intensifies
(accelerates in pace). This division recalls Marx’s two stages of accumulation as theorised by
the French “Regulation School” (e.g. Aglietta, 1976; Boyer, 1990). I will keep with their
terminological conventions and call extensive a form of accumulation (the Marxian term for
growth) where the economy expands in space and infensive when it intensifies in pace. (If I am
borrowing the terms from the Regulation School, I do not commit to the way they define them
and propose a slightly different definition.)

A regime of accumulation is extensive (or synonymously, expansive) when a market
economy expands in scale to occupy new social, geographical, and temporal spheres. It does so
by a process of commodification whereby certain things that were outside of the realm of
market exchange are turned into standardised, quantified, monetised, and privatised products
to be bought and sold on a market." GDP rises during expansion as more things are exchanged
for money on markets instead of being allocated via sharing, reciprocity, or redistribution. The
creation of Airbnb, for example, extended the commodity frontier by creating a market where
there was none. Same case for financial products that before being invented were obviously not
traded. The extension can also be in time: allowing Sunday work increases the total volume of
hours worked, which can translate into more production (even though this causal relation is
complex and can go both directions). In sum, economic expansion has to do with an increase
in the diversity of monetary transactions; not only more of the same but new ones.

A regime of accumulation is infensive when a market economy intensifies within the
boundaries of the markets that already exist. Consider someone using Airbnb once a month
instead of using it once a year; the volume of monetary transaction would increase twelvefold.
Or perhaps, imagine a firm that would intensify production by furthering the division of labour,
introducing a new technology, or just using more energy, with the result of increasing its output
per hour (which one assumes it would manage to sell). The technological change of economists
(i.e. measured by Total Factor Productivity) is a measure of intensive growth for that it
represents the monetary value created out of the same quantity of factors of production. This
change is not purely quantitative for that it also has to do with the value of products that are
bought and sold. Selling an expensive Ferrari contributes to GDP growth more than selling a
cheaper Peugeot.

Let us now reverse the situation. If economic growth means accumulation via either
expansion or intensification, then a negative economic growth can be seen as either shrinking
or relaxation. Decommodify market commodities and the GDP economy shrinks. For example,
if scientific articles, which are today sold by private publishers, were to be managed by scholars
themselves under a commons regime like Wikipedia, then they would disappear from national
accounts (unless their value is indirectly imputed). The articles would still exist but they would
not be accounted in GDP in monetary terms, which would have then gone down by the value
of articles no longer bought and sold — the economy would have shrunken.

! To be precise, let us further divide this extensive growth into two cases. The growth by commodification is the one I described
above, namely when relations are turned into commodities in reality (e.g. privatisation of a child care commons). But in terms
of accounting, imputing the value of non-monetary production into GDP would equally look like economic growth — a sort of
growth by GDP-fication (e.g. the child care commons still exist in reality but it is accounted for in monetary terms as to be
included in GDP).
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In contrast, if people decide to consume less or firms decide to produce less, then the
GDP economy relaxes in the sense of a slowdown, a reduction in intensity." The economy
would, in other words, contains the same diversity of traded commodities, except less in
quantity. If Elsevier decides to publish only half as much articles, and assuming the entire
economy is only made of Elsevier’s sales of articles, then GDP would be cut in half — the
economy would have slowed down.

In national accounting, both the emergence of new monetary exchanges and the
intensification of old ones make GDP goes up. Because it is an indicator of flow, it cannot
account for this subtle difference, and this is why the question of whether economic growth is
desirable or not is badly posed. The question is not how large your growth rate is, but what is
it made of. Perhaps, one would find reasons to prefer an economic growth made of
technological innovation rather than one solely based on the creation of new financial markets.
If one further dissects GDP growth into sectoral trends, one may find the enlargement of some
sectors like education desirable while seeing the shrinking of others like prison services also
desirable (even though one may argue that the monetary aspect of these activities say little about
their quality).

Behind this question lies a more fundamental one: Is subjecting new social and
ecological spheres to the logic of commercial exchange and intensifying the pace of already
existing commodity trading desirable? A switch from Couchsurfing and Wikipedia
(uncommodified and thus outside GDP) to Airbnb and Elsevier (commodified and thus inside
GDP) involves complex changes in the nature of social relations, which I will argue in the
second part of this dissertation, are unwelcome.

In the end, the metaphor of economic growth is misleading for that it assumes that more
is always better and that less is always worse. But economic growth is not singular but plural —
economic growths. Thinking in terms of expansion/shrinking of the market sphere and
intensification/relaxation of productive capacities allows a slightly better differentiation
between the GDP trends that should be celebrated and the ones that should be dreaded. This
being said, it remains that the desirability of economic activity ultimately has more to do with
its quality (what it does) than its quantity (how much does it do).

Source and drivers of growth

Imagine the economy as a cake and economic growth as this cake getting bigger. The basic
ingredients without which there could be no cooking in the first place — natural resources,
labour, tools, knowledge, and institutions — I call sources. Drivers, on the other hand, are the
social mechanisms at play explaining why these ingredients are set in motion for the production
of commodities instead of being used for non-commercial production or being left idle.

"I chose the unusual term “relaxing” intentionally. It evokes the resting of a muscle that would then require less energy, which
announces the main claim of Chapter 2, namely that economic activity is unavoidably linked to the biosphere. Furthermore, it
carries positive connotations, evoking a resting from stressful activity (often work), which announces a point I will develop in
Part II: the hypothesis that a slowing down of economic life is socially desirable.
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Sources

Gross Domestic Product (GDP) measures the production of market commodities (and the
production of non-commodities whose value is imputed as such). Just like any other form of
production, commodities are produced using several of the following five factors of production:
natural resources, labour, knowledge, tools, and institutions."

(1) Nature. There can be no production without energy and matter. Even the most
immaterial product requires some form of energy. It is a common place saying that
anything requires time and effort; if time is labour, then effort is energy. It can take
the form of resources (materials, energy, water, land, and living biomass) or
ecosystem services (e.g. pollination, soil formation, regulation of freshwater, or
genetic resources), and can be used directly in production (fish is caught and sold)
or indirectly through various reproductive practices (fish contributes to cultural
identities).

(2) Labour. Defined as time and effort applied to a specific task, labour is present
in all forms of production. Labour is a function of population (how many people
there are), health (how many of them are able to work), and the cultural organisation
of work (how much they are willing or required to spend time and effort in
production). Just like with nature, labour is used both directly (spending time to
turn fish into sushi) and indirectly (spending time caring for the people as to render
them able to turn fish into sushi).

(3) Tools. This is what economists call “manufactured capital,” the machines,
instruments, and all the other objects beyond the boundaries of the human body that
are used in production (in accounting terms, usually over a time span of one year or
more). A sushi knife, a road, or a submarine communication cable are examples of
human-made, material artefacts that can become factors of production.

(4) Knowledge. 1 call knowledge what economists otherwise refer to as “human
capital,” namely all the attributes possessed by groups and individuals, including
knowledge, skills, confidence and all other capacities that enable them to participate
in production. They can be individual (knowing how to prepare sushi) or collective
(the wikiHow webpage for cutting sushi) and depend on education and training.

(5) Institutions. Production is always culturally framed by institutions. The use of
nature and tools requires property arrangements within the community; exchange
is eased by money while reciprocity relies on trust, and sharing requires sympathy;
banks facilitate investment; the organisation of work is framed by rules and
customs; and ethnic, religious, or secular values affect the do’s and don’ts of
economic life.

! In mainstream economics, it is usual to group them in the two categories of labour and capital, assuming that capital can either
be natural, manufactured, social, and human.
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If all the sources above can be used to produce commodities, most of the time they are not. In
the non-capitalist economies that characterised most of human history, these sources were
mobilised mostly for provision outside of the market sphere and framed by a logic of social
reproduction with the goal of sustaining, and not of perpetual increase. In order to understand
what causes their (increasing) mobilisation in commercial production, one must look at what I
referred to as growth drivers.

Drivers

Drivers of growth are mechanisms that push up the production of commodities, then measured
as economic growth in terms of GDP. (I am referring here to commercial GDP, that is the part
measuring real commodity transactions, in contrast to non-commodities whose value is imputed
into GDP as if they were commodities.) Drivers explain what causes nature, labour, tools,
knowledge, and institutions to be mobilised to make market goods and services. As a simplified
typology, I propose the following three categories having to do with growth pressures
happening at the level of the household (consumerism), the firm (productivism), and the State
(growthmanship).'

(1) Consumerism. In a society where comfort, well-being, and status is associated
with the consumption of commodities, people seek to satisfy their needs by
purchasing products. Getting hold of the money requires working for a wage,
contracting consumer loans, earning profit, extracting rent, or engaging in any other
activity that can generate an income. Whether it is for personal pleasure, positional
competition, or the repayment of private debt, and whether it springs from an
autonomous consent or provoked by advertising, planned obsolescence, and
predatory lending, consumerism drives up commercial consumption.

(2) Productivism. In competing for market shares and profits, financially-driven
firms invest as to improve their productive capacities and innovate to supply novel
products and services. Different ways of improving productivity include accessing
new natural resources, training employees, developing new technologies, or
improving company culture. Whether it is because of a profit motive, the
advantages linked with being larger than its competitors,” the repayment of debt, or
because of a broader culture of market entrepreneurship, productivism drives up
commercial production.

(3) Growthmanship. The actions of governments and international organisations
that actively promote economic growth are a direct driver of both production and
consumption. Public authorities may do so with the intention of fighting
unemployment, eradicating poverty and reducing inequality, lowering levels of

"If I am only pointing to the existence of these three cultural paradigms without much discussion on their inner nature, this is
because they will be explored at length throughout the thesis.

% For example: economies of scale, better reputation, ability to integrate part of the supply chain, power over suppliers and
government, financial independence, security, international opportunities in exploiting wage, tax, and regulation differences.
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public debt, securing geopolitical power, or just to be able to finance their operation
via the taxation of market activities.

But the question remains: How do the three drivers interact, and is there one that prevail over
the others? Of course, the answer is that it depends of the social context, but that answer does
not take us far. At this point in the dissertation, there is no need to identify one fundamental
impulse for growth that will explain all others. Instead, and for the moment,' let us imagine the
GDP economy as a lake sitting at the confluence of several rivers whose contribution to the
increase in size of the lake depends on changing circumstances.

To summarise the argument to this point: the occurrence of economic growth in a
market economy hinges on three things: consumers willing to purchase additional goods and
services, businesses willing to produce them, and a government that supports the whole process.
The growth engine is powered by the pursuit of income for consumption by households
(consumerism), the pursuit of profits by firms (productivism), and the pursuit of GDP by
governments (growthmanship). For an economy to grow over time, both supply and demand
must increase. Although each process has its own mechanisms, they together form a
macroeconomic reinforcing feedback loop: an increasing aggregate demand tends to trigger
additional investment, which at the same time increases supply and adds up to aggregate
demand and so on.

An economy does not “grow” but rather expands by widening the domain of market exchange
or/and intensifies by swelling the volume of transactions for commodities that already exist.
(This terminology also works in reverse with negative economic growth being either shrinking
or relaxation.) As to what causes these upward tendencies, I have listed five potential sources
of economic growth (nature, labour, tools, knowledge, and institutions) and three drivers
(consumerism, productivism, and growthmanship) explaining what lead them to be mobilised
for the production of commodities. These drivers all have to do with the pursuit of larger
quantities of money, either at the level of households (income motive), firms (profit motive),
or governments (GDP motive).

Why should it grow? Collective imaginaries about growth

Even though economic growth has material manifestations (e.g. resources are used, work is
performed, products are consumed), those only describe what growth does and not what it is.
More than a real phenomenon and more than an “arbitrary calculation” (Fournier, 2008: 529),
economic growth is also an ideology.” Here I make a difference between economic growth (or
growth for short) to refer to the real phenomenon (the expansion and/or acceleration of

' 1 will have more to say on this topic in Chapter 6.

2 Daly (1972) calls it a “growth paradigm,” referring to the pre-analytic vision of mainstream economists that justifies a belief
in economic growth. Other authors such as Purdey (2010), Dale (2012), Schmelzer (2016), and Kallis (2018: 63) also use the
term “growth paradigm,” this time to describe the exact same thing I call growthism. I find the term “paradigm” to be misleading
for that it makes it sound like the growth ideology lives inside the realm of science. I prefer to speak of a “growth ideology” to
emphasise how this worldview is political and not only academic.
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commodity production) and growthism or the ideology of growth to refer to a system of cultural
representations associated with that phenomenon.

Growth as ideology

Following this division, the economic growth described by economists is only the tip of the
iceberg of growthism. As evidence of the extent of this invisible side of the iceberg, consider
the presence of growth concerns in seemingly unrelated policy domains such as health, safety,
family planning, and environmental standards (Spangenberg, 2010: 565). Rogoff (2012) aptly
summarises the situation calling economic growth “the be-all and end-all of policy.” “The
public management of things and people is hegemonically articulated around a naturalisation
of the need for economic growth” (Swyngedouw, 2007 cited in Asara et al., 2015: 1) in a way
that makes it impossible for civil society and public authorities to think of progress outside of
GDP (Fioramonti and Bell, 2014).!

In times of climate change and intensifying resource scarcity, it is the economy that
needs to be saved as opposed to nature (Foster, 2011: 101). For Gordon (2012), the state of the
environment is a “headwind” to economic growth. Piccard and Rial (2019) announce the
COP2S5 as “a crucial summit to prevent economic recession.” This belief is apparent in the latest
report of the Intergovernmental Panel on Climate Change (IPCC) where an entire section
(n°B.5.5) is dedicated to “climate-related risks to economic growth,” including statements
along the line of the following: “Risks to global aggregated economic growth [measured as
GDP] due to climate change impacts are projected to be lower at 1.5°C than at 2°C by the end
of'this century” (IPCC, 2018: 11-12, italics added).” Likewise, the Better Growth Better Climate
report worries that “in the long term, if climate change is not tackled, growth itself will be at
risk” (WRI, 2014: 9). The World Economic Outlook report of the IMF (2019: xvi) announces
that “avoiding policy missteps that could harm economic activity needs to be the main priority.”

Growth has become a political and social obsession as well as a grand narrative: it is
not that society has a growth economy, rather it is a growth society (Trainer, 2012: 593).
Revisiting Harvey’s (2014: 7) definition of capitalism, growthism can be described as “any
social formation in which processes of [economic growth] are hegemonic and dominant in
providing and shaping the material, social and intellectual bases for social life” (Harvey talks
of “capital accumulation” in the original sentence). Substituting “growth” for “capitalist” in a
sentence from Fisher (2009: 16) gives an accurate description: “[Growth] realism is more like
a pervasive atmosphere, conditioning not only the production of culture but also the regulation
of work and education, and acting as a kind of invisible barrier constraining thought and action.”
This “exponential-growth culture,” Hubbert (1993: 125) writes, “[is] so heavily dependent upon
the continuance of exponential growth for its stability that it is incapable of reckoning with
problems of nongrowth.”

! American economist Paul Romer provides a quite fitting example to my point when he claims, as reported by Cowen (2018),
that regularising the spelling of the English language as to make it more phonetic could boost the rate of economic growth.

? Here is an obscene example of how tragic events are sometimes interpreted solely via the impact they have on GDP: “When
a tsunami damaged the Fukushima nuclear reactor in Japan in March 2011, one effect was that a Hitachi factory producing
60% of the world’s airflow sensors was shut down, leading to disruption in vehicle production on the other side of the world:
General Motors shutting a plant in Louisiana for a week, and Peugeot-Citroén slowing production at its European factories”
(UNEP, 2014: 36).
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The pervasiveness of growthism is the reason why any presentation dealing with the
concept of economic growth would remain incomplete without a description of how it came to
occupy the individual and collective imaginaries of the great majority of nations. This last part
reviews and expands on the limited literature that has scrutinised growth as a “social paradigm,”
defined as “a specific ensemble of societal, political, and academic discourses, theories, and
statistical standards that jointly assert and justify the view that economic growth as
conventionally defined is desirable, imperative, and essentially limitless” (Schmelzer, 2015:
264). This part will be guided by the following questions: How did the pursuit of growth
become a priority? Why and how is the “GDP fetish” (Stiglitz, 2009), the “growth fetish”
(Kallis et al., 2012: 7), the “cult of economic growth” (Jackson, 2011: 88), or the “myth of
growth” (Jackson, 2017: 21) perpetuated? What is it that makes individuals and communities
perceive growth as imperative in the conduct of their daily lives?

The concept of growth is recent and its ideology even more so

Earlier in this chapter, we saw that economic growth was a recent phenomenon in the history
of human societies dating back to the Industrial Revolution. It is therefore not surprising that
the notion of economic growth is also recent as it grew alongside the appearance of the physical
reality of growth. The ideology of growth, however, did not emerge straight after the economy
actually started to grow.' The idea of economic growth first had to be invented (the economy
can grow) and then had to be loved (the economy should grow).

When did the concept of economic growth appear? Tracking the use of the term in
economic discourse in the period 1890-1960, Hirschman (2016) affirms that discussions of
economic growth only emerged after the Second World War.? The use of the term “growth,” to
mean increasing economic output, was first cited in the Oxford English Dictionary only in the
1950s. Shenk (2014) points to the fact that, before 1940, no economics dissertation in the United
States included the phrase “economic growth” in its title. In his study of 42 introductory
economics textbooks published between 1890 and 1960, Hirschman (2016) notices that even
after the concept of national income came to dominate in the 1940-1950s, the primary concern
remained its stability and not its increase. In writing the influential The theory of economic
growth (1955), Arthur Lewis noted that “no comprehensive treatise on the subject [had] been
published for about a century” (cited in Schmelzer, 2016: 78). One of the first growth theory,
the separate works of Roy Harrod (1939) and Evsey Domar (1946), was developed out of an
interest in achieving full employment, growth only being a means to that end. The 1951 edition
of Paul Samuelson then classic textbook Economics (1948) did not include discussion on
growth (Schmelzer, 2016: 140) and American economist Moses Abramovitz called theories of
growth “rudimentary” and “underdeveloped” in his 1952 Survey of Contemporary Economics.

! Although the idea of economic progress and policies geared towards expansion were already present among classical
economists, the new understanding of growth that developed later in the middle of the 20" century was different on three
accounts (Schmelzer, 2015: 264). First, classical economists lacked the techniques of quantification that were later developed
in national income accounting to measure what was actually growing and how fast; second, they still held a biophysical
ontology that saw growth as being fundamentally restricted by material reality, especially land; and finally, it was not until the
1950s that economic growth came to be considered as an indicator of societal welfare and a policy objective.

2 As noted by Hirschman (2016: 85-86), the publication of Paul Samuelson’s Economics in 1948 is a case in point. “National
income provides the central unifying theme of the book (ibid. v) and “it is the first task of modern economic science to describe,
to analyze, to explain, to correlate these fluctuations of national income” (ibid. 5).
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And when did economic growth start to be considered desirable? Collins (2000: x) dates
the emergence of what he describes as “growthmanship” or “the seemingly single-minded
pursuit of exuberant economic growth” to the mid- and late 1940s in the US and 1950s in
Europe. Schmelzer’s (2016) historical study of growth in the OECD finds no trace of stand-
alone growth objectives before the 1949’s Council of Economic Advisers in the United States,
which Collins (1990: 149) called “growthmanship’s declaration of principles.” The first OECD
growth target (4-6% annual over a decade) appeared in 1961 (Schmelzer, 2016: ch.4).

Mitchell (2014: 493-98) stresses the invention of the logarithmic scale that allowed to
give an impression of stability in the variation of economic growth over time, whereas a non-
logarithmic display of the same data would show an exponential curve that people would
interpret negatively as the economy going out of control in an unstoppable acceleration. It is a
surprising paradox that the idea of growth was sold by being branded as stable.

As amply evidenced by Schmelzer (2016: ch.2), the objective of maximising GDP
growth was actively propagated by the Organisation for European Economic Cooperation
(OEEC), first in the United States in the early 1950s and then throughout the world after that,
often against the will of politicians. Poole (2015) reports that some politicians like British prime
minister Harold Wilson were still reticent to engage in “Growthspeak” throughout the 1960s.'
This campaign speech by Franklin D. Roosevelt in 1932 shows well that, back then, it was
stability and not growth that was heralded as ultimate economic goal.” And yet, growth slowly
made its way towards becoming a synonym for prosperity. As American economist James
Tobin declared during his 1964 speech at the American Economic Association: “growth has
become a good word” (cited in Schmelzer, 2016: 188).

Arndt (1978: 30) writes that only with difficulty can one find “any trace of interest in
economic growth as a policy objective in the official or professional literature of Western
countries before 1950.” Schmelzer (2016: 158-59) reports that several widely used terms in the
policy objectives of Western governments such as “economic expansion” but also
“development,” “upsurge,” “productivity,” or prosperity” only came to be replaced by
“economic growth” after the 1950s. In the United States, it is only in 1953 that the Council of
Economic Advisors’ Annual Report of the President to Congress started to speak of “the
economy’’ and not only of “the nation’s economic budget,” and that the growth of the economy
came to substitute more specific desires for expansion of trade, population, or natural resources
(Mitchell, 2014: 489-91).

What was new was not the desire to maximise national wealth (this was already at the
heart of the mercantilist doctrine and countless others before that) but the focus on maximising
the growth rate of that wealth — not only more, but more faster. The signs displayed in the US
Commerce Department during the 1960s asking “What have you done for growth today?”
capture it all (see Schmelzer, 2016: ch.4 for a history of growth targets during that period). This

! Poole (2015) reports on an interview of Harold Wilson by the Oxford Times dating from 1965: “I am now fighting a losing
battle on another word I dislike — growth — which had a certain medical and agricultural connotation.”

2 «“Our industrial plant is built; the problem just now is whether under existing conditions it is not overbuilt. Our last frontier
has long since been reached, and there is practically no more free land... [...]. Clearly, all this calls for a re-appraisal of values.
A mere building of more industrial plants, a creator of more railroad systems, and organizer of more corporations, is as likely
to be a danger as a help... Our task now is not discovery or exploitation of natural resources, or necessarily producing more
goods. It is the soberer, less dramatic business of administering resources and plants already in hand... of adapting existing
economic organizations to the service of the people” (Roosevelt, 1932 cited in Mitchell, 2014: 492).
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question embodies the ideology of growth in its purest form: the subjugation of public servants
and, as we will now see, individuals by the logic of forever more.

The culture of Growth: ontology and ethos

A first step in understanding the growth narrative consists in analysing the metaphors
surrounding the word “growth” — a topic that, to the best of my knowledge, has only been
explored by White (2003)." Metaphors shape discourses as they associate ideas automatically
and unconsciously to ways of thinking about the economy (Dean, 2014). Examining the British
press over the 1990s, White (2003) identifies two metaphors associated with economic growth:
“the economy is a living organism” and “the economy is a mechanical process.”

The first locates “growth” within the domain of living things, either as a plant that can
revive, recover, return, break out, push up, recede, wither, wilt, falter or as an agent who can
be fostered, nourished, nurtured, boosted, stimulated, smothered, choked, throttled, arrested,
frozen (ibid. 137). The alive growth metaphor portrays growth as natural and good and its
absence as bad and unnatural® (Dean, 2014) — economic stagnation being tied to the “imagery
of a fetid, decomposing swamp” (de Saille and Medvecky, 2016: 9).

In contrast, the other metaphor depicts “growth” as a mechanical activity that is
described with words such as trigger, kick start, spark, fuel, drive, accelerate, catalyst, main
engine, locomotive, lever, put a damper on, put the brake on, keep on track, pick up steam, and
derail (White, 2003: 145). This assumes a certain rate of growth as “normal,” with any deviation
from that level interpreted as a fault.’

Those two metaphors seem difficult to reconcile. On the one hand, growth is a natural
phenomenon that, like any living organism, appear, develop, mature, decline, and die, with a
metaphorical focus on size (growth as increase). But growth is also a perpetual, mechanical
process that comes to an end only as the result of an accident, with a metaphorical focus on
speed (growth as acceleration). The two metaphors, however, come together at the level of the
desirability of growth. In White’s (2003: 145) record of all the adjectives associated with
“growth” in the Financial Times throughout 1997, the more growth the better: economic growth
is deemed positive when rapid, firm, steady, sustained, accelerating, or booming and negative
when slow, depressed, weakening, stagnant, lacklustre, faltering, or anaemic. What this
analysis shows is that the growth narrative is predominantly quantitative.

The ideology of growth is summarised succinctly by Mishan (1967: 175) as “enough
does not suffice.” Because, as I suggested earlier, GDP growth is about both speed and scale,
one could also say: bigger and faster is better — or as Buzz Lightyear would say, “To infinity...
and beyond!” Economic growth is lauded as manna to society as a whole: more profits for
entrepreneurs, more wages for workers, more tax revenues for governments, more employment
for job-seekers, more benefits for welfare recipients, and more technologies for everyone. It is
no surprise that in international politics, growth has become “a symbol [...] of national power

! One can also find a few paragraph analysing the growth metaphor in Princen (2012: 10-11).

2 The fact that the term “growth” imports a biological metaphor biases the debate over the environmental consequences of
economic growth by assuming implicitly that economic and ecological growth are equally natural processes.

? In 2007-2008, the Commission pour la libération de la croissance frangaise (Commission for the liberation of French growth)
led by Jacques Attali identified 316 propositions to “liberate” economic growth. Semantically, the choice of the word
“libération” depicts an understanding of economic growth as a natural phenomenon that should not be constrained.
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[...] associated with vitality, rigor, and strength” (Schmelzer, 2015: 267). In political
discourses, GDP growth is a barometer that, even though quantitative, is associated to
qualitative notions such as development, standard of living, well-being, prosperity, and
progress. Arndt (1978b: 43) puts it matter-of-factly: “More rapid economic growth came to be
regarded as a prophylactic or remedy for all the major current ailments of Western economies.”"

The idea of growth is centred on quantity. The growthist answer to the question ‘what
do you want to be when you grow up’ is simply: bigger. “Same as today — only more” (Welzer,
2011: 31), an “idolatry of giantism,” Schumacher (1973: 49) would say. In that sense,
growthism constitutes a paradox: it is progressive in terms of quantity (more is better) but
conservative in terms of quality (more of the same is better). Once a country has managed to
escape a situation of deprivation, it becomes more and more difficult to answer the question:
What do we grow for?” The growth economy keeps growing precisely because it has no
destination; it is alone both the rationale and the direction (Philipsen, 2015: 55). There is no
utopia behind growth, no set goal to achieve, and that is why the only thing a growth economy
aspires to do is to keep growing for growth’s sake alone. The opposite of growth, on the other
hand, let it be recession or inertia, is directly associated with negative events such as the
stagnation of wealth and personal development.” Augmentation becomes progress. “Growth is
good, low growth alarming, no growth or negative growth catastrophic” (Levitas, 2013: 171).
As noted by Welzer (2011: 22), “the emotional note that always comes into debates whenever
it is proposed that we could simply stop growing betrays the role growth has assumed within
our emotional framework.””*

Growthism is an ideology that includes several others: extractivism (as an ideology of
accelerated exploitation that renders resources available for production); productivism (as the
belief that producers should maximise production); commercialism (the primacy of
commodities and profit); consumerism (as the belief that consumers should maximise
consumption); and finally, excretism (to fasten the replacement of products while being able to
oust the worry of what happens to materials and energy after use).

What makes the ideology of growth so resilient is the sacredness associated to economic
growth. Rowan Williams (2008), the former Archbishop of Canterbury, speaks of an “idolatry
of growth” to describe the way in which reality, power, and agency are ascribed to things that

! The worldview is perfectly captured by Paul Ryan in a 2018 speech to The Economic Club of Washington, D.C.: “Growth is
the beating heart of a free economy. The stronger it is, the more opportunity there is, the more mobility there is. Growth is what
gives us momentum, gives us room to run. In our lives, it is the difference between being stuck and moving ahead on the path
of life. For our country, it is the difference between leading in the world, and lagging behind” (Ryan, 2018).

2 “Economic growth is realized; but this is the growth of what, for whom, at what cost, and to arrive at what? A partial moment
of the economic system [...] is set up as the sovereign moment of the economy; and, represented by this partial moment, the
economy, itself a moment of social life, is set up as the sovereign instance of society” (Castoriadis, 1987: 159-60, italics in
original).

? 1t is telling that one speaks of “negative growth” to refer to an economy that is getting smaller, or from a growthist perspective,
that is not getting bigger.

* The ideology of growth could have been perfectly described by Gordon Gekko, a character of the film Wall Street (1987),
should he replace the word “greed” for “growth”: “Greed, for lack of a better word, is good. Greed is right, greed works. Greed
clarifies, cuts through, and captures the essence of the evolutionary spirit. Greed, in all of its forms; greed for life, for money,
for love, knowledge has marked the upward surge of mankind.”
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had no life in themselves, and that were, in fact, socially constructed.'? The economy becomes
Economy (with a capital E) when it becomes sacred in the minds of its participants; and with
this sacralisation comes depolitisation. As the economy is naturalised, seen as something Godly
whose existence is independent from the will of its users, it loses its malleability. The economy
becomes alive (e.g. the economy or the market does this or feels like that), it morphs into a
mystical creature with an independent set of aspirations. Foucart (2018) even has a name for
this cult of the Market: “agoratheism.”

Economic growth is a system of beliefs, a god which possesses the power to reject
policies that appear to be a threat to its existence” (Urhammer, 2016: 52). Adapting a statement
from Jacques Ellul (1912-1994) about technique, “it is not [economic growth] that enslaves us
but the sacred assigned to [economic growth]” (in the original sentence, the author was writing
about “technique”). The sanctity of growth is reinforced by the complicatedness of GDP
calculations, which only a minority of people understand — these “evangelistic worshippers of
GNP” (Nordhaus and Tobin, 1972: 4).

In the same way that believers can maintain their faith through personal hardships, the
religion of growth can survive times of tribulation such as the Global Financial Crisis (2007-
2008), the Great Recession (2007-2009), and the current secular stagnation. There is always
more growth at the end of the tunnel, we are being told. This capacity of Growth to survive in
the face of persistent failure has to do with the psychodynamics of growthism as an ideology,
or the fact that it has managed to colonise people’s minds. This is what we now turn to.

Growth as mental infrastructure

A key insight with seeing growth as an ideology is the realisation that it is not only something
that exists ‘out there,” but also inside of us, living in our identities. This is the main thesis put
forward by Welzer (2011: 15) when he describes economic growth as the ‘“mental
infrastructure” of industrial societies, meaning that it is not only “enshrined in business and
politics, but also in the psychological structure of the people who grow up in such societies.”
The author is warning that growthism is been internalised by individuals who then reproduce
the cultural myth of growth through the formation of their identities. The idea of endless growth
enters our mental and emotional lives (i.e. how we think and how we feel), permeates our
desires, hopes, and values, and shapes our personal identities and attitudes. What started on the
accounting spreadsheet of a handful of economists and politicians has escaped to colonise the
habits of thought of the masses, giving birth to a kind of everyday growthism.

The growth ethic translates into a constant desire for improvement. This can apply to
any activity from the expansion of knowledge to digital friendships, money or material

! Religious analogies abound in the growth-critical literature: the “Great God Growth” (Heller, 1972: 5), “the secular religion
of advancing industrial societies” (Bell, 1976: 237-38), “holy growth” (Latouche and Harpages, 2012: 79; Flipo, 2017: 9), the
“semi-religious totem of modern societies” (Kallis, 2017: 18) and the “god of growth” (ibid. 98), the “growth religion” (De
Schutter, 2017: 181), “the cult of growth” (Rist, 2008: 242), “the magic wand of GDP growth” (Philipsen, 2015: 89), the “GDP
mantra” (Fioramonti, 2013: 19), “the faith of growth” (Ellwood, 2014: 134), “the thaumaturgic gift of growth” (Bonaiuti, 2012:
30), the “religion of the modern world” (Cohen, 2015: 11, mt) or “the secular religion of advancing industrial societies” (Bell,
1976 cited in Friedman, 2005: 15). To the best of my knowledge, the first scholar to conceptualise the market as a religion was
Loy (1997) in his seminal article “The Religion of the Market.”

2 Difficult here not to recall John K. Galbraith’s (1967) famous joke about the primacy of economic goals in public policy:
“The rate of increase in income and output in National Income and Gross National Product, together with the level of
employment, remain the all but exclusive measure of social achievement. This is the modern morality. Saint Peter is assumed
to ask applicants only what they have done to increase the GNP.”
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possessions, and life experiences in general. As an unconscious belief that bigger and faster is
always better, it is the mentality of an individual that is never complete and always striving to
be something else before it is too late." As Alfred Sauvy (1898-1990) is reported to have said,
human beings are walkers that never reach the horizon. Biogenetics and the idea of
transhumanism fits right in: individuals should be augmented with faster cognitive capabilities
and bodily functions. Faced with the limitedness of their life on Earth, growth-agents
compensate with creating an “image of unlimited good” (Hornborg, 1992), an “ideology of the
unlimited” (Cheynet, 2014: 56), a “regime of limitless accessibility” (Romano, 2019: ch.1), or
a “myth of the unlimited” (Méda, 2013: 14) pertaining to the consumption of stuff. Individuals
find themselves caught in an infinite sequence of existential waiting rooms with commodities
acting as doors linking one to another. It is a mentality where subjects “regard themselves as
nothing but the precursors of their next step up the ladder” (Welzer, 2011: 23). Stagnation is
the most dreaded condition for growthist subjects for that it fails to satisfy their urge or
compulsion to have and be more.

According to sociologist Hartmut Rosa (2013: 227) and his theory of social acceleration,
this development was made possible by the individualisation that occurred with the advent of
modernity “in which substantial alternatives for life and action open up and a gradually
increasing amount of responsibility for shaping their own lives is transferred to individuals”
(this is also the argument of Romano, 2019: ch.1). Technological revolutions did not only occur
in farms and factories but were also accompanied by the emergence of a new type of individual.
For the first time, people became designers of their own biographies (Welzer, 2011: 34) and
were given the possibility as well as the task to choose who they wanted to be — “to see one’s
own life as a project to be given shape in time” (Rosa, 2013: 226). This choice was rendered
possible by the idea of progress, namely the belief that the future could be, not only different,
but better than the present. This freedom to choose one’s own life led to the imperative to choose
a good life, or even the best of all possible lives.

Whereas at first, the choice was opened but still restrained — you can change who you
are, but you should not —, this inhibition was to disappear in advanced modernity — you can and
should change all the time (Rosa, 2013: 229). At this point, growthism colonised the psychology
of modern societies by commanding individuals, not only to have more, but to be more — to be
the best you can potentially be. Or more precisely: you should be more, and one way of
achieving that, is to ~ave more. But not everything can be piled up. Unlike material possessions
which can be accumulated in increasing quantity at once, you cannot be different people at the
same time, which means that the only way to be more is to accelerate the pace of change in
your personality types — an acceleration of being in Rosa’s terms.

Change is never abstract but rather more or less of something concrete. The ideology of
growth has substituted income (among other quantities) for time as a continuum: the wheel of
time is replaced by a wheel of money. The present is defined by an income level, the past is the
reduction of that income (or only a reduction of its rate of growth), and the future is its increase.
“Advanced” nations are the ones that are en route towards their futures, “backward” ones are
stuck in the past, and stagnating countries like Japan during its two so-called “lost decades” are
condemned to an eternal return of the present. This division also applies at the individual level.

! Aubrey de Grey (2005) even rejects the idea of a foo late, arguing that ageing should be treated as a disease.
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Who would consider it a success to have less money (or possessions, knowledge, friends etc.)
at the age of 40 than at the age of 20? This micro-discourse of personal development inhabits
personality types and informs individual behaviour as convincingly as the macro-discourse of
development influences public policy.

In the utilitarian world of growthism, any choice concerning family, profession,
religion, hobbies, or political preferences should be constantly revised so as to insure it
optimally contributes to the personal development of the individual. VoB3 (1990, cited in Rosa,
2013: 237) calls this conduct of life “strategic” in the sense that it rests on “systematic planning,
calculation and active mastery of the conditions and resources of life for the purpose of realising
life plans.” This is the rise of the “entrepreneurial self” (Brockling, 2015), a foundational
precept of neoliberalism where individuals are considered capital that can create more value if
well managed. Like a firm deciding to invest to maximise profits, I decide to go to university,
the gym, or a museum to maximise whatever criterion of prestige happens to be prevailing
(currently income). And individuals compete not only against others but also against themselves
— you should be the best version of all your possible selves. Every choice welcomes a cost and
benefit analysis, with income or utility to be maximised. This “acquisitive” mentality (Tawney,
1920), the propensity to always calculate in order to accumulate, leads to what Durkheim called
“the malady of the infinite” (the term is from Le Suicide, 1897), the troublesome condition of
insatiability resulting from having unlimited needs.'

Online social networks provide a fitting evidence of such a growthist personality. It all
starts with quantification of a quality: numbers of friends on Facebook, connections on
LinkedIn, followers on Twitter, likes on Instagram, positive review on Couchsurfing,
endorsement on Blablacar, downloads on Research Gate, or matches on Tinder. In such a way,
it conflates being with having. You are friendly or social because you Aave several hundred
friends on Facebook, you are desirable because you have many matches on Tinder, you are
competent because you have umpteen downloads on Research Gate. Of course, aspirations for
qualitative change are not a problem per se. Only that once a desirable quality (e.g. friendship,
accomplishment, recognition, influence) has been turned into a number, it is all too easy to
mistake the map for the territory in seeing the proxy itself as the object of desire. Just like GDP,
any quantitative proxy can degenerate into an overly simplified more-is-good and less-is-bad
way of seeing the world.

Economic growth has come to shape everyday life. Having colonised the world both physically
and psychologically, it now exists in external institutions (e.g. national income statistics and
legal expectations of profits for companies), as well as in internal identities (e.g. workaholism
and careerism, personal development and life planning). The relationship between agency and
structure is dialectical: those who depart from the race for more will risk being marginalised
and eventually commanded by the others who have accumulated money and thus power by
playing the rules of the growth game. Because the rules of the game are usually set by the
winners, the system sustains itself with growth-agents shaping the growth-structure. The other
way around, new institutions that are not growth-friendly will be deemed unfit to the mentality

! “Thus it constrains them to a career of indefinite expansion, in which they devour continents and oceans, laws, morality and
religion, and last of their own souls, in an attempt to attain infinity by the addition to themselves of all that is finite” (Tawney,
1920: 49).
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of the inhabitants of growth societies and will therefore be rejected. The distinctive feature of
modern societies is not that they aspire to grow their economy, it is that they define growth as
progress.

Conclusions for Chapter 1

T HE central proposition set forth in this chapter is that economic growth is both a real and
an imaginary force. The ideology of growth derives from an economicist worldview that
sees the GDP economy as an autonomous creature worthy of respect and obedience. Born at
the dawn of the Industrial Revolution in Britain, the phenomenon of economic growth is
sustained by a tripartite culture of profit-driven productivism, income-driven consumerism, and
GDP-driven growthmanship. One of the consequences of growthism was the creation of a grand
narrative of imperatives that ended up shaping both institutions and personal identities. In light
of all of this, it is of utmost importance that the focus when discussing the need to change
direction should not only be on the reality of growth (i.e. its ecological and social impacts) but
also on its symbolism, namely the growth fetishism that is currently hegemonic in both public
and private spheres of life.
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Chapter 2

Biophysical limits to growth

T HE environment has always been the most widely discussed limit to growth. Already in
the 1960s, American economist Kenneth Boulding' famously argued that there could be
no infinite economic growth on a finite planet, provoking a fierce controversy that remains
unabated to this day.” Can a growing economy be maintained in a finite ecology? This growth-
versus-environment debate centres around the potential existence of a conflict between a
socioeconomic imperative for growth and an ecological imperative against it. It opposes
techno-optimists who argue that environmental pressures can be decoupled from market
activity and others who retort that this decoupling is neither possible in theory nor likely in
practice. This chapter is devoted to the latter side of the argument and examines the biophysical
factors that limit economic growth. The first section conceptualises the interactions between an
economy and its environment; and the second section advances theoretical and empirical
arguments that challenge the feasibility of green growth.

" As Jackson (2017: 1) documents, Boulding is reported to have made this comment (“anyone who believes that exponential
growth can go on forever in a finite world is either a madman or an economist”) at a hearing of the US Congress in 1973.
However, the idea was already elaborated in a paper titled “The Economics of the Coming Spaceship Earth” presented at the
Sixth Resources for the Future Forum on Environmental Quality in a Growing Economic in Washington, D.C. on March 8§,
1966.

2 Quoting Lawrence Summers in 1991, then chief economist of the World Bank, should suffice to show the controversial aspect
of the matter within the field of economics: “There are no [...] limits to the carrying capacity of the earth that are likely to bind
any time in the foreseeable future. There isn’t a risk of an apocalypse due to global warming or anything else. The idea that we
should put limits on growth because of some natural limit is a profound error and one that, were it ever to prove influential,
would have staggering social costs.” Also economists Julian Simon (1995): “We have in our hands now — actually, in our
libraries — the technology to feed, clothe, and supply energy to an ever-growing population for the next 7 billion years” and
William Nordhaus (1973: 548) “resources for automobiles operating on electricity generated by breeder reactors will last
approximately 100 million years.” “There is absolutely no reason why we can’t have persistent growth as far into the future as
you can imagine” (Paul Romer interviewed by Snowden and Vane, 1999: 310 cited in Sutter, 2010: 22). “[T]he economy can
grow for as long as there is still a sun in the sky (which would give us about another five billion years)” (Liebreich, 2018).
Those remind of Jean Baptiste Say, who in his Traité d’Economie Politique (1803), wrote that: “Natural riches are
inexhaustible, for otherwise we would not obtain them for nothing. Incapable of being either multiplied or exhausted, they are
not the concern of economic science.” Other example, Jeff Bezos recently admitted that unlimited growth was incompatible
with a habitable Earth but then called for an escape into space and the creation of extra-terrestrial colonies (Haskins, 2019).

71



Conceptualising economy-environment interactions

Pre-analytic vision

The present thesis relies on a pre-analytic vision that sees the economy as a subsystem of the
larger finite and nongrowing ecosystem that is the Earth. This ontological statement, used as a
starting point in the field of ecological economics, has a number of implications.

First, the economy cannot outgrow its biophysical shell as its scale depends on the
energy, matter, and living biomass provided by its environment. An ecological economist
would say that the real economy (production of goods and services) is embedded within — and
therefore limited by — a real-real economy of energy and material flows. Nature holds non-
negotiable market power and humans can only use whatever nature supplies.

Second, the prosperity of the economy is fundamentally linked to the one of ecology.
In the same way that a healthy organ cannot thrive for long in a dying body, an economy will
not prosper within a collapsing biosphere (or at least not for long). Economic productivity is
inseparable from natural “reproductivity” (Biesecker and Hofmeister, 2010). It follows from
this premise that environmental damages, the so-called “externalities” of environmental
economists, are not that external after all.

The third implication is that social time cannot escape biophysical time for long. Our
perception of a brief and contracted time is based on the finitude of our lifetime and the
limitations of our cognitive abilities. But the whole of nature depends on temporal cycles (day
and night, seasons, ice ages) and because of the law of entropy, any attempt to run faster than
the natural clock will require energy. This energy is consumed at the expense of a future
slowdown somewhere else in the system. The time it takes for soil to restore fertility, for fish
populations to replenish, or for polluted water to be cleansed, sets a speed limit on human
activities.

Fourth, it means that everything material about the economy abides by the laws of
physics. For example, gravity makes a coin fall towards the centre of the Earth because it has
physical weight and regardless of the fact that it is money. Any social representation attributed
to money (which would induce people to pick it up from the ground) can only add itself to the
physical reality of the coin. This also applies to the two laws of thermodynamics discovered by
Nicolas Léonard Sadi Carnot in 1824: energy is constant in quantity and can thus neither be
created nor destroyed but only transformed (law of conservation); and its quality moves
inexorably towards a less usable or useful state (law of entropy). Both the first and second laws
have their equivalents for matter in the form of the materials balance principle and entropy at
the level of the microscopic physical-chemical transformations of matter. Whereas the first set
of laws affirms that the biophysical assets of the planet are not growing in quantity, the second
confirms that their quality is necessarily degrading with time.

The first law of thermodynamics states that energy can only be converted from one form
to another but cannot be created or destroyed. Not only does this means that the only resources
available are those made out of what already exists, but also that these, once transformed, cannot
be removed from the environment, however undesirable they may be (Mayumi, 2016: 91-92).
More disturbingly for economists, in biophysical terms, there is no such thing as “production”
but only transformation.
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It follows from this law that the so-called “natural capital”' is a special type of capital
because it cannot be substituted with any other. Economists see natural capital as “a stock that
yields a flow of goods and services” (Daly and Farley, 2004: ch.2) — e.g. a pond yields a flow
of fish, the Earth’s geology yields a flow of fossil fuels, and the global climate yields a flow of
air purification services.

Natural capital exists in interaction with three other types of capital (all the cited
definitions are from Costanza et al., 2012: 18-28): (1) social and cultural (“the web of
interpersonal connections, social networks, cultural heritage, traditional knowledge, trust, and
the institutional arrangements, rules, norms, and values that facilitate human interactions and
cooperation between people”), (2) human (“human beings and their attributes, including
physical and mental health, knowledge, and other capacities that enable people to be productive
members of society”), and (3) human-made, manufactured, or built capital (‘“all human artefacts
and services that fulfil basic human needs”?).

Before going further, I must make a note on language and emphasise how the choice of
words we use to talk about nature already pre-determines our relation with it. Take the word
“natural capital,” for example. In economics, capital is not only referring to a quantity of
resources, but to their mobilisation in production; capital is anything being used to produce
something else that is valuable for humans. By entering the process of production, nature is
being treated like other factors of production, similarly assumed to be disposable at the will of
humans. Thinking about something as capital thus invites, or rather imposes, a productivist,
anthropocentric, and extractivist worldview. In contrast, the Bolivian Law n°300 (2012)
describes nature as la Madre Tierra (Mother Earth), a linguistic coding that allows for a more
caring and respectful attitude towards the environment. Likewise, talking of “nature’s
contributions to people” (IPBES, 2019) is more tolerant than “ecosystem services.”

This critique can be expanded to the term “resource.” In their seminal UNEP report on
decoupling, Fischer-Kowalski et al. (2011: 1, italics added) define natural resources as
“anything that occurs in nature that can be used for producing something else.” This again
carries anthropocentric and productivist connotations. “A resource is something that has no
value until it has been made into something else [...] to call something a resource means to
place it under the authority of production (Sachs, 1999: 50). The same connotation inhabits
terms like “raw materials” and “livestock” whose phrasing prepare the ground for a usage of
nature in production. According to Sachs (ibid. 81), in doing so, we run the risk of turning
nature from a treasure to be preserved (conservation of nature) to a resource whose yield has to
be sustained (conservation of growth). Put another way, this is akin to treating the biosphere as
“one vast gasoline station” (Heidegger, 1966: 50).

The interaction between human-made capital and natural capital is often described in
terms of weak and strong sustainability. Weak sustainability (also called “substitutability

! Although it is often believed that David W. Pearce was the first economist to use the expression “natural capital” back in the
1980s, Missemer (2018) traced back the modern understanding of the concept to Alvin S. Johnson’s Introduction to Economics
(1909).

2 It does not have to be a basic need. Rifles, bear traps, and torture equipment are also considered manufactured capital.

? Another example, one that, admittedly, I had never thought of before reading the following passage in Kallis (2019: 67):
“Seemingly innocuous language rebranding [...] the atmosphere as a ‘limited sink’ have created a commonsense way of seeing
environmental problems in terms of favourable market solutions. The ideological work going on here is evident in the fact that
most of us take for granted and reproduce absurd ideas such as the notion that the atmosphere — the sky, that is — is ‘a sink’

.7

79



paradigm” and “Solow-Hartwick sustainability”) refers to the belief that what is made by
humans can perfectly substitute what is made by nature, whereas strong sustainability (or the
“non-substitutability paradigm”) is the idea that these two forms of “production” are
complementary and therefore not fully interchangeable (Neumayer, 1999).

The weak sustainability paradigm was constructed in two steps.' First Solow (1974) re-
integrated resources (which used to be called /and) as an input into the neoclassical production
function while assuming its substitutability with human-made capital — “If it is very easy to
substitute other factors for natural resources [...] the world can, in effect, get along without
natural resources” (ibid. 11). Then Hartwick (1977: 972) proposed the now-called “Hartwick
rule”: “invest all profits or rents from exhaustible resources in reproducible capital such as
machines” — further explored by Solow (1986).”

As one of the first proponents of strong sustainability, Daly (1996) posits that those two
forms of capital are fundamentally complements and only marginally substitutes. Any human-
made artefact, Daly argues, is necessarily made out of natural resources such as materials and
energy and so therefore cannot be a true substitute to it. In fact, production is only an
intermediary process by which we transform raw materials into goods and services. “One
cannot build the same wooden house with half the timber no matter how many saws and
carpenters one tries to substitute” (Daly, 1996: 76).> As noted by Daly (1977: 7), to be precise,
one should not even speak of “production” and “consumption” since humans can neither
produce nor destroy matter and energy (law of conservation and materials balance principle)
but only transform them from one state to another. From a thermodynamic perspective, what
we commonly refer to as production is “dissipative rather than generative” (Hornborg, 2001:
14).

The second law of thermodynamics means that natural capital cannot be dissipated
forever because the quality of all material and energy in an isolated system moves inexorably
towards a less ordered state. Entropy is a measure of the energy degradation that occurs through
time; an increase in a system’s entropy means that there is a smaller quantity of highly ordered
or free energy — also called “exergy” (Rant, 1956) — that is available to allow further ordering
work in the system (i.e. change from simple to complex). Following the definition of Lambert
(2002 cited in Mayumi, 2016: 90), energy of any type disperses from a high localisation and

! With the luxury of more space, I would have added Harold Hotelling’s The Economics of Exhaustible Resources (1931), the
seminal article at the origin of the so-called “Hotelling’s rule,” which dictates that the price of a non-renewable resource should
increase as to account for its scarcity.

? Hayek (1960: 373-74) provides a perfect example of assuming weak sustainability: “Such resources share with most of the
capital of society the property of being exhaustible, and if we want to maintain or increase our income, we must be able to
replace each resource that is being used up with a new one that will make at least an equal contribution to future income. This
does not mean, however, that it should be preserved in kind or replaced by another of the same kind, or even that the total stock
of natural resources should be kept intact. [...] any natural resource represents just one item of our total endowment of
exhaustible resources, and our problem is not to preserve this stock in any particular form, but always to maintain it in a form
that will make the most desirable contribution to total income. The existence of a particular natural resource merely means that,
while it lasts, its temporary contribution to our income will help us to create new ones which will similarly assist us in the
future.”

? This principle is referred to as Liebig’s Law or the Law of the Minimum. It states that the growth of an organism is limited
not by total resources available but by the single scarcest necessary resource (timber in Daly’s example). The island of Nauru
learned this lesson the hard way by extracting the totality of its phosphate before realising the often quoted statement of that
Native American chieftain that “you can’t eat money” (for more about Nauru, see Gowdy and McDaniel, 1999).

4 “From a physical perspective, in other words, production is destruction. The creation of consumer value or utility is
simultaneously the creation of entropy. Finished products must be priced higher than the inputs — labor, fuels, and raw materials
— but inexorably represent less available energy” (Hornborg, 2016: 26).
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spreads out if not constrained; entropy is a measure of that dispersion. It follows that although
energy is conserved (first law), it is nevertheless degraded by its use and thus cannot be returned
to its original state and used again in the same way. The second law is like a law of diminishing
natural returns (Jackson, 1996: 11): the more energy is used, the less energy is available to be
used. “Anyone who has tried to reassemble a jigsaw puzzle from its scattered parts has
experienced this law of nature” (Commoner, 1971: 121-22) — life and the universe as a whole
theoretically tends towards thermodynamics equilibrium, that is “a point of chaos defined by
an absolute absence of order or patterning of any kind” (Quilley, 2011: 71).

If I burn this dissertation, for example, oxygen from the air will combine with the carbon
and hydrogen contained in the paper and turn some of it into carbon dioxide and water vapour
that will waft away with carbon particulates in the smoke. Although in theory, this chemical
change could be undone by reversing every microscopic change involved, this would require
some external energy, which would then also deteriorate in the process. Otherwise, the smoke
and ashes alone will not spontaneously regenerate themselves into paper. To quote Daly (1977:
16) once more: “The high-entropy output cannot be directly used again as an input for the same
reason that organisms cannot eat their own excrement.” The only reasons why life on Earth has
been able to evolve and complexify against the law of entropy is because of a constant influx
of solar radiation feeding into the closed Earth system in combination with an outflow of low-
grade heat energy that emanates towards outer space.” Life on Earth, including humanity, has
always been climbing up “the down escalator of entropy” (Christian, 2005).

Nicholas Georgescu-Roegen (1906-1994) was a Romanian-American mathematician
and economist and the first scholar to theorise on the premise that economic activity was
fundamentally restricted by the law of entropy. His main idea, exposed in The Entropy Law and
the Economic Process (1971), was that economic organisation is only a continuation of
biological organisation. The economy is a bioeconomy.

The tools’ we use do not free humans from the laws of nature. Because the entropy law
in thermodynamics is the basis of the “economy of life” at all levels (a mosquito, an individual,
a group of people, or the human species), economic practices are also entropic, which means
they neither create nor consume matter or energy but only transform it from low into high
entropy. What goes into the economic system are valuable® natural resources (low entropy or
free energy-matter, defined as the energy available to produce mechanical work), and what goes
out is waste (high entropy or bound energy-matter, or the energy that can no longer be used for

' To understand entropy as a de-ordering of energy and matter, we can think of a library as a closed system. The transition from
a system characterised by low entropy to one characterised by high entropy is like visiting the library before and after a tornado.
Before, the books are neatly ordered by disciplines and authors, and are all displayed so that we can read their titles without
having to physically move them. Once the tornado hits the library, all of this structure disappears. The quantity of energy and
matter is the same as before, but its quality has changed. It is now arduous to locate a specific book in the chaotic piles of books
scattered across the floor. Nothing has changed in the system but its level of order (its entropy), which went from order (low
entropy) to disorder (high entropy).

2 Soddy (1933: 30) puts it beautifully: “The flamboyant era through which we have been passing is due not to our own merits,
but to our having inherited accumulations of solar energy from the carboniferous era, so that life for once has been able to live
beyond its income.”

? Following Alfred Lotka’s (1956) division, Georgescu-Roegen (1971) differentiates between “exosomatic instruments” (the
body parts given to each individual organism at birth) and “endosomatic instruments” (tools outside the human body).

* To avoid misunderstanding. The term “valuable” is here understood in a physical sense, meaning that such energy carries a
significantly higher potential to produce mechanical work than other types of energy. While space does not permit a thorough
treatment of the role of entropy in the formation of economic value, I can safely reject the view that considers objective features
of'a commodity as determinants of its economic value.
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such work). To keep functioning, any biological system must import more order than it exports,
which means that any increase in complexity carries a “thermodynamics price tag” (Kish and
Quilley, 2017: 311). As explained by Schrodinger in his book What is life? (1967), living
systems self-organise against entropy; or said differently, self-organised systems import
negative entropy or negentropy (high-quality or high-order energy) from the environment they
operate in and dispose low-quality, low-order waste back into it. From an ecological economics
perspective, the economy is one such dissipative structure, one whose existence depends on
these linear input and output relations with its outer environment.

For Georgescu-Roegen, the law of entropy is the fundamental root of economic scarcity.
There really is no such thing as a free lunch: the “cost” of any economic or biological change
is always higher than the product. The economic process is, in other words, always in “entropic
deficit” at the scale of the total system. “Production represents a deficit in entropy terms: it
increases total entropy by a greater amount than which would result from the automatic
shuffling in the absence of any productive activity” (Georgescu-Roegen, 1971: 279).

Entropy also means that material transformations are irreversible in time. Contra the
Newtonian understanding of nature as a mechanical device that could in theory be run forward
or backward, the law of entropy states that a closed system can only return to a previous state
if it imports free energy from outside. This seemingly abstract insight matters. It means material
conditions are at the centre of an intra- and inter-generational social conflict. Because entropy
is irreversible, every piece of low entropy energy-matter that is consumed today is one that will
not be available for future generations: “every Cadillac produced at any time means fewer lives
in the future” (Georgescu-Roegen, 1971: 304).

The triple “S” of ecological economics: sources, sinks, and sustainability

Ecological economists study the interaction between the economy and the environment by
applying the concepts of sources and sinks. The environmental dimension of economic growth
is largely determined by two factors linked to economic activities: the amount of inputs
extracted from the environment (sources) and the amount of output released into it (sinks).'

Following Georgescu-Roegen (1971), it is common to further differentiate between
stocks and funds, and flows and services. A stock is transformed by its use and the rate of use is
called a flow (e.g. a forest is a stock of wood, trees being cut down would constitute an out-flow
out of the forest, and trees being planted an in-flow).> A fund, on the other hand, delivers
services at a given rate over time without the resource being physically transformed in the
process (e.g. a forest is a fund of ecosystem services such as carbon sequestration).

Just like the human body requires nutrition and produces waste, the economy can be
seen as a metabolic super-organism. An organism that requires energy and raw materials as
inputs for production and consumption and generates all kind of waste materials as outputs.
Herman Daly calls this flow “throughput,” or “the flow beginning with raw material inputs,
followed by their conversion into commodities, and finally into waste outputs” (Daly, 1996:

! Here, political ecologists may object the source-and-sink view of the world on the basis that it assumes that “nature” and
“society” are discrete domains. While an extended discussion of this ontological question is beyond the scope of the thesis, I
consider the concepts of sources and sinks useful to argue that the economy is embedded into nature.

2 It has become common to further differentiate between primary flows (out of human control) and secondary flows (occuring
within society).
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28). The human economy is constantly traversed by flows of materials and energy that originate
from sources and end up as waste and pollutants in sinks — it is a social metabolism (Fischer-
Kowalski, 1998)." A failure at either end can act, not only as a limit to growth, but also as a
threat to the maintaining of core social functions: extracting resources beyond regenerative
capacity leads to resource depletion (a stock-and-flow problem like the collapse of a fishery)
and generating more waste or pollution® than can be absorbed by the environment destabilises
ecosystems (a fund-and-service problem like climate change).

The main insight from ecological economics is that all of the materials and energy used
by economies come from nature and is disposed as waste in nature. Because everything is
connected to everything else, there is no such thing as “away’ on Earth. It follows logically that
an abstract definition of environmental sustainability is that the economy’s throughput ought
to remain within the regenerative capacities of renewable natural resources (flow-limited), the
stocks of non-renewable resources’ (stock-limited), and the assimilative capacities of natural
sinks (flow-limited) (Daly, 1973).

Ecological sustainability is thus a matter of scale. An economy can either be
unsustainable, if its throughput overwhelms biophysical sources and sinks, or sustainable, if it
does not do so. Put another way, ecological sustainability requires that “the process of
maintenance and reproduction of the components of the technosphere should not interfere too
much with the processes of maintenance and reproduction of the components of the biosphere”
(Giampietro, 2019: 149). It should be noted that this sustainability definition is solely
environmental; it is only concerned with biophysical maintenance over time and does not
address social health. Although sustainability ought to be understood as being about much more
than ‘only’ the environment, it seems evident that living within the means of nature is a
minimum, non-negotiable condition for any kind of long-lasting prosperity.

The environmental sustainability of an economy can be assessed by comparing its
ecological footprint* with its biocapacity. The ecological footprint is a resource and impact
accounting method that estimates the quantity of sources and sinks (in global hectares) that are
required for the metabolic functioning of a specific human community (Wackernagel and Rees,
1996). Whereas the ecological footprint is a measure of humans’ demand on nature, the
biocapacity is a measure of nature’s supply for humans. Biocapacity is then a measure of the
theoretical maximum supply of natural resources and ecological services that can be provided
by a specific area. Those two indicators enable the comparison of the biological capacity of the
environment to supply ecological amenities with the demand placed by human communities on
them (both are measured with a common unit, the global hectare, which represents the average
productivity of all biologically productive areas on earth in a given year).

! «“Social metabolism refers to the processes of material and energy appropriation, transformation, discharge, and disposal
within societies, necessary for their biophysical as well as socio-cultural reproduction” (Scheidel and Schaffartzik, 2019).

2 In the context of this dissertation, I treat “pollution” as an anthropocentric concept; pollution as an unnatural displacement of
materials, meaning it bears negative consequences and would have not occurred without human intervention.

? For Daly (1996: chap 4), non-renewable resources can only be divested: “the question is not how to invest, but how to best
liquidate the inventory and what to do with the net wealth realised from that liquidation.” Daly (1972) proposes a rule of quasi-
sustainability, namely depleting those resources at a rate equal to the development of renewable substitutes.

* Some authors have pointed out the limits of this indicator (for a summary of that discussion, see Galli et al., 2016). Although
imperfect, I still find the ecological footprint ontologically valuable for that it helps to think of human activities as embedded
in their natural environment — even though precise measurements of that embeddedness may require more sophisticated
indicators, as convincingly argued by Giampietro and Saltelli (2014).
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When it comes to renewable resources, environmental sustainability can be
operationally defined as a situation where the footprint of a community does not exceed the
biocapacity of its supporting ecosystems, that is, when the ratio of required resources to
available resources is below one.' Any community with an ecological footprint higher than its
biocapacity is in a state of ecological deficit (or overshoot) while a community in the opposite
situation would find itself in a state of ecological surplus (the terms are from Niccolucci et al.,
2007: 668-69). Whereas a state of ecological surplus can last indefinitely, a situation of
overshoot can only be maintained temporarily during the depletion and degradation of the
stocks of natural resources and sinks (Victor, 2008: 96). Put another way: overusing a
renewable resource makes it non-renewable in the long term.

The global ecological footprint per capita exceeded global biocapacity around 1978. As
of 2017, humans were using 170% of the resources that can be sustainably generated in one
year (Global Footprint Network, 2017). Since 1971 and every year, an “Earth Overshoot Day”
is calculated by the Global Footprint Network who divides the planet’s biocapacity for the year
by humanity’s ecological footprint for that same year and multiplies by the number of days in
the year. In 2017, Earth Overshoot Day occurred on August 2™, which means that in only eight
months, humanity used more from nature than the planet can renew in a full year (the date has
been occurring about a month earlier every decade since its occurrence in late December during
the year 1971). Starting on August 3™ and onwards, all use of ecological resources and services
was environmentally unsustainable.’

Economy and ecology are fundamentally entangled. All lifeforms abide to the law of biology
and all matter abides to the laws of physics; humans and the way they organise activities of
provision is no exception. Looking at the economy as embedded in nature means accounting
for the energy and matter that it uses as inputs (sources) and the pollution that it expulses back
into the environment (sinks). In this view, the scale of an economy is sustainable if its
throughput remains within the regenerative capacities of the ecosystems supporting it.

Source limits and sink limits

This second section is concerned with the extent to which biophysical sources and sinks restrain
the production of commodities. For convenience, the overview of these possible limits is
separated into two main categories: sources refer to the supply of raw materials and energy,
and sinks to nature’s ability to absorb waste after human use and its associated effects on
ecosystems. (Although it is convenient for expositional purposes to distinguish among these
two categories, one should not overlook the fact that they are in reality intimately connected.)

! This definition can only be applied to renewable resources because the use of any quantity of non-renewable resources is
already, by definition, above biocapacity.

2 The use of the planet sources and sinks is unequally distributed. Looking at 2017 data from the Global Footprint Network,
the Earth Overshoot Day for countries like Luxembourg (February 17'h), Qatar (February 19'h), the US (March 14“‘) or France
(May 3") is quite distant from the ones of Moldova (December 25™), South Sudan (December 28"™), or Honduras (December
31%).
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Source limits

The idea of a natural resource limit to growth has a long history in economic thought going
back to 18" century France. The Physiocrats' were a group of French thinkers revolving around
Francois Quesnay (1694-1774). The word “physiocracy” was coined in 1767 by Pierre Samuel
du Pont de Nemours as a contraction of physis (nature in Greek) and kratos (power, strength)
to mean the “government of nature.”

Physiocracy is characterised by two main ideas. First, society is a creation of nature like
the solar system or the human body and is therefore governed by natural laws. As a doctor,
Quesnay was one of the first to import notions from the natural sciences into political economy
(i.e. money circulating like blood in the body, the malfunctioning of the economy as a disease
or crisis). Second, the only source of value is land. In Quesnay’s Tableaux économiques (1758),
the “productive” class (agricultural labourers) exploit the land to provide raw materials for the
“sterile” class (artisans and merchants) to manufacture goods while paying a rent to the
“proprietary” class (landlords). Because only agriculture is productive (i.e. generates a profit),
if land ceases to provide resources, then the entire economy comes to a halt — land is, in that
sense, a limit to growth.”

Although the Physiocrats reached a similar conclusion before, it is Thomas Robert
Malthus (1766-1834) who is most frequently heralded as the first thinker to elaborate a theory
of resource limits to growth. As explained in his first and most famous essay (4n essay on the
principle of population® in 1798), an increase in population will exceed the agricultural capacity
of the land in the long run if people reproduce in an exponential manner (i.e. geometrically, 1-
2-4-8) while food production only grows linearly (i.e. arithmetically, 1-2-3)."

From this thesis resulted a gloomy conclusion: it was of no use to try to eradicate poverty
since any additional production would mechanically enlarge population instead of increasing
the living standards of the already living.” In fact, any policy improving living conditions would
automatically be followed by a faster rate of population growth (because better health means
lower mortality rates). The heightened demand would cause food prices to rise and thus
ultimately diminish the standards of living of the great mass of workers back to simple
subsistence levels. Malthus’s principle of population meant that population growth was
fundamentally limited by agricultural production, one of the first and most fundamental
biophysical limits to the expansion of human activities.

Whereas the Physiocrats and Malthus focused on food, the British economist William
Stanley Jevons (1835-1882) was the first to see fuel as a source limit to growth. Although

! Physiocracy was a short-lived school of thought, existing from 1757 to the end of the 1760s, and included thinkers such as
Pierre Samuel du Pont de Nemours, Nicolas Baudeau, Louis Paul Abeille, Pierre-Paul Lemercier de la Riviére.

2 It should be noted that although it is possible today to attribute some limits to growth thinking to the Physiocrats, it is not an
idea which they entertained back then. Quesnay’s economic table does not describe growth but merely a stationary
reproduction, and the Physiocrats in general believed in the boundless generosity of nature.

? Malthus’s original title was: An essay on the principle of population, or, A view of its past and present effects on human
happiness: with an inquiry into our prospects respecting the future removal or mitigation of the evils with it occasions.

4 As Kallis (2019) as shown in meticulous detail in Limits: Why Malthus Was Wrong and Why Environmentalists Should Care,
for Malthus, it is not nature that is ultimately limited, it is rather humans who cause their own demise by not limiting their
sexual activity, which could hardly be imagined to occur without reproduction in the mind of a reverend.

* It is this grim logic that inspired the public opinion of the time to designate political economy as the “dismal science” (Carlyle,
1849).
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Jevons is best known as one of the pioneers of contemporary neoclassical economic analysis,'
he also published in 1865 a mainly empirical study dealing with the issue of coal scarcity in
Great Britain (The Coal Question: An Inquiry Concerning the Progress of the Nation, and the
Probable Exhaustion of Our Coal-Mines). One of his argument was that since the industrial
growth of Britain was dependent on the intensive exploitation of cheap coal from Wales, the
rise in the costs of extraction due to an increasingly difficult access would inflate energy prices
with the risk of bringing economic activity to a halt.

“A farm, however far pushed, will under proper cultivation continue to yield for ever a constant
crop. But in a mine there is no reproduction; the produce once pushed to the utmost will soon
begin to fail and sink towards zero. So far, then, as our wealth and progress depend on the
superior command of coal we must not only cease to progress as before — we must begin a
retrograde career” (Jevons, 1865: 201).

For Jevons, the real problem was not the limited quantity of available coal but rather its
consumption rate, which as in Malthus for food, was not linear but exponential (Missemer,
2012: 99). While he differentiated between physical scarcity (technically exploitable coal) and
economic scarcity (coal exploitable at reasonable costs), he only concerned himself with the
latter treating exhaustion as a purely economic problem (ibid. 99).

As for solutions, Jevons affirmed that neither technology nor substitution of other
energy sources could overcome this obstacle for economic development (Clark and Foster,
2001: 94). Concerning technology, he reasoned that better efficiency in using a natural resource
such as coal only generate more demand for that resource, and not less as one might expect
(this phenomenon that came to be known as the Jevons Paradox will be properly discussed in
the next section). As for substitutes, Jevons regarded (as it turned out, mistakenly) wood,
hydroelectric power, and petroleum as not being efficient enough to replace coal (Missemer,
2012: 99). At the time, Jevons only saw coal as a source limit because he did not pay attention
to the air, land, and water pollution that accompanied the use of coal, his main preoccupation
being to maintain economic growth, competitiveness, and the power of Great Britain (Clark
and Foster, 2001: 96).

Although the Physiocrats, Malthus, and Jevons are often remembered for having been
too alarmist about natural limits, the aggravation of a number of resource depletions in 20"
century has thrust their theories into the limelight. As early as 1956, Marion King Hubbert
predicted that American oil production would reach a peak in the early 1970s and then start an
irreversible decline — an outlook that came to be known as “peak oil” (Campbell, 2005;
Defteyes, 2003 cited in Victor, 2008: 60). A peak is “the maximum possible flow rate of a
resource given external constraints” (Kerschner, 2015: 129). This notion can be applied to any
non-renewable resource such as phosphorus (Beardsley, 2011), or sand (Kimantas and Reeves,
2015), as well as any over-exploited renewable resource such as fish (Cohen, 2010), tropical
timber (Shearman et al., 2012), or fresh water (Palaniappan and Gleick, 2008). Resource peaks
are a logical consequence of the non-substitutability of natural capital: once a resource has been
extracted and used, it is no longer available, and cannot be replaced. Historically, economic

! William Stanley Jevons alongside with Carl Menger (1840-1921) and Léon Walras (1834-1910) introduced marginalism at
the end of the 19" century.
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growth has relied on the exploitation of non-renewable (e.g. minerals, fossil fuels) and
renewable resources (e.g. fisheries, forests, water) and that is why the peak and exhaustion of
any of these natural factors of production represents a potential limit to growth.

It should be noted immediately, for this is crucial to what follows, that there is a
difference between relative and absolute scarcity. Relative scarcity means that it may still be
possible to exploit a resource but that it is relatively (in socioeconomic terms) difficult to do so
(e.g. gold is relatively scarce because it is costly to obtain). Scarcity becomes absolute when it
is impossible to exploit a resource because it is simply inexistent (e.g. any species that becomes
extinct can be said to be absolutely scarce because it cannot be made available regardless of the
socioeconomic means involved).

In sustainability debates, advocates of market solutions argue that the price of a given
resource on a market (one aspect of its relative scarcity) adjusts to changing circumstances as
to reflect the degree of its availability in nature (its absolute scarcity). Their argument runs as
follows: when a resource gets scarce, it becomes more expensive, which creates an incentive
for firms to find ways to use this resource more efficiently or to seek substitutes.

A debatable theoretical premise behind such a view is that the market price of a resource
fully reflects its degree of absolute scarcity with no political distortions whatsoever. A quick
look at the recent history of oil prices shows that market prices are often poor indicators of real
availability and this because they are influenced by socio-political factors." An additional
reason for mistrusting the workings of the market when it comes to natural resources is the fact
that sources interact with sinks (e.g. the burning of oil — a source — alters the climate — a sink)
in ways that are often unknown, uncertain, and unpredictable. For the market system to properly
manage resources, prices would need to incorporate, not only information about the current
stock of a resource, but also how this stock would be affected by variations in all the other
natural factors to which it is connected. A last cause for concern, besides the fact that some
resources do not have known substitutes (e.g. phosphorus), is the fact that technological change
is limited in its ability to improve resource efficiency (we shall return to this problem at length
in the next section on decoupling).

How to know whether and when a natural resource starts acting as a limit to growth? A
first step consists in looking at stocks to estimate what quantity of materials are currently
available for use. The second step involves looking at flows in order to calculate how many
more years of current (or increased/decreased) consumption are absolutely (i.e. until
exhaustion) or relatively possible (i.e. until it becomes too expensive or socially problematic to
exploit). This can be done with a variety of indicators: e.g. total material requirement, resource
intensity, or domestic material production.’

One simple observation is that the global use of resources is on the rise. At the global
level, material use has tripled in the last 40 years (Schandl et al., 2017). Global material
extraction has increased by a factor of 12 in between 1900 and 2015, with a steady acceleration

! For instance, the Yom Kippur War and the oil embargo of 1973, the Iranian revolution (1979), the Gulf War (1990), and the
invasion of Iraq (2003).

? The total material requirement (TMR) of an economy is “the sum of the total material input and hidden or indirect material
flows” (Adriaanse et al., 1997: 8 cited in Victor, 2008: 55), while resource intensity is the ratio of TMR to GDP, or in other
words, the quantity of resources required to produce one unit of GDP. Domestic material production (DMC) measures the mass
of materials (in tonnes per year) used by the economy as a whole.
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since the beginning of the 21% century (Krausmann, 2018)." In the last century, average resource
use per capita doubled: a global inhabitant in 2005 required somewhere between 8.5 (Behrens
et al., 2007) and 9.2 tons (Krausmann et al., 2009) of resources annually, while a hundred years
earlier this number was only 4.6 tons (UNEP, 2011b: 10). The material footprint of the OECD
nations as a whole increased by half between 1990 and 2008 in direct relationship with
economic size with every 10% rise in GDP being accompanied with a 6% increase in material
footprint (Wiedmann et al., 2015).%

One example of a source limit is phosphorus. Phosphorus is a finite, non-substitutable,
non-renewable, and geographically restricted resource (Chowdhury et al., 2017), which is a
critical input in the fertilisers used in the production of food. As of today, the only cost-effective
production method to obtain commercial phosphorus fertilisers is to mine rocks with high
phosphorus content (phosphorite or phosphate rock), basically those which contain ancient
coastal sediments and that have been uplifted to land.

At the current consumption rate, the lifetime of global reserves has been estimated to be
around 70-100 years (Fixen, 2009; Smit et al., 2009; Vaccari, 2009; Cordell et al., 2009), 370
years (Cooper et al., 2011), or 300-400 years (Van Kauwenbergh, 2010). Global phosphorus
fertiliser usage increased by 2.4% annually between 1995 and 2008 (Lou et al., 2011), and with
an expected 9.7 billion people in 2050, global food production is expected to grow by 70%
above 2005/2007 levels with a corresponding rise in demand for phosphorus fertilisers,
especially taking into account the dietary shifts in rapidly growing economies like China
towards more meat and dairy (Chowdhury et al., 2017).

Complicating the matter further, more than 90% of these global reserves are
geographically restricted to a few countries (Morocco, China, Algeria, Syria, Finland, South
Africa, Russia, Jordan, Egypt, Australia, and the United States), with Morocco alone
representing 75% of world reserves (ibid.). This puts the supply of phosphorus at the mercy of
socio-political decisions, possibly further limiting its availability for other nations.

Last but not least, phosphorous can become a pollutant. Today the exploitation of
phosphorus is linear: a one-way flow from mines to farms to oceans, with the waste estimated
at 98% of worldwide mined phosphorus in 2004 (Villalba et al., 2008). The disposal of
phosphorus becomes problematic when it impairs fresh water and coastal ecosystems’ functions
through processes such as alga bloom, hypoxia, and eutrophication, which then deplete fish and
other aquatic animals that are used for food (Chowdhury et al., 2017).

The case of phosphorus is a good reminder of how both sources and sinks limits place
constraints on production. Here, not only is phosphorus a source limit (no more phosphorus in
= no more food = no more economic growth; or to borrow a phrase from the 19" century Dutch-
Italian physiologist and philosopher Jacob Moleschott, “no phosphorus, no thought”), but it is
also a sink limit (too much phosphorus out = aquatic ecosystems’ dysfunction = no more food
=no more economic growth).

! Global material extraction increased by 53% between 2002 and 2015, which means that “roughly one third of all materials
that have been extracted since 1900 have been mobilized between 2002 and 2015 only” (Krausmann et al., 2018: 139).

? Bithas and Kalimeris (2018) confirm this dependency on natural resources. They calculate that the global per capita
consumption of natural resources increased by 78.7% over the last century (1900-2002); this means that a 4.8-fold increase in
global income led to an 8.5-fold rise in volume of resource. Considering biomass, fossil energy carriers, ores and industrial
minerals, as well as construction minerals, Krausmann et al. (2018) calculate that global material use increased by a factor of
12 over the 1900-2015 period with a marked shift from the dominance of renewable biomass towards mineral materials.
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Sink limits

Having looked at sources, I now turn to what becomes of the materials and energy after they
have been discharged as “waste” or “pollution” and how this affects the functioning of
ecosystems.

The law of conservation and the materials balance principle tell us that there is no such
thing as waste/pollution in nature. All the outputs of economies come back to nature to
decompose in the soil, dilute in the atmosphere, or dissolve in the oceans. There are, however,
limits to the amount of waste that can be stored by an ecosystem (the finite size of a sink) and
the magnitude of the waste flows that can be absorbed and cycled over time — the renewable
capacity of a sink (Daly and Farley, 2004). Past a certain threshold (or tipping point), the sinks
can overload and start to dysfunction, which can then affect the ability of ecosystems to supply
a variety of services that are essential, not only for production, but also for well-being. In this
sense, production is a matter of quantity: anything can become a pollutant if its flow of
discharge overwhelms the ecosystems it affects. Of course, these thresholds are difficult to
measure. If source limits are walls impossible to cross, sink limits are rather lines drawn in the
sand for safety.

The limit of a sink depends of the “service” it provides. Economists often say that
ecosystems provide different types of services:' (1) provisioning services in the form of
resources such as wood and fibre, oil, food and water; (2) regulation and maintenance services
that keep the ecosystem in good condition such as carbon storage in soil and plants, the
regulation of soil nutrients, pest and disease regulation, water conditions, habitat and gene pool
protection; and (3) cultural services, which are non-material attributes arising from ecosystems
that positively affect people’s well-being such as opportunities for recreation, educational,
aesthetic, and spiritual activities.”

To this date, the Global Assessment Report on Biodiversity and Ecosystem Services
(IPBES, 2019a) remains the most detailed assessment of the impact of human activity on global
ecosystems. Its conclusions are clear: since 1970, 14 out of 18 categories of such services have
declined. Natural ecosystems have receded by 47% on average.’ Pointing to the five drivers of
changes in land and sea use, direct exploitation of organisms, climate change, pollution, and
invasion of alien species, the report identifies “production and consumption patterns” as the
principal cause of these drivers (IPBES, 2019b: 5). Because the economy is embedded in nature,

' The Common International Classification of Ecosystem Services (CICES) is only one of three frameworks used to study
ecosystem services, the two others being The Economics of Ecosystems and Biodiversity (TEEB) that started in 2008 and the
Millennium Ecosystem Assessment (MEA) launched in 2001 and published in 2005. The scope of the argument made in this
section does not require elaboration as to the differences between these classifications.

2 The latest Global Assessment Report on Biodiversity and Ecosystem Services (IPBES, 2019) lists 18 “nature’s contributions
to people”: habitat creation and maintenance; pollination and dispersal of seeds; regulation of air quality; regulation of climate;
regulation of ocean acidification; regulation of freshwater quantity, location, and timing; regulation of freshwater and coastal
water quality; formation, protection and decontamination of soils and sediments; regulation of hazards and extreme events;
regulation of detrimental organisms and biological processes; energy; food and feed; materials and assistance; medicinal,
biochemical and genetic resources; learning and inspiration; physical and psychological experiences; supporting identities; and
maintenance and options.

? According to Costanza et al. (2014), the global value of ecosystem services has decreased by an estimated USD 20 trillion/yr
between 1997 and 2011, and Sukhdev et al. (2008) project that the loss of ecosystem services and biodiversity under a business-
as-usual scenario will cost around 2 to 4.5 trillion US$ each year (7% of GDP per year).

&9



any of those ecosystem services constitute a limit to growth more alarming than the shortage of
natural resources exposed above.

Rockstrom et al. (2009) and Steffen et al. (2015) use the term “planetary boundaries” to
describe critical thresholds for nine key Earth System processes that should not be transgressed
in order to avoid unacceptable global environmental change.' These thresholds delimit the “safe
operating space for humanity on Earth” (ibid.). Out of those nine, two are not yet quantified
(atmospheric aerosol loading and novel entities”), three remain below boundary (stratospheric
ozone depletion, freshwater use, and ocean acidification), and four already exceed the proposed
limit (climate change, biosphere integrity, biogeochemical flows, and land-system change).’

An example of a vital ecosystem service for humans is pollination. As Einstein is
reported to have said: “If the bee disappeared off the surface of the globe then man would only
have four years of life left. No more bees, no more pollination, no more plants, no more animals,
no more man.””* Indeed, animal pollination plays a critical role as a regulating ecosystem service
in nature as 65% of all plant species (including 70% of global agricultural crops, with 35% of
them being fully dependent on pollinators) are pollinated by animals such as bees, flies,
butterflies, moths, wasps, beetles, thrips, birds, and bats (Klein et al., 2007). The estimated
annual value of the current global crop production directly attributable to animal pollination
amounts to $235-577 billion (IPBES, 2016: 8). The importance of pollination goes beyond
agriculture as wild plants constitute food and shelter for a diversity of living organisms, and
pollinators a source of multiple cultural services for human communities.

Pollination is reported to be in decline because of an overall drop in the number of
pollinators. Potential suspects include changes in land-use, intensive agricultural management
and pesticide use (particularly insecticides), environmental pollution, invasive alien species,
pathogens, and climate change (IPBES, 2016: 10). In the same way that the human economy
was shaken by the Global Financial Crisis, the natural economy has been experiencing its own
“Global Pollination Crisis” (Kluser and Peduzzi, 2007).

A loss of all pollinators would decrease supply of leading crops by 85%, at least (Klein
et al., 2007). In the absence of animal pollination, variation in global crop production could
push up prices for consumers and reduce profits for producers, resulting in a potential annual
net loss of economic value of $160-191 billion worldwide for crop consumers and producers
and a further $207-497 billion for producers and consumers in other non-crop markets (IPBES,
2016: 18). The slow disappearance of pollinators is concerning enough as it is, but granted a
further expansion of the agricultural capacities on which any economic activity ultimately
depends, it could become a more problematic obstacle to, not only economic growth, but more
generally to human life on Earth.

"'In a similar spirit, the norm ISO 14.040 on Life Cycle Assessment methodology provides another classification of
environmental impacts in seven categories: acidification; climate change and global heating; ecotoxicity; human toxicity;
eutrophication/nutrient enrichment; photochemical ozone formation; and stratospheric ozone depletion.

2 “new substances, new forms of existing substances, and modified life forms that have the potential for unwanted geophysical
and/or biological effects” (Stephen et al., 2015: 736).

? Biochemical flows include both phosphorus and nitrogen loadings whereas biosphere includes functional and genetic diversity
(with only the latter being quantified).

4 The origin of this statement is uncertain and may have been the result of a confusion made by columnist Ernest A. Fortin
about Charles Darwin, Maurice Maeterlinck, and Albert Einstein (Quote investigator, 2017).
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When an economy grows, it gets bigger. Let it be for oil, fossil water, or phosphorus, the story
that resources tell is one of a dependence of economies on nature. An increase in their prices or
in their physical availability represent a limit to growth because most modern economies are
currently heavily reliant on these resources. The story of sinks is similar. In the same way that
the resources required for a growing industrial metabolism must come from somewhere, the
waste and pollution they generate must also go somewhere. The situation of sinks and services
is even more concerning than the one of resources because they have tipping-points of
irreversible damage.

The decoupling controversy

Economies are dependent on nature yes, but does that mean that economic growth is
incompatible with ecological sustainability? This debate has two main sides. Proponents of
what has been named “green growth” argue that technological progress and structural change
will enable a decoupling of natural resources consumption and environmental impacts from
economic growth.! On the other hand, advocates of “degrowth” or “post-growth” argue that,
because an infinite expansion of the economy is fundamentally at odds with a finite biosphere,
the reduction of environmental pressures requires a downscaling of production and
consumption in wealthiest countries, which is likely to result in a decrease in GDP compared
to current levels. On one side, green growth advocates expect efficiency to enable more goods
and services at a lower environmental cost; on the other, degrowth proponents appeal to
sufficiency, arguing that less goods and services is the surest road to ecological sustainability.

Until now, green growth has dominated the discussion and most environmental agendas
are based upon the expectation of a decoupling of economic growth and environmental
pressure. A situation with such high stakes calls for a careful assessment to determine whether
the scientific foundations behind the decoupling hypothesis are robust or not. This section is
organised in three parts. First I define what decoupling means and specify the different forms
that it can take. In the second section, I review the empirical literature on the topic as to assess
whether or not there is evidence of decoupling having occurred in the past. Finally I discuss
how likely is decoupling to occur in the future.”

! Today, the green growth narrative dominates most political circles. In 2001, the OECD officially adopted decoupling as a
goal, which later came to play a key role in its strategy Towards Green Growth (2011). It was then followed by the European
Commission who, in its 6™ Environment Action Programme (Environment 2010: Our Future, Our Choice), announced its
objective to “break the old link between economic growth and environmental damage” (EU Commission, 2001: 3). The
commitment of “decoupling growth from resource use” was repeated in the EU Roadmap to a Resource-Efficient Europe
(European Commission, 2011), and in the United Nations Environment Programme’s strategy on green economy (2011a: 18)
where green growth was expected to “significantly reduce environmental risks and ecological scarcities.” Soon after, the World
Bank joined the bandwagon with Inclusive Green Growth: The Pathway to Sustainable Development (2012). Since 2012, the
7™ Environmental Action Programme guiding the European Commission’s environmental policy until 2020 Living well, within
the limits of our planet (European Commission, 2013) calls for “an absolute decoupling of economic growth and environmental
degradation.” And in 2015, decoupling became a specific target in the Sustainable Development Goals.

? This section of the chapter was recently turned into the report Decoupling debunked: Arguments and evidence against green
growth published by the European Environmental Bureau in the Summer of 2019. The text that follows has greatly benefited
from the comments, additions, and corrections of my co-authors (J. Barth, F. Briens, C. Kerschner, A. Kraus-Polk, A.
Kuokkanen, and J.H. Spangenberg).
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What is decoupling?

A constructive discussion requires explicit definitions. Let us start by clarifying several
terminological and methodological subtleties, having to do with what type of economic and
environmental indicators are considered and how they are statistically correlated; at which
scale, magnitude, and timing decoupling may or may not occur; as well as for what outcomes
in terms of achieving social and environmental targets.

1. Relative and absolute decoupling

Generally speaking, two variables are said coupled if one is driven by the other, making them
evolve in proportion (for instance, more of A means more of B); and they decouple when they
cease to do so. When coupled, both the driven and driving variables move in step, which means
that they evolve over time proportionally. Decoupling refers to a variation over time of the
coefficient of proportionality, corresponding to a desynchronization between the two variables
tends.

This decoupling can be either relative or absolute (also called weak or strong). Relative
decoupling means that both variables still develop into the same direction but not at the same
speed (a lot of more of A means a little more of B) whereas absolute decoupling means that the
two variables go in opposite directions (more of A and less of B). Assessing decoupling means
estimating the loss of proportionality between one variable towards another (or more precisely
the variable trends) over time

Relative decoupling, for example between GDP and carbon emissions, refers to a
situation where the emissions per unit of economic output (the coefficient of proportionality)
declines but not “fast enough” to compensate for the simultaneous increase in output over the
same period, resulting in an overall increase in total emissions. As a result, although the
economy is relatively less impactful per unit of GDP compared to what it was before, the
absolute volume of emissions has nonetheless increased.

Absolute decoupling is a situation where, to stay with the same example, more GDP
coincides with lower emissions. Relative decoupling becomes absolute decoupling when the
growth rate of the economy is overcompensated by the growth rate of efficiency or productivity
having to do with the use of natural resources and the generation of pollutions — a threshold
sometime referred to as the “absolute decoupling point” (Akizu-Gardoki et al., 2018). When
decoupling is absolute, environmental pressure declines without a corresponding drop in
economic activities, or vice versa, economic activities rise without an increase in environmental
pressure.

2. The driving variable: Gross Domestic Product

In the decoupling of economic growth from environmental pressures, the first term refers to a
measure of market activity, most often Gross Domestic Product (GDP).! GDP is a measure of

! There exist other ways of quantifying economic activity, such as total working time or aggregate employment. A small
minority of decoupling studies focus on more encompassing indicators such as the Human Development Index (Akizu-Gardoki
et al., 2018); the Index of Sustainable Economic Welfare (Bega and Santos, 2014); need satisfiers and human well-being
(O’Neill et al., 2018). In the section, however, I only focus on economic growth measured as an increase in GDP for that it is
measured as such in the great majority of decoupling studies.
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the aggregate market value of all the final goods and services produced in a country in a given
period of time (often annually), and it is the change of that value that is called economic growth.
In our context, it matters to take into consideration GDP evolutions in volume (real GDP).

3. The driven variable: Resources and impacts

Environmental pressures include all the consequences an economy has on nature. Following
UNEP (2011b), it is possible to distinguish between resource use and environmental impacts.
Resource decoupling is a decoupling of market activity from the volume of resource used (i.e.
extracted from the environment), for example thanks to efficiency improvements or better
recycling which both allow for less extraction. It means that the same or a larger output in
monetary terms can be produced with fewer material inputs. The term “resource” here refers to
“natural assets deliberately extracted and modified by human activity for their utility to create
economic value” (UNEP, 2011b: 2)." Let us further divide the natural resources used for
economic activities in four categories: materials,’ energy, water, and land (the latter two
defined broadly as to include biodiversity and related ecosystem services). These resources can
be measured using different indicators either production-based (e.g. domestic extraction,
primary energy supply, land occupation) or consumption-based (e.g. material footprint, energy
footprint, water footprint, or ecological footprint).

Impact decoupling refers to a decoupling of GDP from environmental impacts, that is a
decrease in environmental harm per unit of economic output. Environmental impacts can take
various forms such as waste disturbing marine life or pollutants affecting human and animal
health, disturbance of natural cycles (e.g. nitrogen, phosphorus, carbon, and fresh water cycles),
or biodiversity loss. There is usually a link between resource use and environmental impacts;
for example, extracting and using more fossil fuels (resource) generates CO, emissions
contributing to climate breakdown (impact). Although most empirical studies focus on global
heating and greenhouse gas emissions, any deleterious effects on the biosphere can be taken
into consideration as an environmental variable (e.g. light pollution leading to biodiversity loss,
water pollution leading to eutrophication).

In this section, I will refer to overall decoupling for cases where decoupling occurs
between GDP and all selected indicators, including both resource use and environmental
impacts. And I will refer to partial decoupling for cases where one or more environmental
indicator decouples from GDP while coupling remains or intensifies for other indicators.

4. Scale: Global or local

Decoupling can be discussed taking into consideration different geographical perimeters. Local
decoupling refers to cases where decoupling is observed between variables relative to a
restricted area (e.g. a country or a water basin), while global decoupling corresponds to

" The way one accounts for resources matters. Including unused extraction of materials (the materials and energy being used,
displaced, or damaged in the process of extraction itself) often leads to calculated volumes a few order of magnitude higher
than only counting the inputs to the production process itself. In the case of Chile, for example, the physical trade balance in
the year 2003 increases from net exports of 1 million tons in terms of direct flows to net exports of 634 million tons if calculated
including unused extraction materials (Muifioz et al., 2009).

? Materials can be further broken down into more detailed categories such as biomass, fossil energy carriers, ores and industrial
minerals, and construction minerals (Fischer-Kowalski et al., 2011: 10).
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decoupling between two variables at the planetary scale (e.g. world GDP and world greenhouse
gas emissions).'

The relevance of using local or global indicators depends on the nature of the
environmental pressure considered and on its causes. For instance, to study local issues, such
as the eutrophication of the Baltic Sea, for which direct causes are located in a rather well
defined geographic area, it makes sense to use local indicators, limited for example to the
perimeter of the watershed. However, global issues like climate collapse generally call for
global indicators, since greenhouse gases are transboundary pollutants and climate change is a
planetary phenomenon.

In a globalised world, the choice of the boundaries considered for the system under
study matters. Globalisation and the expansion of international trade has led to a spatial
dissociation between places of extraction, production, and consumption, making it more
difficult to determine who is responsible for which impacts. In this context, production-based
(also called territorial) indicators, which relate to geographical areas rather than to populations,
cannot reflect responsibilities and are as such insufficient. A more comprehensive approach
consists in looking at consumption-based (also called footprint) indicators, in which embodied
impacts from production and end-of-life phases of traded goods and services are geographically
reallocated to final consumers. Indeed, not accounting for the resources mobilised and for
impacts generated abroad may lead to detecting apparent decoupling at a local level for
importing countries which translocate impacting activities abroad. Reversely, territorial
approaches might underestimate decoupling in the case of exporting countries who host
impacting activities intended for the consumption of other nations.

5. Durability: Temporary or permanent

Just like the geographical perimeter, the time period of a decoupling study matters. Indeed,
mitigating environmental pressures in a growing economy not only implies achieving absolute
decoupling from GDP, but also requires maintaining such a decoupling in time as long as the
economy grows. Said differently, continuous economic growth requires a permanent absolute
decoupling between GDP and environmental pressures. Yet, in the same way that economic
growth and environmental pressures can decouple at one point in time, they can also recouple
later on. As empirical studies often show, decoupling can as well be temporary, resulting in a
further increase of environmental pressures after a temporary relief. In the literature, this
situation is depicted by an N-shaped curve and sometimes referred to as recoupling or
“relinking” (de Bruyn and Opschoor, 1997; Jénicke et al., 1989).

Such pattern can for instance result from a large shift in energy sources. For example,
China moving from coal toward oil and gas and the US increasing the portion of natural gas in
their energy mix caused a temporary levelling of global emissions in 2015 and 2016 reported
by the International Energy Agency. But this decoupling was short-lived: once the shift was
completed and the corresponding decoupling potential spent, emissions recoupled with
economic growth (+1.6% in 2017 and +2.7% in 2018) (Hickel and Kallis, 2019: 8). Another

! One could even go further and differentiate several local levels: macroeconomic (for instance taking into account the whole
national activity), sectoral (a specific sector of the economy), and microeconomic (single company, city, or household).
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common example of temporary decoupling is the Global Financial Crisis of 2007-2008, which
has momentarily pushed environmental pressures down.

From an ecological sustainability perspective, the necessary type of decoupling is one
that is permanent and not only temporary. Indeed, it makes little sense to cut resource use or
emissions drastically in the short-term only to fall back on a path of increased biophysical
intensity in the longer term. Besides, temporary decoupling only has a marginal effect on
environmental pressures resulting from cumulative impacts, an effect which merely boils down
to a time lag. Findings from decoupling studies should therefore be put in perspective with the
time period considered for what may look like decoupling over a short period (inverted U-shape
curve) might look different over a longer period (N-shape curve).

6. Magnitude: Sufficient or insufficient

A 3% rise in GDP with a 2% drop in total greenhouse gas emissions is by definition absolute
decoupling, but so is a 3% rise in GDP with a 0.02% drop in emissions. Plain to see that the
latter is insufficient if the goal is to mitigate climate change. Our point is the following: the
success of a decoupling strategy should be assessed in relation to specific environmental targets,
and not in terms of abstract decoupling elasticities as often done in the literature. Once such
targets have been defined, one can then speak of decoupling being insufficient or sufficient in
achieving them — e.g. “absolute decoupling within planetary boundaries” for Fedrigo-Fazio et
al. (2016).

Furthermore, talking about emission or resource productivity measured in
emissions/resource per unit of GDP obscures the fact that most environmental issues are caused
by cumulative, absolute impacts from different factors. In reality, not only does this imply that,
to be effective, the required decoupling would have to be covering both resource use and
impacts, in both dimensions being absolute, global, and permanent, but it would also need to
be sufficiently fast.

Long before being exhausted, non-renewable resources get scarce and can create
conflicts or exacerbate already existing ones. Adaptation is even more difficult in the case of
ecosystem overload; once overwhelmed — i.e. if tipping points have been passed —, they can
collapse or transform into a different kind of system (a forest area becoming savannah, for
instance). Both kinds of damage — exhaustion and collapse — are often irreversible on a time-
scale relevant for humans. Even though it is difficult to measure, decoupling can be considered
sufficiently fast if the absolute decoupling point is reached before passing irreversible thresholds
of damage such as the nine planetary boundaries identified by Rockstrom et al. (2009), Steffen
et al. (2015) and Steffen et al. (2018).’

Climate breakdown provides a good example of a hard deadline for absolute impact
decoupling. With a global carbon budget estimated at 580 GtCO, that is currently being
depleted at the pace of 42 GtCO; per year, this leaves only 12 years at current rates of emissions.
Reaching the net zero anthropogenic CO, by 2040 necessary to limit global heating to 1.5°
which a high level of confidence requires an annual reduction of at least 5% of the current

! To be precise, one should say that the environmental pressure occurring after the decoupling point, even though decreasing,
still matters. Enough resources or carbon budgets (or any other measure of resource use and impacts) should be left as to be
able to afford the descent from the peak while still remaining within thresholds of ecosystem stability.
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emissions, i.e. a reduction of 8.2 GtCO, every year. Following this trajectory, the budget will
last 20 years and the emissions will be zero at the end of the period — with 45% decline in global
emissions by 2030 as an interim target (IPCC, 2018). In light of this constraint, even the
decrease of emissions achieved in the most successful national cases of absolute decoupling are
far from being sufficient to keep global heating from passing a critical threshold.

Urgency does not only concern impacts but also resources. The preservation of non-
renewable resources is a matter of intra- and intergenerational equity. Each non-renewable
resource used in one place is a resource that will not be available in another place, and each
non-recyclable resource used today is a resource that will not be available tomorrow. As for
renewable ones, the threshold of sustainable consumption is set by the replenishment rates of
that resource (e.g. avoiding a fish population being depleted to extinction or the collapse of soil
structure). So when UNEP (2014a: 123) concludes their report by affirming that “absolute
decoupling of economic growth from resource use is possible,” note that it is the magnitude
and timing of that decoupling which is at stake more than its mere statistical existence.

7. Equity in the allocation of decoupling efforts

The last dimension comes on top of the previous one and is about the concept of “shared but
differentiated responsibilities” that, ever since first agreed at the 1992 United Nations
Conference on Environment and Development in Rio, figures in climate agreements.
Decoupling needs to be sufficiently /arge in affluent countries in order to free the ecological
space necessary for production and consumption in regions where basic needs are unmet.

The fact that there are millions of people in the world who lack access to the means of
satisfying their basic needs puts extra pressures on rich nations to reduce environmental
pressures as much as possible as to give the largest possible leeway to vulnerable communities.
If moving the “global poor” to an income level of US$ 3-8 per day will by itself consume 66%
of the available 2°C global carbon budget (Hubacek et al., 2017), then it is imperative for
affluent nations to let go of the remaining available climate space. Meyer-Ohlendorf et al.
(2018) calculate that, if the share of carbon budget is derived from 2050 population numbers as
to better account for equity, the current EU target for 2030 would have to almost double, from
40% reduction of emissions to 71%. Indeed, even if the metabolic rates of industrial countries
would remain stable at 2000 levels (which would already imply absolute decoupling), the
catching up of the rest of the world, using current technology, would in itself quadruple global
emissions by 2050 (Fischer-Kowalski et al., 2011: 29), which corresponds to levels considered
catastrophic in the latest IPCC report (IPCC, 2018).

And again, in world of limited resources, the timing of the peak impact matters as the
“safe operating space” (Steffen et al., 2015) may not be large enough for every nation to peak
in a logic of “grow now, clean up later” (Van Alstine and Neumayer, 2010: 57). For example,
Storm and Schroder (2018: 20-21) estimate that if China develops along the path of the
production-based Environmental Kuznets Curve they find for CO, emissions, they would
exhaust the entirety of the world carbon budget before even reaching the hypothetical turning
point. Decoupling in rich countries can be considered /arge enough if it compensates for the
increased ecological footprint of poorer nations while still managing to absolutely and
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permanently decouple global economic growth from environmental pressures at a pace that is
fast enough to avoid overshooting safe environmental thresholds.'

Is decoupling happening?

Is decoupling occurring in reality, and if yes, what kind of decoupling is it? The objective of
this section is to assess the validity of the decoupling hypothesis in light of existing empirical
research.

But before diving into the empirical literature, it is worth telling the story of how
scientists came to talk about decoupling in the first place. In the 1990s, several economists
(Grossman and Krueger, 1995, 1991; Panayotou, 1993; Shafik and Bandyopadhyay, 1992)
conducted empirical work that led them to believe that economic growth was negatively
correlated with environmental pressures. Environmental impacts® would first grow but then
decline in an inverted bell shaped development that came to be referred to as an Environmental
Kuznets Curve (EKC).> This theory had strong policy implications as it meant that a nation
could grow its way out of an ecological crisis.

This hypothesis of what UNEP (2014a: 5) calls a “decoupling through maturation” has
inspired a number of studies in the following decades looking for environmental Kuznets curves
for a selection of environment variables. Today, such assumption of a naturally-occurring
decoupling has lost traction in both scientific and political scenes while it has been recognised
that the structural change of economies leading to decoupling is strongly determined by policies
(Smith et al., 2010; UNEP, 2014a). The way to study decoupling has thus evolved from a semi-
natural phenomenon to something that can be brought into existence via policy intervention.

The empirical literature is vast and my colleagues and I have reviewed it extensively
elsewhere (Parrique et al., 2019). While I direct readers to our report Decoupling debunked:
Evidence and arguments against green growth for details, I will only here summarise its main
findings. Our conclusion was that there is no empirical evidence supporting the existence of a
decoupling of the type described as necessary in the first section of this part —that is an absolute,
global, permanent, and sufficiently fast and large decoupling of environmental pressures (both
resources and impacts) from economic growth. In the end, our search for robust evidence was
unsuccessful, coming up only with a handful of methodologically peculiar exceptions, most
often of relative decoupling, and if absolute, mainly temporary and restricted in space, only for
territorial indicators (that is to say spatially inconsistent), or having to do with specific local,
short-term pollutants. In all cases, the reduction in environmental pressures falls short of current
environmental policy targets. After such an extensive search, it is safe to say that the type of
decoupling acclaimed by green growth advocates is essentially a statistical figment.

Yet, even though the success of the green growth strategy is nowhere to be seen, this
lack of empirical support does not allow to completely dismiss the decoupling hypothesis. The
adequate decoupling of economic activity and environmental pressures remains theoretically

! This is a moral, and not a technical, question. My main point here is that an abstract objective of decoupling is senseless if
not connected to concrete environmental targets, which should themselves be based on moral considerations.

2 Grossman and Krueger (1991) studied air pollutants (sulphur dioxide and other particulates); Shafik and Bandyopadhyay
(1992) focused on water pollution, municipal waste, particulates, sulphur dioxide, deforestation, and carbon emissions; and
Panayotou (1993) considered an array of similar environmental indicators.

?In 1955, Simon Kuznets elaborated the theory that in the process of expanding economic activity, inequality first increased
to a maximum and then decreased — thus forming an inverted U-shaped curve.
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possible if resource productivity grows sufficiently faster than GDP permanently and globally.
This might happen, some argue, by increasing the geographical coverage of emission trading
systems (Stiglitz et al., 2017) in combination with phasing subsidies for fossil fuels (Schwanitz
et al., 2014), directing investments into sustainable infrastructure (Guivarch and Hallegatte,
2011), and a number of other decoupling policies (Smith et al., 2010; UNEP, 2014a).

What is at dispute is the impact of a number of factors, trends, and phenomena that
would enable or prevent such an efficiency-driven decoupling from happening. Putting the
decoupling hypothesis in perspective with the potential impact of those factors is the objective
of the next part.

Is decoupling likely to happen?

The previous part showed that the type of decoupling that would be needed to effectively and
equitably avoid climate breakdown and address other environmental crises is nowhere to be
seen. Yet, lack of empirical support does not suffice to fully dismiss the possibility of
decoupling, which some argue could well happen in the future with the right set of policy
changes. The purpose of this final part is to assess the validity of this position. The central claim
is the following: adequate (i.e. absolute, permanent, and sufficient) decoupling is extremely
unlikely to happen in the near future. I offer seven reasons in defence of that proposition: (1)
rising energy expenditure, (2) rebound effects, (3) problem shifting, (4) the underestimated
impact of services, (5) the limited potential of recycling, (6) insufficient and inappropriate
technological change, and (7) cost-shifting.

1. Rising energy expenditure

The availability of natural resources does not only depend on their absolute quantity (how much
is “out there”) but also on their quality and accessibility (how much effort is required to extract
them). When extracting a resource, cheaper options are generally used first, which means that
most readily available energy and material resources mobilised by the economy have already
been exploited.

The extraction of remaining stocks then becomes a more complex, more technology
demanding, more socially disruptive hence generally more expensive, more resource- and
energy-intensive and polluting process resulting in a rising total environmental degradation per
unit of resource extracted. This is the case for low-concentration metal and mineral depots, tar
sands, deep off-shore wells, stocks located in polar regions or near densely populated cities like
shale gas near Paris. These increasing energetic costs’ of extraction means that more

! The common-sense idea that easiest and cheapest options are generally used first (the proverbial “reaping the low hanging
fruits”) is referred to in economics as the “law of increasing marginal cost” and, when applied to resources, is sometimes called
the “best-first principle.” Such a rule of thumbs applies widely and can be easily observed in multiple situations from resource
extraction to efficiency gains and pollution abatement.

21t should be stressed that there is a difference between the cost and the price of a natural resource. Let us take energy as an
example. Whereas the price denotes the quantity of money that a commodified form of energy commands on the market (e.g.
55€ for a barrel of oil, 0.2€ for one kWh of electricity), its cost (as used in this section) refers to the real (and not monetary)
quantity of energy (e.g. litres of petroleum, cubic metres of gas, calories of food, kilowatt-hours of electricity, kilos of coal or
biomass) that must be spent in order to extract one extra unit of energy. Another way to put it is that the cost of a natural
resource has to do with its extraction and production whereas its price has to do with its allocation and consumption.
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intermediate resources are necessary to extract the final resources required for the production
of the same quantity of goods and services, leading to the opposite of decoupling.

The energy expenditure argument is sometimes counteracted by those insisting that
energy only plays a small role in economic activities. And indeed, from a monetary point of
view, the energy sector only accounts for a small fraction of total GDP. Yet, this perspective
has been challenged by a number of scholars (Ayres and Warr, 2009; Georgescu-Roegen, 1971;
Giampietro et al., 2011; Hall and Klitgaard, 2012; Kiimmel, 2011). Latest to date, Keen et al.
(2019: 41) argue that energy is not a substitute to labour or capital but precisely what enables
these factors of production to perform useful work — “labour without energy is a corpse, while
capital without energy is a sculpture” (ibid. 41). Here, common sense is perhaps more useful
than economics: the average speed of a car (GDP growth) might seem to determine its gasoline
consumption (energy use), but no one can reasonably assume that a car could run without it
(Fizaine and Court, 2016: 173).

Energy

When it comes to energy resources, the efficiency of extraction can be quantified using the
concept of EROI (or EROEI), which stands for Energy Return on Energy Invested. EROI is the
ratio of the quantity of energy obtained from a resource to the quantity of energy that must be
spent to extract it in the first place.' It is a measure of net energy output; for instance, a ratio
1:1 for petroleum would mean that it takes a barrel of oil to extract another barrel of oil while
a ratio of 10:2 would mean that the energy costs of extracting 10 barrels is two barrels.

This concept allows to differentiate the cost and the surplus of energy (e.g. an EROI of
50:1 means an energy cost of 2% for an energy surplus of 98%, while one of 5:1 means a cost
of 20% for a surplus of 80%). The lower the EROI, the higher the energy cost or energy
expenditure. A declining EROI means that an increasing portion of energy output must be
allocated to obtaining energy, which means an increase in resource use and impacts.

Several authors make the empirical claim that high levels of energy expenditure are
associated with low economic growth rates, or even that GDP cannot grow over a certain
threshold of relative energy expenditure: 5.5% of total GDP for Murphy and Hall (2011)
looking at the US between 1970-2007; 8-10% for the US and 9-11% for the broader OECD in
Bashmakov (2007); and 11% for Fizaine and Court (2016) looking at the US over the 1850-
2012 period. The logic is simple: if energy expenditures exceed these thresholds, it starts to act
as a limiting factor on employing labour and capital.

The EROI for fossil fuels is of special interest as it also describes how much greenhouse
gas emissions are generated in a fossil fuel based economy to provide one additional unit of
fossil energy (ton or barrel) — one could even speak of the climate cost of extracting a barrel.
While the carbon intensity of that consumption is fixed (e.g. burning one barrel of oil emits
around 120 kg of carbon), a decreasing EROI means an increase in emissions per unit of

! Hall et al. (2014) differentiate between four types of EROL. “Standard EROI” is the energy output divided by the sum of the
direct and indirect energy used to generate that output. “Point of Use EROI” adds the costs associated with refining and
transporting the fuel. “Extended EROI” considers the energy required not only to get but also to use a unit of energy. And
finally, “societal EROI” is “the overall EROI that might be derived for all of a nation’s or society’s fuels by summing all gains
from fuels and all costs of obtaining them.”
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primary energy used (the carbon emissions corresponding to the increasing extra energy burnt
to extract that barrel adds up to the 120 kg).

According to some estimations, the EROI for the global production of oil and gas
increased from 23:1 in 1992 to 33:1 in 1999 and declined to about 18:1 in 2005, giving credence
to the theory that the efficiency gained by technical improvements is being trumped over time
by depletion (Hall et al., 2014). Certain authors such as Morgan (2016) now speak of an “energy
sprawl” to describe the necessary expansion of the infrastructure required to access energy and
the growing proportion of GDP that it will absorb. Accounting for both fossil and renewable
energy sources, Capellan-Pérez et al. (2018) find that the EROI of the global energy system
went from 7:1 in 1995 to 6:1 in 2018.

A prime example of this process of increasing marginal costs concerns the extraction of
different types of unconventional oils. Tar sands and oil shale deliver a mean EROI of 4:1 and
7:1 (Lambert et al., 2014). Shale gas is often acclaimed as an abundant alternative to oil,
especially in the United States (Moeller and Murphy, 2016), but not only is drilling shale wells
relatively more expensive in both energetic and financial terms, but the rates of decline in
production tend to be significantly faster than traditional oil wells (Morgan, 2016: 63).

Another example is coal. Putting pollution issues to the side for a moment, global
reserves of coal suggests that, in terms of volume, coal is still relatively abundant. Yet, not all
forms of coal are equal in quality. Anthracite, which is the richest coal in terms of energy
content, is increasingly scarce, pushing coal companies to extract bituminous and sub-
bituminous coals of lesser energy density (Kerr, 2009; Morgan, 2016; Schindler and Zittel,
2007).

One could argue that green growth would only run on renewable energies and so that
the EROI of fossil fuels is irrelevant. Even though we will shortly argue that it is not, let us
assume for a moment that a complete replacement of fossil fuel by renewables is possible
materially (finding enough minerals and land to build the energy infrastructure) and
socioeconomically (having renewable energies finding social acceptance and investment
resources to completely replace fossil ones). Even then, according to Murphy and Hall (2011),
the EROI of renewable energies (below 20:1) is still significantly lower compared to the high
EROIs during the early days of fossil fuels (Hall et al., 2014).

Capellan-Pérez et al. (2018) simulate what would happen to average EROI by 2050
should renewable energy sources increase from 15% to 30% (1% scenario) and from 15% to
50% (2" scenario). In the first scenario, average EROI drops from currently 6:1 to 5:1; and
down to 3:1 in the second scenario. If energy expenditures play an important role in the
dynamics of economic growth, this means that renewable energies are fundamentally unable to
propel an economy as fast as fossil fuels.

Materials

Similarly, and for the same kind of reasons, the rule of increasing marginal costs or the best-
first principle applies to material extraction. A series of studies already show how the quality
of ores of essential minerals are declining (e.g. Calvo et al., 2016). Lower ore grades mean more
overburden and environmental damage.
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The average concentration of copper in ore/mined material went from 1.8% in 1930 to
0.5% today (Arnsperger and Bourg, 2017: 87), a situation that is common to other minerals.
Lower concentration rates for minerals means that higher volumes of materials need to be
mined and displaced in order to extract the same amount of ore, and with it more energy. In the
first UNEP decoupling report, Fischer-Kowalski et al. (2011b: 25) estimate that, in average, the
extraction of materials today requires to displace three times more matter than a century ago.

This is particularly problematic when it comes to green technologies (Calvo et al., 2016;
Valero et al., 2018). Indeed, the mineral intensity of renewable energies is higher than the one
for fossil fuels — 1kWh of renewable energy requires 10 times more metals than 1kWh of fossil
energy (Arnsperger and Bourg, 2017: 87). Add increasing production into this, and the
following vicious circle emerges: more energy will be necessary to extract more minerals which
are needed to build more energy infrastructure, part of which is needed to provide the additional
energy required to extract more minerals and so on and so on. Renewable energies can mitigate
some environmental impacts but they cannot trump resource scarcity.

What is often forgotten is that this increasing resource scarcity also translated into an
ever further expansion of the so-called commodity frontier (Moore, 2000), that is advancements
into previously untouched pristine areas, often at the cost of indigenous communities and
ecosystems’ health. Current examples include the extraction of tar sand in Alberta, Canada, oil
in the Peruvian rain forest, or, most famously, in a national park in Ecuador. While these
involves fossil fuels, the reach for the minerals required to build renewable energy
infrastructure poses similar threat to socio- and biodiversity.

Energy and material are crucial for the functioning of an economy, and even more so for one
that is growing. Just like a living organism, an economy requires energy and material not only
to grow, but also only to maintain its current size. All available evidence points towards
increasing costs of extraction for both energy sources and materials. If economic growth
requires more energy and material, and it takes increasingly more energy and material to extract
energy and material, then rising energy expenditure acts as a limit to growth and constitutes a
barrier to decoupling. In order to argue that decoupling is possible, one must show how to deal
with the increasing marginal cost of energy and material extraction.

2. Rebound effects

Improving resource efficiency is probably the most common argument put forward in defence
of decoupling. However, every action that responds to savings in resources is prone to rebound
effects, that is a difference between the projected and the realised environmental savings from
an efficiency improvement.

Such a phenomenon was hinted at already in the 18" century by Stanley Jevons in The
Coal Question (1865: 140-142): “It is wholly a confusion of ideas to suppose that the
economical use of fuel is equivalent to a diminished consumption. [...] Whatever, therefore,
conduces to increase the efficiency of coal, and to diminish the cost of its use, directly tends to
augment the value of the steam-engine, and to enlarge the field of its operations” — hence the
rebound effect often qualified as “Jevons Paradox” (Giampietro and Mayumi, 1998; Jevons,
1865).
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This idea that efficiency changes would rebound into more consumption gained ground
in the field of energy economics in the context of the oil crises of the 1970s, most notably with
the work of Khazzoom (1980) and Brookes (1990) — later referred to as the “Khazzoom-
Brookes postulate” (Saunders, 1992). After more than 40 years of research, the literature has
expanded to encompass a variety of causes and effects.' In order to account for overall
decoupling, the most relevant concept is the “environmental rebound effect” (originally used
by Goedkoop et al., 1999, and then by others such as Murray, 2013; Spielmann et al., 2008; and
Takahashi et al., 2004), which goes beyond energy issues to encompass a wider range of
environmental concerns.”

Several types of rebound effects

Rebound effects come in many shades depending whether efficiency leads to an increase of
consumption of the same product or service (direct rebound effect), whether freed resources are
allocated elsewhere (indirect rebound effect), or whether consumption is induced by structural
changes in the economy as a whole (structural rebound effect). These effects, alone or together,
are then either partial or total depending on the magnitude of their impact on resource use.

First order: direct rebound effects

Direct or 1% order rebound effects refer to cases where the efficiency gain is reinvested as
additional consumption of the same product or service. This is especially true for normal goods
for which a decrease in the cost of use perceived by users translates into a higher consumption.
For instance, driving a more fuel-efficient car more often, faster, or over longer distances; the
petrol that was saved in efficiency by the car rebounded into more usage of the car. Direct
rebound effects can also occur in production, for example when the acquisition of a more
energy-efficient machine motivates additional production (output effect).

Second order: indirect rebound effects

Indirect or 2™ order rebound effects refer to cases where resources freed by an efficiency or
sufficiency improvement are re-allocated to another type of consumption (re-spending effect).
For example, driving a more fuel-efficient vehicle (efficiency) or deciding to use it less often
(sobriety) could save money (income effect), which can then be spent on impactful products or
services (e.g. a far-away holiday trip by plane) or invested on problematic financial products
(e.g. related to fossil fuel extraction). For producers, profits resulting from productivity gains
can be reinvested into expanding production capacity (re-investment effect).

What Wallenborn (2018) call “structural rebound effect” is a good example of such
indirect rebound.’ It is structural because it has to do with economic structures such as markets,

"Here are a few examples that shows the wide span of the concept: time rebound effects (Jalas, 2002), socio-psychological or
mental rebound effect (de Haan et al., 2006; Girod and de Haan, 2009; Santarius and Soland, 2018), and international rebound
effects (van den Bergh, 2017).

? For a general framework for the study of environmental rebound, see Font Vivanco et al. (2016).

? In the words of Jevons’s himself writing in the The Coal Question (1865): “In fact, there is hardly a single use of fuel in which
a little care, ingenuity, or expenditure of capital may not make a considerable saving. But no one must suppose that coal thus
saved is spared — it is only saved from one use to be employed in others, and the profits gained soon lead to extended
employment in many new forms. The several branches of industry are closely interdependent, and the progress of any one leads
to the progress of nearly all” (Jevons, 1865: 136 cited in Missemer, 2012: 99).
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ownership, and money. In a globalised economy where money can be used to buy almost
anything (one then speaks of general-purpose money), all purchasing power is a potential
polluting power. Even if euros are spent on green products, and even if the sellers of these
products spend these euros in a sustainable way, at some point down the chain, these euros are
likely to be used in a polluting manner. Even euros not spent will cause resource consumption
and pollution when re-lent by the bank to finance new investments.

The only way to avoid this effect would be to change the structure of the economic
system itself (decommodification, localisation, special-purpose monies like complementary
currencies, etc.).

Third order: economy-wide rebound effects

Efficiency in resource use can also rebound at the macro level (economy-wide or
macroeconomic rebound effect). For instance, efficiency gains in internal combustion engines
have help made private car transportation effective and affordable, and resulted in a wide
diffusion of this technology. This generalisation of private car transport has in turn driven the
spatial configuration of cities and territories, resulting in extensive spatial configurations which
now rely on, and even require, the use of private cars. This wide scale modification of the
system of needs now results in a dramatically higher energy consumption from the transport
sector. In other words, more fuel-efficient cars reinforce the hegemony of cars at the expense
of more sustainable modes of transportation like trains and bikes.

Resource efficiency can also lead to a restructuring of the economy around nature-
intensive activities (composition effect). For example, abandoned mining activities can be
resumed after the development of new efficient techniques makes it economically profitable
again, as it is currently the case for gold mining where lower grade ores (including the former
overburden) are now reprocessed.

Partial and total rebound

Depending on its magnitude, a rebound effect can result in either an overall decrease (partial
rebound) or increase in resource use (total rebound, also known as overshoot or back-fire). In
the first case, the savings are larger than the extra rebounded consumption (e.g. a heater
consumes 50% less and rebounds in being used 1.5 times more, which means there are still 25%
net savings). In the case of total rebound, however, the rebounded consumption is larger than
the savings and savings are totally offset (e.g. if the money saved by using a car consuming
30% less energy per km is used to pay for a holiday trip by plane where it pays for much more
energy than in the case of gasoline which unlike kerosene is heavily taxed).'

! In the literature, and following Ehrhardt-Martinez and Laitner (2010), what we call partial and total rebound are often referred
to as “typical rebound” and “back-fire.” The authors (ibid. 7-77) also add a third category: a “negative rebound” for situations
where actual energy savings are higher than expected (e.g. “a family that installs a new energy-efficient hot water heater may
be motivated to find other ways to save energy by taking shorter showers, washing clothes in cold water, or by limiting
dishwasher use to full loads”; negative rebound, better example, direct causality: isolating walls reduces heating demand,
making existing heating installations oversized. This, in turn, requires installing new and smaller boilers, which are more
efficient, so energy demand sinks again. or on the producer side if the price of a new machine is greater than the saving in
operating cost it allows). To avoid confusion, others prefer to speak of a “super-conservation” effects (Saunders, 2005) or
“amplifying” and “leverage” effects (Spielmann et al., 2008).
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In relation to decoupling, this means that a rebound effect can either slow down the
expected rate of decoupling (partial rebound) or reverse it altogether (fotal rebound).

Empirical evidence of rebound

Indirect and structural rebound being highly complex, most empirical research focuses on direct
rebound effects, which are easier to measure. In their review of energy use rebounds, Ackerman
and Stanton (2013: 120-121) conclude that evidence for total direct rebound effects is rare:
“estimates of 10 to 30 percent seem common [...] actual evidence of rebound effects of 100
percent or more appears to be non-existent.” Same conclusions for surveys conducted by
Greening et al. (2000) and Sorrell (2007) who find a diverse range of rebounds, sometime low
like in the case of lighting (up to 15%), moderate like in the case for aviation (19%), or very
high like in the case for motorised transport (up to 96%)."

Galvin (2014) reports a rebound for household energy conservation in the range of 0-
50% for older EU member states between 2000 and 2011 — certain countries, notably Eastern
European countries, as well as Finland and Denmark, shows situations of total rebound. Grafton
et al. (2018) show that higher use of efficient technology rarely reduces water consumption.
Kyba et al. (2017) reports a situation of backfire in the case of LED technology for outdoor
lighting. Antal and van den Bergh (2014) estimate the re-spending rebound for saving energy
from gasoline to range between 45 and 60% for larges economies such as Russian, China, and
India.

Magee and Devezas (2017) examine numerous statistical sources to estimate the use of
69 different materials from 1960 to 2010, arguing that the Jevons paradox applies to just about
every substance. Out of their sample, they find only 6 cases of absolute decline. Four of these
materials — asbestos, beryllium, mercury, and thallium — have been phased out deliberately by
legal restrictions because of toxicity issues. The other two are wool, which has declined without
decreasing the global populations of domestic sheep or other wool-producing animals, and
tellurium, a byproduct of refining copper whose use in solar panel manufacturing means its
overall consumption is likely rising again.

Empirical studies of macroeconomic rebound effects are scarcer than their micro
counterparts. In his review of the literature, van den Bergh (2017: 4) concludes that “the
majority of economy-wide studies suggest overall rebound is above 50% and possibly much
higher.” In a survey of computable general equilibrium studies, Dimitropolous (2007) finds
three cases of total rebound, three others above 50%, one in the range of 30-50%, and one
around 15%. Even though rebound effects of the 2"%r 3"order are the most determining ones,
these remain the most difficult to study empirically.

The rebound effect argument minimises the plausibility of the decoupling hypothesis. Thus
rebound effects must be taken into account while considering decoupling scenarios as they
might make rates of resource use more or less sensitive to the introduction of resource-saving
technologies and sufficiency-driven behavioural changes. The point is not to argue against
those, which may still have positive overall impacts, as long as rebound effects remains limited,

! For all figures given, readers should be aware that the methodology used influences the results. For instance, studies using
Life Cycle Analysis together with the concept of environmental rebound effect find a higher likelihood of backfire. This is the
case for Font Vivanco et al. (2016) looking at electric cars.
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especially if anticipated by decision makers and counterbalanced with proactive policies. But
it remains very risky to rely exclusively on sectoral and technical improvements. Rather, what
is necessary is an in-depth and systemic consideration and anticipation of potential rebound
effects in the design of sustainability policies.

3. Problem shifting

An additional argument to be considered alongside rebound effects is that efforts to solve one
environmental problem can create new ones and/or exacerbate others. In other words,
decoupling of one environmental factor can occur at the expense of the (re-)coupling of another
one. As Ward (2017) points out to illustrate this argument, the world decoupled GDP growth
from build-up of horse manure in city streets and from whale oil, but only by substituting it by
alternative uses of nature. In what follows, we consider the example of climate change
mitigation and show how four different sources of energy often considered as solutions for
green growth merely change the form that the environmental burden takes, often with
unintended spill-over effects.

Example 1: renewable energy

Renewable energy is often depicted as clean and unlimited, but it is far from being free of
environmental pressures. Renewable energies and efficiency-enhancing ICT technologies
reduce carbon emissions but exacerbate land use (e.g. solar farms and biomass/biofuels), and
water conflicts in the case of hydropower (Capellan-Pérez et al., 2017; Havlik et al., 2011;
Scheidel and Sorman, 2012; Yang et al., 2012). They increase metal demand and the local
conflicts associated with their extraction (Ali, 2014; Chancerel et al., 2015; Kleijn et al., 2011;
Vidal et al., 2013), and, in the case of photovoltaic infrastructure, generate environmental
pollution and emissions of greenhouse gases (Andersen, 2013; Hernandez et al., 2014; Zehner,
2012). The extraction of rare earth minerals, which are essential for many green technologies
including wind mills, causes enormous environmental damage, for example in China (Pitron
and Védrine, 2018).

Let us take three more examples among many. The production of batteries for electric
cars puts pressure on the extraction of lithium, cobalt, nickel, and manganese (Bednik, 2016:
101; Valero et al., 2018). The expansion of biomass for biofuels can encroach on protected
areas and lead to an increase of monocultures, negatively impacting wildlife and its
conservation (IPBES, 2019), a good example being deforestation in the Indonesian rainforest
for palm-oil plantation (Koh and Wilcove, 2008; Margono et al., 2012). And hydropower
produces methane emissions when algae growth is catalysed by the silt trapped by the dam,
sometime generating more greenhouse gas emissions than a fossil-fuel-fired plant (Deemer et
al., 2016).
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Example 2: Nuclear energy

Nuclear energy is a good case in point. Being relatively carbon-neutral,' it is considered the
principal factor that allowed countries like France, Sweden, United Kingdom and Germany to
reduce their energy-related carbon emissions.

Nuclear energy, however, requires the extraction of uranium as fuel as well as titanium,
cobalt, tantalum, zirconium, hafnium, indium, silver, selenium, and lithium for construction
materials (Sersiron, 2018: 165). A shift to nuclear power means intensifying the coupling of
economic activity with various materials, starting with uranium.> Mining and transporting these
materials is itself a source of environmental pressures, for example in terms of water pollution
or biodiversity loss through land change (Conde and Kallis, 2012).

Furthermore, nuclear energy involves a different set of social-ecological hazards linked
with the storage of toxic waste as well as the risks of nuclear accidents and nuclear weapon
proliferation. In sum: nuclear electrification shifts the coupling from one impact (CO, emissions
from fossil fuel) to other impacts (e.g. biodiversity loss, water pollution, and other impacts
related to mining and transport, toxic waste) and resource use (e.g. uranium scarcity).

Example 3: Natural gas

The switch from coal to natural gas is a good example of shifting problems from one greenhouse
gas to another. The World Resource Institute (Aden, 2016) reports a 6% fall in measured US
greenhouse gases emissions between 2000 and 2014, which alongside a 28% increase in GDP
appears to be a temporary absolute decoupling. This corresponds to a large shift away from coal
to natural gas (Feng et al., 2015), which was lauded by public authorities for its ecological
benefits.’

The problem is that the extraction of natural gas emits methane, a gas roughly 28 times
more potent at heat-trapping than CO, over a century (IPCC, 2013) which easily escapes into
the air before it can be captured in a pipeline. Turner et al. (2016) finds that US methane
emissions increased by more than 30% over the 2002-2014 period, which more than cancels
the drop in CO,. Same results for Howarth et al. (2011) who show that if more than 3% of the
methane from shale-drilling operations leaked into the atmosphere, this would make shale gas
more climate disruptive than coal (the leaks they report are in the range of 3.6 to 7.9%).* The
problem of methane leakages goes beyond the relatively new phenomenon of shale gas
extraction and concern convention gas operations as well, especially the ones with faulty
infrastructure.

! This remains a matter of controversy as it is difficult to calculate the carbon footprint of the entire life-cycle of a nuclear plant,
including indefinite waste storage and potential clean-up operations after accidents.

2 If only for the case of uranium, currently identified reserves — 7.6 million tonnes commercially recoverable at less than 260
US$/kgU in 2015 (OECD, 2016) —, would only allow 13 years of electricity production at current demand (Brown et al., 2018:
840).

3 Closing President Trump’s speech justifying the withdrawal from the Paris Agreement on June 1%, 2017, Scott Pruitt, then
administrator of the Environmental Protection Agency, announced: “before the Paris Accord was ever signed, America had
reduced its CO, footprint to levels from the early 1990s. In fact, between the years 2000 and 2014, the United States reduced
its carbon emissions by 18-plus percent.”

4 This leaking issue is not unique to fracking. It also happens because of ancient infrastructure or in the case of open mines
where methane is not actively captured.
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What has been shown above for greenhouse gases emissions can be repeated for various other
environmental issues. The point is that piecemeal solutions are likely to fall short in addressing
a complex, systematic environmental crisis with many interdependent factors at play.
Substituting one problem like climate change for another such as biodiversity loss cannot be
considered problem solving. In order to argue that decoupling is possible, one must show that
a decoupling in one type of environmental pressure will not translate into significantly
increasing another type of pressure.

4. The underestimated impact of services

Another hope for the decoupling of growth and environmental pressures lies in the tertiarisation
of the economy, that is the shift from extractive industries (agriculture and mining) and
manufacturing to services. This was already one of the explanation proposed by the scholars
who first described the Environmental Kuznets Curve: “economic growth brings about
structural change that shifts the center of gravity of the economy from low-polluting agriculture
to high-polluting industry and eventually back to low-polluting services” (Panayotou et al.,
2000). Indeed, the service sector as such is much (only considering direct consumption) is less
nature intensive than the primary and secondary one, and so if economic growth is mostly
driven by the expansion of economic activities where the product is mostly information (e.g.
finance, insurance, education), then raw materials and energy consumption as well as
environmental harms can be expected to decrease.' There are several ways to challenge the
possibility for such dematerialisation-through-services.

Relative and absolute tertiarisation

For tertiarisation to contribute to decoupling, it must translate into an absolute, and not only
relative, decrease of the volume of industrial activities. A situation where the volume of services
grows without a corresponding and simultaneous shrinking of other sectors may indeed be
called a “relative” tertiarisation of the economy (the share of industrial activities in the whole
economy decreases while its volume still increases), but one that actually results in higher
environmental pressures.

With the impacts from the primary and secondary sector constant, a growing tertiary
sector adds to the pressures, even though it lowers the average energy intensity per euro. In
reality, this situation seems to be the rule rather than the exception.” The development of new
types of services adds-up to other polluting activities instead of substituting to them: consumers
buy a Netflix account with, and not instead, of a computer, and workers can produce services
if they are nourished, transported, and housed, not instead of food, vehicles, and homes.
Immaterial products require a material infrastructure. Software requires hardware, a massage
parlour requires a heated room, and the platform on which we are writing these very words
requires a computer along with all the material equipment and energy necessary to make the
Internet run. Services cannot be generated without raw material extraction, energy provision,
and infrastructure building, all of which are tightly coupled with environmental pressures. The

? Situations where tertiarisation in one country occurs at the expense of (re)industrialisation in another is equally problematic
for that it only shifts the environmental burden somewhere else (I will return to that issue in Reason 7: cost shifting).
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expansion of the service sector can hardly be decoupled because it is part of an economy that
grows as an integrated whole.

To the question “do societies with a larger service sector actually dematerialise?” Fix
(2019) answers an unequivocal “no.” Looking at 217 countries over the 1991-2017 period, he
concludes that “the evidence indicates that a service transition does not lead to absolute carbon
dematerialisation” (ibid. 4). Similarly, Suh (2006) calculates that in 2004 in the United States,
$1 spent on seemingly material-free services requires 25 cents of output from manufacturing,
utility, and transportation service sectors. In Denmark, Jespersen (1999) finds that, if one
includes all indirect uses of energy, the service sector is actually as energy intense as the
manufacturing one. In Spain, Alcantara and Padilla (2009) find the service sector responsible
for the lion share of increases in emissions, and this because of its reliance on other, polluting
economic activities.

Additionally, workers in the service sectors receive wages, which are used for
purchasing material items produced in the manufacturing sectors. If the value of a
dematerialised good increases, it means that the purchasing power of those who sell that good
increases too (potential re-spending rebound) and that customers may work longer hours in
order to afford it (potential re-investment rebound), both having resources implications. So the
direct ecological intensity of a company specialised in internet advertisement may be relatively
low, but because it provides its employee with high-salary, and additionally because the
advertising that it produces fosters the consumption of material or energy intensive products
and services such as cars, clothes, technological gadgets, and far-away holiday travels, its
indirect ecological intensity is higher than it seems.

From an environmental perspective, not all services are equally desirable and so certain
forms of tertiarisation are more desirable than others. Services in one sector do often spill over
in more consumption or production in another. Think of financial and marketing activities
whose purpose is to boost sales of manufactured products and investment in extractive
industries. But also IT services and software development, which allows for-profit enterprises
to engage in planned obsolescence, or more generally to faster upgrades in hardware. Or also
of those services that rely on material and impactful tools, for example being chair lifted up a
ski slope or sky diving off a plane. In contrast, the expansion of yoga clubs, couple therapists,
and climbing centres may be less intensive on nature, even though not necessarily so (see
Services have a footprint too just below).

Not much tertiarisation left to do

Tertiarisation only provides a partial decoupling, and, importantly, one that has already
occurred in most OECD countries. In these economies, the share of services in GDP is often
already high, which is problematic because it is precisely those countries which have the highest
ecological footprint per capita and thus should reduce their impact the most. Countries that have
already reached a high degree of tertiarisation (more than 70% of value added is generated in
the service sector) retain a small industrial part that is increasingly difficult to compress.

That is because certain sectors simply cannot be dematerialised. This is the case for
agriculture, transport, and housing construction, which, are often in the top sectors in terms of
emissions and used materials. Cement is a good example. Representing 5% of global
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greenhouse gas emissions, its production implies both high levels of process emissions and
energy consumption, as well as important amount of increasingly scarce marine sand
(Rubenstein, 2012; The Pembina Institute, 2014). Although constructions can substitute other
materials to cement, it is difficult to imagine how services could possibly offer adequate
substitutes to most industrial production with regards to elementary needs such as food, shelter,
or mobility (the service of having a pizza home delivered requires roads, a vehicle, and, not
least, a pizza made from material ingredients) Hence, dematerialisation only concerns a limited
fraction of the global economy, leaving most of environmental pressures unsolved.

Services have a footprint too

Even if services are less nature-intensive than industrial goods, they still have material
requirements and environmental repercussions, and so cannot be expected to fuel a
biophysically unbounded process of value creation. In one of their decoupling report, UNEP
(2014a: 70) finds a linear relation between expenditure in services and emissions of CO; in the
direction of more services, more emissions.

Gadrey (2008) points to three factors explaining such correlation. Services require
people to travel, either from provider to customer (e.g. mail delivery) or the opposite (e.g.
commuting to school) which is made possible by material infrastructure, vehicles, and energy
uses. Then they are often anchored in specific material spaces (university building, train station,
airport, hospital, offices), whose construction, operation, and maintenance requires materials
and energy. They also rely on material tools, which production and use is far from being
environmentally-neutral. (ICT, computers, credit card readers, screens and displays, cooling
infrastructure in data centres).

In terms of materials, the making of information and communication technology
products such as computers, mobile telephones, LED screens, batteries, and solar cells require
scarce metals like gallium, indium, cobalt, platinum, in addition to rare minerals. An expansion
of services means more transactions using more devices, which require more minerals whose
extraction involves environmental impacts. Not only these material requirements imply
significant environmental impact (from their mining) but their limited availability and
recyclability (Reason 5) also put absolute limits to the growth of material-based services. And
even if it is common to observe a decline in the quantity of material products needed to
manufacture equipment, these efficiency gain are being trumped by growth in volume of
equipment and intensity of usage (Reason 2), often having to do with decreasing life-time due
to planned obsolescence (Reason 5).

Services require energy, not only to build the material infrastructure they rely on, but
also to simply run. Not only for end-user equipment (laptops, smartphones, routers) but also for
the infrastructure, such as data centres and access networks (the wiring and antennas that carry
data). Malmodin et al. (2010) calculate that ICT used 3.9% of global electricity in 2007,
accounting for 1.3% of global greenhouse gas emissions. Numbers are similar in other studies;
for instance, the information and technologies sector produced 2% of global CO, emissions in
2007 (830 MtCOze), half of it accounting for computers and devices and the other half for data
centres and telecoms (The Climate Group, 2008). Starting from Malmodin et al.’s (2010) 3.9%
of global electricity used by ICT, Van Heddeghem et al. (2014) find that it went up to 4.6% by
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2012. Forecasting to 2030, Andrae and Edler (2015) estimate that ICT could consume up to
51% of global electricity, contributing up to 23% of global greenhouse gas emissions.

In itself, the Internet accounts for between 1.5 and 2% of the world’s energy
consumption (CEET, 2013). Only considering the users’ side, the 100 most visited French
website require 8.3 GWh or the energy consumption equivalent of 3,077 households (WEA,
2014). Energy consumption resulting from Bitcoin emits an annual 69 mtCO, and, if more
broadly used, could alone produce enough emissions to push warming above 2°C within less
than three decades (Mora et al., 2018). Carr (2006) estimates the energy consumption of a
Second Life avatar to be around 1,752 kWh per year, which he compares to a world average
for humans of 2,436 kWh. Looking at the ecological cost of music in the US, Devine and
Brennan (2019) discovers that, even though music has become almost completely digital, it is,
in terms of greenhouse gases, more polluting than it has ever been: from 140 million kg in 1977
to 157 in 2000 and between 200 and 350 in 2016.

Because of prevalence of fossil sources in the current energy mix of countries hosting
data centres, ICT ends up with a heavy contribution in terms of emissions. The Greenpeace
report “How Clean is Your Cloud?” (2012) finds that, for example, 39.4% of the electricity
used by Facebook servers is generated by coal plants, while it is 49.7% for Apple. This energy
consumption adds up to an already high level of energy demand, exacerbating the
environmental impact of the energy sector. And perhaps yes, this climate impact would
disappear should all services run on renewable energy, but, assuming that this is even possible
(Reason 1), then it would still generate an array of environmental issues (Reason 3).

The so-called “service economy” carries a heavier biophysical backpack than one would think.
In the countries with the most urgent mitigation imperatives, the service sector has already been
developed to its maximum without the benefits of absolutely decreasing environmental
pressures. Services have a footprint, that even though lower than manufactured products, is
often only added on top of the environmental pressure pile without much substitution occurring.
This is because the service economy can only exist on top of the material economy, not instead
of it. Moreover, services such as advertising or financial products do sometime actively foster
more polluting production, which results in an overall rise in environmental pressure. Again,
we are not arguing against services; on the contrary, it is crucial to replace jobs in resource-
intensive sectors with more labour-intensive work. Rather, the point we make is that directly
reducing output in the problematic sectors would be more effective than developing activities
around them hoping that substitution would somehow occur.

5. Limited potential of recycling

Recycling is a common strategy advocated for decoupling often associated to the idea of a
circular economy. The idea is that resource decoupling could be possible if all materials
required for the production of new products were extracted from the old products that have been
thrown away and not from nature. The traditional linear process of production would then be
turned into a “closed-loop” (Stahel and Reday-Mulvey, 1981), “zero waste” (Palmer, 2005),
“cradle et cradle” (McDonough and Braungart, 2010) economy. Of course, closing the loop
between waste and extraction via recycling is a sensible goal, and in theory, one would want
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any economy to be as circular as possible. What I am about to argue is that there are limits to
this circularity and that these limits are quickly reached in a fast-growing economy.

Recycling itself requires new materials and energy

Perpetual motion machines do not exist in reality. Even though significant gains can be
expected from better recycling, the process of recycling itself necessitates energy and, most of
the time, new materials, which would then also need to be recycled at some point, requiring the
use of additional new material, and this ad infinitum (Georgescu-Roegen, e.g. 1971: 132, spoke
of an “infinite regress”). This means that because of unescapable laws of nature (here the
entropy law), the technically feasible recycling rates are always below the theoretically possible
ones. On top of that, the economically justifiable rates are often significantly below what is
technically possible for that the marginal cost tends to increase the more a process approaches
its theoretical maximum (Reason 1).

Since materials inevitably degrade through time (2™ law of entropy), they can only be
recycled into the same products for a limited number of times before they have to be used to
produce other products with lower grade requirements. Put another way, sooner or later, any
recycling is necessarily downcycling. For instance, plastic bottles can be recycled into plastic
fibre for clothing but not back into plastic bottles, and they can finally end up in the noise
protection walls along motorways. Paper cellulose fibres can only endure 3 to 6 cycles, for
which they need to be mixed with new fibres, and until they become too fragile to be used for
paper before being used for cardboard and later as housing isolation and finally as biofuel. Just
like for energy, this wearing down of materials sets absolute limits on how circular any
economy can be.

Giampietro (2019) proposes another way of thinking about it. In a way, nature already
recycles all materials for free, albeit too slowly for current rates of extraction. Arguing that
materials and energy will then be recycled within the economy, and not outside of it, comes
with an energy price tag. As always, production requires labour, tools, and energy, except that
this time, what is being produced is recycling services. Put another way, it is a use of primary
energy and material to recycle waste, that is secondary energy and material.

In a world where the economy is relatively small compared to its environment and
where the flows of primary energy and materials are larger than the secondary flows, an
economy can indeed be circular. Yet, when the scale of the second matches the ones of the first,
circularity is compromised. As the author puts it: “what really matters in relation to the potential
of recycling is the size of the required input flows and the waste flows generated by the economy
(technosphere) compared to the size of the primary sources and primary sinks made available
by ecological processes (biosphere)” (ibid. 149). If economic growth means an increase in size
of the economy compared to its environment, then it means that growing economies will sooner
or later reach the limits of circularity.

Recycling rates are far from 100%

Of course, one can argue that this entropy argument is irrelevant to a situation where rates of
recycling are low and that simply increasing those rates to match the pace of increase of
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resource use will be enough to achieve absolute decoupling. But here comes a practical
consideration: How likely is it for recycling rates to increase that much?

Let us first assume that recycling does not require extra energy and that all materials
can be recycled perfectly. In 2005, 62Gt/yr material have been processed, generating 41Gt of
outputs, (19Gt biomass for feed, food and fodder, 12Gt fossil fuels, 4.5Gt mined ores) (UNEP,
2011b). At the same time, only 4Gt of material have been recycled. This is not surprising for
that certain materials that are currently used cannot be recycled. For example, fossil fuels and
biomass burnt for energy.' One fifth of total resources used worldwide are fossil fuels, and
almost half are energy carriers. The 98% of fossil fuels that are burnt as a source of energy
along with the biomass consumed for feed, food, and fodder cannot be re-used or recycled. Of
course, shifting to a 100% renewable energy provision would solve this problem (although
perhaps at the cost of creating others, see Reason 2), but we are still far from this situation.

Another problem is that many modern products are too complex to be recycled.
Miniaturisation can save material but renders the recovery of materials more difficult — and
when this is technically feasible (which is not always the case), more costly and thus less
economically interesting. Reuter et al. (2018) study the recyclability of one of the most modular
smartphone (Fairphone 2) and find that the best possible recycling scenario would only recover
about 30% of the materials. Most problematically, this is also the case for technology to harvest
and store renewable energy. UNEP (2011b) estimated that less than 1% of specialty metals are
recycled.

A third point is that improvements in recycling are often more than cancelled out by
rises in rates of replacement (sometime fuelled by planned obsolescence). Indeed, if rates of
recycling are increasing at a slower pace than the reduction of products’ average lifetime (i.e.
the rate of product replacement), then resource use is set to increase. If the ability to recycle is
slower than the will to produce, then virgin resources will have to be used.

There is not enough waste to recycle

This last argument is a matter of basic arithmetic. Just for now, let us still assume that rates of
recycling would increase significantly faster than their current trends (while still relaxing the
assumption that recycling in itself requires energy and new materials). Yet, even this would in
itself not be a guarantee to maintain the growing economy’s throughput, since in an economy
with increasing resource use, the amount of used material that can be recycled will always be
smaller than the material needed for growth. As the economy keeps on expanding, more
materials will be required than the ones available from previous periods of time, and so the
materials available for recycling within this economy will not suffice. This would be like a
snake trying to make a larger skin out of the scraps of its previous, smaller skin.

As shown by Grosse (2010), in an economy where material consumption increases,
recycling can only delay resource depletion. The author takes the example of steel, the best-
recycled material worldwide. At a current 62% recycling rate and with a yearly rise in
consumption of 3.5%, recycling is only delaying depletion by 12 years. If we keep consumption

! This is also the case for dispersive uses that divert materials from recycling circuits (e.g. scarce metals used in ink and painting
pigments, additives in glass and plastic).
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rates steady, even increasing recycling rates to 90% would only add an extra 7 years before
depletion.

Arnsperger and Bourg (2017: 73) apply the Grosse (2010) calculation to copper. They
assume that the residence time of copper in the economy is of 40 years and that 60% of it can
be recycled with current technologies. Out of the 6 million tons of copper used in 1975, this
means that 4 millions could have been recovered by 2015. However, consumption of copper
has grown to 16 million in the last forty years and so, despite recycling, 12 million tons of virgin
copper must still be extracted. In this case, even with assuming an illusory 100% recycling rate,
the extraction would have more than doubled during the period.

What exacerbates the limited availability of products to be recycled is the fact that a
significant portion of all resources used end up in infrastructure, often for quite some time. De
Decker (2018) proposes a simple back-of-the-envelope calculation. In 2005, the world used
62Gt of natural resources: 4Gt for disposable products lasting less than one year and 26Gt in
buildings, infrastructure, and consumer goods lasting more than one year. The same year, 9Gt
of resources were disposed of during production. The author concludes that the total quantity
of materials available for recycling at the start of a second year of production is 13Gt (4Gt of
disposable products + 9Gt of surplus resources), of which only a third could be effectively
recycled. Plain to see that this number is not only short of what would be needed just to produce
the same as in the previous year (62Gt), but even more so for a growing economy.

An infinitely growing circular economy is an arithmetical impossibility, and a contradiction in
terms. Recycling is itself limited in its ability to provide resources for an expanding material
economy. In the end, our point is not to question the usefulness or relevance of recycling, which
could on the contrary play a crucial role in a non-growing economy, but merely to point to the
fact that hopes of decoupling based on recycling are misinformed. The reality is that recycling
rates are currently low and only slowly increasing, that recycling processes generally still
require a significant amount of energy and virgin raw materials, and that it is mathematically
impossible for recycling to match rates of replacement in a context of increasing consumption.

6. Insufficient and inappropriate technological change

The debate on the likeliness of future decoupling is, at its very core, a debate on the potential
of technological innovation. Decoupling may have not occurred yet, and economic growth may
seem biophysically constrained, either because of rising costs of extraction (Reason 1),
unforeseen problem shifting (Reason 3), material infrastructure (Reason 4), or limited recycling
(Reason 5), but the green growth discourse develops on the assumption that future innovations
soon to come would do away with that.

This hypothetical argument has several shortcomings having to do with the purpose,
unintended consequences, and pace of technological change. Simply put: technological
progress is (1) not targeting the factors of production that matter for ecological sustainability
and not leading to the type of innovations that reduce environmental pressures; (2) it is not
disruptive enough as it fails to displace other undesirable technologies; and (3) it is not in itself
fast enough to enable a decoupling that is absolute, global, permanent, large and fast enough.
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Essentially I am not arguing against innovation in itself. The point is that technological
innovation is most often ambivalent when it comes to addressing environmental issues, and that
the potential of future technological innovations is most likely too limited, and in any case
uncertain. Relying on the belief that technological innovation will bring all necessary solutions
to environmental problems appears as an extremely risky and unreasonable bet.

Not leading to relevant innovations

Innovation is not in and of itself a good thing for ecological sustainability. The desirable type
of innovation is eco-innovation or one that results “in a reduction of environmental risk,
pollution and other negative impacts of resources use compared to relevant alternatives” (Kemp
and Pearson, 2008).

But this is only one type among several. In general, firms have an incentive to innovate
so as to economise on the most expensive factors of production in order to maximise profits.
Because labour and capital are usually relatively more expensive than natural resources, it is
likely that more technological progress will continue to be directed towards labour- and capital-
saving innovations, with limited benefits, if any, for resource productivity and a potential rise
in absolute impacts due to more production. But decoupling will not occur if technological
innovations contribute to saving labour and capital while leaving resource use and
environmental degradation unchanged.

Another issue is that technologies do not only solve environmental problems but also
tend to create new ones. Assuming that resource productivity becomes a priority over labour
and capital productivity, there is still nothing preventing technological innovations from
creating more damage. For example, research into processes of extractions can lead to better
ways to locate resources (imaging technologies and data analytics), to extract them (horizontal
drilling, hydraulic fracturing, and automated drilling operations), and to transport them (Arctic
shipping routes). These innovations may target resource use but with a result opposite to the
objective of decoupling, that is more extraction. And this is not even considering unintended
side-effects, which often accompany the development of new technologies (Grunwald, 2018).

Not disruptive enough

Another problem has to do with the replacement of harmful technologies. Indeed, it is not
enough for new technologies to emerge (innovation), they must also come to replace the old
ones in a process of “exnovation” (Kimberly, 1981). What is required is a “push and pull
strategy” (Rockstrom et al., 2017): pushing environmentally-friendly technologies into society
and pulling harmful ones, like fossil-based infrastructure out of it.

First, in reality, such a process is slow and difficult to trigger. Most polluting
infrastructures (power plants, buildings and city structures, transport systems) require large
investments, which then creates inertia and lock-in (Antal and van den Bergh, 2014: 3). Let us
for instance consider the energy, buildings, and transport sectors, which account for the large
majority of world energy consumption and greenhouse gas emissions: initial lifetime for a
nuclear or a coal power plant is about 40 years. Buildings can last at least as much. Average
lifetime for a car is 12-15 years, and this is about what it takes for an innovation to spread in
the vehicle fleet. The wide availability of petrol refuelling stations gives an infrastructural
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advantage to petrol-based cars, whereas this is the opposite situation for electric, gas, or
hydrogen vehicles that would require different and new supporting infrastructures. Building a
highway or a nuclear plant is a commitment to emit for at least as long as these infrastructures
will last — Davis and Socolow (2014) speak of “committed emissions.”

Energy is a good case in point: using more renewable energy is not the same as using
less fossil fuels. The history of energy use is not one of substitutions but rather of successive
additions of new sources of energy. As new energy sources are discovered, developed, and
deployed, the old sources do not decline; instead, total energy use grows with additional layers
on the energy mix cake (see figure below). York (2012) finds that each unit of energy use from
non-fossil fuel sources displaced less than one-quarter of a unit of its fossil-fuel counterpart,
showing empirical support for the claim that expanding renewable energies is far from enough
to curb fossil fuel consumption. The relative part of coal in the global energy mix has been
reduced since the advent of petroleum but this occurred in spite of an absolute growth in the
use of coal (Krausmann et al., 2009).

Moreover, even if the decision to substitute renewables to all fossil energies was
enacted, it is doubtful whether this process can happen fast enough — or even at all, taking
material requirements into consideration. In a recent study, the International Renewable Energy
Association (IRENA, 2018) estimates that a continued GDP growth compatible with a 2°C
warming target would require the addition of 12,200 GW of solar and wind capacity by 2050.
This means increasing renewable capacity addition rates by b 2.3 to 4.6 times. Because the
study assumes a parallel decrease in energy intensity of 2.8% per year (double the historical
rate), and because it aims for the 2°C target (and not the more ambitious 1.5°C), one might
consider that the speed of renewable energy development would need to be even higher: for
instance, Garrett (2012) calculates that one would need to build one nuclear power plant per
day (or equivalent in renewables) in order to decarbonise an energy demand steadily growing
at current rates.

This pattern observed with energy whereby new technologies supplement rather than
replace existing ones, can be observed in many other sectors as well. Computers have not
brought about the paperless office because computers and papers came to complement each
other (York, 2006). The rise of synthetic rubber, whose production was established during
World War 11, did not stop natural rubber production and consumption from increasing steadily
throughout the 20" century (Cornish, 2001). Likewise, the explosion of synthetic fibers like
polyester and nylon has not displaced natural fiber production. While yearly world production
of synthetic fibers has grown from less than 2 Mt in 1950 to above 60 Mt today, the production
of natural fibers has more than tripled, from under 10 to roughly 30 Mt, with annual variations
due to climactic conditions (The Fiber Year, 2016). Additional consumption largely surpassed
substitution.

Not fast enough

In light of the past decades of technological change, the rate of improvement that is needed for
high-income, high-footprint economies to absolutely decouple appears disproportionate in
contrast to past and present rates of technical progress.
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Let us consider the example of carbon emissions. Jackson (2017: 96-100) presents
several simple hypothetical decoupling scenarios. The first, baseline scenario runs as follow:
extending the trend of global annual per capita economic growth of 1.3% in parallel of 0.8% of
expected annual population growth, and with the average annual decline of carbon intensity of
0.6% that has been observed since 1990, would result in carbon emissions growing by 1.5%
per year (1.3% + 0.8% — 0.6% = 1.5%). In order to achieve a 90% emission reduction in 2050
compared to current levels with the same GDP and demographic hypotheses, the emission
intensity would need to decline at an average rate 8% per year until 2050 — reducing the average
carbon content of economic output to 20 gCO,/$, that is to say 1/26 of what it is today (497
gCO,/$). In comparison, the carbon intensity of the global economy fell from about 760 grams
of CO; per dollar in 1965 to just under 500 g/CO,/$ in 2015, that is to say an annual decline of
only 1%.

Many more ambitious scenarios can be imagined,' but the message is already clear:
relying only on technology to mitigate climate change implies extreme rates of eco-innovation
improvements, which current trends are far from matching, and which, to our knowledge, have
never been witnessed in the history of our specie. Such an acceleration of technological progress
appears highly unlikely, especially when considering the following elements.

First, global carbon intensity improvement has been slowing down since the turn of the
century, from an average yearly 1.28% between 1960 and 2000 to 0% between 2000 and 2014
(Hickel and Kallis, 2019: 8-9). Narrowing the scope to high-income OECD countries only,
where most innovations are developed, the improvement rate of CO; intensity still declines
from 1.91% (1970-2000) to 1.61% (2000-2014), which is a long way from matching
appropriate levels to curb emissions to a 2°C target, let alone to 1.5°C.

This empirical observation is nothing like a surprise with regards to theory.
Technological innovation is limited as a long-term solution to sustainability issues because it
itself exhibits diminishing returns (Reason 1). Tracking the number of utility patents per
inventor in the United States over the 1970-2005 period, Strumsky et al. (2010) provides
evidence that the productivity of invention declines over time, including in the sectors such as
solar and wind power as well as information technologies (which are often acclaimed for their
innovative potentials). “Early work [...] solves questions that are inexpensive but broadly
applicable. [Then] questions that are increasingly narrow and intractable. Research grows
increasingly complex and costly [...]” (ibid. 506). Looking at total factor productivity changes
from 1750 to 2015, Bonaiuti (2018) argues that humanity has entered an overall phase of
decreasing marginal returns to innovation.

To sum up, technology is no panacea. It is indeed impossible to predict what the future holds
in terms of innovations over the long term. Yet the point is that reasons to be sceptical about

! Since in the baseline scenario, the carbon budget ends up being fully used by 2025, the author calculates in a second scenario
the requirement for a 95% reduction holding all else equal. The rate of improvement rises to a 10.4% reduction in carbon
intensity year on year, but the carbon budget still runs out by the end of the 2020s. In order to avoid this, a third scenario sets
the target year to 2035 instead of 2050, and the necessary speed of technological change becomes 13% for a 90% reduction
and 15% for a 95% reduction. In scenario 4, low-income countries are expected to match the income of the richer ones (with
a 2% expansion in rich countries, it will take a rate of growth of 7.6% in poor ones for both levels of income to converge)
Under those conditions, the carbon intensity must be less than 2 gCO»/$ to achieve a 95% reduction, almost 1/250 of what it is
today. Meeting these targets by 2035 requires a reduction of carbon intensity to average an annual 18%, 100 times faster than
the current rate of change.
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the potential for technological change to foster the type of decoupling we described as necessary
are multiple and serious. First, many technologies that could have severed part of the link
between GDP and environmental pressures have been here for several decades now with only
minimal effects. More importantly, all innovations do not go in the direction of more ecological
sustainability. In a capitalist and growth-oriented economy, innovation is most often strongly
dependent on profit-making opportunities, hence partly oriented to this aim. In such a context,
most innovations may result in GDP increase, but only few of them might help mitigate
environmental pressures. Future technological changes may perhaps bring some additional
improvements, provided these are not cancelled by rebound effects (Reason 2), and provided
they do not result in problem shifting (Reason 3). Past and current paces of technological
evolutions are clearly at odds with the urgent and radical changes that the environmental crises
call for, and declining marginal rates of improvement (Reason 1) gives little reason for
optimism about the future.

7. Cost shifting

The absolute decoupling shown in early-industrialised nations is only apparent if those
countries outsource their biophysically-intensive production somewhere else.

This leakage effect' — also sometime called “decoupling through burden shifting”
(UNEP, 2014a) or “virtual decoupling” (Moreau and Vuille, 2018) — can be either intentional
or conjectural (Peters, 2008). It is intentional or direct when the geographical shift in production
results from an obvious choice to relocate to jurisdictions with less stringent environmental
regulations — this is referred to as the “pollution heaven hypothesis.” It is conjectural or indirect
when the effect is attributed to a broader set of factors (e.g. differences in cost of labour,
industrial capacity, access to resources, or technology).

Based on this premise, globalisation would cause polluting activities to concentrate in
the least regulated — most often low-income countries. Put another way, trade would enable the
decoupling of certain regions at the expense of an intensification of environmental pressures
elsewhere; or in other words, would allow high-consumption countries to externalise the
environmental costs of production to low-consumption countries (one then speak of
“embodied” impacts, e.g. embodied emissions, embodied energy).

Empirical evidence of environmental cost shifting

The empirical literature on the embodied environmental pressure in trade is consistent.
Reviewing embodied carbon studies, Sato (2014) identified a large and growing volume of
embodied carbon emissions in international trade, which accounted in 2006 for around one
fourth of global emissions. Looking at 113 countries, Peters et al., (2011) find that the net
emission transfers via international trade from low-income to high-income countries has
quadrupled between 1990 and 2008.

! Because mostly focusing on carbon, this phenomenon is referred to as “carbon leakage” in the empirical literature. The term
“leakage” depoliticises the process and so I prefer, following Kapp (1950) and the school of world-system analysis (most
notably Hornborg, e.g. 1998), calling it a process of environmental cost shifting whereby richer nations systematically impose
the environmental cost of their lifestyle onto poorer countries.
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This does not only concern emissions but also resources. In between 1997 and 2001,
16% of the global water footprint was embodied in global trade (Hoekstra and Chapagain,
2007). Raw material embodied in international trade accounted for 30% of the global material
consumption increase during the 1990-2010 period, “this effect being due to the growing
contribution of less material-efficient economies to global production” (Plank et al., 2018: 19).
Likewise, Schandl et al. (2018: 8) report that global material efficiency is declining because of
a “large shift of economic activity from very material-efficient economies, such as Japan, the
Republic of Korea, and Europe, to the currently much less material-efficient economies of
China, India, and Southeast Asia.”

For example, a 2011 OECD report claimed that Germany, Canada, Italy, and Japan had
achieved an absolute decoupling of greenhouse gases emissions since the 1980. Even though,
as pointed out by Bednik (2016: 107) the authors of the report pinpoint that “parts” of this
decoupling is due to the exportation of manufacturing activities in emerging and developing
countries (OECD, 2011: 15-16). The difference between the gross emissions (measured with a
production approach) and net emissions (measured with a consumption approach) was indeed
of 27.7% for Germany and 24.7% for Italy in 2004, and as high as 44% for France (Laurent,
2012).

More generally, Davis and Caldeira (2010) estimate the difference between production
and consumption emissions to be around 30% in rich countries. When compared to the rates of
supposedly absolute decoupling announced in certain studies, the sole factor of cost-shifting is
enough to explain the observation.'

Why cost shifting happens?

What is observed empirically finds its theoretical explanation in world-system analysis and
dependency theory (Amin, 1976; Emmanuel, 1972; Wallerstein, 1974). Building on such
tradition, Hornborg (1998: 38) calls this process “ecologically unequal exchange”: “a relation
of exchange, even when it has been entered voluntarily, can generate a systematic deterioration
of one party’s resources, independence, and development potential.” From this particular
perspective, the world can be divided into core countries, semi-periphery countries, and
periphery countries, with the former having more power to import wealth from and export illth
to others.

Emmanuel (1972) showed how differences in price of labour between nations lead to
net transfer of embodied labour from the poorest to the richest. What is relevant for decoupling
is that the same mechanism is at work but with material, energy, and pollutions. If it is cheaper
to produce what is most polluting elsewhere, and as a consequence there will be a net transfer
of environmental burden from the global North to the global South. In decoupling terms, this
would mean that core countries find themselves in a situation of ecological deficit with their
periphery.

Decoupling in certain regions of the world would be a “local illusion” (Hornborg, 2016:
115) or “geographical illusion” (Fischer-Kowalski and Amann, 2001) that is enabled by a
process of “environmental load displacement” (Muradian et al., 2001) or “cost shifting” (Kapp,

"In their study of embodied emissions in British imports, Druckman et al., 2008: 594) conclude that “any progress towards the
U.K.’s carbon reduction targets (visible under a production perspective) disappears completely when viewed from a
consumption perspective.”
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1950) from one locality to another or from the present to the future. Following this line of
thinking, Hornborg (2001: 33) invites us to “think of the world as a system, in which one
country’s environmental problems may be the flip side of another country’s growth.”

This is especially relevant when it comes to technological change. Hornborg (2019: 15)
argue that modern technology “should be understood not simply as an index of ingenuity, but
as a social strategy of appropriation (of labour and land)” or “a strategy of displacement (of
work and environmental loads).” A vacuum-cleaner may save time in cleaning the house, but
it does so at the expense of someone having to spend time and energy building the vacuum, and
a lot of more people having to extract the materials necessary for making it.

It would be irrelevant to celebrate decoupling in one country if this one is achieved at the
expense of coupling in another one, especially if the one worst off is the poorest of the two.
There are strong theoretical reasons to believe that the few cases of local decoupling that are
celebrated (which remain exceptions) are in fact mostly a displacement of environmental
pressures elsewhere. If that is so, it means that ecological sustainability can only be achieved
via a downscaling of polluting production. This reason is perhaps the most problematic of all.
As long as individuals, firms, and nations stay engaged in cost-competition, there will be
incentives to swipe ecological costs under the rug, with the lightening of footprints remaining
a mere statistical trick.

Scientific studies and political discussions about decoupling must be precise as to how they
define the term, specifying whether it is relative/absolute, global/local, temporary/permanent,
and whether it is sufficient to achieve environmental targets in a fair manner. This matters
because it is one specific type of decoupling that is most needed: an absolute, global, permanent
decoupling of GDP from both resource use and impacts, that is sufficient in magnitude and fair
in terms of distribution of burdens and benefits.

Reviewing the empirical decoupling literature searching for evidence of that
decoupling, the finding is clear: the decoupling literature is a haystack without a needle. The
idea that green growth can effectively address the ongoing environmental crises is insufficiently
supported by empirical foundations.

As to whether such decoupling could happen in the future, I have offered a number of
reasons to be sceptical: (1) Rising energy expenditures, (2) rebound effects, (3) problem
shifting, (4) the underestimated impact of services, (5) the limited potential of recycling in a
growing economy, (6) insufficient and inappropriate technological change, and (7) cost
shifting. Each of them taken individually casts doubt on the possibility for decoupling and thus
the feasibility of “green growth.” Considered all together, the decoupling hypothesis appears
highly compromised, if not clearly unrealistic.

Conclusions for Chapter 2

CONOMIES are open systems: they rely on nature to supply materials, living biomass,
and energy and to provide for their disposal. The main insight from this chapter is that
there can be no never-ending growth in the subsystem of a finite system. The biophysical is the
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most un-compromising of all limits to growth because the environmental conditions for
civilisation change in a way that is neither gradual nor reversible in a reasonable time scale for
humans. This chapter has not sought to predict the exact timing of an eventual ecological
collapse but has instead provided conceptual tools as well as empirical evidence to determine
whether the global environmental situation is getting better or worse. The result of this
exploration points to a trade-off between economic growth and environmental integrity, which
at present is going in the direction of “more production and less environment” (Hueting, 1980:
188) — or to put it in a more modern jargon, not “Better Growth Better Climate”' but better
growth and bitter climate.

Another finding is that decoupling is extremely unlikely if not impossible. The large
and fast decoupling that would be necessary to liberate economic growth from its environmental
shackles has not yet occurred, and expecting its materialisation in the future is a risky bet with
not much to win and much to lose. As Daly (1977: 115) already argued forty years ago, the bet
we are facing is similar to Pascal’s Wager. Either we hope that somehow these seven problems
will solve themselves, continue growth-as-usual and risk a social and environmental collapse;
or we acknowledge that decoupling is likely to fail with irreversible consequences on the
environment, and follow a precautionary principle approach, moving away from a risky green
growth strategy to directly reduce problematic forms of production and consumption.

Ultimately, this is not only a matter of biophysical possibility — just putting an
“environmentally determined speed limit on economic growth” (Booth, 2004: 7) —, but rather a
matter of acknowledging that economic growth is no longer justifiable from a moral point of
view because it deteriorates the environment, which then jeopardises the livelihoods of present
and future human and non-human communities. As Jevons (1865) so eloquently put it at the
end of The Coal Question: “To allow commerce to proceed until the source of civilization is
weakened and overturned is like killing the goose to get the golden egg.” Because limitless
accumulation in a finite world is neither biophysically possible nor ethically justifiable,
economic growth is not a feasible long-run objective.

! «“Better Growth Better Climate” is the title of a 2014 report by The New Climate Economy.
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Chapter 3

Socioeconomic limits to growth

T HE most pragmatic objection to the growth-based economy is that there is no longer any
growth. While in public debate, permanent growth is regarded as normal, the reality in
most advanced capitalist economies is that of a secular stagnation.

In the same way that a biophysical factor can act as a limit to growth (no phosphorus or
climate stability = no growth), a socioeconomic factor can do exactly the same thing (no
innovation or no work = no growth). Remarking a decline in the growth rate over the last 40
years, various authors see this as the start of a new phase of long-term stagnation, as opposed
to an intermittent downturn in the customary boom-bust cycle. Understanding that phenomenon
is the purpose the first section of this chapter.

Whereas secular stagnationists describe the end of growth as a slow-down akin to a
decelerating car, another strand of scholars goes further and posit that the engine has been
damaged by growth itself. Stagnation, they argue, is the result of a broader crisis of social
reproduction: a deterioration of the social fabric in which the economy is ultimately embedded.
Like a snake biting its own tail, the commodity economy has over-exploited to extinction an
array of crucial psycho-social potential factors of production, a process that will occupy us in
the second section of the chapter.

Secular stagnation

A “secular stagnation” is a situation of no or negligible economic growth." The term gained
particular prominence through a November 2013 speech by former US Secretary of Treasury
Lawrence Summers at the IMF’s Fourteenth Annual Research Conference in Honour of Stanley
Fischer. In his speech, Summers argued that the Great Recession of post-2008 was not an
anomaly, but rather a return to normal.

The classic formulation of the stagnationist argument, however, dates from one of Alvin
Hansen’s article in 1934, and more famously from his presidential address to the American

"1t should be noted right away that the term “secular stagnation” reinforces an economicist worldview that sees the economy
as a depoliticised reality that would mechanically stop growing for some purely economic reasons. After having interpreted
growth as sacred, the term “secular” may appear quite ironical when attached to growth.
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Economic Association in December 1938. His claim was that the US economy had reached
economic maturity as evidenced by a decelerating population growth, a lack of territorial
expansion opportunities, and a change in the structure of technological progress (from capital-
using innovations to capital-saving ones). For Hansen, all these changes would lead to a
shortage of private investments, which would then limit the creation and expansion of
businesses and in the end slow down growth. With no recovery from the Great Depression in
sight, Hansen (1939: 1) declared, as it turned out inaccurately,' the end of the “great era of
growth and expansion of the nineteenth century” in favour of a new economic order
characterised by low growth rates. Influenced by his reading of Keynes (1936), Hansen argued
that only aggressive public stimulus could keep growth levels from faltering and so that the
State should take on a permanent public investment role.

Almost 80 years later, and once again in the aftermath of an economic crisis, Summers’
reference to secular stagnation resuscitated an ancient and controversial question about whether
or not the economies of early industrialised countries were characterised by diminishing rates
of growth in the long term.”

It should first be noted that the term secular stagnation means different things to
different people, to the point where it has been described as an “economist’s Rorschach Test”
(Teulings and Baldwin, 2014). Three distinctions can be made. First, a historical distinction
between what I will refer to as the first wave secular stagnation theories following Hansen’s
work in the 1930s and the second wave secular stagnation theories that followed Summers’
statement in 2013. Second, a difference of understanding within mainstream economics
following a classic demand versus supply division. And third, a different understanding
between mainstream economics and heterodox schools of thought.?

Although the second wave of the secular stagnation debate is predominantly taking
place among mainstream economists,” several heterodox economists of either Keynesian or
Marxian descent have seized the opportunity to revive the theories of thinkers such as Hobson
(1902), Luxemburg (1913), Sweezy (1942), Steindl (1952), Kalecki (1954, 1971), and Baran
and Sweezy (1966) who tried to understand what happens to economic growth over the long
run. Whereas orthodoxy and heterodoxy pretty much agrees on the diagnostic (a condition of

! As we have seen in Chapter 1, the world economy was just about to embark into the highest rates of economic growth in its
history.

? Reminding secular stagnationists that Hansen ended up being wrong by not foreseeing the roaring growth rates of the Golden
Age, other scholars have contested the secular stagnation hypothesis altogether. A first strand of criticism contends that the
Total Factor Productivity method of measuring technological change is incomplete. Others defend that it is only a matter of
time for the Third Industrial Revolution to bear its fruits. In that line of thought, Brynjolfsson and McAfee (2014), Mokyr
(2014), Eichengreen (2014), and Pratt (2015) respond that the slowdown might only be temporary, as the transformations
brought about by information and communication technologies may enable an upward surge in growth in the coming decades.
Pagano and Sbracia (2014) suggest that future growth is not to be expected in new technologies, but rather in already existing
ones. Similarly, Hamilton et al. (2015a; 2015b cited in Hudecz, 2017: 131) argue that, not only technological change, but also
the other headwinds that are dampening economic recovery, are likely to prove temporary. A second strand of criticism points
to rising rates of growth in the OECD to argue that the stagnation was not as secular as expected.

? The neoclassical paradigm is often understood as being the orthodoxy or the mainstream when alternative schools of thought
such as ecological, feminist, Marxian, Austrian, institutional, and post-Keynesian economics are qualified as heterodox. In the
dissertation, I use the terms traditional, standard, neoclassical, or mainstream economics interchangeably in order to refer to
“the economics one finds in university textbooks, discussed in the news media, and referred to in the halls of business and
government — it is the mainstream view of academic economics” (Beinhocker, 2007: 24).

* Lawrence Summers, Ben Bernanke, John B. Taylor, Paul Krugman, Brad DeLong, and Joseph Stiglitz in blog and article
contributions, and Robert Gordon (Beyond the Rainbow, 2015), Barry Eichengreen (Hall of Mirror, 2015), James K. Galbraith
(The End of Normal, 2014) as well as all the authors who participated in the collection of articles and debate edited by Coen
Teulings and Richard Baldwin, Secular Stagnation: Facts, Causes and Cures (2014).
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stagnant GDP), it is at the level of causes and consequences that they disagree. In this part, I
will treat each of those differences separately starting with the secular stagnation debate
occurring within the mainstream.’

Mainstream ideas of secular stagnation

The first difference in understandings of secular stagnation has to do with a disagreement within
the mainstream about its causes.” Simply put, it is an opposition between demand-side
hypotheses that centre around the role played by the real interest rate in keeping actual growth
below its potential level (GDP is not as high as it could be), and supply-side explanations which
suggest that it is rather the level of potential growth itself that has come down (GDP has reached
its maximum limit by using all available productive capacity).

Using the difference between extensive and intensive growth in from Chapter 1, one
could say that the demand-side explanations emphasise that the secular stagnation is the
consequence of an economic relaxation with some productive capacities left idle, whereas the
supply-side explanations posit that it is the productive capacities themselves that have shrunk,
leaving the economy running at full intensity with lower rates of growth.

Demand-side hypotheses

The underlying logic of the demand-side hypothesis centres around the role played by the
Wicksellian or natural real interest rate’ (NRIR) in a loanable funds market where investment
and savings are functions of the interest rate.

From a neoclassical perspective, an excess of investment compared to available savings
tends to raise real interest rates whereas an excess of savings would do the opposite. When the
interest rate goes down, so does the revenues households can expect from additional savings
while, on the other hand, a lower interest rate reduces the cost of loans for business investment.
The so-called “natural” interest rate is the one at which the demand for investment is perfectly
matched by the supply of savings at a level that guarantees full employment.

Scholars like Summers claim that an excess of savings (often called a “savings glut”)
has pushed the NRIR into negative territory whereas real interest rates remain near zero. In
theory, a decrease in investment should push real interest rates down (towards the NRIR), but
in a situation of low inflation, this means that the nominal interest should go negative. The
problem is that nominal interest rate is usually never set in the negative. With the nominal
interest rate constrained at the zero-lower bound, the real interest rates determined by the market
cannot fall further to boost investments to a level that is compatible with full employment,

! Because not all secular stagnation explanations fit nicely with the orthodox-heterodox division (e.g. the ageing of the
population is recognised by both sides), I decided to present those relatively consensual diagnostics under the mainstream
heading.

2 Two remarks should be made about the mainstream account of secular stagnation. First, the demand-side and supply-side
arguments are not often compatible and are rather proposed as competing explanations. Second, this disagreement is not unique
to the secular stagnation question and instead has its roots in an ancient divide in economics between supply-siders and demand-
siders.

3 Also “Wicksellian,” “equilibrium,” “normal,” “natural,” or “full-employment” interest rate. The NRIR has been defined by
Wicksell (1898: 102) as the rate of interest on loans that “is neutral in respect to commodity prices, and tends neither to raise
nor to lower them.” It is therefore the real interest rate in the normal state of things, or an idealised balanced-growth equilibrium
(i.e. an equilibrium at which all the variables grow at a constant rate).
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which means an eventual decline in demand, and a slowdown of the level of actual growth
compared to its potential level.

With this in mind, secular stagnation then becomes “a state of the economy in which
negative real interest rates in the capital market are required in order to establish an equilibrium
of saving and investment” (Hein, 2015: 2). It is, in other words, the downward tendency of the
real interest rate that is responsible for the lowering of actual growth (Eichengreen, 2015: 1).

But what is pushing interest rates down? The causes for low or negative equilibrium
real interest rates are to be found in both demand for and supply of loanable funds. Proponents
of demand-side explanations argue that consumers tend to spend less and save more because of
(a) a drop in the price of capital or investment goods driving a reduction in firms’ demand for
savings and (b) rising wealth and income inequality leading to an increase in the propensity to
save. They also maintain that (d) a flow of savings from emerging markets has been reinforcing
this unbalance and that (e) high levels of consumer debt have been slowing down consumption.
Let us dwell on each of these reasons.

The first driving force stated by demand-oriented secular stagnationists is the fall in the
price of investment goods relative to final goods (Eggertson and Mehiora, 2014; Thwaites,
2014). Because of the deindustrialisation tendencies that will be exposed just below, and
especially in the booming sector of information and communication technologies (ICT), a
growing proportion of firms can function without relying on a large number of employees,
extensive office space, or costly machinery and factories.

As noted by Davidson (2016), the Internet revolution has allowed companies like
WhatsApp (55 employees in 2014) to reach a higher market valuation than Sony (140,900
employees). Whereas Kodak was employing 145,000 people in the late 1980s, it went bankrupt
in 2012, the same year Instagram (13 employees at the time) was sold to Facebook for $1 billion
(Bregman, 2017: 185). A similar case can be found by comparing hospitality firms: Hilton with
130,000 employees for a $9 billion turnover versus AirBnb that generates a billion dollars with
a meagre staff of 500.

Innovations of that type are capital-saving in the sense that they do not increase
aggregate investment, which means that firms require less savings to purchase all the necessary
capital for their production. Reinforcing this tendency of low savings requirements for
production, all types of capital goods, and not just computers, have fallen in price over the last
two or three decades as the remaining manufacturing has become increasingly efficient (Sterne
and Yates, 2015: 24). In the end, and other things held constant, a decrease in the demand for
savings lowers the real interest rate.

Second, the demand-side argues that actual growth is not as high as it could potentially
be because of economic inequality (e.g. Krugman, 2014; Summers, 2014; Demailly et al.,
2013). Following Keynes’ theory, a high concentration of wealth in the top parts of the
distribution tends to lower growth rates because wealthy people have a lower propensity to
consume than people with lower income. In other words, increasing inequality means that those
most likely to spend their money (middle- and low-income households) are the ones with wages
growing the least. As a rising share of income goes to top-earners, overall consumption
decreases, which negatively affects economic growth rates, and overall savings increase, which,
other things equal, negatively affects real interest rates.
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Moreover, wage inequality can make workers feel dissatisfied or demotivated, which
then lowers labour productivity, and wealth inequality can create health and security issues with
the same effect (Wilkinson and Pickett, 2009).!

A last contributing factors, which this time affects potential growth, is that income
inequality can hinder education and therefore social mobility and skill development possibilities
for the children of low-income households (OECD, 2014).

The final two reasons discussed by demand-side secular stagnation scholars have to do
with global current account imbalances and levels of consumer debt. Bernanke (2015) argues
that the economic success of emerging economies has translated into more savings available
globally (a global savings glut), which has been pushing out demand for Western assets and
thus contributed to a decline of their price (the real interest rate).

Concerning debt, high levels of consumer debt means that people will have to divert
some of their income from consumption to the servicing of their debt. In addition, Krugman
(2014) points to the fact that consumer loans are allocated less generously as an effect of the
financial crisis 0f 2007/2008, while Eggertsson and Mehrotra (2014) reason that with increasing
inequality, a decreasing share of people are able to acquire loans for consumption. Both these
trends further depress demand, pushing rates of economic growth down.

Supply-side hypotheses

For advocates of supply-side explanations, the problem lies in an increasingly limited potential
growth, which means limitations in the availability of sources of growth such as natural
resources, labour, tools, and knowledge.” A study by Husabe (2014) finds that, for the 2013-
2020 period, expected rates of potential growth in the Euro area are approximately half of what
they were before the global financial crisis of 2008. Similarly, Gordon (2015) reports that
potential growth in the same region has declined from an average of 2% in the pre-crisis period
to 0.5% between 2009 and 2014.

The supply-side secular stagnationists offer several hypotheses that could explain this
contraction: (a) declining population growth in an ageing society, (b) a deceleration of
technological progress, (c) a plateauing of education levels that would contribute to lower
productivity, and (d) increasing fluctuations and levels of energy prices. In neoclassical
economics, potential growth ultimately depends on population growth and technical progress.
Population being stable, the rate of potential growth is fully determined by the rate of
technological change, which means that everything contributing to its diminution (e.g. less
disruptive innovations, plateauing of education levels) is directly responsible for a decline in
potential growth.’

Let us start with the least controversial hypothesis. A contributing factor that almost
everyone agrees on is a lack of population growth and an ageing of the population. A change

! Others may argue that wage inequality reinforces a meritocratic culture that makes low-wage employees work harder in order
to get access to higher pay, which also makes high-wage employees work harder as to keep their position. Whereas this may
momentarily boost labour productivity, it might lead to burn outs and a decrease in productivity in the long term.

2 This does not mean that Gordon and other supply-side advocates fully disagree with all of the demand-side hypotheses. Often,
they both agree on the existence of each other’s factors but disagree on their relative effect.

? To connect with the demand-side arguments, it should be noted that slow rates of technical progress also tend to depress
demand for borrowing (which pushes down real interest rates) because it reduces the potential productivity gains (and therefore
profits) that can be expected for producers investing in new production technologies.
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in factors such as life expectancy and fertility rates have contributed to creating a shift in the
demographic structure of most capitalist economies (most notably Japan, Italy, Germany, and
Finland) with an increasing ratio of non-working people (too young or too old) alongside a
decreasing ratio of working people.

In France, life expectancy went from 73 years for men and 81 years for women in 1994
to 79 and 85 in 2016 (Insee, 2017), and in 2014, fertility rates fell below 2 children per woman
(1.96 in 2015 and 1.93 in 2016). This led to a general increase in the proportion of people over
65, from 21.8% of the total population in 1997 to 28.3% in 2017 (Insee, 2017). The
demographic dividend' generated by the baby boom and the access of women to waged work
during the 1950s and 1960s is now turning into a “reverse demographic dividend” (Gordon,
2012: 16). Today, the baby boomers are retiring, with a relatively smaller generation replacing
them at work, the overall effect being a diminution of hours worked per person from 2,183
hours per year in 1950 to 1,472 hours in 2016 (OCDE, 2017).> The smaller the active
population, the smaller the potential rates of economic growth.

Another relatively uncontroversial conjecture as to why the growth of early
industrialised economies is facing limits is to be found in their transition from industrial to
service economies. France is a good example of this trend: manufacturing only accounted for
10% of total added value in 2014 when it used to represent 18% in 2000 and 20% in 1990 (Artus
and Virard, 2015: 78). This process of deindustrialisation is even more striking when comparing
employment in each sector: in 2011, only 1 out of 10 newly created jobs were in the industrial
sector when that number was up to 1 out of 6 in 2002. As for services, the number went from 1
out of 2 in 2002 to 2 out of 3 in 2011 (ibid. 81). Overall, the French economy lost one third of
its industrial jobs between 1995 and 2011 (Giraud and Renouard, 2016: 76). In 2017, more than
7 out of 10 jobs in the European Union were in services (Eurofound, 2017: 1).

In general, a deindustrialising economy tends to grow more slowly because industry is
a faster growing sector in terms of productivity than services. Indeed, productivity is relatively
more difficult to improve for services because the main input of the service sector is labour and
because the output is most often of a qualitative nature. This qualitative dimension means it is
more difficult to automate like it has been done in the agricultural and industrial sectors. For
example, in spite of technological innovations, the time spent teaching a class or attending for
patients has remained fairly stable; this is because the input (professor or nurse) cannot be
substituted with capital or energy and the output (education and healthcare) depends on how
well, and not how fast, it is performed. In the Eurozone between 1990 and 2014, productivity
per capita increased by 80% for industries when it only grew by 15% for services (Eurofound,
2017: 39). If an economy is increasingly service-based, it follows that it will have a lower
potential growth rate.

A third, more controversial hypothesis, is that innovations are being less and less
transformative (this has been argued most forcefully by Gordon, 2012, 2013, 2015). As we have
seen, technological change is the most determinant factor of economic growth, and its pace (as

! The demographic dividend refers to the growth of per capita income resulting from a demographic transition from a society
with high birth and high death rates to one with the opposite features. When fertility rates fall, the working-age share of the
population grows more rapidly than the non-working share depending on it, and so, all else unchanged, per capita income
increases as well.

? The demographic argument also plays out on the demand-side as elders usually consume less than younger people.
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measured by total factor productivity' or TFP) is slowing down, which means that recent
innovations bring about fewer increases in productivity than the innovations of the past. Gordon
argues that the Third Industrial Revolution and its innovations such as computers, the Internet,
and mobile phones is an industrial revolution without growth in the sense that those are not as
prone to increase output as the innovations of the previous industrial revolutions (electricity,
internal combustion engine, running water, indoor toilets, communications, entertainment,
chemicals, petroleum).

Looking at Total Factor Productivity (henceforth TFP), the effects of information and
communications technologies have already peaked, leaving technological change stagnant. In
the Eurozone, TFP did not progress at all between 2000 and 2013 whereas it grew by 0.8%
during the previous decade (Artus and Virard, 2015: 116-7). The case of France is even more
striking as it went from a rise (+0.32%) in the 1990s to a fall (-0.10%) during the first fifteen
years of the 21% century (ibid. 35-6). Looking at changes in TFP in the U.K. and U.S. over the
1750-2014 period, Bonaiuti (2017) confirms Gordon’s diminishing returns on innovation
hypothesis by pointing to a “great wave” with TFP growth peaking at almost +2.2% around
1925 to ever decline after that.”

The fourth suggested cause of secular stagnation is the plateauing of educational
achievements. Because education is a key driver of productivity growth, a broader access to it
brings potential growth rates up (especially when large portions of the population get access to
the education system for the first time). Yet, Gordon (2012) warns that once this mass education
revolution complete, there will be no further increase in the average education level to boost
productivity growth. Developed countries may have already exhausted the largest effects of a
better-educated work force on productivity. (Gordon makes this case for the US, but others such
as Hein (2015: 4) have argued that this might also hold for several other rich economies.)

An additional factor concerns the skills of the workers. In a climate of fast-changing
technologies and high unemployment, it is common to reach a misfit between the knowledge
and skills supplied by workers and the ones demanded by companies. In countries where the
workforce lacks the skills that are suddenly in demand, this skill gap widens and creates
unemployment, which negatively affect growth rates. In 2014, the consulting company
PricewaterhouseCoopers (PwC) calculated a “Talent Adaptability Score” to estimate the ability
of a labour market to adapt to shifts in demand and supply. The study concluded that market
with the most adaptable talent are more efficient (lower recruitment costs) and productive (high
human capital return on investment engagement). In France, this lack of adaptability is costing
French companies an estimated €2.45 billion in lost productivity (PwC, 2014).

At last, a less often mentioned hypothesis to explain the stagnation is the fluctuation and
level of fossil energy prices. As we saw in Chapter 2, oil is more and more costly to extract

! Technological change is estimated by measuring total factor productivity (TFP), or “the portion of output not explained by
the amount of inputs used in production” (Comin, 2006: 1). TFP is that part of an increase in production that is resulting neither
from an increase in capital and natural resources nor from an increase in labour, but from an improvement in the efficiency of
their use. It is, in other words, a measure of how well inputs are transformed into output. For example, better educated workers
or more productive machines contribute to a rise in output without an increase in input, that is an increase in the total
productivity of the factors of production. If an economy’s TFP increases by 2% per year, it means that, with no change in
inputs, output will grow by 2%.

2 Because the index of TFP is composed of both research intensity (the share of workers employed in research and development)
and size (the increase of the labour force that, in the long-run, is equal to that of population), the reduction in population growth
discussed earlier implies a lower increase in the number of inventors, and therefore a lower increase of TFP (Pagano and
Sbracia, 2014: 6).
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because the easiest barrels have already been pumped, leaving only those that are more difficult
to access and process (e.g. deep sea drilling, shale oil, tar sands). Because of the rising
complexity of extraction and processing techniques, the capital intensity of oil companies is
rising, which means that they require proportionally higher investments.

Problem is: there is currently a shortage of investment. Less investment means less
capital, which ultimately means less production. Because oil is a crucial input for most
processes of production, scarcer oil will lower rates of potential growth over the long term. In
addition, because of environmental policies to mitigate the effects of climate change, prices of
fossil energies are expected to rise, which will reduce profit rates and further discourage
investment.

Heterodox ideas of secular stagnation

The second difference in understandings of secular stagnation has to do with a disagreement,
once again over causes, but this time between the mainstream and the heterodox school of
Marxian economics. Far away from neoclassical assumptions,' the idea of stagnation has a long
history in Marxian scholarship.” The difference here is more significant than the one within the
mainstream because the two schools of thought hold different economic ontologies.

What is usually called economic growth in standard economics is, in Marxian theories,
only the involuntary effect of the economic phenomenon of capital accumulation (Scarano,
2017: 6). In Marxian terms, the secular stagnation then becomes “the tendency to long-term
stagnation in the private accumulation process of the capitalist economy” (Despain, 2015: 39).
In short, the Marxian stagnationists argue that there is nothing natural or automatic about the
fulfilment of a long-run rate of growth that would guarantee full capacity production in a
capitalist economy (Foster, 1987: 59). Their analysis focuses on the demand side, as it is in the
end a lack of consumption that is responsible for the shortage of investment that is itself causing
the economy to stagnate. Let me elaborate.

It all starts with Karl Marx (1818-1883). A broad analysis of stagnation was already
present in Marx in the form of the hypothesis of the “law of the tendency of the rate of profit to
fall” developed in the third volume of Das Kapital (1894). Simply put, Marx argued that the
rate of profit (what we would now call the rate of return on capital) naturally follows a
declining trend because capital accumulates faster than the labour force can grow (Sinn, 2017:
233). Because technological change enables the increase of productivity of the non-labour
means of production (read: machines), capitalists will tend to replace their workers with
machinery as much as possible. Note that, in the Marxian perspective, only labour creates
additional value, and so fewer workers necessarily means less surplus value, and so a reduction
of the rate of profits in the long run.

The proposition is quite paradoxical: the more capitalists substitute machines for
workers to make a profit, the less potential profit they can actually make since the more capital
intensive an economy is, the lower its rate of profits. At some point, the falling rate of profits

! Hein (2015: 3) identifies three mainstream assumptions about secular stagnation that are challenged by the heterodoxy: (1)
assuming the existence of an equilibrium real interest rate; (2) assuming that potential growth is independent of aggregate
demand; (3) assuming away changes in institutions and power relationships between social classes.

2 As suggested by Hein (2015: 3), for overview see Bleany (1976), Foster (1987, 2014), Foster and McChesney (2012), and
Hein (2014).
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reaches a tipping-point at which profits are too low to encourage entrepreneurs to make new
investments. And why indeed would anybody sink their funds into production that would barely
generate any profit? The investment strike that would follow would plunge the economy into a
crisis. Fewer sales of capital goods (i.e. goods used to produce other goods) means fewer sales
of intermediate goods; this would trigger a far-reaching chain reaction in all economic sectors
and a vicious circle of secular stagnation (Sinn, 2017: 233).

How to explain this paradox? The first theoretical step in explaining this process of
stagnation comes from the works of Polish economist Michal Kalecki (1899-1970) from the
1930s. The core logic of the Kaleckian view runs as follows: firms make a profit by extracting
surplus value from the workers and use that profit to buy capital goods (i.e. to reinvest in
developing the capital means of production). Free competition generates a tendency for capital
to concentrate in a small numbers of large firms. As those large firms compete against one
another, they try to increase their profits as much as they can, predominantly by intensifying
the exploitation of their employees (decrease wages) or by substituting labour with capital
(creating unemployment).

The more profits they extract, the more investment they make and consequently the
more their production capacity increases. The problem is that the means of production grow
faster than the ability of workers to purchase the articles of consumption offered by the
company (because companies’ profits are made at the expense of workers’ wages or because it
creates unemployment). Sooner or later, the economy reaches a crisis of over-production where
the means of production are built up to such a prodigious extent that there is a gap between the
capacity to produce and the capacity to consume (Foster, 1987: 61).

The second piece of the Marxian puzzle is given by Austrian-born economist Josef
Steindl (1912-1993) who argued in Maturity and Stagnation in American Capitalism (1952)
that the tendencies towards oligopoly discovered by Kalecki at the microeconomic level cause
a tendency towards stagnation at the macroeconomic level (Hein, 2015: 11). Steindl’s argument
is the following. For the reasons Kalecki explained, as giant firms achieve monopoly or
oligopoly, their profit margins increase at the expense of an increase in wages, and those profits
are being reinvested into means of production that will grow disproportionately compared to
workers’ purchasing power.

Faced with a weakening demand, firms seek to maintain their profits by reducing their
rate of capacity utilisation' rather than their prices, which exacerbates the excess production
capacity. Fearing additional excess capacity, large firms will stop investing. Indeed, when
productive capacities are built in excess and if demand is weak, firms have all incentives to
slow down or even stop reinvesting profits into more means of production because the expected
profit on those new investment is quite low. Because one of the main determinants of
investment is the degree of capacity utilisation, this will result into a shortage of investment in
the overall economy. Fewer investment means a shortage of funds for firms in competing
industries that could have used it to expand their production, which would have compensated
the stagnative tendencies imposed on the economy by oligopolistic industries (Hein, 2015: 11).

! Capacity utilisation describes the use that is made of a firm’s existing means of production. It is the difference between the
output that is currently produced with the installed equipment compared to the output that could potentially be produced should
all the means of production be used to their fullest extent.
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The crisis of over-production becomes a crisis of over-accumulation because there is a shortage
of investment outlets to absorb the surplus.

Basically, Steindl uncovers a reinforcing feedback loop between demand and
investment through the ability of large firms to decrease their capacity utilisation. Oligopoly
leads to a decline in the degree of capacity utilisation, which dampens investment and then
demand, which further reduce capacity utilisation, and so on. Under those circumstances, the
economy finds itself caught in a vicious circle of stagnation where there will be “a tendency to
generate a larger investment-seeking surplus at a full employment level of output than the
system can profitably absorb” (Foster, 1987: 66).

The third theoretical stone of the Marxian edifice was brought in the form of Monopoly
Capital Theory by Paul Sweezy (1910-2004) and Paul A. Baran (1909-1964) in their book
Monopoly Capital (1966). Inspired by the contributions of Kalecki and Steindl, they argued
that Marx’s “law of the tendency of the rate of profit to fall” had been replaced by the “law of
the tendency of the surplus to rise” (Foster, 1987: 63). As shown by Kalecki and Steindl,
investment is hindered by the fact that it enables new productive capacity, which cannot be
expanded for long periods of time without a proportional expansion in final, wage-based
demand. Simply put, there is no point producing if nobody is buying. In that case, the critical
economic problem faced by capitalism is one of surplus absorption.

According to the authors, this surplus can be consumed, reinvested, or wasted (Baran
and Sweezy, 1966: 79). The consumption of this surplus tends to fall in the long term as people
with higher incomes have a lower propensity to consume, and the investment of the surplus is
limited as it creates excess capacity. The system therefore fails to generate the demand in both
consumer products and investment that would be necessary to absorb the rapid rise in surplus
produced by giant firms and their ever-expanding productive capacity.

Because the surplus that cannot be absorbed will not be produced, it follows that the
normal state of late capitalism is stagnation. Baran and Sweezy concluded that the system had
a powerful tendency to stall, largely counteracted thus far through the only option to avoid
stagnation: the promotion of economic waste (e.g. marketing, military expenditures, expansion
of the financial sector). For Marxian economists, today’s secular stagnation is not a surprise, it
is the natural outcome of the logic of capital.

This first section of this chapter opened on a mystery: What is happening to economic growth?
Attracting the attention of both neoclassical and Marxian economists, this question has led to a
plethora of theories exposing potential limits to the expansion of the realm of commodities in
capitalist economies. The main hypothesis I will continue to explore in the next section is that
low-rates of economic growth are rather the rule than the exception, and this because of the
limited character of reproduction capabilities that support all economic activities.

Social recession

In the first section of this chapter, I have reviewed proposed causes of the currently observed
stagnation of Gross Domestic Product (GDP). The explanations provided by both mainstream

130




and heterodox authors point to either a production or a consumption crisis. Now, we go deeper
to look, not at production and consumption, but at reproduction.

The term “reproduction” should here be understood in a broad sense; not only the
production of offspring, but all factors that contribute to the replenishment of the ability of
groups and individuals to engage in the production of commodities, for example, self-
confidence, trust, and sympathy. The hypothesis underlying this section is that the slowing
down of growth rates is no mystery but the result of growth itself. Bluntly put, not enough
growth is a consequence of too much growth.

It is so because the expansion and intensification of the GDP economy deteriorates a
psycho-social environment that is a necessary condition for all forms of production, including
the one of commodities. The logic is similar to the one of Chapter 2, except economic growth
is overshooting, not planetary boundaries (biophysical limits to growth), but the social carrying
capacity of the society it is embedded in (social limits to growth).

The costs of economic growth

GDP is not all boon. With the term “social recession,” Myers’ (2000a) book “The American
Paradox: Spiritual Hunger in an Age of Plenty” captured a situation where a society might be
booming in GDP terms but to the detriment of attention given to personality, family, and
community. In the same spirt than Cobb et al. (1995) when they asked “If the GDP is up, why
is America down?”," social recession points to a trade-off between economic and social welfare.

The consumption of commodities sometime comes at the expense of individual and
community well-being. The time spent shopping and working as to be able to afford the things
one wants to own is time not spent with loved ones, playing or engaging in self-determined
projects. The race for income translates in longer hours that wear out workers and exacerbate
environmental pressures; and the conspicuous consumption it enables is a vector of inequality,
with all the negative consequences it has throughout society (Wilkinson and Pickett, 2009).
Essentially, economic growth can be both a blessing and a curse.

In The Costs of Economic Growth (1967), Ezra Mishan was one of the first to suggest
that economic growth had costs and not only benefits. More radically, he argued that the costs
of growth were beginning to outweigh its benefits and that all things considered, continued
economic expansion was more likely to reduce rather than increase social welfare.” Mishan’s
original list of costs included psychological ill-health, long working hours and lack of leisure,
loss of community, ugly cityscapes, traffic congestion, pollution and environmental
degradation (ibid. 3). Whereas the ecological costs of growth had already been highlighted by
a few scholars, the true originality of Mishan’s work lies in pointing at costs of a social nature.
The key insight is that economic growth does not only create but also destroy. “Economy can
indeed produce a lot of commodities and services to relieve a particular set of needs. But as it

! The attentive reader will recognise in this title a sentence from Kuznets’s warning to the US congress in 1934 about using
GDP as a measure of welfare. A decade later, Kuznets (1949: 129) would capture the essence of what Herman Daly would
later call “uneconomic growth” by pointing to the difference “between healthy or normal growth and unhealthy or abnormal.”
2 Of course, this insight is not completely new. Already at the beginning of the 19™ century, James Maitland, the 8" Earl of
Lauderdale, came to the same conclusions in his Inquiry into the Nature and Origin of Public Wealth and into the Means and
Causes of its Increase (1804). In what is now referred to as “Lauderdale Paradox,” the author argued that the accumulation of
“private riches” was achieved at the expense of the depletion of public ones.
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disvalues and often destroys a whole range of other human activities, which, for the majority
of people, continue to be vital for meeting their needs” (Rahnema, 1992: 186).

A decade later, Drewnowski (1978: 264) introduced the “affluence line,” the “level
above which consumption need not and should not rise.” Justifying the relevance of such a
threshold, he noted a paradox: “it has been always believed that social evils' are all generated
by poverty and destitution. But now the opposite seems to be true: it is in the most affluent
societies that crime and corruption increase by leaps and bounds, and the faster the affluence
spreads the lower society sinks” (ibid. 267). Instead of being its solution, economic growth
would be a vector of social deterioration.

The ecological economist Herman Daly has championed a cost benefit analysis
approach to economic growth.” To start with, he differentiates between “economic growth” (an
increase in output) and “economic” growth (an increase in output whose marginal benefit — in
terms of welfare, and not only money — is higher than its marginal cost). For Daly, the economy
reaches its optimal scale when the marginal costs of growth equal its marginal benefits — the
“when to stop rule” often applied in microeconomics (Daly, 2014: 131). Beyond this given
point, increments in GDP are counterbalanced by the losses related to an array of social-
ecological “bads” (the opposite of goods) that contribute to what John Ruskin (1860) called
“illth” (the reverse of wealth). It is at this point that economic growth becomes “uneconomic
growth.” In its most recent article, Daly (2019: 18) repeats the point he made consistently for
several decades: “I suggest that physical throughput growth is, at the present margin and in the
aggregate, increasing illth faster than wealth, thus making us poorer rather than richer.”

This is similar to Max-Neef’s (1995: 117) “Threshold Hypothesis.” “For every society,”
the Chilean economist writes, “there seems to be a period in which economic growth brings
about an improvement in the quality of life, but only up to a point — the threshold point —beyond
which, if there is more economic growth, quality of life may begin to deteriorate.” This is
because consumer society creates a specific type of satisfiers which Max-Neef (1991) calls
“violators and destructors.” For example, bureaucracy supposedly satisfies the need of
protection, but at the cost of impairing an array of other needs. A degraded environment, an
unstable economy, and the deterioration of trust can impose new costs (e.g. commuting, house
moves, guard labour, or insurance premiums). This is the unhealthy, “excess fat” of economic
development (Perret, 2015: 35, mt).

! Drewnowki (1978: 267) writes about the “deterioration of common honesty standards, the decline of the sense of duty among
the leading and most affluent professions, extortion and violence as methods of dealing with conflicts [...].”

2 One should here acknowledge that Kuznets himself was close to this perspective when he argued in his Studies in Income and
Wealth (1937: 36-37) that one should: “subtract from the present national income totals all expenses on armament, most of the
outlays an advertising, a great many of the expenses involved in financial and speculative activities, and what is perhaps most
important, the outlays that have been made necessary in order to overcome difficulties that are, properly speaking, costs implicit
in our economic civilization. All the gigantic outlays on our urban civilization, subways, expensive housing, etc., which in our
usual estimates we include at the value of the net product they yield on the ‘market,” do not really represent net services to the
individuals comprising the nation but are, from their viewpoint, an evil necessary in order to be able to make a living (i.e. they
are largely business expenses rather than living expenses).”

? This is the same claim he made 45 years earlier: “At some point, the rising marginal costs of physical growth will begin to
exceed the falling marginal benefits. To grow beyond that point would reduce welfare rather than increase it. Therefore physical
growth should stop at that point” (Daly, 1974: 151).
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Commoditisation and social degradation

While Mishan, Drewnowski, Daly, and Max-Neef show that economic growth bears social
costs, the Italian political scientist Stefano Bartolini (2010) goes one step further and explain
how growth comes to damage the social fabric. For Bartolini, the positive effects of an increase
in income are cancelled by an associated degradation of human relations. Economic growth
engenders a “relational poverty” taking the form of “loneliness, communication issues, fear,
mistrust, an instability of families, a generational fracture, and a decrease in social and political
participation” (ibid. 37). In the more direct words of Illich (2005), economic value accumulates
out of the creation of cultural “disvalue.”

His rationale runs as follows: when the economy expands, it transforms amenities that
could not be bought but were essential to well-being (e.g. air quality, friendship, love, trust,
security) into commodities. The market provides substitutes for these environmental and social
goods (e.g. if one lives in a dangerous neighbourhood, one can buy a home cinema instead of
having to actually go out to the cinema; managers can substitute trust in their employees by
installing a camera; one can go to the swimming pool if the nearby river is too polluted; if one
struggles to find a partner, one can either buy an account on a dating website or directly
purchase the service of an escort), but those products are not as satisfying as the free ones (e.g.
the time spent with an escort is rendered less meaningful by the fact that it was purchased).
Even though the market can provide commodities to fulfil needs, the logic of monetary
exchange corrupts their essence and makes them less enjoyable (Sandel, 2012).

The substitutes are not as satisfying as their non-market alternatives because they are
priced. The problem is that, as it has been widely shown, economic incentives tend to crowd
out both social and moral incentives and lead to a degradation of the quality of the service
performed (Titmuss, 1970; Deci, 1971; Deci and Ryan 1985; Frey, 1997; Frey and Oberholzer-
Gee, 1997; Gneezy and Rustichini, 2000; Frey and Jegen, 2001).

For example, people are more likely to be late at picking up their children at day care if
they know they will pay a fine when they do so, and this because they start treating the fine as
the price of being late (Gneezy and Rustichini, 2000). More generally, paying for a service can
radically change the experience of the service itself. That is the difference between a person
taking care of their grandparents because it is morally right and a company’s managers and
owners organising the same task because it is financially profitable. It is also why one does not
behave in the same manner with a Couchsurfing participant hosting them for free than with an
Airbnb one who does so for money. The social relations involved in sharing and reciprocity
that are based on trust, sympathy, and joviality are replaced by the cold, impersonal, and
calculative logic of market exchange. In commodifying more aspects of social life, extensive
growth (i.e. the expansion of the realm of market exchange) corrodes a social fabric that was
produced and reproduced via a diverse web of non-economic interactions.

As I will explore in depth in Chapter 6, commodities require a certain standardisation.
The objective of that standardisation is to make the good/service comparable to others in
different setting. This necessarily involve dis-embedding a specific thing from its concrete
context, that is the specific relations between that thing and the people and nature around it. If
commoditisation occurs via the severing of peculiar, local relationships, a case could be made
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that extensive growth through commoditisation is a force of social disaggregation that breaks
down relationships.

While extensive growth degrades social relation, this is also true for intensive growth
through an increase in the volume of existing monetary transactions. As more and more people
use these newly created market goods, it motivates profit-seeking businesses to intensify their
production. But more production means more social costs. It can be more pressure on the free
availability of environmental goods such as silence, clean air, a swim in a non-polluted lake, or
a pleasant walk in the woods when production come to deteriorate ecosystems. Or more
pressure on relational goods such as friendship or community activities if the intensified
production consumes people’s time and energy, then restraining their ability to meaningful
engage with each other. In the end the market-driven system erodes the social fabric and the
ties that keep people together, resulting in the diminished quality of social relations, which is
itself prone to facilitate an expansion of the market-system (Bartolini and Bonatti, 2008).

Even if production does not directly degrade the social fabric, it diverts time and
resources from important social activities. This is Manno’s (2000) “natural selection of
commodities” theory. His starting point is that there exist different forms of goods and services
competing for investment of time, attention, and resources. In what he calls the “natural
selection of commodities,” the dynamics of market competition between for-profit firms tend
to disproportionately reward commodities over unpriced amenities. “Commoditization directs
the energy and material flows as well as the human attention that determines those flows toward
certain species of goods and services with the quality of commodities,” which leads to a
“systematic impoverishment of the nonmarket aspects of social life” (Manno, 2000: ch.3). It
results that commodities are constantly improved, then appearing more apt to satisfying needs
than their lesser developed, non-commercial alternatives. If apartments are all on Airbnb, there
will be less options on Couchsurfing.

Let us illustrate with another example. In The Outsourced Self (2012), Hochschild
documents the diversity of care tasks, from nannies and surrogate mothers to household
consultants and love coaches, that one can now find on the market. Besides being a problem in
itself, commodification threatens the viability of remaining uncommodified services. Consider
an informal day-care scheme that would function properly if an entire neighbourhood self-
organise together with parents rotating to take care of the children; this system cannot exist with
only a single family interested in doing so. The uncommodified provision of childcare can only
occur if a certain critical mass of parents are willing to engage in such a scheme (quantity) and
if parents actually trust each other in doing so (quality).

This is a vicious circle of growth and relational/environmental poverty: the more time
and effort is spent on producing commodities, the less time and effort is spent on personality,
family, and community. The more degraded the social fabric is, the more individuals must resort
to purchasing commodities. And the more commodities they purchase, the more time and effort
must be collectively spent producing these commodities. Bartolini (2010: 48) speaks of a
“negative endogenous growth” to describe when economic growth both causes and feeds on
the destruction of its social environment.

The exact same logic is at play with environmental amenities. One example among
many: without an access to drinkable water, people must purchase bottles. But the production
of plastic bottles involves environmental pollutions that further degrade water quality and
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makes bottled water indispensable. More growth, less environment, more growth. Antoci and
Bartolini (1999) talk of the “air conditioner syndrome” referring to the case of Tokyoites who
purchase such device to cool their homes but at the expense of more heat being emitted outside,
which then forces the people who do not have air conditioning to install it.' Healy et al. (2014)
call it “accumulation by contamination”: “the process by which the capital system endangers,
through cost-shifting, the means of existence (and subsistence) of human beings to perpetuate
capitalistic relations.”

To sum up, economic growth both causes and feeds on the deterioration of the social
fabric, what Généreux (2011) calls “disociety” (a word that both captures the dissociating and
dissolving effect of commoditisation). But it can only do so up to the point, namely the moment
when the social fabric is so degraded that no more production can happen. This moment has

been referred to as a social crisis of reproduction and it is to there that we will turn now.

A crisis of reproduction

So economic growth has social costs, which is the result of its tendency to expand and intensify
the production of commodities at the expense of other forms of production. In this last part, I
want to mobilise an argument put forward by eco-feminist economists and argue that past a
certain threshold, the damage done can come to jeopardise certain social capacities that underlie
all forms of production, including the one of commodities.

The starting point of the argument is the acknowledgment that production does not
happen magically in a social vacuum. “Who cooked Adam Smith’s dinner” asks Margal (2012)
in the title of her book. Answer: his mum. This dissertation should come with a lengthy
acknowledgment, which would reveal hidden factors of production: my partners, friends, and
family giving me the feeling that what I did was worth doing; a Kazakhstani hacker who gave
me access to the necessary literature; the safety of the Swedish woods where I could have my
daily walks unrobed; the countless chefs who cooked for me; the clean air of the Auvergnate
mountains; as well as the broader European community who, via taxation, enabled me to spend
three years to write this piece. Left on my own on a desert with paper and pen, I doubt to have
produced a word at all.

To produce anything, ones does not only need direct factors of production (time, energy,
materials, knowledge etc.) but also indirect ones like self-confidence, safety, and support.
Without something seemingly negligible such as self-confidence in the baker’s own ability to
bake, the bread would never be baked. This is true whether something is being made for selling,
giving, sharing, or subsistence.

In the same manner that growth is limited by production factors, it is also limited by the
availability of reproduction factors such as rest, affection, caring, security, and the providing
of sustenance (Gibson-Graham, 2006). Federici (2012: 5) defines reproduction as “the complex
of activities and relations by which our life and labor are daily reconstituted.” In the same way
that ecosystems provide indispensable amenities (e.g. pollination, soil fertility, climate
regulation), sociosystems provide an array of care services (e.g. sustenance and comfort in

! This was also the case in France after the 2003 heat wave when the demand for residential air conditioning doubled in the six
months following the disaster (AFP, 2004 cited in Kenner, 2015: 8).
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family, safety through neighbourly vigilance, benevolent assistance and daily acts of kindness,
collective resistance during protests).

Social reproduction can then be defined broadly as “biological reproduction, which
includes (a) the reproduction of labour, the provision of sexual, emotional, and affective
services that are required to maintain households; (b) production in the home, of both goods
and services as well as social provisioning and voluntary work; (c) reproduction of culture and
ideology, which stabilises and (sometimes challenges) dominant social relations” (Rai et al.,
2014: 87). These happen in different “sites of reproduction” (ibid.): at the level of the individual
(e.g. taking the time to nap), household (e.g. partner watching kids while I take a nap), and
community (e.g. labour regulation allowing me to take a nap). If the economy is embedded in
society and nature, then “production” is never fully detached from its social and ecological
surrounding. Behind every shop or factory, there are invisible social and ecological systems of
support without which production could not happen.'

Because they are devoid of monetary transactions and thus outside of GDP and the
sphere of for-profit competition (unless imputed into it), these unpriced care activities tend to
be left neglected by an economic system that only rewards the production of exchange value.
As Fraser (2016) puts it, the capitalist economy “free rides on activities of provisioning, care-
giving, and interaction that produce and maintain social bonds. [...] they have remunerated
‘reproductive’ activities in the coin of ‘love’ and ‘virtue,” while compensating ‘productive
work’ in that of money.” This is unfair because that neglect translates into an unfair split of the
wealth created through both production and reproduction, and especially so since the vast
majority of those who carry responsibility for social reproduction are women, often from
marginalised minorities.”

It is not only unfair but also unsustainable. By not accounting for reproduction factors,
production can too easily lead to their “depletion” (Rai et al., 2014). The logic is similar to the
unsustainable extractivist logic described in the previous chapter where production occurs at an
ecological deficit. In Patriarchy and Accumulation on a World Scale, German sociologist Maria
Mies (1986) explains how capital accumulation occurs through the exploitation of “colonies”
or places of reproduction such as unpaid housework, subsistence farming, informal work, and
unpriced environmental amenities. Besides, in a society where all needs are commodified, one
must get money to survive. Working full-time leaves little time to activities that are unpaid such
as those who are key for social reproduction (e.g. learning about candidates during election
campaigns, spending time getting to know the neighbours, or educating one’s children). By
over-exploiting the social amenities on which it relies, an economy with constantly intensifying
production saws off the branch it is sitting on.

The problem is that both spheres are based on contradictory logics. While the sphere of
reproduction is based on a logic of satisfying needs, nurturing relations, and sustaining life
(what Mies and Bennholdt-Thomsen, 1999, call the “subsistence perspective”), the one of
market production follows a logic of expansion and intensification. Reproduction is qualitative;

! This reproductive sector is anything but marginal. In 2005, the unpaid labour spent on housework and care for children in the
United Kingdom was the monetary equivalent of £253.7 billion if paid at minimum wage, that is 21% of the British GDP (nef,
2010: 15). To gain a sense of proportion, this is larger than all manufacturing activities (Plecher, 2019).

? These caring activities do not only reproduce gender inequalities but also broader inequalities (for example, race and
nationality). Hochschild (2000: 13) speaks of “global care chains,” where the richest can afford to live out of the paid or unpaid
care services of poorer others.
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it depends on social relations and is ultimately bounded by time. Production, on the other hand,
is quantitative and knows no boundaries because it is measured in money.

As production increases, it will stretch the capacity for a society to reproduce its
livelihood, part of which is its ability to produce goods and services; to the point where
conditions of production are so deteriorated that production can no longer occur. Fraser (2016)
calls it a “social-reproductive contradiction”: “on the one hand, social reproduction is a
condition of possibility for sustained capital accumulation; on the other hand, capitalism’s
orientation to unlimited accumulation tends to destabilize the vary processes of social
reproduction on which it relies.”’ As for the claim that these social capacities could be
commodified to enter the realm of capital accumulation and survive, it brings us back to our
starting point, namely the commoditisation-and-social-degradation argument.

And this is not only a problem of scale but also of the nature of the task produced. Salleh
(2010) distinguishes “industrial labour” and its destructive capacities on nature and “meta-
industrial labour” that counter-balances it by working on the regeneration of the bodies and
ecosystems degraded via production. Industrial labour drains ecosystems and communities,
meta-industrial labour regenerates them.

Economic growth thrives by overexploiting factors of production beyond their
reproductive capacities. One can hardly rest from a 60-hour workweek in a week-end,
especially if one spends it unhappy and alone. This makes social crises of reproduction another
objection to limitless economic growth.

Economic growth is not all boon. The expansion and intensification of the production of
commodities often occurs at the expense of the social fabric in the community where it occurs.
GDP is up but community is down, with a boom in financial wealth having caused a bust in
societal health. Continued unabated, this accumulation via social deterioration comes to erode
factors of reproduction that are crucial for all forms of production, including the one of market
products. Like a snake biting its own tail, economic growth is limited because it is inevitably
based on the unsustainable exploitation of reproductive labour.

Conclusions for Chapter 3

I T is generally assumed that the secular stagnation hypothesis put forward by American
economist Alvin Hansen in the 1930s disappeared because it was manifestly refuted by
events. But what if the upsurge in output experienced after the war was the exception rather
than the rule? The steady decline in growth rates over the last decades has led a number of
scholars to believe that early industrialised countries are indeed experiencing the end of
economic growth. The secular stagnation discourse has rallied both mainstream and heterodox
economists in a fundamental debate about the underlying causes of economic growth that is of
great relevance for the growth-critical scholarship. The solutions proposed by secular

! This is what Brodie (2003) refers to as “the paradox of necessity,” or neoliberalism undermining “the very things that enable
markets to work in the first place such as a healthy and educated workforce, political stability, civility, and trust” (ibid. 61).
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stagnationists,' however, differ drastically from postgrowth policy proposals as their only goal
is to rekindle something that objectors to growth would want to see extinguished.

This discussion over stagnation makes another discourse resonate: the one pointing to
social costs of economic growth and the fact that these come to threaten, not only the production
of commodities, but production in general. While Chapter 2 has exposed a limited ecological
carrying capacity for market activities, this part has shown that there was a similar social
carrying capacity. Any economy that degrades either its ecological or social foundations is
doomed to collapse sooner or later. There is an insurmountable contradiction between the logic
of unbounded financial accumulation in the market economy and the logic of maintaining
relational health that characterises the sphere of reproduction. Just as an infinite growth is
impossible on a finite planet, an infinite growth is also impossible in a community whose ability
to reproduce itself is finite.

! On the supply-side, policies to raise labour supply and hours worked, stimulate innovation and increase efficiency, improve
the education system, invest in physical infrastructure, remove barriers to mobility between firms by reducing employment
protection legislation. On the demand-side, raising the inflation target, increase public investment in roads, bridges, airports,
broadband, green technology, and healthcare, countercyclical fiscal policies, reduction of barriers for private investment,
income redistribution towards lower income households, and raising the retirement age (Hein, 2015: 6).
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Chapter 4

Social limits of growth

HAT is growth for? As was shown in Chapter 1, economic growth is desired because

it promises employment, economic equality, and more generally happiness obtained
through consumption. “Growth makes us healthier, it lengthens our lives, it (mostly) makes us
happier, it diminishes poverty and narrows the gaps between countries, it expands opportunities
and frequently liberates those who are oppressed. Even bearing in mind its faults, it remains
one of the world’s great miracles” (Conway, 2019).

This chapter questions the ability of Gross Domestic Product (GDP) growth to deliver
on this promise. The central argument is that even in a hypothetical world of limitless resources
and absorption capacities (Chapter 2) where there would be no socioeconomic obstacles to
growth (Chapter 3), the unlimited pursuit of economic growth would still be pointless if it no
longer contributes to achieving that which it is supposed to achieve.

The social limits of growth are different in nature from the socioeconomic limits fo
growth that have been covered in the previous chapters. While the socioeconomic limits o
growth refer to the factors that constrain the ability of an economy to expand and intensify (e.g.
population, innovation, education, energy, inequality, care activities), the social limits of growth
focus on the limited ability for economic growth to achieve certain ethical-social objectives.
Ultimately, the different limits add on to each other: economic growth can overshoot both its
ecological and social carrying capacity while still failing to deliver positive outcomes for
society. This is the situation I will be describing in this chapter.

Creating jobs

The link between economic growth and employment is deeply ingrained in the social imaginary
as a relation of necessity: growth is indispensable to create jobs. For example, the Sustainable
Development Goal n°8 (“promote sustained, inclusive and sustainable economic growth, full
and productive employment and decent work for all”’) bundles growth and employment together
assuming that with one comes the other. The best strategy to reach full-employment, we are
being told, is to increase the production of market commodities.
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Recession, on the other hand, breeds joblessness and misery. Indeed, being unemployed
without an income in a society where most satisfiers of human needs can only be bought with
money is intolerable hardship. And doubly so in a culture with a strong work ethic that equates
paid employment with success and where most of social life derives from relations one forms
in the workplace. This is why unemployment correlates with a variety of personal and social
ills ranging from loss of self-esteem and self-confidence, child and spouse maltreatment, family
breakdown, discrimination, drug and alcohol abuse, physical and psychological illness, as well
as depression, suicide, and attempted suicide (Goldsmith et al., 1997; Winkelmann and
Winkelmann, 1998; Lawn, 2009; Murphy and Athanasou, 1999 in Pollitt et al., 2010: 28;
Browning and Heinesen, 2012).

While I will later argue that employment is not the only solution to unemployment
(Chapter 10), I here assume that the creation of paid jobs is a desirable goal, granted the quality
of these jobs is decent. The guiding question of this opening section is twofold: What is the
impact of economic growth on the volume and quality of employment? Or in other words, does
economic growth create jobs? And if yes, are those the kinds of jobs that contribute positively
to well-being?

Economic growth and quantity of employment

Let us start with the question of conjectural unemployment, which is the short-term
unemployment linked to the business cycle (as opposed to structural unemployment having to
do with skills). (The issue of structural unemployment is by and large put aside in this chapter;
I will return to it in Chapter 10: Transforming work.) Jackson and Victor (2011) describe
advanced economies as being caught in a “productivity trap” where growth is necessary in the
presence of increasing labour productivity to avoid the creation of unemployment. Because
labour is relatively expensive compared to capital and natural resources, firms have an incentive
to improve labour productivity. With more output per worker per hour, a smaller workforce is
needed to produce the same quantity of goods, and so only an increase in production can prevent
a structural loss of jobs. If the economy does not grow fast enough to offset an increase in labour
productivity, the result will be unemployment.

In theory, the logical chain could be reversed. In a situation where natural resources and
capital would be more expensive than labour, firms would substitute labour for capital or/and
invest in improving capital and resource productivity, which would reduce output per worker
per hour and mean that a larger workforce would be required to produce the same output (e.g.
imagine a transition from industrial agriculture to agroecology where labour would come to
replace machines, fertilisers, and pesticides).

But employment — or the lack of it — is only one variable of a broader macroeconomic
causal loop. In a capitalist economy, both employment or unemployment create an economy-
wide momentum of their own that is either positive or negative. In a virtuous circle of
employment, more employment increases available income and consequently demand for
consumer goods, which increases business revenues, incentivises investment which increases
productive capacity, and further increases employment in a spiral of growth and job creation.
A vicious circle of unemployment would be the reverse situation where unemployment reduces
spending power and demand for goods with a corresponding drop in sales and business
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revenues, and then a decline in investment, which then further exacerbates unemployment in a
spiral of recession and job destruction.

This relationship between growth and conjectural unemployment has been observed in
the form of what came to be referred to as Okun’s Law. In 1962, American economist Arthur
M. Okun estimated that the economy experienced a 1% decrease in unemployment for every
3% increase in real GDP. Employment would rise during the boom and fall during the bust.

The relation was determined by three variables in such a way that a 3% rise in GDP
from its long-run level corresponded to a 0.5% increase in the labour force participation rate,'
a 0.5% increase in the hours worked per employee, and a 1% increase in labour productivity,
leaving the remaining 1% to be the change in the unemployment rate. As long as the sum of
these three variables is lower than the growth rate of real GDP, then jobs would be created. But
if population increased suddenly, if already employed workers started to work longer hours,
and if labour productivity increased, and if these three factors overpowered the increase in GDP,
then there would be joblessness.

After several decades of study, Okun’s Law has been argued to be one of the most
enduring stylised facts in macroeconomics (Ball et al., 2013; Freeman, 2001), one of the few
almost universally accepted core beliefs of the profession (Blinder, 1997). However, it has also
been criticised on empirical and theoretical grounds.

Empirically, the relationship has been criticised as asymmetrical (Hollmes and
Silverstone, 2006; Silvapulle et al., 2004; Cuaresma, 2003; Harris and Silverstone, 2001),
unstable (Meyer and Tasci, 2012; Cazes et al., 2011; Ball et al., 2011; Huang and Lin, 2008;
Knotek, 2007; Sogner and Stiassny, 2002; Weber, 1995), weaker than expected and inconsistent
across countries and over time (Khemraj et al., 2006), and even totally inoperative (Gordon,
2011; NPR, 2011). In Germany, for example, the effect of a 1-point decline in GDP translated
into a 0.22% drop in employment, compared to 0.37% in the US; in France it is only -0.17%
while in Japan, the relationship is almost absent (0.03%).

When it comes to theory, the direction of the causality is a matter of controversy: Is it
growth that creates jobs or vice versa? This question reflects the old debate discussed in Chapter
3 between advocates of supply-side policies (reducing labour costs to stimulate employment
and therefore growth) and their counterpart on the demand side (increasing wages or public-
sector employment to stimulate growth and therefore employment). In their review of Okun’s
Law literature, Demailly et al. (2013: 56) conclude that “for a large swathe of the related
literature, it is not much growth that creates employment but employment that creates growth.”
Indeed, economic growth may provide an impetus to employment but employment then often
take on a momentum of its own, either positive or negative, via the positive feedback loops
described earlier.

In the end, Okun’s Law is not an absolute governing principle, if only because the
relationship varies considerably between countries and periods — as Goodwin et al. (2014: 202)
put it, “[it] is best regarded as a rule of thumb rather than a ‘law.” > The fact that the relation
varies from place to place suggests that there exist factors that either intensify or diminish its
strength. Countries with a low output-employment elasticity (i.e. with a sensitive relationship

' The labour force participation rates is calculated as the labour force divided by the total working age population,
conventionally people aged 15 to 64 (OECD, 2017).
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between the two variables) are more dependent on growth for jobs than countries with a high
output-employment elasticity such as Japan, the latter being able to keep unemployment stable
during long periods of low or negative GDP growth.

A first set of socioeconomic factors affecting the strength of the relationship consist of
(a) the cost of labour, (b) the labour force participation rate, (c) hours worked per employee,
and (d) changes in labour productivity. As we have seen in the previous chapter, most OECD
economies have stagnant and ageing populations and experience decelerating rates of
technological change. On the other hand, the price of labour is increasing' (Eurostat, 2017). If
the effect of (b), (c), and (d) is stronger than (a), then low growth may become more tolerable
from an unemployment perspective.

Let us illustrate with the case of France. The French population grows at 0.4% annually
but the labour force participation rate is stagnant with an annual average decline in hours
worked of -0.15% per year (-1.5% between 2008 and 2018). Labour costs are increasing at
about 0.8% per year (a cumulated 5% rise in the last 6 years) and labour productivity at a
slightly faster pace of 1.3% (+8% in the last 6 years) (OECD, 2017). The trends shown by those
factors mean that, all else unchanged, France would not manage to have GDP reductions
without increases in unemployment.

But all else must not necessarily be unchanged. The second set of factors are political
and relate to specific governmental strategies such as shifting taxation from labour to resources
and capital, subsidies granted for hiring and subsidised short-time work programs, increasing
the flexibility of wages as to encourage firms to decrease wages during a recession instead of
dismissing workers, public employment and job guarantee programs, and work time reductions
as to share the available work positions among more people (Antal, 2014: 281-82). These social
interventions facilitate job creation, and this regardless of GDP trends.

Japan is a unique example of a secularly stagnating advanced economy and a perfect
case study to further test the validity of the Okun’s Law. Contrary to Okun’s original
assumption, Japan has experienced two decades of stagnant GDP whilst maintaining a low
unemployment rate. Between 1992 and 2011, average GDP growth in Japan was 0.77% while
unemployment went from 2.2% to 4.5% (with peaks at 5% in 2000, 5.5% in 2003 and 2009)
(Statistics Bureau of Japan, 2014; World Bank, 2014).

How did Japan manage to keep unemployment low? Explanations include a low rate of
job separation (firing) due to cultural reasons and the deregulation of the labour market with
the introduction of short-term contracts and more flexible redundancy procedures (Demailly et
al., 2013: 55); a high share of informal lifetime employment contracts (Ono, 2010); a decline
in the length of the work-week and low productivity growth (Hayashi and Prescott, 2002). Japan
is a good example showing that in some cases, cultural and political factors are strong enough
to shape how growth affects employment. It is “ultimately society, [and] not the economy, [that]
determines how many people are out of work™ (Dietz and O’Neill, 2013: 127).

Okun’s “law” was only devised to predict trends in the short-run unemployment
following the economic cycle. Another concern is the build-up of long-term or structural
unemployment. However, this rate does not directly depend on economic growth. Aghion and

! The cost of labour is estimated with the Labour Cost Index (LCI), which measures “the total hourly costs incurred by the
employers of maintaining their employees” (Eurostat, 2017).
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Howitt (1994) explain that in a fast growing economy, there is job destruction in the least
productive sectors alongside job creation in the more productive sectors. The problem arises
when people losing their jobs in the dying sector cannot find a new position in the booming
one. In that situation, it is the structure of the labour market that determines the level of
unemployment. Over the long term, it is variables such as the levels of education and access to
training and career development that determine unemployment and not growth rates (even
though the two aspects are not independent).

Economic growth and quality of employment

People do not only want jobs; they want decent jobs. The quality of work is determinant for
employment to contribute positively to well-being and there is in fact little use in creating
employment if employees end up finding their work lives “inadequate, incomplete, degrading,
pointless, stupid, and oppressive” (Carlsson and Manning, 2010: 925).

Job quality is multi-dimensional and goes way beyond wage level and the mere fact of
being employed (Mufioz de Bustillo, 2012; Dahl et al., 2009; Green, 2006 cited in Leschke et
al., 2012). For Steger et al. (2012), meaningful work encompasses skill variety, opportunity to
complete an entire task, task significance in the eyes of others, pride, engagement, sense of
calling, challenge, and intrinsic work orientation. Frayne (2015: 63) describes meaningful work
as “work in which people are allowed to carry out tasks in accordance with their own technical,
aesthetic and social criteria, to work in accordance with their own ideas of efficiency, beauty,
and usefulness” (this is the concept of autonomous work 1 will present in Chapter 10).

Attempted measured of job quality vary across institutions. It is “fair wages, protection
against health risks at work, workers’ rights to assert their interests and to participate, family-
friendly working arrangements and enough jobs” for the European Union (2007); “earnings
quality, labour market insecurity, and quality of working environment” for the OECD Job
Quality Framework (2014); and “wages, non-standard forms of employment (inverted),
working time and work-life balance, working conditions and job security, access to training and
career development, and collective interest representation” for the Job Quality Index (Leschke
et al., 2012).

Looking at the Job Quality Index (JQI) over the 2005-2010 period, France has
experienced the second largest decline in overall job quality among the EU27 with significant
deteriorations in working time and work-life balance, working conditions and work security,
and skills and career development (Leschke et al., 2012: 22). This decrease in the quality of
work has most affected the youngest and oldest workers, as well as the ones with low levels of
education (Erhel et al., 2013). The JQI study also pointed to a strong correlation between the
quantity of available jobs and people’s anxiety to lose theirs, as well as the absence of a
correlation between quality of employment and wages (Leschke et al., 2012: 22).

Faced with those empirical results, the authors of the study (ibid. 20) offer two
hypotheses to explain how the relation between economic growth and job quality behaves in
times of crisis. First, unemployment rises and the bargaining power of employees weakens,
which negatively affects the quality of existing jobs (bargaining power effect). Second, the fact
that poor-quality jobs are more affected pushes up average national job quality (compositional
effect). Although they describe the relationship as statistically weak, the authors conclude that
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the nations which have seen stronger falls (or weaker increases) in the unemployment rate have
been those in which measured job quality has improved (or declined less). In other words, the
bargaining power effect appears stronger than the compositional effect (ibid. 25).

One aspect of the JQI (non-standard forms of employment) has been particularly
commented in its relation to well-being. Within the last decades, types of work differing from
standard employment have proliferated, including temporary employment, part-time and low-
paid employment, leading to the phenomenon of the so-called “working poor” (Pollitt et al.,
2010: 29). Graeber (2013) goes further in qualifying certain types of mal-employment as
“bullshit jobs,” when people perform “tasks they secretly believe do not really need to be
performed” at the expense of a profound “moral and spiritual damage.” Those jobs, he argues,
are especially present in newly created industries like financial services, telemarketing,
corporate law, academic and health administration, human resources, and public relations. (This
is an issue we will return to in Chapter 10.)

The employed population of many economies is increasingly polarised — e.g. Autor et
al. (2006) and Autor and Dorn (2013) for the US, Goos et al. (2009) for Europe. This means
that jobs requiring a moderate level of skills seem to disappear relative to those placed at each
extreme end of the spectrum (high and low skills). Since the 1990s, higher-paid jobs have
continued to grow faster relative to those in the rest of the wage distribution and this has been
the case in recessionary and non-recessionary periods alike (Eurofound, 2017: 1).

This polarisation is the strongest in the service sector (7 out of 10 jobs), with a widening
gap between the jobs at the top and those at the bottom of the wage distribution (ibid.). This
explains why occupations such as “cleaners and helpers” and “drivers and mobile plant
operators” find itself next to “ICT professionals” and “business and administration
professionals” in the list of the twelve fastest-growing large-employing jobs in the European
Union (ibid. 18). Whereas this is not telling us much about the quality of work in those jobs,
this will have a determinant effect for economic inequality, the topic of the next section.

This part has sought to make three points. In the short term, conjectural unemployment
correlates with economic growth. It is, however, affected — and sometimes even completely
counterbalanced — by a range of socioeconomic and political factors. Second, economic growth
does not directly impact structural unemployment in the long term as the quantity of people
structurally out of work is determined by the structure of the labour market, education levels,
and technological change. Finally, there is no trade-off between quantity and quality of
employment as growth is blind to the quality of work. If economic growth creates jobs, there is
no guarantee that these will be decent jobs.

Reducing inequality

Inequality is on the rise. Current trends point toward a surge of income and wealth inequality
in the great majority of OECD nations (Alvaredo et al., 2018; Piketty, 2019). In France, the
richest 10% of the population earns 8.7 times the income of the bottom 10%, with the 1%
perceiving 6% of all incomes (OdI, 2019). Piketty (2019: 575) estimates that, in 2015, the
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richest decide earned an average of 113,000 euros per year while it was €15,000 for the bottom
half of the population.

While wage disparities remain small in average (1:3 between the best paid of the poorest
10% and the lowest salary of the top 10%), executive pay at the top has been soaring (ibid.)."
And this trend has been worsening. The purchasing power of poorest 10% of the French
population increased by an average of 2% between 2003 and 2013, while for the top decile,
average income was multiplied by twenty (OdI, 2017b). Wealth disparities are almost always
larger than the one in income (Piketty, 2013), which has always been the case in France (Piketty,
2019: 503). The richest decile owns about half of household wealth, with the upper centile
claiming 17% of that share (OdI, 2019).>

Even in a country as rich as France, poverty remains. In 2016, there was 5 million people
living with less than €855 per month® (50% of median income), which is 9% more than in 2006
(OdI, 2019: 8).* Measuring poverty at 60% of median income reveals that 13.6% of the French
people are poor (OI, 2018: 43). In 2019, there were still more than 900,000 people without a
home and 12 million others living in a precarious dwelling (Fondation Abbé-Pierre, 2019). The
Collectif Les Morts de la Rue (the Dead from the Street Group, mt) estimates that 566 people
died in the streets in 2018, a number that has been stable since 2013. In 2015, almost 5 million
people have received food aid (DGCS, 2016) and a study over the 2005-2007 period found that
600,000 people (that is 0.9% of the population) considered not having enough to eat (Anses,
2009).

In the collective imaginary, economic growth is presumed to be a solution to both
poverty and inequality. From this perspective, more GDP would harmonise the distribution of
wealth and make the poorest better-off.” This assumption is perfectly captured in a 1972
statement by then governor of the American Federal Reserve Bank Henry Wallich: “Growth is
a substitute for equality of income. As long as there is growth there is hope, and that makes
large income differentials tolerable” (cited in Schmelzer, 2016: 140). Even if created wealth
comes to increase inequality, it is argued that some of it will “trickle-down”® towards the bottom
of the wealth distribution.

This question matters because economic inequality is associated with a variety of social
maladies. For example, Wilkinson and Pickett (2009) find that people in less equal societies
have relatively worse physical health and lower life expectancy (see also Kawachi and
Kennedy, 2002), more drug problems, higher rates of teenage births and mental illnesses, lower
levels of children well-being and educational performance, less opportunities for social

! One number to grasp the magnitude of wealth inequality in comparison to income inequality: the wealth of business magnate
Bernard Arnault, the richest French individual, is estimated at 72 billion euros, which corresponds to 3.5 million years of
earnings at minimum wage (Concialdi et al., 2019: 12).

2 The French levels of wealth inequality look pale in comparison to the global gap between haves and have nots: Oxfam (2019)
reports that 26 people own the same wealth as the bottom half of humanity (3.8 billion people).

? These thresholds change based on family structure: e.g. the 50% median income level goes up to 1,112€ for a single parent
with one young child or 2,138€ for a couple with two teenagers.

* To these, one should also add the ones for whom there is no number (e.g. undocumented migrants, people living in the streets
or hosted by others, communities of travellers) and others who are excluded from poverty measures (e.g. migrants in work
centres, students, and inmates), the ones Beaud et al. (2006, mt) call the “invisible France.”

* Sustainable Development Goal n°10 (“reduce inequalities within and among countries ”) provides a good example of this
association in its first target (“By 2030, progressively achieve and sustain income growth of the bottom 40 per cent of the
population at a rate higher than the national average”), which is measured as a growth rate.

® This is the famous expression coined by David Stockman, Ronald Reagan’s budget director. In France, President Macron
uses a different analogy: it is the “premiers de cordée” (lead climbers) who are “pulling up” society as a whole.
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mobility, and are more prone to violence and imprisonment. Although a fair share of those illths
concentrate on the lower side of the distribution, inequality is also bad for the rich (Frank, 2007;
Wilkinson and Pickett, 2009). Beyond evident ethical issues, economic inequality can also
undermine the fairness of political institutions (Cagé, 2017),' generate greater economic
instability” (NEF, 2016), or hinder innovation® (Madsen et al., 2016).

While inequality is more than an economic issue, I will here focus on the relation
between economic growth and inequality, leaving the broader social-ecological analysis of
inequality for Chapter 9. As for now, the purpose of this section is to examine whether GDP
growth reduces levels of income and wealth inequality.

Economic growth and inequality

A widespread theory to describe the relationship between wage inequality and economic growth
over time was developed by Simon Kuznets in 1955. Using statistical data for the United States,
England, and Germany over a 35-year period (1913-1948), Kuznets plotted GDP against
inequality and obtained a bell-shaped curve that came to be referred as a “Kuznets curve.”

What this curve says is that inequality rises throughout the early stages of a country’s
industrialisation and decline in later stages of development. This is because when
industrialisation starts, only a minority of the population gets access to a new, more productive
sector. Because income per worker is lower in the “traditional sector” than it is in the “modern”
one, wage inequality increases. But then the economy keeps “developing,” which means it fully
transitions from a traditional (agricultural) to a modern (industrial) economy. Past a certain
threshold — referred to as the “Lewis turning point” (Lewis, 1954) — where all rural labourers
have successfully migrated to an industrial job, the overall level of wage inequality starts to
fall, at least in theory.

The Kuznets hypothesis has caused both agreement and critique. On the one hand, it has
repeatedly been observed empirically (e.g. Frazer, 2006; Barro, 2000; Ram, 1995; Ogwang,
1995; Ahluwalia, 1976). On the other hand, Fields (2001) finds that while about 10% of country
cases are consistent with Kuznets’ inverted U, another 10% shows an ordinary U, with the
remaining 80% exhibiting no statistically significant tendency at all. This gives credence to the
argument that what matters about inequality is not the rafe of economic growth but the #ype of
economic growth (Pollitt et al., 2010: 27).*

The Kuznets hypothesis was beautifully demolished by French economist Thomas
Piketty in the widely discussed books Capital in the 21st Century (2013) and Capital and
Ideology (2019). After studying trends in inequality over several centuries, the author
concluded that economic growth is not a guarantee of a reduction of wealth inequalities.

! Because wealthy people have more power to influence politicians through, for example, lobbying or campaign contributions
— see, for example, Oxfam’s (2014) report on “Working for the Few: Political capture and economic inequality.”

? Because it makes people rely on debt to maintain their lifestyles and that an aggregation of wealth at the top increases risky
financial speculation. Inequality has been argued to be one of the major cause of the Great Financial Crisis (nef, 2016).

? Because, as the authors argue, it prevents individuals from lower-income households from reaching their potential in terms
of education and invention.

* To relativise this controversy, one should perhaps remember the conclusions of Kuznets’ paper, where he wrote that his work
was “perhaps 5 per cent empirical information and 95 per cent speculation, some of it possibly tainted by wishful thinking”
(Kuznets, 1955: 26).
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His main thesis runs as follows: when returns on capital () such as profits, interests,
rents, and dividends are higher than the increase of earned income (wages) and production (g),
the owners of capital increase their wealth faster than those who receive only the fruits of their
labour, and so the inequality gap widens. In brief, when » > g, economic inequality increases.
Inversely, when economic activity expands faster than the growth rate of capital, wages increase
faster than rentier income, which thus narrows the inequality between wage earners and capital
holders. One of the key empirical finding of Piketty is that » has always been higher than g in
the history of modern capitalism, and that therefore the default trend in wealth accumulation is
towards greater inequality.

In reality, however, State interventions and external shocks such as wars or recessions
can alter the tendency of wealth to accumulate at the top of the distribution. This is why, the
author argues, the history of inequality is fundamentally political and not purely economic (ibid.
47). This concurs with Stiglitz’s (2012: 28) study of inequality in the United States, especially
when he affirms that “American inequality didn’t just happen. It was created.” Public policy is
the determinant factor when it comes to the level of inequality, a view that concurs with
Kuznets, who himself did not believe that the decrease in inequality in the later stage of
economic development would be automatic, but rather that it would depend on the strength of
trade unions and of the welfare state (Chang, 2014: 393).

As for the “trickle-down” hypothesis, it is nowhere to be seen. As Piketty et al. (2018)
report for the United States, the income per adult of the lower half of the income distribution is
at the same level today as it was in 1980, that is $16,000 (adjusted for inflation). In contrast,
the income of the rich has drastically increased: +300% for the top 0.1%, +450% for the top
0.01%, and +600% for the top 0.001% (the 2,300 richest American households).! Similar
situation in France where between 1998 and 2005, the 0.01% of richest households has
experienced an increase in real income of 42.6% while it was only 4.6% for 90% households
down the distribution line (Giraud and Renouard, 2016: 28).

Not only do the richest capture most created wealth, but they keep it. As Piketty (2013)
documents,  (returns on capital) increases with the quantity of accumulated capital (read:
wealth) because large capital holders benefit from better financial management services and are
more prone to taking risks (Piketty, 2013: 687). This creates a positive feedback loop of wealth
concentration at the top: the more capital owned, the higher the rates of return, the larger the
capital and so on.

Piketty’s theory suggests that low rates of growth with an unchanging rate of return on
capital would widen the gap between capital and labour, and result, all other things being equal,
in more inequality. But again, all other things must not necessarily be equal. Using the Stock-
Flow Consistent (SFC) model SIGMA,* Jackson and Victor (2016) identify a factor that can
enable lower inequality alongside a decreasing growth rate. For the authors, the most important
parameter determining the relationship between growth and inequality is the elasticity of
substitution between labour and capital (i.e. the ease with which it is possible to substitute
capital for labour in the economy as relative prices change).

"In the US, labour productivity increased by 85% since 1980 but wages rose by only 35% (Ellwood, 2014: 98). Going back to
1970 and until now, GDP almost tripled (+260%) while average pay only increased by 20% (Brynjolfsson and MacAfee, 2014:
148-49 cited in Arnsperger and Bourg, 2017: 17).

2 Savings, Inequality and Growth in a Macroeconomic Framework (SIGMA).

147



When it is easy to substitute capital for labour, then a weak growth exacerbates
inequality, but when it is more difficult, the impact weakens. In an economy with low or zero
growth rates but with a strongly inelastic substitution between labour and capital, there are
limited opportunities for capital to be put into a profitable use while wages are likely to stay
high. The situation is similar to the one of employment: countries where it is more difficult to
substitute capital for labour have a greater output-equality elasticity than countries where it is
easier to do so (i.e. the rate of inequality will be less sensitive to variations in economic activity).
In plain language, sectors where workers are indispensable (in contrast to sectors where the
work can be done by machines) are less prone to experience unemployment during times of
low growth.

Inequality and economic growth

Economic growth widens inequality, but what about the opposite relation? A last question of
relevance for this section concerns the opposite direction of the relationship, namely the
influence of inequality on growth: Does inequality impair or augment economic growth? '

In theory, there are at least four reasons why greater inequality might negatively affect
growth. First, inequality can reduce social cohesion and political stability (voters strike and
protest to push for higher taxation and regulation), those social disturbances then discouraging
investment on the business side — this refers to the “endogenous fiscal policy” theory (see e.g.
Alesina and Rodrik, 1994). Second, the participation of the poor in crime and other antisocial
actions is wasted resources because the time and energy of the criminals are not devoted to
productive efforts (Barro, 2000). Third, it can act as a barrier to social mobility by creating
under-education traps. The “human capital accumulation” theory (Galor and Zeira, 1993)
affirms that poorer segments of society under-invest in their education and skills because of
financial constraints (savings and access to credit), which reduces potential growth. Finally, a
greater concentration of wealth in higher-income households would result in less consumption
because marginal propensity to consume decreases with income — this is the argument advanced
by Stiglitz (2012) in explaining how inequality impeded economic recovery in the US after the
CriSIS.

On the other hand, competing hypotheses have been put forward to explain how greater
inequality might achieve the opposite, namely stimulate growth. Inequality creates incentives
for harder work, more education, and risk taking, thereby increasing productivity (Lazear and
Rosen, 1981; Mirrlees, 1971). A wider gap between rich and poor may encourage wealthy
people to engage in rent-seeking and predatory activities at the expense of the vulnerable, for
example, predatory lending and abusive credit card practices (Bénabou, 1996).> And lastly,
because the wealthy save and invest a greater share of their income (economists say they have
higher propensity to save), a more unequal society would invest a greater share of its overall
wealth and thus enjoy higher growth rates in the long run (Kaldor, 1956).

! This question is of little importance if one considers extreme inequality to be an illth whose social adverse effects are already
sufficient to justify its eradication. And yet, the question must be explored because a positive relationship between inequality
and growth coupled with earlier findings of a positive opposite relationship between growth and inequality could create a
vicious cycle where more inequality creates more growth, which creates more inequality and so on — a situation that is surely
worth avoiding.

2 Of course, such practices have limits, as exemplified during the Global Financial Crisis.
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How to know who is right? In his review of the empirical literature on the topic, Cingano
(2014: 12) concludes that there is no consensus on the sign and strength of the relationship. Yet,
drawing on harmonised data covering the OECD countries over the past 30 years, the author
finds in his own study that income inequality has a negative and statistically significant impact
on growth (between 1985 and 2005, increased inequality cancelled an hypothetical 4.7 points
of GDP growth). The reason has to do with an education and training trap where people at the
bottom of the income distribution consistently lack opportunities to contribute to economic
growth via employment and consumption.

A potential compromise between the two views is offered by authors such as Galor and
Moav (2004) and Galor and Zeira (1993) who argue that inequality fosters growth at the early
stage of development when economic growth is driven by physical capital accumulation and
hamper it at a later stage when economic activity predominantly depends on human capital
accumulation. Considering the situation of the economies studied in the present dissertation
(early industrialised economies whose accumulation mostly relies on human capital), the view
that inequality harms growth then prevails.

This section on inequality and growth has produced two main insights. First, there is no direct
causality between the two, let it be for income or wealth. Economic growth can decrease
inequality as much as it can increase it, with empirical evidence over the last decades rather
indicating the latter. It follows that GDP growth should not be considered as a substitute for
redistributive policies. Second, inequality limits economic growth in several ways, for example
by lowering demand, threatening socio-political stability and further discouraging investment,
or by limiting potential education levels.

Improving well-being

It is generally accepted wisdom that even though money does not buy happiness, it can buy the
things that secure it. More choices and opportunities, better healthcare, education, and housing,
the ability to opt out from working, to travel, and to purchase whatever commodities one
prefers. From this perspective, a larger income seems to pave the road to a happier life.

If economic growth translates into additional purchasing power, then it should
positively contribute to well-being. Except it is not as simple. The relation between economic
growth and subjective well-being is far from being causal, with a so-called “income-happiness
paradox” pointing to the tendency of the benefits of GDP on well-being to falter after some
point. Past this threshold,