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Résumé en français

Suivant les progrès technologiques de la révolution industrielle, la
thermodynamique classique a été développée au XIXe siècle dans le but de
comprendre la conversion de la chaleur en travail intervenant dans les machines
thermiques nouvellement élaborées. Les travaux de Boltzmann apportèrent une
autre révolution conceptuelle avec la physique statistique. Il démontra l’origine
microscopique des lois de la thermodynamique, celles-ci ne décrivant en fait que
le comportement macroscopique de systèmes pour lesquels la thermalisation locale
est plus rapide que toutes les autres échelles de temps. Cependant, conséquemment
à l’intérêt grandissant pour les nanotechnologies, il est aujourd’hui possible de
manipuler des systèmes microscopiques pour lesquels la thermalisation est plus lente
que les échelles de temps associés aux flux d’électrons. Une avancée technologique
majeure dans ce domaine provient de l’utilisation de boîtes quantiques, des
dispositifs nanométriques permettant de confiner les électrons sur des distances
si petites qu’ils se répartissent sur des niveaux d’énergie discrets. Il est alors
évidemment indispensable de prendre en compte les e�ets quantiques pour l’étude
de ce type de systèmes, c’est-à-dire de concevoir des outils théoriques alliant
thermodynamique et mécanique quantique.

Les problèmes de thermodynamique quantique sont souvent abordés dans le
cadre de la théorie des systèmes quantiques ouverts. L’idée générale de ce formalisme
est d’étudier la dynamique d’un « petit » système quantique lorsqu’il est couplé à
un autre système supposé bien plus « gros » et représentant l’environnement. On
démontre alors que l’évolution temporelle du petit système peut être décrite par
une équation maîtresse dans la limite où il est faiblement couplé à l’environnement.
Cependant, on pourrait penser de prime abord qu’une machine pourra délivrer une
puissance plus importante dans un contexte de fort couplage.

Pour les problèmes de transport électronique, le formalisme de Landauer-Büttiker
permet de décrire le régime de fort couplage. Dans ce cadre, les électrons sont
supposés ne subir que des processus de di�usion élastique dans le système central.
Toutes les propriétés thermoélectriques de la machine peuvent alors être caractérisées
grâce aux propriétés de transmission du di�useur. Cependant, ce formalisme sou�re
aussi d’une importante limitation, la structure de bandes des réservoirs étant ignorée.

Ici nous avons choisi d’adopter un point de vue di�érent pour aborder le régime
de fort couplage en étudiant un modèle exactement résoluble. Nous analysons donc le
modèle de Fano-Anderson décrivant un niveau discret couplé à un continuum. Nous
nous intéressons particulièrement à l’influence de la densité d’états des réservoirs. On
démontre en e�et que, sous certaines conditions, des états liés discrets apparaissent
dans les bandes interdites des réservoirs. Ces états jouent un rôle prépondérant
sur la dynamique du niveau discret à temps longs : leur contribution dépend de la
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préparation initiale du système et peut donner lieu à des oscillations permanentes
de l’occupation du niveau discret.

Nous commençons par expliciter la solution exacte du modèle en nous
concentrant particulièrement sur son comportement à temps longs. Nous analysons
ensuite deux cas particuliers. En premier lieu, nous nous intéressons aux propriétés
de transport d’une boîte quantique à un niveau couplée à un semi-conducteur
présentant une unique bande interdite. Un état lié apparaît dans cette bande lorsque
le couplage au réservoir dépasse une valeur critique ce qui a�ecte fortement les
propriétés de transport du système. Nous étudions ensuite le cas de réservoirs décrit
par un modèle de liaisons fortes dont la densité d’états ne comporte qu’une bande
finie d’énergie. Nous montrons qu’un niveau discret couplé à un tel réservoir se
comporte comme un système à plusieurs niveaux, sa densité d’états locale et sa
fonction de transmission présentant de multiples résonances.
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Summary in English

Following the technological advances of the Industrial Revolution, classical
thermodynamics was developed in the 19th century in order to understand the
conversion of heat into work in newly designed machines. The works of Boltzmann
brought another conceptual revolution with statistical mechanics. He demonstrated
the microscopical origin of the laws of thermodynamics which actually only describe
the macroscopic behaviour of systems in which local thermalization is faster than all
other timescales. However, following the growing interest for nanotechnologies, it is
now possible to manipulate microscopic systems in which thermalization is slower
than the timescales for electron flow. A major technological advance in this field
stems from the use of quantum dots, nanoscale devices which confine electrons on
such small scales that they spread on discrete energy levels. It is then essential to
take into account quantum e�ects for the study of this type of systems, that is to
say to design theoretical tools combining thermodynamics and quantum mechanics.

Problems of quantum thermodynamics are often tackled in the framework of the
theory of open quantum systems. The general idea of this formalism is to study the
dynamics of a “small” quantum system when it is coupled to another much bigger
representing the environment. One can then show that the time evolution of the
small system can be described by a master equation in the limit where it is weakly
coupled to the environment. However, it intuitively seems that the power output of
the machine would be higher in the context of strong coupling.

For problems of electronic transport, the Landauer-Büttiker formalism allows
to describe the strong coupling regime. In this framework, electrons are assumed
to solely undergo elastic scattering processes in the central system. All the
thermoelectric properties of the machine can then be characterized thanks to the
transmission properties of the scatterer. However, this formalism has an important
limitation; it ignores the band structure of the reservoirs.

Here we have chosen to adopt a di�erent viewpoint to tackle the strong
coupling regime by studying an exactly solvable model. We therefore analyze the
Fano-Anderson model describing a discrete level coupled to a continuum. We are
particularly interested by the influence of the reservoirs’ band structure. One can
indeed show that, under certain conditions, discrete bound states appear in the band
gaps of the reservoirs. These states play an important role on the dynamics of the
discrete level at long times: their contribution depends on the initial preparation of
the system and gives rise to persistent oscillations of the occupation of the discrete
level.

We start by deriving the exact solution of the model especially focusing on
its long-time behaviour. We then analyze two special cases. First, we study the
transport properties of a single-level quantum dot coupled to a semiconductor with a
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single band gap. A bound state appears in this gap when the coupling to the reservoir
exceeds a critical value. We show that this greatly a�ects the transport properties of
the device. We then study the case of reservoirs described by a tight-binding model
whose density of states consists of a single finite-range energy band. We show that
a discrete level coupled to such a reservoir behaves like a multi-level system as its
local density of states and transmission function exhibits multiple resonances.

7



Contents

1 Introduction 14
1.1 Thermodynamics and thermoelectric e�ects . . . . . . . . . . . . . . 14
1.2 Bound states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Thermoelectric transport in the linear response regime . . . . . . . . 20

1.3.1 Currents and transport coe�cients . . . . . . . . . . . . . . . 20
1.3.2 Power and e�ciency in the linear response regime . . . . . . . 22

1.4 Strong coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5 The Fano-Anderson model . . . . . . . . . . . . . . . . . . . . . . . . 25

2 Theories of open quantum systems 29
2.1 Scattering theory and the Landauer-Büttiker formalism . . . . . . . . 29

2.1.1 The Landauer-Büttiker formula . . . . . . . . . . . . . . . . . 29
2.1.2 Linear response regime . . . . . . . . . . . . . . . . . . . . . . 32

2.2 Quantum master equations . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 The Lindblad master equation . . . . . . . . . . . . . . . . . . 34
2.2.2 The Bloch-Redfield and Pauli master equations . . . . . . . . 37

3 Solution of the Fano-Anderson model 43
3.1 Formal solution of the model . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.1 Heisenberg equations and Laplace transform . . . . . . . . . . 43
3.1.2 The continuum limit . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.3 The inverse Laplace transform . . . . . . . . . . . . . . . . . . 46
3.1.4 Bound states and local density of states by exact diagonalization 49

3.2 Physical quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.1 Occupation of the discrete level . . . . . . . . . . . . . . . . . 53
3.2.2 Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.3 Correlations in the discrete level occupation . . . . . . . . . . 56

3.2.3.1 Fermions . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2.3.2 General case . . . . . . . . . . . . . . . . . . . . . . 57

8



4 Long-time limit 58
4.1 The Riemann-Lebesgue lemma . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Occupation of the discrete level . . . . . . . . . . . . . . . . . . . . . 59
4.3 Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Continuity equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5 Long-time correlations in the discrete level occupation . . . . . . . . . 66

4.5.1 Fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5.2 General case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.6 The wide-band limit: an example without bound states . . . . . . . . 68
4.7 Comparison with approximate schemes . . . . . . . . . . . . . . . . . 69

4.7.1 Master equation approach . . . . . . . . . . . . . . . . . . . . 69
4.7.2 Scattering theory . . . . . . . . . . . . . . . . . . . . . . . . . 71

5 Mimicking the adiabatic turning on of level-reservoir coupling 73
5.1 General description of the procedure . . . . . . . . . . . . . . . . . . 73
5.2 Adiabatic occupation . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Adiabatic currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 Adiabatic correlations in the discrete level occupation . . . . . . . . . 77

6 Electron transport close to the band edge of a semiconductor 78
6.1 General results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.1.1 The spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.1.2 Steady-state occupation . . . . . . . . . . . . . . . . . . . . . 80
6.1.3 Current and transmission . . . . . . . . . . . . . . . . . . . . 81

6.2 Scaling close to the critical point . . . . . . . . . . . . . . . . . . . . 85
6.2.1 Bound state energy . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2.2 Overlap of the bound state with the dot level . . . . . . . . . 87
6.2.3 Transmission function . . . . . . . . . . . . . . . . . . . . . . 89

6.3 Transport properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7 Multiple perfectly transmitting states for tight-binding models 97
7.1 Spectral density for tight-binding models . . . . . . . . . . . . . . . . 97

7.1.1 Density of states for tight-binding models . . . . . . . . . . . 97
7.1.2 One-dimensional chain . . . . . . . . . . . . . . . . . . . . . . 98
7.1.3 Two-dimensional square lattice . . . . . . . . . . . . . . . . . 102

7.2 Nonlinear Lamb shifts . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2.1 One-dimensional chain . . . . . . . . . . . . . . . . . . . . . . 103
7.2.2 Two-dimensional square lattice . . . . . . . . . . . . . . . . . 104

7.3 Experimental considerations . . . . . . . . . . . . . . . . . . . . . . . 106
7.3.1 Thermoelectric experiments . . . . . . . . . . . . . . . . . . . 106

9



7.3.1.1 Transmission measured using low-temperature
conductance . . . . . . . . . . . . . . . . . . . . . . . 106

7.3.1.2 Probing the local density of states through scanning
tunneling spectroscopy . . . . . . . . . . . . . . . . . 107

7.3.2 Microwave tight-binding experiments . . . . . . . . . . . . . . 108
7.4 Theoretical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7.4.1 Resonances and transmission properties . . . . . . . . . . . . . 109
7.4.2 Local density of states . . . . . . . . . . . . . . . . . . . . . . 116

Concluding remarks 120

References 124

10



Summary chapter by chapter
Chapter 1 – Introduction

This chapter presents the relevant physics for the transport properties of the
Fano-Anderson model which will be the main subject of this thesis. The general
transport properties of thermoelectric devices are described, with an emphasis on
the linear response regime. The e�ects of strong coupling between a quantum system
and its environment are then discussed through the example of bound states. This
chapter concludes by introducing the Fano-Anderson model itself.

Chapter 2 – Theories of open quantum systems
In this chapter, we review standard theoretical frameworks used to study

quantum thermodynamical problems: the Landauer-Büttiker formalism and the
master equation formalism. The Landauer-Büttiker formalism focuses on the
description of steady-state transport properties. In this framework, one considers
transport between reservoirs of free electrons connected to each other through
a small disordered region. Electrons incoming to this central system undergo
elastic scattering events which redistribute them among reservoir modes. It is
the transmission properties of the scatterer which then give rise to thermoelectric
e�ects. This framework is particularly useful in the linear response regime as all the
transport coe�cients of the device can be deduced from the scattering properties of
the central region. This type of problems can also be addressed within the framework
of quantum master equations. It is shown that when a “small” quantum system
is weakly coupled to macroscopic reservoirs, all memory of the past states of the
system is lost through dissipative e�ects in the reservoirs. Its dynamics can then be
described by a Markovian equation in which transition rates between the states of
the system account for the influence of the reservoirs.

Chapter 3 – Solution of the Fano-Anderson model
This chapter reviews an exact solution of the Fano-Anderson model for

reservoirs with a band structure. The Heisenberg equations of motion for
annihilation operators are solved using a Laplace transform. There is a connection
between non-analyticities in Laplace space and the spectrum of the Fano-Anderson
Hamiltonian. In particular, the poles of the Laplace transform correspond to bound
states, that is eigenmodes of the Hamiltonian whose energy is in a band gap. These
bound states have an important influence on the dynamics of the system. This
solution of the Heisenberg equations of motion is used to deduce the time-dependence
for important physical quantities: occupation of the discrete level, particle currents
out of reservoirs and time correlations of the discrete level occupation.
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Chapter 4 – Long-time limit
In this chapter, we derive the long-time limit of the formal time-dependent

solution of the model. Using the Riemann-Lebesgue lemma, we obtain analytical
formulae in this limit. Our results show that three di�erent regimes are possible
depending on the number of bound states. In cases without bound states, the
system decays to a steady state which is independent of the initial preparation. In
cases with one bound state, the system decays to a steady state which depends on
the initial preparation. In cases with two bound states or more, the system decays
to a limit cycle as the occupation and currents exhibit persistent oscillations which
depends on the initial preparation. Considering conservation laws, we then show how
the non-oscillatory components of the occupation and currents can be dramatically
simplified. In particular, this enables us to define a transmission function for the
discrete level as in the Landauer-Büttiker formalism. Finally, we analyze some
simplified frameworks, the wide-band limit and the results provided by the master
equation and Landauer-Büttiker formalisms. We show that these schemes ignore
much of the interesting physics arising from the band structure of the reservoirs.

Chapter 5 – Mimicking the adiabatic turning on of
level-reservoir coupling

The methods developed in the previous chapters are suited to the case of a
quench, a situation in which we consider the discrete level and reservoirs to be
uncoupled before the coupling is suddenly turned on. This is not always possible
in realistic set-ups, so we describe a procedure that mimics the adiabatic turning
on of the level-reservoir coupling. Adding a vanishingly small constant to the
spectral density, we ensure that all states thermalize in the long-time limit. This
suppresses all memory of the initial preparation, and thus long-time oscillations of
the occupation and currents, even in the presence of bound states. However, we show
that the existence of bound states still gives rise to infinite-lifetime correlations in
the discrete level occupation.

Chapter 6 – Electron transport close to the band edge of a
semiconductor

In this chapter, we consider a single-level quantum dot coupled to two
semiconducting electron reservoirs with the same band structure. The dot level
is assumed to be close to a band edge in the reservoirs whose spectral density is
then phenomenologially described by a power law. In this situation, we show that a
bound state exists only if the coupling exceeds a critical value. We analyze the e�ects
of the appearance of this bound state on the properties of system. We particularly
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focus on transport properties and show that the band-edge transmission exhibits
singular behaviour at the critical point. This a�ects the transport coe�cients of
the dot: the electrical and thermal conductances are maximal when the coupling is
close to its critical value while the Seebeck coe�cient abruptly drops at this point.
Finally, we show that the critical point defines a sweet spot if the dot operates as a
heat engine: One can get much larger power output without a significant decrease
in e�ciency close to this point.

Chapter 7 – Multiple perfectly transmitting states for
tight-binding models

In this chapter, we study various set-ups where the discrete level is coupled to
reservoirs described by a tight-binding Hamiltonian exhibiting narrow bands. We
consider three di�erent situations: coupling to the extremity of a one-dimensional
chain, coupling to the middle of such chain and coupling to the middle of a
two-dimensional square lattice. Each of these cases give rise to a di�erent spectral
density with its own features. We are mainly interested in the e�ects of the
strongly nonlinear Lamb shifts arising in such situations. We analyze resonances
which correspond to perfectly transmitting states when occurring in the band.
Counter-intuitively, we show that a single discrete level can give rise to multiple
perfectly transmitting states yielding a transmission function resembling that of a
multi-level system. We also show that perfectly transmitting states can appear even
when the discrete level is outside the reservoirs’ energy bands. Finally, we try study
the connection between this rich physics and the features of the local density of
states.
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Chapter 1

Introduction

1.1 Thermodynamics and thermoelectric e�ects
The slowly gained control over the conversion of heat into work in the 19th

century led to the great technological progress of the Industrial Revolution. This
period of immense political turmoil not only shaped the future social structure of our
societies, but it was also a time of major scientific endeavours. It was indeed crucial
to theoretically understand how a system can transform heat, a fundamentally
disordered and incoherent source of energy, into macroscopic work proving to be
useful in the human world. This led to the development of thermodynamics which
is still nowadays a cornerstone of theoretical physics.

Even though it was developed starting from down-to-earth considerations,
thermodynamics turned out to unravel some of the very foundations of physics.
An example of this is the work of Sadi Carnot [1] who showed that the e�ciency of
an engine in contact with two heat sources cannot exceed a universal upper bound
known as the Carnot e�ciency,

÷Carnot = 1 ≠ TC

TH

(1.1)

where TH and TC are the temperatures of the hot and cold heat sources respectively.
Furthermore, this e�ciency can only be reached for reversible transformations,
that is idealized, infinitely slow, processes for which the working substance is at
equilibrium at all times. This would later lead to the introduction of the concept of
entropy which is basically a measure of the irreversibility of a transformation and
is well-known to indicate the direction in which time flows as the second law of
thermodynamics states that the entropy of an isolated system can never decrease.

The later work of Boltzmann [2, 3] brought another conceptual revolution
with statistical mechanics. He unveiled the microscopic origin of the laws of
thermodynamics which then appear as emerging from the underlying statistics of
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microscopic particles. This also gave a new interpretation of entropy as a measure
of the lack of information about the microscopic disorder of a system, enshrined in
the celebrated Boltzmann formula,

S = kB ln � (1.2)

where S is the entropy, kB denotes the Boltzmann constant and � represents
the number of microscopic configurations of the system giving rise to the same
macroscopic state. Boltzmann’s ideas were groundbreaking as they highlighted
the tight relationship between thermodynamics and information, and showed that
the laws of thermodynamics were to be understood as the average behaviour of a
macroscopic system which can still be prone to fluctuations. These however vanish in
the so-called thermodynamic limit where one considers that the system has infinite
volume and contains an infinite number of particles.

Classical thermodynamics have been developed in order to study macroscopic
systems for which local thermalization is faster than any other time scale.
Nevertheless, it is believed that the next revolution in technology will come
from the control and manipulation of nanometric systems which are small
enough that the typical time it takes for electrons to go through the device
is shorter than the thermalization time. Advances in nanotechnologies have
notable implications in biology, especially for medical use, in chemistry for the
development of nanomaterials, and of course in physics and engineering, with
very promising applications of nanoelectronics in energetics and informatics. With
the increasing emergency of developing sustainable forms of energy, the design of
thermoelectric nanoscale devices appears as a promising opportuntity. It has also
been demonstrated that the advent of nanotechnology in photovoltaics can lead to an
increase of the e�ciency of solar cells [4,5]. More generally, it is quite widely believed
that small e�cient machines will play a crucial role in the future of energetics due
to the increased control over the parameters of a device at the nanoscale.

For some years now it has been possible to experimentally manipulate
microscopic systems for which classical transport theories fail. Various such devices
have been realized fulfilling di�erent purposes, for example study of thermoelectric
transport through molecular or single-atom junctions [6–10], quantum dots [11,12],
or capacitively coupled mesoscopic conductors [13], refrigeration of a small metallic
island using quantum dots [14], rectification of thermal current [15, 16], fabrication
of a single electron source [17,18].

In this thesis, we will be mainly interested in thermoelectric e�ects in nanometric
systems. Thermoelectricity occurs when a relation exists between the heat and
electric currents in a material. These e�ects, although known for centuries, have
only regained interest for fundamental physics since the 1990s. Thermoelectric
e�ects are thought to be especially promising for applications in refrigeration,
thermometry or power generation. One of the main advantage of thermoelectrics
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is their reliability and durability as they do not contain any moving part. They
are thus used in sensitive contexts such as space exploration, with the notable
example of the thermoelectric generators of the Voyager probes and the Curiosity
rover, or transport of biological material, where it is imperative to have reliable
refrigerators at disposal. Furthermore, the design of nanoscale thermoelectrics gives
rise to new promising applications as they prove to be way more e�cient than their
macroscopic equivalents. The e�ciency of a thermoelectric is often measured using
the dimensionless figure of merit ZT , the maximum e�ciency than can be achieved
by a thermoelectric device being given by [19]

÷max =
Ô

ZT + 1 ≠ 1Ô
ZT + 1 + 1

÷Carnot (1.3)

The bigger ZT , the more e�cient the thermoelectric, with the limits ZT = 0 and
ZT æ Œ corresponding respectively to vanishing e�ciency and Carnot e�ciency.
It is believed that a thermoelectric device has to reach ZT ≥ 3 for large-scale
commercial use to be considered. It has been demonstrated experimentally [20, 21]
that nanostructure-based thermoelectrics exhibit values of ZT way larger, up
to ZT ≥ 2.5, than that of standard thermoelectric devices, usually ZT ≥ 1.
Another interesting application for nanoscale thermoelectrics is the refrigeration
of micron-sized structures. The use of thermoelectrics has led to significative
experimental progress in the refrigeration of electron gases [22, 23]. Indeed,
thermoelectric devices cool electrons contrary to standard cryogenics that focus on
cooling phonons inside the structure. This opens up new opportunities for the study
of quantum e�ects in cold electrons gases.

Many of the experimental works cited above make use of quantum dots. These
are nanoscale semiconductor particles that confine electrons, or holes, in all three
directions of space. The typical size of the region in which electrons on a quantum
dot are trapped is of the order of their de Broglie wavelength which is typically larger
than a few tenths of nanometres for semiconductors. Thus, the wave-like nature
of electrons can no longer be ignored in that situation. Dot electrons then have
quantified energy and they can be in a coherent superposition of states. Furthermore,
decoherence e�ects can be neglected in systems of such small size because electrons
spend such a short time traversing the device that they maintain the coherence
of their wavefunction during this time [19, 24]. This gives rise to interference and
correlation e�ects that would not exist in classical systems. We then understand that
quantum dots constitute a perfect tool to study quantum machines where coherent
dynamics on a few discrete energy levels may induce heat to work conversion.

Independently of purely quantum e�ects, one should also consider the relaxation
time, which is the typical time for an out-of-equilibrium electron to relax back to a
local equilibrium state. This relaxation process is due to the numerous collisions,
with other electrons or phonons, undergone by electrons in solids. We will consider

16



Strong coupling between a discrete level and a continuum Introduction

here nanoscale devices such that the time spent by electrons in the device is shorter
than their relaxation time; this is especially true at low temperature [19,25]. Thus,
one cannot consider that electrons in the thermoelectric have reached thermal
equilibrium which is a critical assumption in non-equilibrium thermodynamics [26].
This is because non-equilibrium thermodynamics assumes that thermodynamic
quantities such as temperature and chemical potential can be defined locally for
each point in space and vary smoothly along the system. As this is typically not
satisfied for the nanoscale devices studied here, we have to define quantities globally
for the whole thermoelectric device.

1.2 Bound states
A cornerstone of quantum mechanics is the quantization of the energy of a

particle in an attractive potential. The wavefunction corresponding to such energy
states is known to be localized at the minima of the confining potential; these states
are then referred to as bound states [27,28]. However, due to the wave-like nature of
quantum mechanics, one would expect that a quantum particle cannot be trapped
in a local minimum of the potential forever; it will eventually tunnel to a region of
lower potential. Yet, we will show that this does not always happen, a particle can
remain partly trapped even though it should be able to tunnel out.

A well-known example of bound states in condensed matter physics is the Kondo
e�ect [29] in which conduction electrons pair up with a magnetic impurity to form
a composite non-magnetic object. As a result, electrons which are normally free are
now bound to the impurity. However, this e�ect is rather complicated, and we will
focus on examples of bound states in a simpler model (the Fano-Anderson model)
for which an exact solution provides a full quantitative description.

We will typically consider situations of the type of figure 1.1 where a discrete
quantum level is tunnel-coupled to a continuum of quantum states. If the discrete
level has an energy lower than any other state in the continuum (figure 1.1a), a
particle in this state will remain trapped forever as it does not have enough energy
to escape to the continuum. Tunnel coupling will hybridize the discrete state with
the continuum but we expect the value of the wavefunction in the continuum to be
exponentially small. One could call this a trivial bound state.

On the contrary, if the discrete level has an energy within the continuum, there
is no energetic reason for a particle in this state not to leave it. In the case of thick
tunneling barriers (figure 1.1b), the decay of the particle to the continuum is typically
exponentially long, but its wavefunction has a vanishingly small overlap with the
discrete level once it has tunnelled out. However, when tunnel coupling is stronger,
typically of the order of the excess energy in the discrete state (figure 1.1c), one
observes strong hybridization between the continuum and the discrete level such
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continuum

continuum

No bound state:

the particle will fully escape the 

discrete level

(b)

Trivial bound state:

the particle cannot fully escape 

the discrete level because it has 

too little energy

(a)

Non-trivial bound state:

the particle cannot fully escape 

the discrete level even though it 

has enough energy

(c)

continuum

Figure 1.1 – A particle (black dot) evolving in a potential landscape (blue surface)
which gives rise to a discrete state (red line) coupled to a continuum. In (a), the
energy of the discrete level is lower than all energies in the continuum. The particle
does not have enough energy to escape to the continuum and thus never leaves the
discrete level (trivial bound state). In (b), the discrete level is weakly coupled to
the continuum of states due to the thick tunnel barriers. In the long-time limit, the
particle will have fully tunneled out of the discrete level (no bound state). In (c), the
discrete level is strongly coupled: the width of the tunneling barrier is of the order
of the excess energy �E in the discrete state. Even though the particle has enough
energy to enter the continuum, it remains partly trapped in the discrete level due to
the hybridization between this level and the continuum (non-trivial bound state).

that the particle never fully escape to the continuum. Here, the overlap of the
particle’s wavefunction with the discrete level initially drops but remains finite at
long times. We refer to such situation as a non-trivial bound state as the particle
gets partly trapped in the discrete level, even though it has the energy to escape.

Figure 1.2 shows the decay of a particle in a discrete state which is coupled
to a continuum depending on the position of the discrete level with respect to the
continuum [30–34]. If its energy is below the lowest energy in the continuum, there
is a high probability that the particle remains trapped in the discrete level forever
due to a trivial bound state. However, we see that a little hybridization between
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Figure 1.2 – Time evolution of the occupation of a discrete level coupled to a
continuum of states [32,34]. From top to bottom, the di�erent curves correspond to
raising the energy of the discrete state with respect to the continuum. E1, E2 and
E3 correspond to the case of a trivial bound state where it is energetically favourable
for the particle to remain in the discrete level. E4 and E5 correspond to the case
of a non-trivial bound state where the particle never fully leaves the discrete level
due to strong hybridization with the continuum. Finally, E6 corresponds to the
case where the discrete level is deep in the continuum such that the discrete level is
almost completely empty at long times.

the discrete state and the continuum states causes the population of the discrete
level to oscillate slightly. This hybridization is much stronger in cases where the
discrete level is close to the edge of the continuum. The population of the discrete
level initially drops but then stabilizes. The probability for finding the particle in the
discrete level at long times is not negligible even though it is energetically favourable
to tunnel out. This corresponds to the case of a non-trivial bound state. Finally, if
the discrete level is deep in the continuum, we observe that the population of the
level decays exponentially. The discrete level is basically empty in the long-time
limit.

A technical remark is necessary here: The Hamiltonian considered to obtain
figure 1.2 describes a two-level atom coupled to a photonic continuum and it is not
strictly identical to the Fano-Anderson Hamiltonian studied in this thesis which
is given in equation (1.16) below. However, the two-level atom reduces to the
Fano-Anderson model when the analysis is restricted to the subspace generated
by single excitations of the atom or the photonic field. Typically, one considers
the initial situation where an excited atom is coupled to an electromagnetic field
whose modes are all empty [30–34], such that the only process occurring here is the
spontaneous emission of a photon by the atom. This is equivalent to the bosonic
Fano-Anderson Hamiltonian at zero temperature.

19



Strong coupling between a discrete level and a continuum Introduction

Trivial bound states will not be considered further in this thesis, thus whenever
a reference is made to a bound state, one should keep in mind that it is of the
non-trivial type.

1.3 Thermoelectric transport in the linear
response regime

1.3.1 Currents and transport coe�cients
To study the thermoelectric properties of a device, we consider the typical

situation depicted in figure 1.3 where the system of interest is sandwiched between
two reservoirs of electrons kept at di�erent temperatures and chemical potentials.
This induces a current of electrons and heat across the thermoelectric device.
When a thermal bias is introduced, thermally excited electrons in the hot reservoir
(reservoir L) can be found in energy states above the chemical potential, and
can then flow to the cold reservoir (reservoir R), even if µR > µL. However,
the temperature bias also allows electrons in reservoir R with energy lower than
the chemical to occupy the states left empty by thermally excited electrons in
reservoir L. Hence, the direction of the net electric current is not obvious in this
situation. Whether current flows one way or the other depends on the energy filtering
properties of the system connecting the reservoirs [19]. That is, by preventing
electrons at certain energies from going through the system, it is possible to favour
a particular direction for the electric current. For example, blocking electrons whose
energy is below µR will give rise to a net current from L to R, that is againt the
chemical potential bias. This phenomenon is related to the Seebeck e�ect which
describes the appearance of the voltage gradient between two regions kept at di�erent
temperatures in the absence of a net flow of charge. The opposite phenomenon where
a heat flow proportional to a displacement of charge appears is known as the Peltier
e�ect and is typically used for refrigeration.

Once a steady state is reached, the device is traversed by constant electric and
energy currents. We respectively denote by I– and U– the electric and energy current
out of reservoir –. Due to particle and energy conservation, these currents are
conserved,

IL + IR = 0 (1.4a)
UL + UR = 0 (1.4b)

We then define I = IL = ≠IR and U = UL = ≠UR.
The first law of thermodynamics tells us that energy can take two forms:

heat and work. In order to study the thermodynamic behaviour of a system, it
is then necessary to distinguish these two contributions to the total energy. In
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systemReservoir L Reservoir R

Figure 1.3 – Schematic drawing of a typical thermoelectric device. A system is
connected to two electron reservoirs, L and R, with di�erent temperatures and
chemical potentials.

thermoelectric devices, work corresponds to the generation of electric power. This
means that one can obtain the heat current out of reservoir – by substracting the
electric power generated in this reservoir from the total energy current out of the
reservoir [19]. This yields Q– = U– ≠ V–I–, where V– is the electric potential of
reservoir –. The electric and chemical potentials are related through µ– = ≠eV–,
where e > 0 is the elementary charge. In general, heat currents are not conserved.

We will consider here the so-called linear response regime where currents only
depend linearly on the temperature and voltage biases [19, 26]. This assumption
is justified if the variations of temperature and chemical potential with respect to
the average values T and µ are small. More specifically, we require |�T | π T
and |�µ| π kBT , where �T = TL ≠ TR and �µ = µL ≠ µR. One then
phenomenologically introduces transport coe�cients accounting for the amplitude of
the system’s response to non-equilibrium. These coe�cients describe the well-known
thermoelectric e�ects discussed above. The electric and heat currents across the
device are then respectively given by [19,26]

I = G�V + GS�T (1.5a)
Q = G��V + (C + GS�)�T (1.5b)

where G is the electrical conductance, S is the Seebeck coe�cient, C is the thermal
conductance and � is the Peltier coe�cient. We will assume here that � = TS,
which is true as long as no external magnetic field is applied [19], although it holds
even in the presence of a magnetic field for the simple systems studied in this thesis.

As already stated, the heat current is not conserved along the device in principle.
We should then consider the heat current incoming from the left lead and the right
lead separately. However, we have QL + QR = ≠I�V which is of second order
in terms of the small biases �V and �T and can thus be ignored in the linear
response regime. A negligible error is incurred if we instead consider the following
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heat current
Q = U ≠ V I ƒ QL ƒ ≠QR (1.6)

The currents defined in equation (1.5) above correspond to two di�erent forms
of energy conversion: A di�erence in temperature can induce an electric current
against the potential bias, and conversely, a voltage bias can induce a heat flow
from the cold reservoir to the hot one. The former situation corresponds to the case
where the thermoelectric is used as a heat engine to generate electric power, while
the latter case describes the thermoelectric used as a refrigerator powered by electric
work.

1.3.2 Power and e�ciency in the linear response regime
The simple formulae given in equation (1.5) allow for a description of the

thermodynamic behaviour of the machine in terms of transport coe�cients. We
will focus here on the case where the device works as an engine, absorbing heat from
the reservoirs to deliver electrical power. A cornerstone of thermodynamics is the
fact that the e�ciency of a heat engine cannot exceed the Carnot e�ciency (1.1)
which only depends on the temperature of the reservoirs. In the analysis of the
thermodynamics of the engine, it is then relevant to consider the case where
temperatures are fixed whereas the voltage bias can be varied to optimize the
behaviour of the device.

First, it is necessary to ensure that the machine is working like an engine, that
is that it delivers a positive power output. The electric power generated in the
reservoirs is defined as

P = QL + QR = ≠I�V = ≠G�V (�V + S�T ) > 0 (1.7)

where we have used the linear response formulae (1.5). We then find that, for the
machine to work like an engine, the voltage bias has to satisfy

≠ 1 <
�V

S�T
< 0 (1.8)

The generated power cancels on both edges of the voltage window defined above but
it reaches a maximum at �V = ≠S�T/2. At this point, the generated power reads

Pmax = 1
4GS2(�T )2 (1.9)

The maximum power output is then entirely determined by the quantity GS2 which
is then often referred to as the power factor [19].

The e�ciency of the engine is defined as the ratio between the power output and
the positive heat current supplied to the machine. The hot reservoir (reservoir L)
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will provide heat as a resource whereas the cold reservoir (reservoir R) acts as a heat
sink for the excess heat that has not been converted into work. The e�ciency then
reads

÷ = P

QL

= ≠I�V

Q
= ≠ G�V (�V + S�T )

G��V + (C + GS�)�T
(1.10)

At maximum power, we find

÷(Pmax) = ZT

2ZT + 4÷Carnot (1.11)

where we have introduced the dimensionless figure of merit [19]

ZT = GS2T

C
(1.12)

The evolution of ÷(Pmax) with ZT is shown in figure 1.4 (red curve).
Alternatively, if we are interested in first optimizing the e�ciency of the

thermoelectric, we find that the bias voltage maximizing the e�ciency while ensuring
positive power output is given by

�V = ≠S�T

ZT
(ZT + 1 ≠

Ô
ZT + 1) (1.13)

This yields the maximum e�ciency, represented by the blue curve in figure 1.4,

÷max =
Ô

ZT + 1 ≠ 1Ô
ZT + 1 + 1

÷Carnot (1.14)

The corresponding power output is then

P (÷max) = 4
Ô

ZT + 1
ZT + 2

Ô
ZT + 1 + 2

Pmax (1.15)

Figure 1.5 depicts P (÷max) as a function of ZT .
÷max and ÷(Pmax) monotonously increase with ZT , with ÷max = ÷(Pmax) = 0 for

ZT = 0, and ÷max = 2÷(Pmax) = ÷Carnot for ZT æ Œ. On the contrary, P (÷max)
vanishes for ZT æ Œ; this could be expected as this limit corresponds to the
Carnot e�ciency and thus to an infinitely slow transformation which cannot deliver
any power output. We then realize that the figure of merit ZT is a measure of the
potential e�ciency of the thermoelectric, similarly to the power factor GS2 which
describes the maximum power that it can deliver. All in all, the figure of merit and
the power factor constitute powerful tools to describe the quality of a thermoelectric.
Thanks to them, we understand that designing a good thermoelectric would require,
within the realms of possibility, high electrical conductance and Seebeck coe�cient
alongside small thermal conductance.
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Figure 1.4 – Thermoelectric e�ciency as a function of the figure of merit ZT . The
blue line represents the maximum e�ciency ÷max and the red line is the e�ciency
at maximum power ÷(Pmax). In the limit of large ZT , ÷max approaches the Carnot
e�ciency ÷Carnot while ÷(Pmax) tends to ÷Carnot/2.

Figure 1.5 – Power at maximum e�ciency P (÷max) as a function of the figure of
merit ZT . P (÷max) is plotted in units of the maximum power Pmax. For ZT æ Œ,
the maximum e�ciency tends to the Carnot e�ciency. This corresponds to an
infinitely slow process which does not deliver any power output. Hence, P (÷max)
vanishes in the limit of large ZT .
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1.4 Strong coupling
At the handwaving level we expect that strong coupling between a device and

its environment will lead to stronger currents going through the device. This thus
seems to be the interesting regime to design a thermal machine as one would expect
stronger currents to improve the power output of a heat engine or the cooling power
of a refrigerator. Tackling the strong coupling regime is however challenging in
both classical and quantum mechanics. The main issue comes from the di�culty to
distinguish the system from its environment when they are strongly coupled as the
border between them fades away. This can lead to counter-intuitive e�ects, such as
the non-trivial bound states discussed in section 1.2. It is thus necessary to adopt
a broader point of view where the coupling of a system to its environment is not
considered only through the reduced dynamics of the system.

We will show in section 2.2 that the assumption of weak coupling in open
quantum systems amounts to neglect memory e�ects in the environment. The time
evolution of the system can then be described by a Markovian master equation as
all memory of its past states has been lost. In this framework, coupling is treated
as a perturbation and the degrees of freedom of the environment are traced out,
leaving a dissipative term in the system dynamics.

Quantum thermodynamics in the strong coupling regime have recently given rise
to intense activity where various theoretical schemes have been proposed to tackle
this kind of problems [35–39].

This thesis focuses on a simple model (the Fano-Anderson model) which has an
exact solution, giving one full access to its dynamics at arbitrary coupling. This
makes it an ideal test-bed on which to explore strong-coupling physics.

1.5 The Fano-Anderson model
In chapter 2 we will present two formalisms that can be used to analyze

transport and thermoelectric e�ects in quantum systems; the Landauer-Büttiker
formalism and the master equation formalism. However, both su�er from important
limitations. In the Landauer-Büttiker formalism, the transport properties are
determined from the quantum system’s scattering matrix but the derivation of this
matrix is not implemented for a reservoir with a band structure. This makes it
impossible to trust Landauer-Büttiker theory in some situations, for example close
to the band edge of semiconducting reservoirs. Conversely, it is possible to study
nanoscale interacting systems using the master equation formalism which solely
requires to diagonalize a few-level Hamiltonian. However, one then has to suppose
that the scatterer is weakly coupled to the reservoirs.

We then understand that it is necessary to implement new theoretical tools
to give a more precise account of open quantum systems in the strong coupling
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regime. A widely used method is the Keldysh non-equilibrium Green’s function
formalism [40, 41]. This approach is based on the projection of the Heisenberg
equations for field operators on the Keldysh contour which consists of two branches,
one going forward in time while the other goes backwards. This technique has first
been introduced during the 1970s [42] but has mostly regained interest many years
later with the work of Meir and Wingreen [43] who derived a formal generalization of
the Landauer formula expressed in terms of the exact Green function of the device.
Within this framework, coupling between the central system and the reservoirs can
be treated to all orders and the band structure of the reservoirs can be taken into
account. However, most works assume that the coupling between the central region
and the reservoirs is adiabatically turned on and thus completely ignore the influence
of initial preparation. This is for example known to yield an incomplete description
of systems whose spectrum contains isolated energy levels [44, 45].

In this work, we adopt a di�erent point of view and try to approach the general
properties of open quantum systems considering an exactly solvable model. We will
extensively analyze its solution in order to see how its properties may di�er from
what approximate theoretical schemes would predict. We consequently study the
situation depicted in figure 1.6 where a single discrete quantum level is coupled to
various reservoirs of non-interacting particles. The corresponding Hamiltonian is

Ĥ = ~Êdd̂†d̂ + ~
ÿ

–,k

Ê–kĉ†
–kĉ–k + ~

ÿ

–,k

1
g–kd̂†ĉ–k + gú

–kĉ†
–kd̂

2
(1.16)

d̂ and ĉ–k denote field operators for a particle on the discrete level and in mode k
of reservoir – respectively; the corresponding energies are Êd and Ê–k. Finally, g–k

describes the coupling between the discrete level and mode k in reservoir –.
This model was introduced by Fano [46] in 1961 to study the autoionization of an

atom. The same year Anderson [47] studied the same Hamiltonian as a simplifying
limit of his well-known impurity model introduced to study magnetic impurities
in metals. Hamiltonian (1.16) is now widely referred to as the Fano-Anderson
Hamiltonian. It di�ers from Anderson’s Hamiltonian because the latter takes into
account spin degeneracy and Coulomb interaction. The Anderson impurity model
is typically used to describe a single-level quantum dot that can be occupied by two
electrons with opposite spins which then repel each other. Such quantum dot can
be described by the Fano-Anderson Hamiltonian if a strong magnetic field is applied
in order to lift spin degeneracy to the point that the higher energy level is always
empty.

The annihilation and creation operators in Hamiltonian (1.16) can be either
fermionic or bosonic. The fermionic version of the Fano-Anderson model has been
used to analyze transport in systems of noninteracting electrons [44,45,48–50]. The
bosonic version of the Fano-Anderson model has been widely studied in the context
of a photonic continuum with a band structure coupled to an atomic level [32,
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Figure 1.6 – Schematic representation of the Fano-Anderson model: a discrete level
is coupled to various reservoirs with which it can exchange particles. In this thesis,
we consider reservoirs which exhibit a band structure.

33] or a nanocavity [34, 51–54], or for the analysis of the transport properties of
nanophotonic devices [51] and Bose-Einstein condensates [55]. More generally, as
the Fano-Anderson model is exactly solvable, it is widely used as a benchmark for
the dynamics of open quantum systems [56,57].

In the Fano-Anderson Hamiltonian (1.16), particles in the reservoirs are
considered to be free. This corresponds to di�erent situations depending on the
nature of the particles involved. In cold atom gases for example, one typically
considers contact interactions between hard-core bosons. These can then be
neglected if the density of particles is low. On the contrary, interactions between
electrons can be neglected in the limit of high density [58]. This is a counter-intuitive
consequence of the long range of Coulomb interaction which thus still plays an
important role for low densities. However, due to the screening e�ects taking place
if the density of electrons is high, these can then be considered as free particles
provided renormalization of their mass. Finally, the case of photons is trivial because
they do not intereract with each other.

A crucial feature of the Fano-Anderson model is that it can exhibit
infinite-lifetime bound states in the band gaps of the reservoirs. The existence of such
state is strongly linked to the band structure of the reservoirs. It was first highlighted
in the context of a superconducting band edge [59] where it is known to give rise to
Landau-Zener-Stueckelberg physics [60]. It has been intensively studied in photonics
since then [30–34,51,57]. For an atomic level coupled to a photonic continuum, it is
known to prevent full decay of the atomic state as it gets partially trapped in this
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bound state. Such e�ect have been recently observed for a nitrogen-vacancy centre
coupled to a waveguide [61]. It has also been shown that the existence of more than
two bound states leads to persistent oscillations of the state of the system at long
times [44,45].
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Chapter 2

Theories of open quantum systems

In this chapter, we review standard theoretical frameworks used to study
quantum thermodynamical problems: the Landauer-Büttiker formalism and the
master equation formalism. The Landauer-Büttiker formalism focuses on the
description of steady-state transport properties. In this framework, one considers
transport between reservoirs of free electrons connected to each other through
a small disordered region. Electrons incoming to this central system undergo
elastic scattering events which redistribute them among reservoir modes. It is
the transmission properties of the scatterer which then give rise to thermoelectric
e�ects. This framework is particularly useful in the linear response regime as all the
transport coe�cients of the device can be deduced from the scattering properties of
the central region. This type of problems can also be addressed within the framework
of quantum master equations. It is shown that when a “small” quantum system
is weakly coupled to macroscopic reservoirs, all memory of the past states of the
system is lost through dissipative e�ects in the reservoirs. Its dynamics can then be
described by a Markovian equation in which transition rates between the states of
the system account for the influence of the reservoirs.

2.1 Scattering theory and the Landauer-Büttiker
formalism

2.1.1 The Landauer-Büttiker formula
Starting as early as 1957, Landauer [62, 63] carried out foundational works

studying transport through a small region connected to two terminals. His results
were generalized to the case of multi-terminal geometries by Büttiker [64,65] in the
late 1980s, and this technique is now widely referred to as the Landauer-Büttiker
formalism. This formalism is based on the idea that a transport problem consists
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of a small scattering region coupled to idealized reservoirs of free electrons. It
is moreover assumed that all the scattering events ocurring in the central region
are elastic such that electrons do not lose energy in the scatterer. Thermalization
thus only takes place in the reservoirs. The scattering region is connected to the
reservoirs by perfectly conducting leads and electrons at a given energy in the leads
may be found in di�erent propagation states. One can for example imagine that
these di�erent channels correspond to di�erent spin states [66]. However, they are
more often introduced as transverse modes due to spatial confinement when one
considers the case where the leads are electron waveguides [19, 24, 66]. Through
elastic collisions in the disordered scattering region, the various incoming electron
modes will be mixed and then transmitted possibly to a di�erent channel.

Hence, the central region is characterized by a scattering matrix S, where
S–ÕkÕ,–k(Ê) relates the amplitude of an incoming wavefunction with energy ~Ê in
mode k of lead – to the amplitude of the corresponding outgoing electron wave
in mode kÕ of lead –Õ. The corresponding transmission probability is then given
by [19,24,66]

T–ÕkÕ,–k(Ê) =
---S–ÕkÕ,–k(Ê)

---
2

(2.1)

The total transmission from reservoir – to reservoir –Õ is obtained by summing over
all quantum occupied channels

T–Õ–(Ê) =
ÿ

k,kÕ
T–ÕkÕ,–k(Ê) (2.2)

The Landauer approach states that the currents flowing through the scattering
region can be written simply in terms of the above transmission probabilities. The
total current outgoing from reservoir – to the scatterer can be seen at the sum of
two contributions. First, we have the positive contribution of electrons that leave
reservoir – and then head to another reservoir –Õ. The corresponding transmission
probability is T–Õ–(Ê). Conversely, we have to count negatively electrons incoming
from reservoir –Õ to reservoir –. The corresponding transmission probability is
T––Õ(Ê). Furthermore, the number of electrons in each reservoir-mode at energy Ê
has to be taken into account. It is given by the Fermi factor

n–(Ê) =
1
e—–(~Ê≠µ–) + 1

2≠1

(2.3)

where —– and µ– respectively are the inverse temperature and chemical potential
of reservoir –. The electric current from reservoir – to the scatterer is then given
by [66]

I– = ≠ e

2fi

ÿ

–Õ

⁄
dÊ (T–Õ–(Ê)n–(Ê) ≠ T––Õ(Ê)n–Õ(Ê)) (2.4)

Remarkably, all factors (like the reservoirs’ density of states or the Fermi velocity)
cancel in the derivation of the relation leaving only the factor (2fi)≠1.
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Denoting by M– the number of transmission channels in lead –, we have [19]
ÿ

–Õ
T–Õ–(Ê) =

ÿ

–Õ
T––Õ(Ê) = M– (2.5)

Using this relation in the formula for the electric current yields the
Landauer-Büttiker formula

I– = ≠ e

2fi

ÿ

–Õ

⁄
dÊ T––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) (2.6)

Similarly, the energy current reads

U– = ~

2fi

ÿ

–Õ

⁄
dÊ ÊT––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) (2.7)

Equations (2.6) and (2.7) guarantee particle and energy conservation as that the
total currents vanish,

ÿ

–

I– = 0 (2.8a)
ÿ

–

U– = 0 (2.8b)

As in section 1.3, we define the heat current out of reservoir – as Q– = U–≠V–I–,
where we recall that V– = ≠µ–/e. Using the expressions (2.6) and (2.7) of the electric
and energy currents, we find

Q– = 1
2fi

ÿ

–Õ

⁄
dÊ (~Ê ≠ µ–)T––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) (2.9)

The above formula provides a new interpretation of heat as the energy induced by
the distribution of particles over the energy levels of the Hamiltonian [19, 67]. The
heat carried by an electron at energy Ê in reservoir – is then defined as ~Ê≠µ–. This
basically measures the di�erence between the ground state of the many-body system
(zero temperature) and the thermally broadened distribution of electrons [19]. This
spread is typically due to thermal fluctuations on which there is no experimental
control. On the contrary, work is typically defined as the energy generated by a
change of the energy levels themselves. One could indeed argue that this can be
controlled externally, through time-dependent parameters in the Hamiltonian for
example.

We then understand that, in order to describe the transport properties of the
device, it is only necessary to calculate its scattering matrix. The latter is often
accounted for phenomenologically rather than a complicated microscopic description
of the scattering events taking place in the central region. Besides its simplicity, this
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formalism is also very interesting since no assumption has been made on the coupling
between the scatterer and the reservoirs, the regime of strong coupling is then in
principle accessible in this framework. Nevertheless, scattering theory cannot be
applied to any situation. Indeed, currents are calculated counting electrons going
through the device one by one. The scattering of an electron is then assumed to
be independent of the dynamics of all the other electrons crossing the device at the
same time, possible correlations due to electron-electron interactions are completely
overlooked. This assumption may seem quite far-fetched in nanostructures as the
small size of the system could induce strong Coulomb repulsion between electrons.
Nevertheless, scattering theory still provides satisfactory results for a wide-range of
nanoscale devices [19].

2.1.2 Linear response regime
As explained in section 1.3, thermoelectric transport is often described in the

linear response regime. We thus consider here the Landauer-Büttiker formalism in
the situation where the device is assumed to be very close to equilibrium [19,24,66],
that is, thermodynamic quantities di�er very slightly from one reservoir to another.
The temperature and chemical potential of reservoir – are then written in terms of
deviations from average values T and µ, T– = T + ”T– and µ– = µ + ”µ–. In the
linear response regime, the deviations ”T– and ”µ– are assumed to be small. The
Fermi factor for reservoir – can then be expanded as follows

n–(Ê) ƒ n(Ê) + �(Ê)
A

”µ– + (~Ê ≠ µ)”T–

T

B

(2.10)

where n(Ê) is the Fermi factor at temperature T and chemical potential µ and �(Ê)
is proportional to the derivative of the Fermi factor

�(Ê) = ≠1
~

ˆn

ˆÊ
= —

4 cosh2(—(~Ê ≠ µ)/2)
(2.11)

The average temperature T defines the relevant energy scale for expression (2.10)
to be valid: The expansion holds if ”µ– π kBT and ”T– π T .

For simplicity, we focus here on the two-terminal case where the scatterer is only
coupled to two leads L and R as in section 1.3. Using equations (2.6) and (2.8a),
we then find the following the following electric current

I = IL = ≠IR = ≠ e

2fi

⁄
dÊ T(Ê)(nL(Ê) ≠ nR(Ê)) (2.12)

where T(Ê) = TLR(Ê) = TRL(Ê). Using the expansion (2.10), the Fermi factor
di�erence in the above equation can be simplified and we can write the electric
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current in terms of the small voltage and temperature biases �V = VL ≠ VR

and �T = TL ≠ TR,
I = e2ÿ0�V ≠ eÿ1

T
�T (2.13)

with
ÿn = 1

2fi

⁄
dÊ (~Ê ≠ µ)n

T(Ê)�(Ê) (2.14)

The expression (2.13) for the electric current takes the same form as the general
linear response expression (1.5a). Comparing the coe�cients in equations (2.13)
and (1.5a), we see that the Landauer-Büttiker formalism provides a simple relation
between transport coe�cients and the microscopic scattering properties of the
device. Here we find that the electrical conductance G and the Seebeck coe�cient S
are given by [19]

G = e2ÿ0 (2.15a)

S = ≠ ÿ1

eT ÿ0

(2.15b)

The same treatment can be carried out for the heat current. According to
equations (2.7) and (2.8b), we have the energy current

U = UL = ≠UR = ~

2fi

⁄
dÊ ÊT(Ê)(nL(Ê) ≠ nR(Ê)) (2.16)

We then deduce the heat currents

QL = U ≠ VLI (2.17a)
QR = ≠U + VRI (2.17b)

Even though heat currents are not conserved across the device in general, we have
shown in section 1.3 that the di�erence between QL and QR is of second order in
terms of the small biases �V and �T . As such, we write Q = U ≠V I ƒ QL ƒ ≠QR.
Using equation (2.10), we then find

Q = ≠eÿ1�V + ÿ2

T
�T (2.18)

Comparing this expression with the general linear response expression (1.5b), we
find that the thermal conductance C and the Peltier coe�cient � are given by [19]

C = 1
T

A

ÿ2 ≠ ÿ2
1

ÿ0

B

(2.19a)

� = ≠ ÿ1

eÿ0

= TS (2.19b)
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The expressions (2.15) and (2.19) of transport coe�cients in terms of the
integrals ÿn also provide a description of the thermodynamic properties of the device
through the power factor GS2 and the figure of merit ZT ,

GS2 = ÿ2
1

T 2ÿ0

(2.20a)

ZT = GS2T

C
= GS�

C
= ÿ2

1

ÿ0ÿ2 ≠ ÿ2
1

(2.20b)

The linear response formalism can be straightforwardly adapted to the
multi-terminal case. Transport coe�cients then become matrices which
elements G––Õ , C––Õ , S––Õ and �––Õ describe transport properties between lead –
and lead –Õ.

2.2 Quantum master equations
The Landauer-Büttiker formalism focuses on the steady-state transport

properties of a “small” quantum system coupled to macroscopic electron reservoirs.
However, it does not describe the transient dynamics of the central system as this
requires a precise microscopic description of the scattering events occurring in this
region. The dynamics of an open quantum system can be addressed within the
framework of quantum master equations. This dynamics is a combination of the
intrinsic unitary time evolution of the system and the dissipative dynamics induced
by the reservoirs. If we suppose that the reservoir consists of a thermodynamically
big amount of particles, it is natural to assume that it loses memory of its past
dynamics on very short time scales. One can for example imagine that particles in
the reservoir have their degrees of freedom repeatedly reset due to frequent collisions.
We thus assume the reduced dynamics of the system to be Markovian, that is that
it is independent of the past states of the system.

2.2.1 The Lindblad master equation
The dynamics of the system is studied considering its reduced density matrix p̂.

It is obtained from the total density matrix Í̂ by tracing out the reservoir degrees
of freedom,

p̂ = Trres Í̂ (2.21)

Moreover, we assume here factorized initial conditions, that is that the initial density
matrix is given by

Í̂0 = p̂0 ¢ Í̂res (2.22)
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where p̂0 is the initial system density matrix and Í̂res represents the initial state of
the reservoir, which is usually chosen to be some reference state like the canonical
distribution. The time evolution of the system density matrix can then be described
with a dynamical map,

p̂(t) = V (t)[p̂0] (2.23)
where the dynamical map V (t) is a super-operator acting on the space of density
matrices. The assumption of a Markovian time evolution constrains the dynamical
map, namely, a Markov-type evolution must satisfy the semigroup property [26,68]

V (t + tÕ) = V (t)V (tÕ) (2.24)

As such, the time evolution of the system can then be expressed as follows

dp̂

dt
= lim

”tæ0

1
”t

(V (t + ”t)[p̂0] ≠ V (t)[p̂0]) = lim
”tæ0

1
”t

(V (”t)[p̂(t)] ≠ p̂(t)) (2.25)

In order to find an expression for the dynamical map V (t), we analyze the
dynamics of the set-up made up of the combined system and reservoir. It is provided
by the Schrödinger equation such that the total density matrix at time t is given by

Í̂(t) = Û(t)Í̂0Û(t)† (2.26)

where Û(t) is the (unitary) time evolution operator for the set-up. The reduced
density matrix of the system is obtained taking the partial trace over the reservoir’s
degrees of freedom and we then find a first way of expressing the dynamical map,

V (t)[p̂0] = p̂(t) = Trres

1
Û(t)Í̂0Û(t)†

2
= Trres

1
Û(t)p̂0 ¢ Í̂resÛ(t)†

2
(2.27)

To perform the partial tracial, it is convenient to work in the eigenbasis of the
reservoir density matrix. It can indeed always be written as follows

Í̂res =
ÿ

M

PM |MÍÈM | (2.28)

where the states |MÍ form an orthonormal basis of the reservoir Hilbert space Hres

and the positive numbers PM satisfy q
M PM = 1. We then have

V (t)[p̂] =
ÿ

M,N

Ŵ MN(t)p̂Ŵ MN(t)† (2.29)

where Ŵ MN are operators acting on the system Hilbert space Hsys given by

Ŵ MN(t) =
Ò

PN ÈM |Û(t)|NÍ (2.30)

It is straightforward to show that q
M,N Ŵ MN(t)†Ŵ MN(t) = 1. This ensures that

the time evolution preserves the trace of the density matrix, namely Tr p̂(t) = 1.
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For simplicity, we will only consider here the case where the dimension d of Hsys

is finite. The operators Ŵ MN(t) can then be written as follows

Ŵ MN(t) =
d2ÿ

j=1

wj
MN(t)Âj (2.31)

Here the Âj are a basis of orthonormal operators on Hsys, that is

Tr
1
Â†

jÂk

2
= ”jk (2.32)

Without loss of generality we choose: Âd2 = 1/
Ô

d, such that all the other basis
operators are traceless. We consequently obtain

V (t)[p̂] =
d2ÿ

j=1

d2ÿ

k=1

vjk(t)Âj p̂Â†
k (2.33)

with vjk(t) = q
M,N wj

MN(t)wk
MN(t)ú. Taking the limit of short times and after

some algebra, one finds that the system density matrix satisfies a linear first-order
di�erential equation

dp̂

dt
= ≠ i

~
[Ĥ, p̂] +

d2≠1ÿ

j=1

d2≠1ÿ

k=1

ajk

3
Âj p̂Â†

k ≠ 1
2{Â†

kÂj, p̂}
4

(2.34)

where we have defined
ajk = lim

”tæ0

vjk(”t)
”t

(2.35)

and

Ĥ = ~

2i
Ô

d

d2≠1ÿ

j=1

1
aú

jd2Â†
j ≠ ajd2Âj

2
(2.36)

It is worth noting that the sums in equation (2.34) range from 1 to d2 ≠ 1, this is
due to our particular choice of basis operators Âj. Furthermore, although it may
seem tempting to identify Ĥ to a Hamiltonian, it is neither the Hamiltonian of
the reduced system nor the one describing the combined system and reservoir. Ĥ
accounts for the Hermitian part of the dynamics of the system and typically consists
of the Hamiltonian of the system alone with a contribution of the reservoir yielding
a Lamb shift of the system energy levels.

On the other hand, the second term in the right-hand side of equation (2.34)
describes the dissipative e�ects due to the coupling of the system to the reservoir,
this term is hence often called the dissipator. The matrix (ajk) is Hermitian and
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positive [68], it is therefore diagonalizable and its eigenvalues “j are positive. The
dissipator can then be written in a diagonal form, such that

dp̂

dt
= ≠ i

~
[Ĥ, p̂] +

d2≠1ÿ

j=1

“j

3
L̂j p̂L̂†

j ≠ 1
2{L̂†

jL̂j, p̂}
4

(2.37)

with the operators L̂j simply being linear combinations of the Âj.
In 1976, Gorini, Kossakowski and Sudarshan [69] mathematically demonstrated

that equation (2.37) defines the most general dynamical map preserving the
fundamental properties of the density matrix, namely trace and complete positivity.
Some months later, Lindblad [70] provided a generalization of this result to a larger
class of systems and equation (2.37) now often bears his name. The Lindblad
master equation has foundational implications for the mathematical formulation of
quantum mechanics: The Schrödinger equation indeed only describes the dynamics
of a strictly closed quantum system, a realistic description of a quantum system has
to take into account the unavoidable interaction of a system with its environment.
The Lindblad equation accounts for the dissipative e�ects of the coupling to
the environment based on the Markov hypothesis, it thus provides more general
description of the dynamics of a quantum system than the Schrödinger equation.
Nevertheless, the physical interpretation of the Lindblad master equation might
be rather involved: The derivation of equation (2.37) does not clearly stem
from the underlying microscopic dynamics and the Hermitian operator Ĥ as well
as the Lindblad operators L̂j are not uniquely defined [68]. Given a specific
microscopic model of an open quantum system, one cannot straightforwardly write
the corresponding Lindblad equation. For practical applications, it will be necessary
to take a step back and specify some physical hypotheses at the expense of generality.

2.2.2 The Bloch-Redfield and Pauli master equations
We will now detail physically meaningful assumptions necessary to the derivation

of a Markovian equation for the dynamics of an open quantum system. No specific
assumption needs to be made on the total Hamiltonian of the set-up. It is written
Ĥ = Ĥsys + Ĥres + V̂ , where we suppose that the system Hamiltonian Ĥsys has been
previously diagonalized so it reads

Ĥsys = ~
ÿ

j

Êj |jÍÈj| (2.38)

The system is coupled to a reservoir with Hamiltonian Ĥres through the interaction
Hamiltonian V̂ . The latter can be written in the general from

V̂ =
ÿ

µ

Ŝµ ¢ R̂µ (2.39)
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where Ŝµ and R̂µ are operators acting on Hsys and Hres respectively.
We study the total density matrix Í̂ in the interaction picture, considering V̂ as

a perturbation. In the interaction picture, its time evolution is given by

dÍ̂(int)

dt
= ≠ i

~
[V̂ (int), Í̂(int)] (2.40)

This can be alternatively written in the integral form

Í̂(int)(t) = Í̂0 ≠ i
~

⁄ t

0

dtÕ [V̂ (int)(tÕ), Í̂(int)(tÕ)] (2.41)

Iterating this relation and taking the derivative yields the integro-di�erential
evolution equation

dÍ̂(int)

dt
= ≠ i

~
[V̂ (int)(t), Í̂0] ≠ 1

~2

⁄ t

0

dtÕ [V̂ (int)(t), [V̂ (int)(tÕ), Í̂(int)(tÕ)]] (2.42)

To proceed, we perform the Born approximation [68,71,72]: Considering the fact
that the reservoir is much larger than the system and assuming that the coupling
between those is somewhat weak, the influence of the system on the reservoir can be
neglected. We assume that the combined set-up is prepared in an uncorrelated initial
state like equation (2.22), with the initial reservoir state Í̂res being a stationary state
of the reservoir: [Ĥres, Í̂res] = 0. The Born approximation states that the reservoir
state is only negligibly a�ected by the coupling to the system so that excitations
from the stationary state Í̂res can be ignored. The reduced state of the reservoir is
then represented by Í̂res at all times and system-reservoir correlations are neglected.
The total density matrix then reads

Í̂(int)(t) = p̂(t) ¢ Í̂res (2.43)

Furthermore, one usually states that

Trres[V̂ (int)(t), Í̂0] =
ÿ

µ

ÈR̂µÍ
res

[Ŝ(int)

µ (t), p̂0] = 0 (2.44)

where we have introduced the reservoir expectation value

ÈÔÍ
res

= Trres (Í̂resÔ) (2.45)

The assumption of equation (2.44) often happens to be verified, this is for example
the case when the R̂µ are creation or annihilation operators and Í̂res represents the
canonical distribution for free particles. Plus, it is always possible to slightly redefine
Ĥsys and V̂ to ensure that equation (2.44) is satisfied [71].
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With all these simplifications, we can now take the trace over the reservoir in
equation (2.42) to find

dp̂(int)

dt
= ≠ 1

~2

ÿ

µ,‹

⁄ t

0

dtÕ
3

Gµ‹(t ≠ tÕ)[Ŝ(int)

µ (t), Ŝ(int)

‹ (tÕ)p̂(int)(tÕ)]

≠ G‹µ(tÕ ≠ t)[Ŝ(int)

µ (t), p̂(int)(tÕ)Ŝ(int)

‹ (tÕ)]
4

(2.46)

where we define the reservoir correlation functions Gµ‹(t ≠ tÕ) as

Gµ‹(t ≠ tÕ) = ÈR̂(int)

µ (t)R̂(int)

‹ (tÕ)Í
res

= ÈR̂(int)

µ (t ≠ tÕ)R̂‹Í
res

(2.47)

These functions describe the time-correlation between excitations in the reservoir
due to the coupling to the system.

No precise hypothesis on the Markovian behaviour of the time evolution has been
made so far. However, since the reservoir is assumed to be large, we expect that it
quickly dissipates the e�ects of the interaction with the system. Echoing the Born
approximation (2.43), it means that the reservoir barely feels the perturbation due
to its coupling with the system and almost immediately returns to its stationary
state once driven out of equilibrium. Hence, the reservoir can retain memory of its
past states only on the very short time scale necessary to relax to a stationary state.
We then introduce the correlation time of the reservoir ·corr. It is the time scale over
which the reservoir correlation functions decay: Gµ‹(·) is considered non-zero only
for |· | . ·corr. We deduce that the integrand in equation (2.46) is significant only
on the time interval t ≠ ·corr . tÕ Æ t.

In order to justify rigorously the assumption of very short correlation time, it is
necessary to compare ·corr to another characteristic time scale of the dynamics of
the problem, namely the damping time ·damp which is the time scale over which the
state of the system varies appreciably. If ·corr π ·damp, then p̂(int)(tÕ) ƒ p̂(int)(t) for
t ≠ ·corr . tÕ Æ t. In this situation, the Markov approximation holds [68,71,72]: one
can replace p̂(int)(tÕ) by p̂(int)(t) in the integrand of equation (2.46) to obtain

dp̂(int)

dt
= ≠ 1

~2

ÿ

µ,‹

⁄ t

0

dtÕ
3

Gµ‹(t ≠ tÕ)[Ŝ(int)

µ (t), Ŝ(int)

‹ (tÕ)p̂(int)(t)]

≠ G‹µ(tÕ ≠ t)[Ŝ(int)

µ (t), p̂(int)(t)Ŝ(int)

‹ (tÕ)]
4

(2.48)

It is important to note that the Born-Markov approximation implies that we give up
on detailing the behaviour of the system on time scales of the order of ·corr [68,71,72].
This corresponds to a coarse-graining of the density matrix, the dynamics described
in this framework is actually time averaged over a time scale large with respect to
·corr but short compared to ·damp.

Equation (2.48) describes the dynamics of an open quantum system through
a linear first-order di�erential equation, it is similar to the Lindblad master
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equation (2.37) in this respect. However, contrary to the latter, the coe�cients in
the former are time-dependent, hinting at the fact that equation (2.48) still retains
non-Markovian features [68]. To obtain a fully Markovian evolution equation, we
make use of the approximation of short correlation time once again. Upon the simple
change of variables · = t ≠ tÕ, equation (2.48) becomes

dp̂(int)

dt
= ≠ 1

~2

ÿ

µ,‹

⁄ t

0

d·
3

Gµ‹(·)[Ŝ(int)

µ (t), Ŝ(int)

‹ (t ≠ ·)p̂(int)(t)]

≠ G‹µ(≠·)[Ŝ(int)

µ (t), p̂(int)(t)Ŝ(int)

‹ (t ≠ ·)]
4

(2.49)

The upper bound in the above integral can be extended from t to Œ with negligible
error provided that the time t is large compared to ·corr [68, 71, 72]. As already
pointed out, it should be the case as an important underlying idea of the Markov
approximation is the fact that the dynamics of the system is not accurately described
on time scales of the order of ·corr. Thus, we can freely assume that t is much larger
than ·corr as any of the evolution equations given here will anyway provide a poor
description of the short time behaviour of the system. This yields the Bloch-Redfield
master equation [73,74]

dp̂(int)

dt
= ≠ 1

~2

ÿ

µ,‹

⁄ Œ

0

d·
3

Gµ‹(·)[Ŝ(int)

µ (t), Ŝ(int)

‹ (t ≠ ·)p̂(int)(t)]

≠ G‹µ(≠·)[Ŝ(int)

µ (t), p̂(int)(t)Ŝ(int)

‹ (t ≠ ·)]
4

(2.50)

Examining the matrix elements p(int)

jk (t) = Èj|p̂(int)(t)|kÍ, this can be written in the
following from

dp(int)

jk

dt
=

ÿ

l,m

Djklmp(int)

lm (t)ei(Êjk≠Êlm)t (2.51)

Here we have used to notation Êjk = Êj ≠ Êk for the frequency di�erences. The
coe�cients Djklm are compact notations for the somewhat complicated quantity

Djklm = 1
2~2

ÿ

µ,‹

A

Èm|Ŝµ|kÍ Èj|Ŝ‹ |lÍ
3

Fµ‹(Êjl) ≠ i
fi

�(Êjl)
4

+ Èm|Ŝµ|kÍ Èj|Ŝ‹ |lÍ
3

Fµ‹(Êkm) + i
fi

�(Êkm)
4

≠
ÿ

n

”km Èj|Ŝµ|nÍ Èn|Ŝ‹ |lÍ
3

Fµ‹(Ênl) ≠ i
fi

�(Ênl)
4

≠
ÿ

n

”jl Èm|Ŝµ|nÍ Èn|Ŝ‹ |kÍ
3

Fµ‹(Ênm) + i
fi

�(Ênm)
4B

(2.52)

where Fµ‹(Ê) is the Fourier transform of the correlation function

Fµ‹(Ê) =
⁄ Œ

≠Œ
d· Gµ‹(·)e≠iÊ· (2.53)
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and �µ‹(Ê) is the following principal value integral

�µ‹(Ê) = P

⁄ Œ

≠Œ
dÊÕ Fµ‹(ÊÕ)

Ê ≠ ÊÕ (2.54)

The Bloch-Redfield master equation (2.51) is a purely quantum master equation
in the sense that it couples the diagonal and o�-diagonal terms of the density
matrix. Indeed, a density matrix with only diagonal elements is not fundamentally
di�erent from a classical random process. Taking into account the dynamics of
quantum coherences (o�-diagonal elements) is what makes equation (2.51) really
quantum. However, the coupling between diagonal and o�-diagonal elements of the
density matrix increases the complexity of the problem and, for practical purposes,
it will often be necessary to find a way to decouple the dynamics of diagonal and
o�-diagonal elements of the density matrix. This can be achieved performing a
secular approximation [68,71,72] on equation (2.51), that is, we only keep the terms
such that Êjk ≠ Êlm = 0. Denoting by ·sys the typical time scale of the intrinsic
evolution of the system, this approximation is justified if ·sys π ·damp. Indeed, ·sys

is given by the typical value for the inverse of the frequency di�erences involved,
therefore, the non-secular terms in the above equation oscillate very rapidly during
the time over which the density matrix varies appreciably and are then neglected.
Going back to the Schrödinger picture, this yields

dpjk

dt
= ≠iÊjkpjk +

ÿ

Êjk=Êlm

Djklmplm (2.55)

where pjk(t) = Èj|p̂(t)|kÍ = p(int)

jk (t)e≠iÊjkt.
We first focus on the diagonal elements pj(t) = pjj(t). If the spectrum of Ĥsys is

non-degenerate, one can show that the dynamics of the populations satisfy a classical
rate master equation [68,71,72], often referred to as the Pauli master equation,

dpj

dt
=

ÿ

k ”=j

1
�jkpk ≠ �kjpj

2
(2.56)

Here the transition rates are given by

�jk = 1
~2

ÿ

µ,‹

Èk|Ŝµ|jÍ Èj|Ŝ‹ |kÍ Fµ‹(Êjk) (2.57)

The above expression is the most general one can find in the framework described.
Writing the reservoir density matrix as in equation (2.28), it takes the Fermi golden
rule form [71,72]

�jk = 2fi

~2

ÿ

M,N

PN |Èj, M |V̂ |k, NÍ|2”(Êjk + �MN) (2.58)
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We move on to the study of the o�-diagonal elements of the density matrix.
Assuming that the energy levels of the system are irregularly spaced, we find that
quantum coherences decay exponentially with time [71,72]:

dpjk

dt
= ≠

1
Ÿjk + iÊjk ≠ i

1
�j ≠ �k

22
pjk (2.59)

The decay rate Ÿjk is given by

Ÿjk = 1
2

Q

a
ÿ

l ”=j

�lj +
ÿ

l ”=k

�lk

R

b + –jk (2.60)

where –jk is the so-called adiabatic decay rate,

–jk = 1
2~2

ÿ

µ,‹

1
Èj|Ŝµ|jÍ Èj|Ŝ‹ |jÍ + Èk|Ŝµ|kÍ Èk|Ŝ‹ |kÍ ≠ 2 Èk|Ŝµ|kÍ Èj|Ŝ‹ |jÍ

2
Fµ‹(0)

(2.61)
Finally, �j reads

�j = 1
2fi~2

ÿ

k

ÿ

µ,‹

Èj|Ŝµ|kÍ Èk|Ŝ‹ |jÍ �µ‹(Êkj) (2.62)

It is the Lamb shift corresponding to system state |jÍ, that is, it describes the
renormalization of the system’s energy levels due to the coupling to the reservoir.
Hence, the interaction with the reservoir will not only destroy quantum coherences
at long times, but it will also change the frequencies at which these oscillate.
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Chapter 3

Solution of the Fano-Anderson
model

This chapter reviews an exact solution of the Fano-Anderson model for
reservoirs with a band structure. The Heisenberg equations of motion for
annihilation operators are solved using a Laplace transform. There is a connection
between non-analyticities in Laplace space and the spectrum of the Fano-Anderson
Hamiltonian. In particular, the poles of the Laplace transform correspond to bound
states, that is eigenmodes of the Hamiltonian whose energy is in a band gap. These
bound states have an important influence on the dynamics of the system. This
solution of the Heisenberg equations of motion is used to deduce the time-dependence
for important physical quantities: occupation of the discrete level, particle currents
out of reservoirs and time correlations of the discrete level occupation.

3.1 Formal solution of the model
3.1.1 Heisenberg equations and Laplace transform

The Fano-Anderson model described by Hamiltonian (1.16) has been addressed
through various techniques: Heisenberg equations of motion [32–34,44,46,49,50,55],
Green’s functions [45,47,75–77] or Feynman-Vernon path integrals [48,51–54,56,57].
Here, we solve the model using the first of these options considering the Heisenberg
equations of motion for the annihilation operators d̂ and ĉ–k. For convenience, we
use the generic notation ĉm where the index m spans the discrete level and all the
reservoirs modes –, k. The evolution equation for ĉm in the Heisenberg picture is
given by

dĉ(H)

m

dt
= ≠ i

~
[ĉ(H)

m , Ĥ] (3.1)
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Due to the form of Hamiltonian (1.16), it then su�ces to compute commutators of
the type [ĉm, ĉ†

nĉp]. Irrespective of the statistics of the involved particles, we find

[ĉm, ĉ†
nĉp] = ”mnĉp (3.2)

Hence, both bosons and fermions will obey the same equations of motion, namely
Y
_____]

_____[

dd̂(H)

dt
= ≠iÊdd̂(H) ≠ i

ÿ

–,k

g–kĉ(H)

–k

dĉ(H)

–k

dt
= ≠iÊ–kĉ(H)

–k ≠ igú
–kd̂(H)

(3.3)

The initial condition is given by the Schrödinger picture annihilation operators
Y
]

[
d̂(H)(t = 0) = d̂

ĉ(H)

–k (t = 0) = ĉ–k

(3.4)

We solve the equations of motion (3.3) using a Laplace transform [32–34,49,50,
55]. We thus define [78]

D̂(z) =
⁄ Œ

0

dt e≠ztd̂(H)(t) (3.5a)

Ĉ–k(z) =
⁄ Œ

0

dt e≠ztĉ(H)

–k (t) (3.5b)

It is only because the equations of motion (3.3) are linear that we can use this
technique. This point is crucial as a product of operators in time domain would
become a convolution in Laplace space. In the situation at stake here, the Heisenberg
equations (3.3) are transformed into an ordinary system of linear equations

Y
_]

_[

zD̂(z) ≠ d̂ = ≠iÊdD̂(z) ≠ i
ÿ

–,k

g–kĈ–k(z)

zĈ–k(z) ≠ ĉ–k = ≠iÊ–kĈ–k(z) ≠ igú
–kD̂(z)

(3.6)

where the Schrödinger picture operators d̂ and ĉ–k correspond to the initial
condition (3.4). This system is straightforwardly solved

Y
_____]

_____[

D̂(z) = 1
�(z)

Q

ad̂ ≠ i
ÿ

–,k

g–k

z + iÊ–k
ĉ–k

R

b

Ĉ–k(z) = 1
z + iÊ–k

(ĉ–k ≠ igú
–kD̂(z))

(3.7)

where we have used the short notation

�(z) = z + i(Êd + �(z)) (3.8)
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Here �(z) is the self-energy defined as follows

�(z) =
ÿ

–,k

|g–k|2

iz ≠ Ê–k
(3.9)

The equations of motion being solved in Laplace space, it is now necessary
to perform the inverse Laplace transform in order to obtain the solution for the
Heisenberg picture field operators in real time. Actually, in order to derive the
full solution of the problem, it su�ces to compute the inverse Laplace transform of
1/�(z) denoted by Ï(t), the calculation of which will be detailed in section 3.1.3
below. Indeed, we can write the discrete level annihilation operator as follows

d̂(H)(t) = Ï(t)d̂ +
ÿ

–,k

g–kÂ(t, Ê–k)ĉ–k (3.10)

where the properties of the Laplace transform provide a simple expression for Â(t, Ê),

Â(t, Ê) = ≠i
⁄ t

0

dtÕ Ï(tÕ)e≠iÊ(t≠tÕ
) (3.11)

Similarly, performing the inverse Laplace transform on Ĉ–k(z) yields

ĉ(H)

–k (t) = e≠iÊ–ktĉ–k ≠ igú
–k

⁄ t

0

dtÕ e≠iÊ–k(t≠tÕ
)d̂(H)(tÕ)

= e≠iÊ–ktĉ–k + gú
–kÂ(t, Ê–k)d̂ + gú

–k

ÿ

–Õ,kÕ
g–ÕkÕ‰(t, Ê–k, Ê–ÕkÕ)ĉ–ÕkÕ

(3.12)

Here we have defined

‰(t, Ê, ÊÕ) = ≠i
⁄ t

0

dtÕ Â(tÕ, ÊÕ)e≠iÊ(t≠tÕ
) (3.13)

Hence, we see that if one is able to derive an explicit expression for Ï(t), the
subsequent calculations of Â(t, Ê) and ‰(t, Ê, ÊÕ) will not raise additional di�culties.

3.1.2 The continuum limit
In the following, we will take the thermodynamic limit for the reservoirs assuming

that they contain infinitely many modes whose distribution can be described by a
continuous density of states. However, our results can be more generally expressed in
terms of the so-called spectral density where every state bears a weight corresponding
to its coupling amplitude. The spectral density for reservoir – is then given by

J–(Ê) =
ÿ

k

|g–k|2”(Ê ≠ Ê–k) (3.14)
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For convenience, we also define the total spectral density J(Ê) = q
– J–(Ê).

One often assumes the wide-band limit at this point. In this limit, one considers
that the variations in energy induced by the coupling of the discrete level to the
reservoirs are very small with respect to the typical scale of variation of the spectral
densities (3.14). These are then assumed to be constant. A corollary of this
assumption is the fact that any band gap in the reservoirs can be ignored as these
are necessarily very far from the energy window of interest in the wide-band limit.
Although it is not straightforward to find a general criterion for the validity of the
wide-band limit, it is typically justified in the regime of weak coupling. It is also
generally valid for metallic reservoirs where the Fermi energy, and hence the distance
between the band edge to the Fermi surface, is typically of order 105 K which is huge
compared to relevant values for the coupling.

Crucially, we do not consider this simplifying limit here, we study the general
case where spectral densities may be energy-dependent and exhibit band gaps. In
the continuum limit, the sums over reservoir states can be rewritten as integrals
over energies. For example, the self-energy (3.9) reads

�(z) =
ÿ

–,k

|g–k|2

iz ≠ Ê–k
=

⁄
dÊ

J(Ê)
iz ≠ Ê

(3.15)

Here it is important to note that the self-energy cannot be properly defined on the
whole complex plane; it exhibits branch cuts which correspond to the band structure
of the reservoirs. Indeed, the integral defining �(z) in equation (3.15) diverges if
one takes z = ≠iÊ with Ê such that J(Ê) ”= 0. Therefore, we understand that �(z)
is defined on the whole complex plane except for branch cuts on the imaginary axis
corresponding to the energy bands of the reservoirs (see figure 3.1). Equation (3.19)
below gives the jump of �(z) across this branch cut.

3.1.3 The inverse Laplace transform
Considering the similarities between the Fourier and Laplace transforms, we

understand that the inverse Laplace transform is carried out integrating along a
vertical line in the complex plane [78]. This line is often referred to as the Bromwich
contour and the real part of this line can be chosen arbitrarily, provided it is greater
than the real part of all the non-analyticities of the Laplace transform.

Concerning the calculation of the inverse Laplace transform Ï(t), we have already
pointed out that �(z) features branch cuts on the imaginary axis and we now have to
study the zeroes of �(z) defined in equation (3.8). Taking the real part of �(z) = 0,
with x = Re z and y = Im z, we find

x + Re(i�(x + iy)) = x

A

1 +
⁄

dÊ
J(Ê)

x2 + (y + Ê)2

B

= 0 (3.16)
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As J(Ê) is necessarily positive, this equation yields x = 0. Hence z = iy, where y
has to satisfy J(≠y) = 0 to ensure that �(z) is well-defined. We then conclude that
all the non-analyticities of 1/�(z) are located on the imaginary axis, such that Ï(t)
can be written

Ï(t) = 1
2ifi

⁄ x+iŒ

x≠iŒ
dz

ezt

�(z) (3.17)

where x is a strictly positive real number. To actually perform the complex
integration, we close the contour on the left by a circle of arbitrarily large radius
[78]. One should however note that it is necessary to thouroughly deal with the
non-analyticities on the imaginary line (see figure 3.1). Using Jordan’s lemma [78],
one can show that the only non-vanishing contributions to the contour integral are
given by the non-analyticities of 1/�(z). First, we have an integral contribution
accounting for the jump of the value of �(z) accross the branch cut. Then the
zeroes �(z) are taken into account using the residue theorem. Ï(t) eventually reads

Ï(t) = 1
2fi

⁄
dÊ e≠iÊt lim

Áæ0+

A
1

�(Á ≠ iÊ) ≠ 1
�(≠Á ≠ iÊ)

B

+
ÿ

b

Rb (3.18)

The index b labels the poles zb = ≠iÊb of 1/�(z), with Rb denoting the corresponding
residues.

The limit Á æ 0+ in the branch cut integral is calculated using the
Sokhotski-Plemelj theorem [78]. The self-energy can be simplified as follows

lim
Áæ0+

�(±Á ≠ iÊ) = lim
Áæ0+

⁄
dÊÕ J(ÊÕ)

Ê ≠ ÊÕ ± iÁ = �(Ê) û ifiJ(Ê) (3.19)

where �(Ê) is given by the Cauchy principal value integral

�(Ê) = P

⁄
dÊÕ J(ÊÕ)

Ê ≠ ÊÕ (3.20)

Substituting this into equation (3.8), we find

lim
Áæ0+

A
1

�(Á ≠ iÊ) ≠ 1
�(≠Á ≠ iÊ)

B

= 2fiS(Ê) (3.21)

where we have introduced the short notation

S(Ê) = J(Ê)
(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2

(3.22)

We now investigate the residues Rb. We recall that the zeroes of �(z) are purely
imaginary and we thus write zb = ≠iÊb, with J(Êb) = 0. These satisfy

�(≠iÊb) = 0 =∆ �(Êb) = 0, (3.23)
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branch cuts
bound states
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S
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Figure 3.1 – Depiction of the correspondence between the spectrum of the
Fano-Anderson Hamiltonian (on the left) and the structure of the Laplace transform
in the complex plane (on the right). The non-analyticities of 1/�(z) are represented
in red in the right plot; the band structure of the reservoirs gives rise to branch cuts
in the Laplace transform while the poles of 1/�(z) correspond to bound states in
band gaps. The integration contour used to perform the inverse Laplace transform
is depicted in blue; one has to consider the limit in which the radius of the circle
closing the Bromwich from the left goes to infinity.

with �(Ê) = Ê≠Êd ≠�(Ê). Note that here the definition of �(Ê) has been extended
to Ê outside energy bands.1 For Ê in a band gap, it is straightforward to show that
�(Ê) is an increasing function of Ê:

d�
dÊ

= d
dÊ

A

Ê ≠
⁄

dÊÕ J(ÊÕ)
Ê ≠ ÊÕ

B

= 1 +
⁄

dÊÕ J(ÊÕ)
(Ê ≠ ÊÕ)2

> 0 (3.24)

We thus deduce that the equation �(Êb) = 0 has at most one solution per band gap,
whether or not such solution exists is inferred from the values of �(Ê) at the band
edges.

The residue Rb is then calculated taking the Laurent series of ezt/�(z) at zb. We
find

Rb = Zbe≠iÊbt (3.25)
1It is not necessary to take the principal value in this case.

48



Strong coupling between a discrete level and a continuum Solution of the Fano-Anderson model

with

Zb = 1
1 ≠ �Õ(Êb)

=
A

1 +
⁄

dÊ
J(Ê)

(Ê ≠ Êb)2

B≠1

(3.26)

Obviously Zb is meaningless if Êb does not exist. In such situations we will therefore
take Zb = 0.

In conclusion, we can now write Ï(t) as follows

Ï(t) =
⁄

dÊ S(Ê)e≠iÊt +
ÿ

b

Zbe≠iÊbt (3.27)

As previously stated, it is now straightforward to time-integrate Ï(t) to obtain
expressions for Â(t, Ê) and ‰(t, Ê, ÊÕ). A first integration yields

Â(t, Ê) =
⁄

dÊÕ S(ÊÕ)E(t, Ê, ÊÕ) +
ÿ

b

ZbE(t, Ê, Êb) (3.28)

where we have defined
E(t, Ê, ÊÕ) = e≠iÊt ≠ e≠iÊÕt

Ê ≠ ÊÕ (3.29)

We integrate a second time to obtain

‰(t, Ê, ÊÕ) =
⁄

dÊÕÕ S(ÊÕÕ)E(t, Ê, ÊÕ) ≠ E(t, Ê, ÊÕÕ)
ÊÕ ≠ ÊÕÕ +

ÿ

b

Zb
E(t, Ê, ÊÕ) ≠ E(t, Ê, Êb)

ÊÕ ≠ Êb

(3.30)

3.1.4 Bound states and local density of states by exact
diagonalization

In this section, we try to investigate the physical significance of the mathematical
structure of the model. To do so, we come back to Hamiltonian (1.16) and we
now treat the reservoir modes in a discrete way. As this Hamiltonian is quadratic,
one can perform a Bogoliubov rotation in order to find the eigenstates of the full
Hamiltonian. In this framework, we write the Fano-Anderson Hamiltonian as follows

Ĥ = ĉ†
Hĉ (3.31)

where ĉ represents the column vector consisting of annihilation operators d̂ and ĉ–k,

ĉ =

Q

cccccccccccca

d̂
ĉ–1k1
ĉ–1k2...
ĉ–2k1
ĉ–2k2...

R

ddddddddddddb

(3.32)
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while the matrix H is made up of the various coe�cients connecting the creation
and annihilation operators in the Hamiltonian. In the case of Hamiltonian (1.16),
H takes the simple form of a Hermitian arrowhead matrix [79],

H = ~

Q

cccccccccccca

Êd g–1k1 g–1k2 · · · g–2k1 g–2k2 · · ·
gú

–1k1
Ê–1k1

gú
–1k2

Ê–1k2... . . .
gú

–2k1
Ê–2k1

gú
–2k2

Ê–2k2... . . .

R

ddddddddddddb

(3.33)

where all blank elements are zero. The idea of a Bogoliubov transformation is to
diagonalize the matrix H to obtain the eigenmodes of the total Hamiltonian. Indeed,
H can be written

H = UDU
† (3.34)

where U is a unitary and D is a diagonal matrix whose elements are the eigenvalues
of H,

D = ~

Q

cccccccccccca

�d

�–1k1
�–1k2

. . .
�–2k1

�–2k2
. . .

R

ddddddddddddb

(3.35)

We then rewrite Hamiltonian (1.16) in the compact form

Ĥ = â†
Dâ = ~

ÿ

n

�nâ†
nân (3.36)

where the index n spans the discrete level and all the reservoir modes –, k. Moreover,
we have introduced the new field operators ân such that

â =

Q

cccccccccccca

âd

â–1k1
â–1k2...
â–2k1
â–2k2...

R

ddddddddddddb

= U
†ĉ (3.37)
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The eigenvectors of the matrix H are given by the columns of U. Hence
Y
_]

_[

ÊdUdn +
ÿ

–,k

g–kU–k,n = �nUdn

gú
–kUdn + Ê–kU–k,n = �nU–k,n

(3.38)

If �n ”= Ê–k, the second line yields

U–k,n = gú
–kUdn

�n ≠ Ê–k
(3.39)

Inserting this result back in the first line of the system, we find [79]

�n ≠ Êd ≠
ÿ

–,k

|gk|2

�n ≠ Ê–k
= 0 (3.40)

Taking the continuum limit,1 we find that �n satisfies equation (3.23). Hence, the
isolated poles zb = ≠iÊb of the Laplace transform correspond to the eigenmodes of
the full Hamiltonian whose energies lie in the band gaps. These modes are mixtures
of the discrete level and reservoir degrees of freedom. As they do not decay into
the continuum, we will then refer to these states as bound states [32, 33, 60]. The
spectrum of Ĥ then consists of a continuous part corresponding to reservoir bands
alongside isolated modes in the band gaps (one per band gap at most), this is
depicted in figure 3.2. This structure clearly appears in the expression (3.27) of
Ï(t).

Even if the origin of the various contributions to Ï(t) is now clear, we still have to
give a physical meaning to the quantities S(Ê) and Zb that appear in equation (3.27).
So far, we only have only investigated the eigenmodes �n of the system, overlooking
the corresponding eigenvectors. These are given by the columns U and are then
normalized to unity, that is

ÿ

m

|Umn|2 = |Udn|2 +
ÿ

–,k

---U–k,n

---
2

= 1 (3.41)

Using equation (3.39), we finally obtain [79]

Zn = |Udn|2 =
Q

a1 +
ÿ

–,k

|g–k|2

(�n ≠ Ê–k)2

R

b
≠1

(3.42)

Zn can be interpreted as the overlap between eigenmode n and the original discrete
level, it thus describes how the discrete level hybridizes with reservoir modes to give
1This does not raise any subtlety as we have stated earlier that �n should be outside the bands.
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bare discrete level

continuum

Coupling

Energy

band edge

Figure 3.2 – Eigenenergies �n of the Fano-Anderson Hamiltonian as a function
of the level-reservoir coupling. At strong coupling, one of these modes is outside
the continuum and thus corresponds to a bound state. The colour of the lines
corresponds to the value of Zn, the overlap of the eigenmode with the bare discrete
level. Red corresponds to high Zn and blue corresponds to low Zn.

rise to new quasiparticle states when the level-reservoir coupling is turned on. Again,
we assume that �n is in a band gap and take the continuum limit in equation (3.42).
We then find that Zn corresponds to the quantity Zb defined in equation (3.26).

Considering the similarities between S(Ê) and Zb in equation (3.27), we can guess
that S(Ê) is the equivalent of Zb for continuum states, that is S(Ê) corresponds to
the density of eigenstates in reservoir bands at energy Ê.1 To justify this rigorously,
we try to reproduce the expression for Ï(t) given in equation (3.27) with the discrete
formalism used in this section. This function first appeared in the expression (3.10)
for the discrete level annihilation operator in the Heisenberg picture. Here, we start
by writing the annihilation operator d̂ in terms of the eigenmodes operators ân as
these take a very simple form in the Heisenberg picture,

â(H)

n (t) = e≠i�ntân (3.43)

This yields
d̂(H)(t) =

ÿ

n

Udne≠i�ntân (3.44)

To compare this expression to equation (3.10), we have to go back to the original
basis of operators. We have

ân =
ÿ

m

U
ú
mnĉm = U

ú
dnd̂ +

ÿ

–,k

U
ú
–k,nĉ–k (3.45)

1Note that S(Ê) vanishes if Ê lies in a band gap.
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We consequently find

d̂(H)(t) =
ÿ

n

Zne≠i�ntd̂ +
ÿ

n

ÿ

–,k

U
ú
–k,nUdne≠i�ntĉ–k (3.46)

The first term in the above expression then gives

Ï(t) =
ÿ

n

Zne≠i�nt (3.47)

Hence, we realize that Ï(t) is the (inverse) Fourier transform of the local
density of states ‹d(Ê) which describes how the discrete level spreads among all
the eigenmodes of the full Hamiltonian due to the coupling to the reservoirs. It is
indeed given by

‹d(Ê) =
ÿ

n

Zn”(Ê ≠ �n) (3.48)

Comparing equation (3.47) with expression (3.27), we conclude that, in the
continuum limit, the local density of states reads

‹d(Ê) = S(Ê) +
ÿ

b

Zb”(Ê ≠ Êb) (3.49)

This confirms that S(Ê) corresponds to the continuous part of the local density
of states. It also provides an interpretation for the factor �(Ê) defined in (3.20)
appearing in the expression (3.22) of S(Ê). At the handwaving level, we see that
S(Ê) is essentially a skewed Lorentzian whose centre is inferred from �(Ê). This
means that �(Ê) will essentially describe how the discrete level energy is shifted due
to the coupling to the reservoirs. This is why we referred to �(Ê) as the Lamb shift
in the following. Similarly, the spectral density J(Ê) accounts for the broadening
of the discrete level induced by the coupling to the reservoirs. However, both the
Lamb shift and the level-broadening depend on Ê in the general case which greatly
complicates the picture.

3.2 Physical quantities
3.2.1 Occupation of the discrete level

The exact dynamics of the field operators derived previously provide a full
solution of the model. We will now use these results to investigate the time evolution
of the physical properties of the system. We first consider the average number of
particles in the discrete level also referred to as the occupation of the level. We
introduce the number operator

n̂(t) = d̂(H)(t)†d̂(H)(t) (3.50)
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The occupation is then given by

n(t) = Èn̂(t)Í (3.51)

where the average value of an operator Ô is defined as

ÈÔÍ = Tr(Í̂(t = 0)Ô) (3.52)

In the following, we will only address the case of factorized initial conditions
[32–34, 44, 45, 48–57, 77]. This typically corresponds to the case of a quench: The
discrete level and reservoirs are uncoupled from one another for t < 0, coupling is
then instantaneously turned on at t = 0 and remains constant afterwards (t > 0).
Hence, as in equation (2.22), we assume that the initial density matrix is of the form

Í̂0 = Í̂(t = 0) = p̂0

p

–

Í̂– (3.53)

where Í̂– is the grand canonical density matrix for reservoir – with inverse
temperature —– and chemical potential µ–, that is

Í̂– = 1
�–

exp
A

≠—–

ÿ

k

(~Ê–k ≠ µ–)ĉ†
–kĉ–k

B

(3.54)

where �– is the partition function for reservoir –. Within this framework, the only
non-zero expectation values for reservoir field operators are

Èĉ†
–kĉ–kÍ = n–(Ê–k) (3.55a)

Èĉ–kĉ†
–kÍ = 1 ± n–(Ê–k) (3.55b)

where we have denoted by n–(Ê) the distribution for reservoir –. For bosons, we
take the plus sign and n–(Ê) is the Bose-Einstein distribution. For fermions, we
take the minus sign and n–(Ê) is the Fermi-Dirac distribution.

The occupation of the discrete level then reads

n(t) = Èd̂(H)(t)†d̂(H)(t)Í = n0|Ï(t)|2 +
ÿ

–,k

|g–k|2n–(Ê–k)|Â(t, Ê–k)|2

= n0|Ï(t)|2 +
⁄

dÊ J(Ê)N(Ê)|Â(t, Ê)|2

(3.56)

Here n0 denotes the initial occupation: n0 = n(t = 0), and N(Ê) is the generalized
distribution function

N(Ê) = 1
J(Ê)

ÿ

–

J–(Ê)n–(Ê) (3.57)
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3.2.2 Currents
In the following we will investigate the transport properties of the model. We

thus have to study the particle currents through the discrete level. The particle
current out of reservoir – is defined as the variation of the number of particles in
this reservoir as particles can only tunnel out of the reservoirs through the discrete
level. The corresponding current operator thus reads

ä̂–(t) = ≠
ÿ

k

d
dt

1
ĉ(H)

–k (t)†ĉ(H)

–k (t)
2

(3.58)

Using the Heisenberg equations of motion (3.3), one straightforwardly finds

ä̂–(t) = ≠i
ÿ

k

1
g–kd̂(H)(t)†ĉ(H)

–k (t) ≠ gú
–kĉ(H)

–k (t)†d̂(H)(t)
2

(3.59)

The particle current out of reservoir – is then given by

j–(t) = Èä̂–(t)Í = 2 Im
A

ÿ

k

g–k Èd̂(H)(t)†ĉ(H)

–k (t)Í
B

(3.60)

With the expressions of d̂(H)(t) and ĉ(H)

–k (t) derived previously, we then obtain

j–(t) = 2 Im
ÿ

k

|g–k|2
Q

an0Ï(t)úÂ(t, Ê–k) + n–(Ê–k)Â(t, Ê–k)úe≠iÊ–kt

+
ÿ

–Õ,kÕ
|g–ÕkÕ|2n–Õ(Ê–ÕkÕ)Â(t, Ê–ÕkÕ)ú‰(t, Ê–k, Ê–ÕkÕ)

R

b

= 2 Im
A

n0Ï(t)ú
⁄

dÊ J–(Ê)Â(t, Ê) +
⁄

dÊ J–(Ê)n–(Ê)Â(t, Ê)úe≠iÊt

+
⁄

dÊ
⁄

dÊÕ J–(Ê)J(ÊÕ)N(ÊÕ)Â(t, ÊÕ)ú‰(t, Ê, ÊÕ)
B

(3.61)

Similarly, one defines the energy currents

u–(t) = 2~ Im
A

ÿ

k

g–kÊ–k Èd̂(H)(t)†ĉ(H)

–k (t)Í
B

= 2~ Im
A

n0Ï(t)ú
⁄

dÊ ÊJ–(Ê)Â(t, Ê) +
⁄

dÊ ÊJ–(Ê)n–(Ê)Â(t, Ê)úe≠iÊt

+
⁄

dÊ
⁄

dÊÕ ÊJ–(Ê)J(ÊÕ)N(ÊÕ)Â(t, ÊÕ)ú‰(t, Ê, ÊÕ)
B

(3.62)

55



Strong coupling between a discrete level and a continuum Solution of the Fano-Anderson model

3.2.3 Correlations in the discrete level occupation
3.2.3.1 Fermions

In order to achieve a precise understanding of the dynamics of the system, it is
necessary to investigate the time correlations of physical quantities. In this work,
we will study the correlation function describing the dynamics of the discrete level
given by

G(t1, t2) = Èn̂(t1)n̂(t2)Í ≠ Èn̂(t1)Í Èn̂(t2)Í (3.63)

It reads

G(t1, t2)
= |Ï(t1)|2|Ï(t2)|2

1
Èd̂†d̂d̂†d̂Í ≠ Èd̂†d̂Í Èd̂†d̂Í

2

+ |Ï(t1)|2
ÿ

–,k

ÿ

–Õ,kÕ
gú

–kg–ÕkÕÂ(t2, Ê–k)úÂ(t2, Ê–ÕkÕ)
◊

1
Èd̂†d̂ĉ†

–kĉ–ÕkÕÍ ≠ Èd̂†d̂Í Èĉ†
–kĉ–ÕkÕÍ

2

+ Ï(t1)úÏ(t2)
ÿ

–,k

ÿ

–Õ,kÕ
g–kgú

–ÕkÕÂ(t1, Ê–k)Â(t2, Ê–ÕkÕ)ú

◊
1
Èd̂†ĉ–kĉ†

–ÕkÕ d̂Í ≠ Èd̂†ĉ–kÍ Èĉ†
–ÕkÕ d̂Í

2

+ Ï(t1)Ï(t2)ú ÿ

–,k

ÿ

–Õ,kÕ
gú

–kg–ÕkÕÂ(t1, Ê–k)úÂ(t2, Ê–ÕkÕ)
◊

1
Èĉ†

–kd̂d̂†ĉ–ÕkÕÍ ≠ Èĉ†
–kd̂Í Èd̂†ĉ–ÕkÕÍ

2

+ |Ï(t2)|2
ÿ

–,k

ÿ

–Õ,kÕ
gú

–kg–ÕkÕÂ(t1, Ê–k)úÂ(t1, Ê–ÕkÕ)
◊

1
Èĉ†

–kĉ–ÕkÕ d̂†d̂Í ≠ Èĉ†
–kĉ–ÕkÕÍ Èd̂†d̂Í

2

+
ÿ

–,k

ÿ

–Õ,kÕ

ÿ

—,l

ÿ

—Õ,lÕ
gú

–kg–ÕkÕgú
—lg—ÕlÕÂ(t1, Ê–k)úÂ(t1, Ê–ÕkÕ)Â(t2, Ê—l)úÂ(t2, Ê—ÕlÕ)

◊
1
Èĉ†

–kĉ–ÕkÕ ĉ†
—lĉ—ÕlÕÍ ≠ Èĉ†

–kĉ–ÕkÕÍ Èĉ†
—lĉ—ÕlÕÍ

2

(3.64)
We start by studying the case of fermions because all the expectations values in this
expression can be dramatically simplified. We first have

Èd̂†d̂d̂†d̂Í ≠ Èd̂†d̂Í Èd̂†d̂Í = Èd̂†d̂Í ≠ Èd̂†d̂Í2 = n0 ≠ n2

0 = n0(1 ≠ n0) (3.65)

As we consider factorized initial conditions (3.53), we then find

Èd̂†d̂ĉ†
–kĉ–ÕkÕÍ ≠ Èd̂†d̂Í Èĉ†

–kĉ–ÕkÕÍ = Èd̂†d̂Í Èĉ†
–kĉ–ÕkÕÍ ≠ Èd̂†d̂Í Èĉ†

–kĉ–ÕkÕÍ = 0 (3.66)

Similarly
Èĉ†

–kĉ–ÕkÕ d̂†d̂Í ≠ Èĉ†
–kĉ–ÕkÕÍ Èd̂†d̂Í = 0 (3.67)

Next, we have

Èd̂†ĉ–kĉ†
–ÕkÕ d̂Í ≠ Èd̂†ĉ–kÍ Èĉ†

–ÕkÕ d̂Í = Èd̂†d̂Í Èĉ–kĉ†
–ÕkÕÍ = n0”––Õ”kkÕ(1 ≠ n–(Ê–k)) (3.68)
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and
Èĉ†

–kd̂d̂†ĉ–ÕkÕÍ ≠ Èĉ†
–kd̂Í Èd̂†ĉ–ÕkÕÍ = (1 ≠ n0)”––Õ”kkÕn–(Ê–k) (3.69)

Eventually, we use Wick’s theorem to find

Èĉ†
–kĉ–ÕkÕ ĉ†

—lĉ—ÕlÕÍ ≠ Èĉ†
–kĉ–ÕkÕÍ Èĉ†

—lĉ—ÕlÕÍ = Èĉ†
–kĉ–ÕkÕÍ Èĉ†

—lĉ—ÕlÕÍ ≠ Èĉ†
–kĉ†

—lÕÍ Èĉ–ÕkÕ ĉ—ÕlÕÍ
+ Èĉ†

–kĉ—ÕlÕÍ Èĉ–ÕkÕ ĉ†
—lÍ ≠ Èĉ†

–kĉ–ÕkÕÍ Èĉ†
—lĉ—ÕlÕÍ

= Èĉ†
–kĉ—ÕlÕÍ Èĉ–ÕkÕ ĉ†

—lÍ
= ”–—Õ”klÕ”–Õ—”kÕln–(Ê–k)(1 ≠ n–Õ(Ê–ÕkÕ))

(3.70)
Through some additional algebra, the correlation function can eventually be
factorized as follows

G(t1, t2) =
Q

an0Ï(t1)úÏ(t2) +
ÿ

–,k

|g–k|2n–(Ê–k)Â(t1, Ê–k)úÂ(t2, Ê–k)
R

b

◊
Q

a(1 ≠ n0)Ï(t2)úÏ(t1) +
ÿ

–,k

|g–k|2(1 ≠ n–(Ê–k))Â(t2, Ê–k)úÂ(t1, Ê–k)
R

b

=
3

n0Ï(t1)úÏ(t2) +
⁄

dÊ J(Ê)N(Ê)Â(t1, Ê)úÂ(t2, Ê)
4

◊
3

(1 ≠ n0)Ï(t2)úÏ(t1) +
⁄

dÊ J(Ê)(1 ≠ N(Ê))Â(t2, Ê)úÂ(t1, Ê)
4

(3.71)

3.2.3.2 General case

The result is more complicated for bosons than for fermions. In the general case
(which works for bosons as well as fermions), the correlation function is

G(t1, t2) = Ï(t1)úÏ(t2)

◊
A

G(0, 0)Ï(t2)úÏ(t1)

+ n0

⁄
dÊ J(Ê)(1 ± N(Ê))Â(t2, Ê)úÂ(t1, Ê)

B

+
A

(1 ± n0)Ï(t2)úÏ(t1)

+
⁄

dÊ J(Ê)(1 ± N(Ê))Â(t2, Ê)úÂ(t1, Ê)
B

◊
⁄

dÊ J(Ê)N(Ê)Â(t1, Ê)úÂ(t2, Ê)
(3.72)

where the plus sign is for bosons and the minus sign is for fermions.
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Chapter 4

Long-time limit

In this chapter, we derive the long-time limit of the formal time-dependent
solution of the model. Using the Riemann-Lebesgue lemma, we obtain analytical
formulae in this limit. Our results show that three di�erent regimes are possible
depending on the number of bound states. In cases without bound states, the
system decays to a steady state which is independent of the initial preparation. In
cases with one bound state, the system decays to a steady state which depend on
the initial preparation. In cases with two bound states or more, the system decays
to a limit cycle as the occupation and currents exhibit persistent oscillations which
depend on the initial preparation. Considering conservation laws, we then show how
the non-oscillatory components of the occupation and currents can be dramatically
simplified. In particular, this enables us to define a transmission function for the
discrete level as in the Landauer-Büttiker formalism. Finally, we analyze some
simplified frameworks, the wide-band limit and the results provided by the master
equation and Landauer-Büttiker formalisms. We show that these schemes ignore
much of the interesting physics arising from the band structure of the reservoirs.

4.1 The Riemann-Lebesgue lemma
Although the expressions derived in the previous section give the most general

solution to the problem, it is in general impossible to obtain time-dependent
expressions that do not require costly integral computations. We will therefore
focus on the study of the state of the system for long times. In order to estimate
the quantities of interest in the long-time limit, the main tool we will use is the
Riemann-Lebesgue lemma. It states that a function vanishes in the long-time limit
if its Fourier transform is integrable [78]. In other words, if X(Ê) is an integrable
function, then: ⁄

dÊ X(Ê)e≠iÊt ≠æ
tæŒ

0 (4.1)
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In the following, we will assume that all the functions we are dealing with are
integrable so that the Riemann-Lebesgue lemma applies. Even though we do not
provide a rigorous proof of this assertion in general, it can usually be demonstrated
for any particular choice of density of states but requires going through some tedious
algebra. Ultimately, the results derived in the following turn out to be consistent
with numerical estimates of the long-time limit.

4.2 Occupation of the discrete level
We start by investigating the long-time limit of the number of particles in

the discrete level. As a first step, we estimate Ï(t) in the long-time limit. The
Riemann-Lebesgue lemma1 straightforwardly yields [33,57]

Ï(t æ Œ) =
ÿ

b

Zbe≠iÊbt (4.2)

This first result hints at the fact that the long-time state of the site will be highly
influenced by the band structure of the reservoirs. For a reservoir without band
gaps there are no bound states and Ï(t) consequently decays in the long-time limit
whereas it oscillates forever for a band structure which gives rise to bound states
[33,44,45,52–54,56,57].

Contrary to Ï(t), the asymptotics of Â(t, Ê) is not straightforward due to
the factor E(t, Ê, ÊÕ) which introduces a denominator that has to be dealt with
carefully. We start by splitting the integral in Â(t, Ê) into three parts avoiding the
non-analyticity at ÊÕ = Ê

⁄
dÊÕ S(ÊÕ)E(t, Ê, ÊÕ) = lim

Áæ0+

3⁄ Ê≠Á

≠Œ
dÊÕ +

⁄ Ê+Á

Ê≠Á
dÊÕ +

⁄ Œ

Ê+Á
dÊÕ

4
S(ÊÕ)E(t, Ê, ÊÕ)

(4.3)
The function ÊÕ ‘æ S(ÊÕ)E(t, Ê, ÊÕ) being analytic in the vicinity of ÊÕ = Ê, the
integral encompassing this point vanishes and we can now write

⁄
dÊÕ S(ÊÕ)E(t, Ê, ÊÕ) = e≠iÊt

P

⁄
dÊÕ S(ÊÕ)

Ê ≠ ÊÕ ≠ P

⁄
dÊÕ S(ÊÕ)e≠iÊÕt

Ê ≠ ÊÕ (4.4)

The time dependence first term in the right-hand side of the above equation is
straightforward, we then focus on the second term. To estimate its long-time limit,
we consider a complex-plane contour of the type of the one depicted in figure 4.1. The
principal value integral is computed by making a vanishingly small detour around
the pole at ÊÕ = Ê; the contour is then closed by an arbitrary path “≠ in the
lower-half complex plane. Using the residue theorem, we find

P

⁄
dÊÕ S(ÊÕ)e≠iÊÕt

Ê ≠ ÊÕ ≠ ifiS(Ê)e≠iÊt +
⁄

“≠

dz
S(z)e≠izt

Ê ≠ z
= 2ifi

ÿ

m

’me≠izmt (4.5)

1S(Ê) is integrable as Ï(0) = 1 and S(Ê) > 0.
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Figure 4.1 – The contour in the complex plane used to obtain equation (4.5). Only
the vanishingly small circle around ÊÕ = Ê contributes to the long-time limit of the
real-line integral.

where the second term in the left-hand side is the contribution of the small circle,
and m labels the poles zm of S(z) lying inside the contour. By definition, Im zm < 0,
which means that the right-hand side of the above equation vanishes in the long-time
limit. The same goes for the integral along “≠ as this path entirely lies in the
lower-half plane. We deduce that only the contribution of the small detour around
the singularity remains at long times,

P

⁄
dÊÕ S(ÊÕ)e≠iÊÕt

Ê ≠ ÊÕ ƒ
tæŒ

ifiS(Ê)e≠iÊt (4.6)

The long-time limit of Â(t, Ê) is then given by

Â(t æ Œ, Ê) = (‡(Ê) ≠ ifiS(Ê))e≠iÊt +
ÿ

b

ZbE(t, Ê, Êb)

=
A

‡(Ê) +
ÿ

b

Zb

Ê ≠ Êb
≠ ifiS(Ê)

B

e≠iÊt ≠
ÿ

b

Zbe≠iÊbt

Ê ≠ Êb

(4.7)

with the principal value integral

‡(Ê) = P

⁄
dÊÕ S(ÊÕ)

Ê ≠ ÊÕ (4.8)

We now have all the ingredients to estimate the long-time occupation. Replacing
Ï(t) and Â(t, Ê) in equation (3.56) by the asymptotic expressions (4.2) and (4.7),
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we obtain

n(t) = n0|Ï(t)|2 +
⁄

dÊ J(Ê)N(Ê)|Â(t, Ê)|2

ƒ
tæŒ

n0

-----
ÿ

b

Zbe≠iÊbt

-----

2

+
⁄

dÊ J(Ê)N(Ê)
-----

A

‡(Ê) +
ÿ

b

Zb

Ê ≠ Êb
≠ ifiS(Ê)

B

e≠iÊt ≠
ÿ

b

Zbe≠iÊbt

Ê ≠ Êb

-----

2

(4.9)
This expression still needs simplifications. Using the same kind of arguments as
before, we find after many algebraic manipulations

n(t æ Œ) =
⁄

dÊ J(Ê)A(Ê)N(Ê)

+
ÿ

b,bÕ
ZbZbÕ cos(ÊbbÕt)

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B
(4.10)

where ÊbbÕ = Êb ≠ ÊbÕ , and A(Ê) is a short notation for the somewhat complicated
quantity

A(Ê) =
A

‡(Ê) +
ÿ

b

Zb

Ê ≠ Êb

B
2

+ fi2S(Ê)2 (4.11)

The long-time occupation is given by the sum of two terms, the second of which
vanishes in the case of a reservoir without band gaps. This is a striking example of
the strong influence of the reservoir band structure. Indeed, the second term in the
right-hand side of equation (4.10) exhibits two interesting features. First, it depends
on the initial occupation n0; the discrete level then retains memory of the state in
which it was prepared forever if the coupling to the reservoirs gives rise to bound
states. Second, this term persistently oscillates at frequencies ÊbbÕ if there is more
than one bound state.

Hence, the behaviour of the occupation at long times depends strikingly on the
number of bound states. If there are no bound states, the discrete level decays
to a steady state which is independent of the initial occupation. If there is one
bound state, the occupation decays to a steady state that depends on the initial
occupation. If there are two or more bound states, the occupation decays to a
limit cycle, whose properties (magnitude of both the oscillatory and non-oscillatory
components) depend on the initial occupation.

We warn the reader not to use equation (4.10) in calculations, because we will
derive a simpler version of it below in equation (4.20).

The surprising influence of bound states on the long-time occupation of the
discrete level has first been described qualitatively by Dhar and Sen [44], and
Stefanucci [45] later obtained an analytical formula of the type of equation (4.20)
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below quantitatively accounting for the dependence on initial occupation and
persistent oscillations. The e�ects of bound states in the long-time limit have raised
concerns about the physical significance of the non-Markovian features carried by
bound states. Dhar and Sen were mainly concerned about the fact that these unsual
features remain in an equilibrium set-up with no temperature nor voltage bias.
They showed that one can retrieve the usual equilibrium result if an additional
equilibration process with a wide-band spectral density is introduced. However,
non-equilibrium results obtained with this method depend on the details of the
equilibration process. Stefanucci showed that this ambuguity could be solved
considering a di�erent preparation process, the so-called partition-free approach
which was first proposed by Cini [80]. These questions are explored in more details
in chapter 5, whose main topic is the equilibration of bound states with a process
similar to that introduced by Dhar and Sen.

4.3 Currents
We now turn to the estimates of long-time currents. This turns out to be much

more complicated than the calculations of the long-time density matrix above as
the time dependence of the current in expression (3.61) is very involved. We first
have to study the function ‰(t, Ê, ÊÕ). Proceeding as before, we obtain the rather
complicated expression

‰(t æ Œ, Ê, ÊÕ) = ‡(ÊÕ)E(t, Ê, ÊÕ) ≠ e≠iÊt
P

⁄
dÊÕÕ S(ÊÕÕ)

(Ê ≠ ÊÕÕ)(ÊÕ ≠ ÊÕÕ)

≠ ifiS(Ê)e≠iÊt ≠ S(ÊÕ)e≠iÊÕt

Ê ≠ ÊÕ +
ÿ

b

Zb
E(t, Ê, ÊÕ) ≠ E(t, Ê, Êb)

ÊÕ ≠ Êb

=
A

‡(ÊÕ) +
ÿ

b

Zb

ÊÕ ≠ Êb

B

E(t, Ê, ÊÕ) ≠ ifiS(Ê)e≠iÊt ≠ S(ÊÕ)e≠iÊÕt

Ê ≠ ÊÕ

≠ e≠iÊt
⁄

dÊÕÕ
P

S(ÊÕÕ)
(Ê ≠ ÊÕÕ)(ÊÕ ≠ ÊÕÕ) ≠

ÿ

b

Zb

ÊÕ ≠ Êb
E(t, Ê, Êb)

(4.12)
We now use the long-time estimates (4.2), (4.7) and (4.12) in the current
expression (3.61). After some tedious algebra, we find that the long-time particle
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currents read

j–(t æ Œ)

= 2fi
⁄

dÊ J–(Ê)(S(Ê)n–(Ê) ≠ J(Ê)A(Ê)N(Ê))

≠
ÿ

b,bÕ
ZbZbÕ(�–(Êb) ≠ �–(ÊbÕ)) sin(ÊbbÕt)

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

(4.13)
where, similarly to �(Ê) given in equation (3.20), �–(Ê) is defined as1

�–(Ê) = P

⁄
dÊÕ J–(ÊÕ)

Ê ≠ ÊÕ (4.14)

Similarly to the long-time occupation in equation (4.10), we see that the long-time
currents are given by the sum of two contributions. The first term in the right-hand
side of equation (4.13) is constant, independent both of time and initial prepration.
In contrast, the second contribution to the long-time currents corresponds to
persistent oscillations at frequencies ÊbbÕ which depend on the initial occupation n0

and exist only if there are two or more bound states.
As already explained, such phenomena were first described by Dhar and Sen [44]

and then Stefanucci [45]. However, Dhar and Sen focused on the occupation of the
discrete level and seldom addressed the influence of bound states on currents, while
Stefanucci obtained analytical results for both the occupation and currents in the
long-time limit.

Persistent oscillations in the occupation and currents are tightly linked through
particle conservation. As particles can only exit a reservoir to go on the discrete level
and vice versa, any time-dependence in the occupation of this level is necessarily
reflected in the currents to guarantee conservation of the total number of particles.
This is why we observe oscillations at the same frequencies in the occupation and
currents at long times. Conservation laws are considered with more details in the
following section.

As the second-term in equation (4.13) oscillates at high frequency, it will not
be observed in a standard dc measurement, which only measure the zero-frequency
component of the current. We then define the dc current as the non-oscillatory
contribution to the long-time current, that is

j(dc)

– = 2fi
⁄

dÊ J–(Ê)(S(Ê)n–(Ê) ≠ J(Ê)A(Ê)N(Ê)) (4.15)

This dc current is independent of the initial occupation, in contrast to the
non-oscillatory component of the long-time occupation.
1Note that it is not necessary to take the principal value in the expression for the long-time currents
as the bound state energies Êb lie in band gaps.
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Again, the reader should not to use equations (4.13) and (4.15) in calculations,
because we will derive simpler versions of them below in equations (4.21) and (4.23).

4.4 Continuity equation
The long-time occupation (4.10) and currents (4.13) derived above remain

di�cult to study, mainly due to the factor A(Ê) in which basically all the complicated
mathematical quantities have been hidden. We will show here that they can be
dramatically simplified considering the conservation laws applying to the model.
Indeed, using the Heisenberg equations of motion (3.3), it is straightforward to
obtain the continuity equation [42,43]

dn̂

dt
=

ÿ

–

ä̂– (4.16)

This simply describes particle conservation: the variation of the number of particles
in the discrete level is only due to exchanges of particles with the reservoirs, that
is particle currents. Taking the expectation value on equation (4.16) and using the
long-time quantities (4.10) and (4.13), we obtain

≠
ÿ

b,bÕ
ÊbbÕZbZbÕ sin(ÊbbÕt)

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

= 2fi
⁄

dÊ J(Ê)(S(Ê) ≠ J(Ê)A(Ê))N(Ê)

≠
ÿ

b,bÕ
ZbZbÕ(�(Êb) ≠ �(ÊbÕ)) sin(ÊbbÕt)

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

(4.17)
From equation (3.23), we find that the bound state energies satisfy Êb = Êd +�(Êb),
such that ÊbbÕ = �(Êb) ≠ �(ÊbÕ). The oscillating terms then cancel each other in the
above continuity equation which thus reduces to

⁄
dÊ J(Ê)(S(Ê) ≠ J(Ê)A(Ê))N(Ê) = 0 (4.18)

This relation holds for any choice of reservoirs, more specifically for all admissible
values of temperatures and chemical potentials. Moreover, these degrees of freedom
are already factorized in the integrand of equation (4.18): only N(Ê) depends on
the thermodynamic properties of the reservoirs. We deduce that the other factor in
this integrand must cancel to ensure that equation (4.18) is always satisfied, that is

S(Ê) ≠ J(Ê)A(Ê) = 0 =∆ A(Ê) = S(Ê)
J(Ê) (4.19)
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The problematic quantity A(Ê) can then be replaced by a much simpler one in
equations (4.10) and (4.13). The long-time occupation is then given by [45]

n(t æ Œ) =
⁄

dÊ S(Ê)N(Ê) +
ÿ

b,bÕ
ZbZbÕ cos(ÊbbÕt)

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

(4.20)
The long-time currents can be simplified as well [45]

j–(t æ Œ)

= 1
2fi

⁄
dÊ T––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê))

≠
ÿ

b,bÕ
ZbZbÕ(�–(Êb) ≠ �–(ÊbÕ)) sin(ÊbbÕt)

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

(4.21)
with

T––Õ(Ê) = 4fi2J–(Ê)J–Õ(Ê)
(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2

(4.22)

Using the continuity equation, the time-independent part of the long-time
occupation and currents have been dramatically simplified. As such, the dc currents
read

j(dc)

– = 1
2fi

⁄
dÊ T––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) (4.23)

These currents thus turn out to obey a relation of the type of the Landauer
formula (2.6). In analogy to this framework, we refer to T––Õ(Ê) as the transmission
function from reservoir –Õ to reservoir –; it describes the probability for a particle
coming on the discrete level from reservoir –Õ to be transmitted to reservoir –
afterwards.

In the following, we will mostly consider transport between two reservoirs L
and R. In this situation, we have a single transmission function

T(Ê) = 4fi2JL(Ê)JR(Ê)
(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2

(4.24)

We have seen that the equation Ê ≠ Êd ≠ �(Ê) = 0 can have at most one solution in
a band gap, that is when J(Ê) = 0, but there is no such limitation on the number
of solutions to this equation when J(Ê) ”= 0. This is because, contrary to what
happens in energy gaps, the variations of the Lamb shift �(Ê) within a band are
not monotonous in general.

We note that the value of the transmission for a fixed energy Ê is maximized
when Êd is tuned such that Ê ≠ Êd ≠ �(Ê) = 0, and we then find

T(Ê) = 4JL(Ê)JR(Ê)/J(Ê)2 (4.25)
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Of particular interest is the case of symmetric coupling where both reservoirs share
the same spectral density, JL(Ê) = JR(Ê) = J(Ê), since T(Ê) = 1 if Ê≠Êd≠�(Ê) = 0
in this situation. This means that the discrete level is transparent for a particle
incoming at this energy as it cannot be reflected back into the reservoir from which
it came, it will necessarily be transmitted to the other reservoir. As such, we will refer
to such energy states as perfectly transmitting states. Perfectly transmitting states
can be considered as the in-band equivalents of bound states since their energies
satisfy the same resonance relation Ê ≠ Êd ≠ �(Ê) = 0, with J(Ê) = 0 for bound
states but J(Ê) ”= 0 for perfectly transmitting state. Despite this intimate relation,
perfectly transmitting states and bound states have opposite transport properties
as bound state do not participate to dc current.

Finally, we find that the long-time energy currents share the global features of
the long-time particle currents; the dc energy currents are given by

u(dc)

– = ~

2fi

⁄
dÊ ÊT––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) (4.26)

4.5 Long-time correlations in the discrete level
occupation

By long-time correlations, we mean that we consider G(t1, t2) with both t1 and
t2 taken in the long-time limit for a given · = t1 ≠ t2. To perform such calculation,
the limits t1 æ Œ and t2 æ Œ cannot be taken independently. Instead, we consider

G(·) = lim
tæŒ

G(t + ·, t) (4.27)

4.5.1 Fermions
As before, we start by studying the case of fermions which give simpler

expressions. After some tedious algebra, we find

G(·) =
Q

a
⁄

dÊ S(Ê)N(Ê)eiÊ·

+
ÿ

b,bÕ
ZbZbÕeiÊbbÕ teiÊb·

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

BR

b

◊
Q

a
⁄

dÊ S(Ê)(1 ≠ N(Ê))e≠iÊ·

+
ÿ

b,bÕ
ZbZbÕe≠iÊbbÕ te≠iÊb·

A

1 ≠ n0 +
⁄

dÊ
J(Ê)(1 ≠ N(Ê))

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

BR

b

(4.28)
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We see that G(·) explicitly depends on Zb. Therefore, the existence of bound
states yields an additional type of correlations in the dynamics of the discrete level.
Furthermore, these turn out to be particularly robust as the large-· limit yields

G(· æ Œ) =
ÿ

b,bÕ
ZbZbÕeiÊbbÕ teiÊb·

A

n0 +
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

◊
ÿ

b,bÕ
ZbZbÕe≠iÊbbÕ te≠iÊb·

A

1 ≠ n0 +
⁄

dÊ
J(Ê)(1 ≠ N(Ê))

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

B

(4.29)

The influence of bound states in even more striking here than before as large-·
correlations simply vanish when there are no bound states. In cases with two or
more bound states, persistent oscillations are found again.

4.5.2 General case
Again the result is more complicated for bosons than for fermions. In the general

case, we find

G(·)
=

ÿ

b,bÕ
ZbZbÕeiÊbbÕ teiÊb·

◊
Q

an0

⁄
dÊ S(Ê)(1 ± N(Ê))e≠iÊ·

+
ÿ

b,bÕ
ZbZbÕe≠iÊbbÕ te≠iÊb·

A

G(0, 0) + n0

⁄
dÊ

J(Ê)(1 ± N(Ê))
(Ê ≠ Êb)(Ê ≠ ÊbÕ)

BR

b

+
Q

a
⁄

dÊ S(Ê)(1 ± N(Ê))e≠iÊ·

+
ÿ

b,bÕ
ZbZbÕe≠iÊbbÕ te≠iÊb·

A

1 ± n0 +
⁄

dÊ
J(Ê)(1 ± N(Ê))

(Ê ≠ Êb)(Ê ≠ ÊbÕ)

BR

b

◊
Q

a
⁄

dÊ S(Ê)N(Ê)eiÊ· +
ÿ

b,bÕ
ZbZbÕeiÊbbÕ teiÊb·

⁄
dÊ

J(Ê)N(Ê)
(Ê ≠ Êb)(Ê ≠ ÊbÕ)

R

b

(4.30)
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where the plus sign is for bosons and the minus sign is for fermions. In the limit
where · also goes to infinity, we have

G(· æ Œ) =
ÿ

a,aÕ,b,bÕ
ZaZaÕZbZbÕei(Êab≠ÊaÕbÕ )teiÊaaÕ ·

◊
A

G(0, 0) + n0

⁄
dÊ

J(Ê)(1 ± N(Ê))
(Ê ≠ ÊaÕ)(Ê ≠ ÊbÕ)

+
A

1 ± n0 +
⁄

dÊ
J(Ê)(1 ± N(Ê))

(Ê ≠ ÊaÕ)(Ê ≠ ÊbÕ)

B

◊
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êa)(Ê ≠ ÊbÕ)

B

(4.31)

4.6 The wide-band limit: an example without
bound states

In order to obtain explicit results, one has to specify the spectral density
considered. As an illustrative example, we address here the simplest case where
spectral densities are flat and span over the whole energy range, known as the
wide-band limit. In this context, all spectral densities are constant: J–(Ê) = Ÿ–.
Note that the sophisticated machinery developed above is not necessary to derive
the full solution of the system in this simplified situation [49]. The results obtained
using direct calculation of course match with the general formulae given above.

We start by calculating the self-energy

�(x ≠ iÊ) =
ÿ

–

Ÿ– lim
ÊcæŒ

⁄ Êc

≠Êc

dÊÕ

Ê ≠ ÊÕ + ix = ≠ifiŸ sgn(x) (4.32)

with Ÿ = q
– Ÿ–. Note that �(z) exhibits a branch cut over the whole imaginary axis,

illustrated by the factor sgn(x), as the spectral density is non-zero for all energies.
It follows that the Laplace transform has no pole and there is hence no bound state.

The explicit calculation of Ï(t) is then straightforward,

Ï(t) =
⁄ Œ

≠Œ
dÊ

Ÿe≠iÊt

(Ê ≠ Êd)2 + fi2Ÿ2
= e≠fiŸte≠iÊdt (4.33)

This yields

Â(t, Ê) = ≠i
⁄ t

0

dtÕ Ï(tÕ)e≠iÊ(t≠tÕ
) = e≠iÊt ≠ e≠fiŸte≠iÊdt

Ê ≠ Êd + ifiŸ
(4.34)
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and
‰(t, Ê, ÊÕ) = ≠i

⁄ t

0

dtÕ Â(tÕ, ÊÕ)e≠iÊ(t≠tÕ
)

= 1
Ê ≠ ÊÕ

A
e≠iÊt

Ê ≠ Êd + ifiŸ
≠ e≠iÊÕt

ÊÕ ≠ Êd + ifiŸ

B

+ e≠fiŸte≠iÊdt

(Ê ≠ Êd + ifiŸ)(ÊÕ ≠ Êd + ifiŸ)

(4.35)

In this simplified framework, the long-time limit is straightforwardly read and
the system approaches a steady state. The long-time occupation is given by

n(t æ Œ) =
ÿ

–

⁄ Œ

≠Œ
dÊ

Ÿ–n–(Ê)
(Ê ≠ Êd)2 + fi2Ÿ2

(4.36)

which we see is independent of the initial occupation as expected in the absence of
bound states.

Similarly, we find the long-time currents

j–(t æ Œ) = 1
2fi

ÿ

–Õ

⁄ Œ

≠Œ
dÊ

4fi2Ÿ–Ÿ–Õ

(Ê ≠ Êd)2 + fi2Ÿ2
(n–(Ê) ≠ n–Õ(Ê)) (4.37)

These contain no oscillatory terms as expected in the absence of bound states
and coincide exactly with the scattering theory for a single-level quantum dot (see
section 4.7.2)

4.7 Comparison with approximate schemes
4.7.1 Master equation approach

Now that we have derived the full solution of the system, it is interesting to
compare these exact results with the ones obtained with the approximate methods
described earlier. We start with the master equation approach. For simplicity, we
focus here on the fermionic version of the Fano-Anderson model. This is because
the discrete level only has two states for fermions, it is then straightforward to draw
a link between occupation and currents and the dynamics of the density matrix
given by the master equation in this case. On the contrary, one has to consider
infinitely-many possible states for the discrete level when bosons are involved.

The coupling Hamiltonian in the Fano-Anderson model (1.16) is given by

V̂ = ~
ÿ

–,k

1
g–kd̂†ĉ–k + gú

–kĉ†
–kd̂

2
(4.38)
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We start from fatorized initial conditions as described by equation (3.53). In this
context, we can define two correlation functions,

G+(·) = ~
2

ÿ

–,k

ÿ

–Õ,kÕ
gú

–kg–ÕkÕ Èĉ(int)

–k (·)†ĉ–ÕkÕÍ
res

(4.39a)

G≠(·) = ~
2

ÿ

–,k

ÿ

–Õ,kÕ
g–kgú

–ÕkÕ Èĉ(int)

–k (·)ĉ†
–ÕkÕÍ

res
(4.39b)

These can be dramatically simplified as the interaction-picture field operators are
simply given by

ĉ(int)

rk (·) = e≠iÊ–k· ĉ–k (4.40)
This yields

G+(·) = ~
2

ÿ

–,k

|g–k|2n–keiÊ–k· = ~
2

⁄
dÊ J(Ê)N(Ê)eiÊ· (4.41a)

G≠(·) = ~
2

ÿ

–,k

|g–k|2(1 ≠ n–k)e≠iÊ–k· = ~
2

⁄
dÊ J(Ê)(1 ≠ N(Ê))e≠iÊ· (4.41b)

This gives rise to the following transition rates for adding or removing a particle
from the discrete level

�+ = 2fiJ(Êd)N(Êd) (4.42a)
�≠ = 2fiJ(Êd)(1 ≠ N(Ê)) (4.42b)

The occupation of the discrete level, which identifies to the probability for this level
to be occupied, then obeys the following master equation

dn

dt
= �+(1 ≠ n) + �≠n =∆ dn

dt
+ �n = �+ (4.43)

where we have defined
� = �+ + �≠ = 2fiJ(Êd) (4.44)

It is now necessary to identify the di�erent time scales of the system in order
to justify the Born-Markov approximations that yield the master equation (4.43).
First, we have to infer the correlation time ·corr which is the typical decay time of
correlations. The typical width of the correlation functions (4.41) in time domain
is the inverse of the width of its Fourier transform in frequency domain. Here
the Fourier transforms can be straightforwardly read: G+(·) æ J(Ê)N(Ê) and
G≠(·) æ J(Ê)(1 ≠ N(Ê)). We then realize that the width of the Fourier transforms
is essentially given by the width of the spectral density J(Ê) which we denote by
Êc. As such, ·corr ≥ 1/Êc.

We now have to estimate the damping time ·damp of the system. We see from
the master equation (4.43) that the occupation typically decays with the rate �
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given in equation (4.44). This means that we can approximate the damping time
of the occupation by 1/�. Denoting by K the typical value of J(Ê), we then take
·damp ≥ 1/K. The Born-Markov approximations are justified if ·corr π ·damp, which
here boils down to K π Êc. In other words, the master equation (4.43) holds if the
spectral density is much wider than it is high.

It is straightforward to solve the master equation (4.43) for the time-dependent
occupation,

n(t) = N(Êd) + (n0 ≠ N(Êd))e≠�t (4.45)
We then see that the discrete level occupation reaches a steady state with n(t æ
Œ) = N(Êd). It is interesting to note that this corresponds to the wide-band
result (4.36) in the limit of vanishingly small coupling.

Given n(t), we can calculate the currents from reservoir – via [19,81]

j–(t) = �(–)

+ (1 ≠ n(t)) ≠ �(–)

≠ n(t) (4.46)
where

�(–)

+ = 2fiJ–(Êd)n–(Êd) (4.47a)
�(–)

≠ = 2fiJ–(Êd)(1 ≠ n–(Êd)) (4.47b)
The formula for the energy currents are the same with an extra prefactor of Êd. This
approximation thus considers transport only at the energy of the discrete level Êd,
so it takes into account neither the broadening nor the Lamb shift of the level.

More sophisticated weak-coupling approximations have gone beyond lowest order
in the coupling. As an example we mention the diagrammatic techniques developed
by Schoeller and Schön [82–85] in the 1990s. Neglecting certain classes of diagram,
they have been able to resum a perturbation series to all orders in coupling. Their
results account for level broadening but these methods have typically only been
applied to the wide-band limit where there is no Lamb shift and then no bound
states.

4.7.2 Scattering theory
The Fano-Anderson model can also be treated using the Landauer-Büttiker

formalism. In this scope, we study transport between two electronic reservoirs via
a single-level quantum dot. The scattering matrix of the dot is given by [19,86]

S =
A

1 0
0 1

B

≠ 2ifi
Ê ≠ Êd + ifi(|gL|2 + |gR|2)

A
|gL|2 gú

L
gR

gú
R

gL |gR|2
B

(4.48)

where g– represents the coupling amplitude between the discrete level and lead –.
With Ÿ– = |g–|2, this leads to the transmission function

T(Ê) = 4fi2ŸLŸR

(Ê ≠ Êd)2 + fi2(ŸL + ŸR)2
(4.49)
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We exactly retrieve the wide-band limit transmission of equation (4.37). This proves
that, even though the Landauer-Büttiker formalism does not assume weak coupling,
it completely fails to describe some important aspects of the model. Crucially, the
e�ects of the Lamb shift are completely neglected which means that the transmission
function features a resonance at the dot energy for any value of the coupling. We
shall see later (sections 6.1.3 and 7.4.1) that it is not possible to fully understand the
exact transport properties of the model if the Lamb shift is not taken into account.
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Chapter 5

Mimicking the adiabatic turning
on of level-reservoir coupling

The methods developed in the previous chapters are suited to the case of quench,
a situation in which we consider the discrete level and reservoirs to be uncoupled
before the coupling is suddenly turned on. This is not always possible in realistic
set-ups, so we describe a procedure that mimics the adiabatic turning on of the
level-reservoir coupling. Adding a vanishingly small constant to the spectral density,
we ensure that all states thermalize in the long-time limit. This suppresses all
memory of the initial preparation, and thus long-time oscillations of the occupation
and currents, even in the presence of bound states. However, we show that the
existence of bound states still gives rise to infinite-lifetime correlations in the discrete
level occupation.

5.1 General description of the procedure
The formalism developed above heavily relies on the assumption that the

coupling between the discrete level and the reservoirs is turned on at t = 0 and
remains constant hereafter. This is why the discrete level still retains features of its
initial preparation at long times. Indeed, as the coupling is turned on at t = 0, bound
states may suddenly appear outside the continuum. These are by definition not
coupled to any reservoir state and thus cannot thermalize. We can then intuitively
understand that a particle initially in a bound state will remain trapped forever;
conversely, if the bound state is initially empty, there is no possibility for a particle to
occupy it. Whether a bound state is initially occupied or not depends on the overlap
between this state and the discrete level given by Zb and the initial occupation of the
discrete level n0. Even if this is a quite naive picture, it provides a rather accurate
interpretation of the contribution from bound states in equations (4.20) and (4.21).

However, it can be di�cult to perform a coupling quench in a realistic experiment
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and an opposite situation where level-reservoir coupling is adiabatically turned on
is then often considered. In this case, the coupling is increased at a pace slower
than any other time scale in the problem such that the system is assumed to be in
a steady state at any time. Hence, every state has infinite time to relax and reach
thermal occupation. In principle, this type of preparation cannot be studied with
the formalism developed in this study. However, we will show that one can actually
reproduce the e�ects of adiabatic preparation in the case of a quench.

As explained above, a state thermalizes only if it is coupled to a reservoir state
in the framework used in this thesis. Thus, we imagine that some underlying
mechanism yields an additional coupling between the discrete level and reservoir
modes at all energies. This will mimic the adiabatic preparation of the system
provided that this additional dissipation process does not introduce a new structure
in the spectral density. We thus model this new contribution by adding a constant
term proportional to a small parameter ÷ in the spectral densities,1

J̃–(Ê) = J–(Ê) + ÷Ÿ– (5.1)

In the following, we will perform all the calculations with the spectral densities J̃–(Ê)
and eventually take the limit ÷ æ 0, thus going back to a situation where the spectral
densities are J–(Ê). We typically imagine that the advent of this new term in the
spectral densities accounts for the inevitable inelastic e�ects occurring in a realistic
set-up. These could be taking place “deep” in the reservoirs or in the environment of
the level-reservoir system. However, the details of such phenomena are not crucial
for the following calculation.

The addition of a small constant to the spectral density prevent it from vanishing.
As such, infinite-lifetime bound states do not exist in the framework described
above. This is a crucial point as it hints at the fact that persistent oscillations
of the occupation or currents may never be observed in a real experiment due to the
inelastic e�ects that any measurement induces (this is addressed with more details
in section 7.3.1.2).

This framework described here was developed by Dhar and Sen [44] upon
realizing that the dependence on initial occupation and persistent oscillations
brought by bound states in the long-time occupation (4.20) remains in equilibrium
set-ups. Their goal was thus to cancel these features by ensuring that bound states
thermalize the same way continuum states do. To do so, they introduced auxiliary
reservoirs which have the same temperatures and chemical potentials as the original
reservoirs, but whose band structure is described by a wide-band-limit spectral
density. This is equivalent to considering the modified spectral densities J̃–(Ê)
in equation (5.1). This approach yields convincing results at equilibrium, but, in
non-equilibrium situations, we find that the long-time occupation depends on the
1In the following, we indicate by a tilde quantities for which spectral densities J̃–(Ê) are used.
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details of the equilibration process, that is on the Ÿ–, as shown in equation (5.6)
below.

To overcome this issue, Stefanucci [45] advocated using another method, the
partition-free approach. In this framework, first introduced by Cini [80], it is
assumed that the discrete level and reservoirs are at equilibrium at a single
temperature and chemical potential before an external electric is applied at t = 0
resulting in a voltage bias between the reservoirs. Consequently, the density matrix
at time t = 0 cannot be written in the factorized form of equation (2.22). At
equilibrium, the partition-free approach yields the expected results at equilibrium
and unambiguous results out of equilibrium; it is to note that the occupation and
currents can still exhibit persistent oscillations in this last case though. In the
following, we will not use the partition-free approach because it fails to describe
situations with reservoirs at di�erent temperatures and is thus useless for the analysis
of thermoelectric transport.

5.2 Adiabatic occupation
We start with the derivation of the new self-energy �̃(z). It is obtained adding the

wide-band-limit self-energy given in equation (4.32) to the original self-energy �(z),

�̃(x ≠ iÊ) = �(x ≠ iÊ) ≠ ifi÷Ÿ sgn(x) (5.2)

It is important to note that, as the additional term in the self-energy is purely
imaginary, we have �̃(Ê) = �(Ê). Using equation (4.20), it is then straightforward
to obtain the long-time occupation,

ñ(t æ Œ) =
⁄ Œ

≠Œ
dÊ S̃(Ê)Ñ(Ê) (5.3)

with
S̃(Ê) = J̃(Ê)

(Ê ≠ Êd ≠ �(Ê))2 + fi2J̃(Ê)2
(5.4)

and
Ñ(Ê) = 1

J̃(Ê)
ÿ

–

J̃–(Ê)n–(Ê) (5.5)

As explained earlier, we will now study this expression in the situation where
the additional term in the spectral density becomes vanishingly small. For Ê in the
continuum, that is J(Ê) ”= 0, the limits of Ñ(Ê) and S̃(Ê) as ÷ æ 0 are defined
unambiguously: we find the usual functions N(Ê) and S(Ê). The case J(Ê) = 0
is somewhat subtler. The limit of Ñ(Ê) depends on the details of each individual
spectral density through the Ÿ– [44],

N(Ê) = lim
÷æ0

Ñ(Ê) = 1
Ÿ

ÿ

–

Ÿ–n–(Ê) (5.6)
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As for the local density of states S̃(Ê), we use the following representation of the
Dirac delta function

”(x) = 1
fi

lim
÷æ0

÷

x2 + ÷2
(5.7)

such that

lim
÷æ0

S̃(Ê) = lim
÷æ0

÷

(Ê ≠ Êd ≠ �(Ê))2 + fi2÷2
= ”(Ê ≠ Êd ≠ �(Ê)) =

ÿ

b

Zb”(Ê ≠ Êb)

(5.8)
Therefore, we obtain the adiabatic occupation

nad = lim
÷æ0

ñ(t æ Œ) =
⁄

dÊ S(Ê)N(Ê) +
ÿ

b

ZbN(Êb) (5.9)

This result is independent of the initial preparation even in a situation with bound
states. Furthermore, these seem to have reached thermal equilibrium.

5.3 Adiabatic currents
Similarly to the occupation, we use equation (4.21) to obtain

ä̃–(t æ Œ) = 1
2fi

ÿ

–Õ

⁄
dÊ T̃––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) (5.10)

As before, the only subtlety in taking the limit ÷ æ 0 comes from energies in a band
gap. In this case, we have

lim
÷æ0

T̃––Õ(Ê) = lim
÷æ0

4fi2÷2Ÿ–Ÿ–Õ

(Ê ≠ Êd ≠ �(Ê))2 + fi2÷2Ÿ2
=

Y
_]

_[

4Ÿ–Ÿ–Õ

Ÿ2
if Ê = Êb

0 if Ê ”= Êb

(5.11)

Hence, the transmission vanishes for all energies in the band gaps with the exceptions
of the bound state energies Êb. However, these special points do not contribute to
the current. Indeed, the transmission peaks at bound state energies are infinitely
narrow and have a finite height, their contributions to the integral in equation (5.10)
thus vanish. Conversely, the local density states in equation (5.3) exhibited peaks
of infinite height at these points.

In conclusion, the adiabatic currents reduce to the dc part of the long-time
currents in equation (4.21),

j(ad)

– = lim
÷æ0

ä̃–(t æ Œ) = 1
2fi

ÿ

–Õ

⁄
dÊ T––Õ(Ê)(n–(Ê) ≠ n–Õ(Ê)) = j(dc)

– (5.12)
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5.4 Adiabatic correlations in the discrete level
occupation

The framework used here is convenient to study correlations as we start with
a situation where there is no bound state. Most of the terms in the general
expression (4.30) for the long-time correlation function then vanish and we obtain
similar results for bosons (plus sign) and fermions (minus sign),

G̃(·) =
⁄

dÊ S̃(Ê)Ñ(Ê)eiÊ·
⁄

dÊÕ S̃(ÊÕ)(1 ± Ñ(ÊÕ))e≠iÊÕ· (5.13)

Taking the limit ÷ æ 0 in the above equation yields

Gad(·) = lim
÷æ0

G̃(·) =
A⁄

dÊ S(Ê)N(Ê)eiÊ· +
ÿ

b

ZbN(Êb)eiÊb·

B

◊
A⁄

dÊ S(Ê)(1 ≠ N(Ê))e≠iÊ· +
ÿ

b

Zb(1 ± N(Êb))e≠iÊb·

B

(5.14)
If we now take the limit of large · , we find again that the contribution of the
continuum eventually vanishes,

Gad(· æ Œ) =
ÿ

b,bÕ
ZbZbÕN(Êb)(1 ± N(ÊbÕ))eiÊbbÕ · (5.15)

Again, we find that all memory of the initial state is lost in the adiabatic case.
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Chapter 6

Electron transport close to the
band edge of a semiconductor

In this chapter, we consider a single-level quantum dot coupled to two
semiconducting electron reservoirs with the same band structure. The dot level
is assumed to be close to a band edge in the reservoirs whose spectral density is
then phenomenologially described by a power law. In this situation, we show that a
bound state exists only if the coupling exceeds a critical value. We analyze the e�ects
of the appearance of this bound state on the properties of system. We particularly
focus on transport properties and show that the band-edge transmission exhibits
singular behaviour at the critical point. This a�ects the transport coe�cients of
the dot: the electrical and thermal conductances are maximal when the coupling is
close to its critical value while the Seebeck coe�cient abruptly drops at this point.
Finally, we show that the critical point defines a sweet spot if the dot operates as a
heat engine: One can get much larger power output without a significant decrease
in e�ciency close to this point.

6.1 General results
6.1.1 The spectrum

Using the general formulae derived in the previous chapter, a wide variety of
situations can be studied depending on the density of states of the reservoirs. We
will study here the case of a semi-infinite band, and thus a semi-infinite gap. We
imagine a set-up where a single-level quantum dot is coupled to two semiconducting
electron reservoirs with the dot level close to a band edge. The spectral density is
phenomenologically assumed to go like a power law close to the band edge and is
regularized with an exponential cut-o� at high energies. Introducing the coupling
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parameter K, the cut-o� frequency Êc and the spectral exponent s, we then write

J(Ê) = K

A
Ê

Êc

Bs

e≠Ê/Êc (6.1)

Without loss of generality, the zero of energy is set at the bottom of the band.
This type of band structure can be observed in semiconductors, for example the
local density of states at the surface of GaAs corresponds to a spectral of the type
of equation (6.1) with s = 1 [87]. Similarly shaped density of states also arise in
two-dimensional materials such as MoS2 [88].

The details of the spectral density for each individual density are important
only when studying transport properties. Here we will mainly focus on the case
of symmetric coupling, namely, the situation where the two reservoirs have the
same spectral density. This assumption is justified if the reservoirs are made of
the same material and voltages are small. Indeed, electroneutrality imposes that
each reservoir’s band structure is shifted in energy proportionally to its bias; the
assumption of symmetric coupling therefore requires this e�ect to be negligible, as
in the linear response regime for example. Denoting the two reservoirs by L and R,
the spectral densities corresponding to symmetric coupling are then given by

JL(Ê) = JR(Ê) = K

2

A
Ê

Êc

Bs

e≠Ê/Êc (6.2)

The first step of the calculation is the derivation of the self-energy. The integral
giving �(z) in equation (3.15) diverges if s Æ ≠1 which indicates that such spectral
densities are unphysical. For s > ≠1, we find

�(z) = ≠K�(1 + s)
A

≠ iz
Êc

Bs

�
A

≠s, ≠ iz
Êc

B

e≠iz/Êc (6.3)

where �(’) and �(’, w) respectively denote the complete and incomplete gamma
functions,

�(’) =
⁄ Œ

0

dx x’≠1e≠x (6.4)

�(’, w) =
⁄ Œ

w
dx x’≠1e≠x (6.5)

We then obtain the following Lamb shift

�(Ê) =

Y
____]

____[

≠K

A
Ê

Êc

BsA

(≠1)s�(1 + s)�
A

≠s, ≠ Ê

Êc

B

+ ifi
B

e≠Ê/Êc if Ê > 0 (band)

≠K�(1 + s)
A

≠ Ê

Êc

Bs

�
A

≠s, ≠ Ê

Êc

B

e≠Ê/Êc if Ê < 0 (gap)

(6.6)
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We now turn to the study of bound states. These are defined through the
solutions of equation (3.23), �(Êb) = 0 with Êb in a band gap. As already stated,
equation (3.24) shows that there can be at most one bound state per band gap
because �(Ê) is a strictly increasing function of Ê. Consequently, there is only one
potential bound state in the situation at stake here. It exists if �(Ê æ ≠Œ) < 0
and �(Ê æ 0≠) > 0. We always have �(Ê æ ≠Œ) = ≠Œ, so the first criterion is
then always fulfilled. On the other hand, equation (6.6) yields

�(Ê æ 0≠) =

Y
]

[
K�(s) ≠ Êd if s > 0
Œ if s Æ 0

(6.7)

If Êd is negative there is always a bound state, but this is obvious because Êd is in
the band gap, so the dot state is energetically forbidden to decay into the reservoirs.
We will not consider negative Êd further hereafter. For positive Êd, there always
exists a bound state in cases where the spectral density diverges (≠1 < s < 0) or is
constant (s = 0) at the band edge. Conversely, if the spectral density vanishes at
the band edge (s > 0), the bound state appears only if the dot-reservoir coupling is
strong enough, namely K > Êd/�(s). In other words, the bound state exists only if
the coupling parameter K exceeds the critical value Kb given by [53,56,89]

Kb =

Y
_]

_[

Êd

�(s) if s > 0

0 if ≠1 < s Æ 0
(6.8)

This is shown in figure 6.1.

6.1.2 Steady-state occupation
We start by studying the properties of the dot density matrix in the steady

state. It is formally independent of the details of each reservoir’s spectral density.
As such, it is not crucial to analyze an out-of-equilibrium set-up where reservoirs
have di�erent temperatures and voltages. Furthermore, the occupation will not
exhibit any oscillation at long times as there is at most one bound state in the
situation studied here.

In the case of a quench, the steady-state occupation of the quantum dot is given
by [89]

nquench =
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2
+ Z2

b

A

n0 +
⁄

dÊ
J(Ê)N(Ê)
(Ê ≠ Êb)2

B

(6.9)

As for adiabatic preparation, we find [89]

nad =
⁄

dÊ
J(Ê)N(Ê)

(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2
+ ZbN(Êb) (6.10)
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No bound state

Bound state

Figure 6.1 – Diagram showing the two possible regimes for a system with a
power-law spectral density. For a given spectral exponent s, a bound state appears
when the coupling parameter exceeds a critical value Kb (black line).

We see in figure 6.2 that the steady-state occupation is highly influenced by the
presence of the bound state in the case of a quench as we can clearly identify
two di�erent regimes for K < Kb and K > Kb, with a cusp at K = Kb. The
dependence on the initial occupation for K > Kb is clear. On the contrary, the
adiabatic occupation is continuous at critical coupling and independent of the initial
preparation.

6.1.3 Current and transmission
As previously stated, the fact that there is at most one bound state in the

situation at stake here will prevent any persistent oscillation at long times. Hence,
the currents do not depend on the initial preparation and are fully determined by
the transmission function given by equation (4.22). Here we study a situation where
the quantum dot is coupled to two electron reservoirs, current conservation along
with the absence of long-time oscillations then yields

j = jL = ≠jR = 1
2fi

⁄
dÊ T(Ê)(nL(Ê) ≠ nR(Ê)) (6.11)

As we assume that the dot is symmetrically coupled to the reservoirs, the
transmission function is given by

T(Ê) = fi2J(Ê)2

(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2
(6.12)
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Figure 6.2 – Long-time dot occupation versus the dot-reservoir coupling K. This
plot corresponds to the situation where the dot is coupled to the reservoirs with
a power-law spectral density with s = 1/2 and Êc = 10Êd. The reservoirs have
the same temperature, kBT = Êd on the left and kBT = 0.03Êd on the right,
and chemical potential, µ = ≠0.01Êd for both plots. The solid lines representing
the long-time occupation after a quench exhibit a clear change of behaviour for
K = Kb ƒ 0.564Êd. For K > Kb, the long-time occupation depends on the initial
occupation of the dot n0. The dashed lines correspond to the adiabatic occupation
and do not show the transition.

where J(Ê) is the power-law spectral density (6.1).
Contrary to the steady-state occupation given in equations (6.9) and (6.10), the

steady-state current in (6.11) does not depend explicitly on the existence of the
bound state. However, we show that, due to the Lamb shift �(Ê), the appearance
of the bound state has a strong influence on the transmission [89]. Indeed, in the
case of symmetric coupling, one can reach perfect transmission, that is T(Ê) = 1,
when Ê ≠ Êd ≠ �(Ê) = 0. At very weak coupling this is achieved for Ê ƒ Êd

since �(Ê) is proportional to K. We clearly see that in figures 6.3 and 6.4 where
the weak-coupling transmission (dark blue lines) exhibits a seemingly Lorentzian
behaviour with a peak close to the bare dot energy Êd. As the coupling increases
the peak starts to lose its shape and drifts due to level repulsion.

This e�ect is encapsulated in �(Ê) which describes the renormalization of the
dot level due to the coupling to the reservoirs. Roughly speaking, if there are more
reservoir modes above the dot level than below, the latter will tend to drift towards
the band edge with the possibility of leaving the continuum when the coupling is
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band edge

Figure 6.3 – Transmission as a function of energy for various values of the coupling
parameter K when the spectal density vanishes at the band edge; it is given by a
power law with s = 1/2 and Êc = 10Êd. For K much less than Kb (blue lines),
the transmission function is a Lorentzian at the dot level. It then loses its shape
and drifts towards the origin as the coupling increases up to its critical value (black
line). When K exceeds Kb (orange lines), the transmission function becomes much
flatter.

strong enough. This leads to the appearance of a bound state. This is basically
what is shown in figure 6.3 where the spectral density has been chosen such that its
maximum is above the dot energy level. The perfectly transmitting state, initially
very close to the dot level, goes towards the band edge as the coupling is increased.
At critical coupling, the peak is lying precisely on the band edge. Then, if the
coupling exceeds its critical value, the transmission function is much flatter as the
resonance in the continuum has become a bound state outside the continuum. On
the contrary, if there are more reservoir modes below the dot level than above,
the latter will be pushed towards the depth of the continuum. Consequently, a
transmission peak exists for all values of the coupling parameter. This is what we
can see in figure 6.4 where we have chosen a spectral density with a singularity at
the band edge.

However, not all the properties of the system can be described solely by the
influence of the Lamb shift. For example, the transmission function in figure 6.4
features a peak at the band edge for all values of the coupling parameter. We
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band edge

Figure 6.4 – Transmission as a function of energy for various values of the coupling
parameter K when the spectral density diverges at the band edge; it is given by a
power law with s = ≠1/2 and Êc = 10Êd. The divergence of the spectral density
at the band edge gives rise to a peak at the band edge irrespective of the value of
the coupling. At weak coupling, the transmission looks like a Lorentzian at the dot
level, with an additional peak at the band edge.

will show later (see section 6.2.3) that this peak is not linked to a resonance of the
renormalized dot level. It is instead due to the fact that both the numerator and the
denominator in equation (6.12) vanish at the band edge. The competition between
these two terms yields a peak of finite transmission at the band edge irrespective
of the value of the coupling parameter. Moreover, we have shown that there is a
bound state at arbitrarily weak coupling in the case of a diverging spectral density.
Contrary to the case of figure 6.3, we cannot really interpret it as a resonance pushed
outside the continuum. It rather seems to be linked to the divergence of the spectral
density similarly to the transmission peak at the band edge [60].

This shows that the intuitive picture based on the displacement of the dot level
due to the Lamb shift does not usually su�ce to account accurately for the properties
of the system. In the case of figure 6.4, such description fails because of a divergence
in the spectral density but various situations can give rise to a strongly nonlinear
Lamb shift causing such breakdown. One may for example think of a situation
with several band gaps possibly giving rise to multiple bound states. How a single
dot level may split into several bound states cannot be explained with the naive
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arguments given above (see chapter 7).

6.2 Scaling close to the critical point
In order to precisely understand the change of behaviour of the system when the

coupling reaches its critical value, we will now study in details some properties of
the system close to the critical point.

6.2.1 Bound state energy
We first examine the bound state energy Êb in the limit K æ K+

b . First, we
consider the case of a spectral density vanishing at the band edge, that is s > 0.
Using equation (6.7), we find �(Ê æ 0≠) = 0 at K = Kb. As Êb is defined as the
unique solution to �(Ê) = 0, we deduce that Êb æ 0≠ when K æ K+

b .
This last result also holds in the case of a non-vanishing spectral density. We

prove this by contradiction (reductio ad absurdum). Hence, we assume that Êb takes
a finite (negative) value as K approaches Kb. For s Æ 0, Kb = 0, therefore, �(Êb)
vanishes in the limit K æ K+

b because �(Ê) is proportional to K. We consequently
find �(Ê) ƒ Ê ≠ Êd, that is Êb ƒ Êd for K æ K+

b . As we consider the situation
where Êd > 0, this is in contradiction with the fact that Êb should be negative.

We thus conclude that the bound state energy always vanishes when the coupling
parameter approaches its critical value, Êb æ 0 for K æ K+

b . Hence, in order
to obtain an estimate of Êb close to the critical point K = Kb, we solve the
equation �(Êb) = 0 using an approximate expression of �(Ê) for Ê æ 0≠.

For Ê < 0, equation (6.6) yields

�(Ê) = Ê ≠ Êd ≠ �(Ê) = Ê ≠ Êd + K�(1 + s)
A

≠ Ê

Êc

Bs

�
A

≠s, ≠ Ê

Êc

B

e≠Ê/Êc (6.13)

We then see that the main di�culty in order to infer the leading behaviour of
�(Ê æ 0≠) is the study of �(≠s, w) for w æ 0+. We have

ws�(≠s, w) =

Y
______]

______[

ws�(≠s) +
Œÿ

k=0

(≠w)k

k!(s ≠ k) if s /œ N

(≠w)s

�(1 + s)(hs ≠ “ ≠ ln w) +
Œÿ

k=0
k ”=s

(≠w)k

k! (s ≠ k) if s œ N

(6.14)

where the case of integer s features the Euler constant “ and the s-th hamonic
number

hs =
sÿ

k=1

1
k

(6.15)
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From equation (6.14), we see that the leading-order terms of ws�(≠s, w) for w æ 0+

di�er for s < 1 and s > 1 depending on whether or not ws dominates over w. For
completeness, it is also important to treat the cases s = 0 and s = 1 separately.

• Bound state energy for 0 < |s| < 1

If 0 < |s| < 1, ws dominates over w, and equation (6.14) gives

ws�(≠s, w) ƒ
wæ0+

1
s

+ ws�(≠s) (6.16)

Expanding all the other terms in �(Ê) to order s then yields

�(Ê) ƒ
Êæ0≠

≠Êd + K�(s) ≠ fiK

sin(fis)

A

≠ Ê

Êc

Bs

(6.17)

We now solve �(Êb) = 0 using the above approximation to obtain

Êb ƒ
KæK+

b

≠Êc

A
sin(fis)

fiK
(K�(s) ≠ Êd)

B
1/s

= ≠Êc

A
�(s) sin(fis)

fiK

B
1/s

(K ≠ Kb)1/s

(6.18)

• Bound state energy for s > 1

If s > 1, the w dominates over ws, and equation (6.14) gives1

ws�(≠s, w) ƒ
wæ0+

1
s

≠ w

s ≠ 1 (6.19)

We then expand �(Ê) keeping all terms of order Ê to find

�(Ê) ƒ
Êæ0≠

Ê ≠ Êd + K�(s) + K�(s ≠ 1) Ê

Êc

(6.20)

We then find

Êb ƒ
KæK+

b

≠Êc(K�(s) ≠ Êd)
Êc + K�(1 ≠ s) = ≠Êc�(s)(K ≠ Kb)

Êc + K�(1 ≠ s) (6.21)

• Bound state energy for s = 0

For completeness, we have to address some peculiar cases where s is integer. We
start with s = 0. Equation (6.14) here yields

ws�(≠s, w) ƒ
wæ0+

≠“ ≠ ln w (6.22)

1The cases s /œ N and s œ N give the same result if we stick to next-to-leading order terms.
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�(Ê) is then approximated as follows

�(Ê) ƒ
Êæ0≠

≠Êd ≠ “K ≠ K ln
A

≠ Ê

Êc

B

(6.23)

We consequently obtain

Êb ƒ
KæK+

b

≠Êce
≠

1
“+

Êd
K

2

(6.24)

• Bound state energy for s = 1

The last case to treat is s = 1. Using equation (6.14) we find

ws�(≠s, w) ƒ
wæ0+

1 ≠ w(1 ≠ “ ≠ ln w) (6.25)

The expansion of �(Ê) then reads

�(Ê) ƒ
Êæ0≠

Ê ≠ Êd + K + K

A

1 ≠ “ ≠ ln
A

≠ Ê

Êc

BB
Ê

Êc

(6.26)

Solving �(Êb) = 0 is not straightforward here. One eventually finds

Êb ƒ
KæK+

b

≠Êc

3
Êd

K
≠ 1

4?
W

33
Êd

K
≠ 1

4
e“≠ Êc

K

4
(6.27)

where W (w) denotes the lower branch of the Lambert function.

6.2.2 Overlap of the bound state with the dot level
Now that the behaviour of the bound state energy close to the critical point is

known, we estimate the overlap Zb between the bound state and the bare dot level.
This is of fundamental importance as this quantity appears explicitly influences the
steady-state dot occupation. It is defined in equation (3.26),

Zb = 1
1 ≠ �Õ(Êb)

(6.28)

The derivative of �(Ê) for Ê < 0 is deduced from equation (6.6),

�Õ(Ê) = K�(1 + s)
Ê

A

1 +
A

Ê

Êc

≠ s

BA

≠ Ê

Êc

Bs

�
A

≠s, ≠ Ê

Êc

B

e≠Ê/Êc

B

(6.29)

As Êb æ 0≠ for K æ K+

b , we have to estimate �Õ(Ê æ 0≠) in order to find the
behaviour of Zb close to the critical point. As before, we obtain di�erent results
depending on the value of the spectral exponent s.
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• Dot overlap for 0 < |s| < 1

For 0 < |s| < 1, we find

�Õ(Ê) ƒ
Êæ0≠

≠ fisK

Êc sin(fis)

A

≠ Ê

Êc

Bs≠1

(6.30)

�Õ(Ê) thus behaves like Ês≠1 for Ê æ 0≠. As s < 1, it means that �Õ(Ê) diverges in
this limit. Therefore, we can approximate Zb as follows Zb ƒ ≠1/�Õ(Êb). Using the
estimate of Êb in equation (6.18), we obtain

Zb ƒ
KæK+

b

Y
______]

______[

Êc

s

A
sin(fis)

fiK

B 1
s

(K�(s) ≠ Êd)
1≠s

s if 0 < s < 1

≠Êc

s

A

≠sin(fis)
fiK

B 1
s

(Êd ≠ K�(s))
1≠s

s if ≠1 < s < 0

(6.31)

Here it has been necessary to distinguish between the cases with positive s and
negative s as the above expression involves raising negative numbers to non-integer
powers if s is negative.

• Dot overlap for s > 1

If s > 1, �Õ(Ê) takes a constant value for Ê æ 0≠,

�Õ(Ê) ƒ
Êæ0≠

≠K�(s ≠ 1)
Êc

(6.32)

This directly yields

Zb ƒ
KæK+

b

A

1 + K�(s ≠ 1)
Êc

B≠1

= Êc

Êc + K�(s ≠ 1) (6.33)

• Dot overlap for s = 0

As before, cases with s integer have be treated separately. We start with s = 0.
We find

�Õ(Ê) ƒ
Êæ0≠

K

Ê
(6.34)

Similarly to the case 0 < |s| < 1, �Õ(Ê) diverges for Ê æ 0≠. As such, Zb reads
Zb ƒ ≠1/�Õ(Êb). Using the approximate expression in (6.24), we then obtain

Zb ƒ
KæK+

b

Êc

K
e≠

1
“+

Êd
K

2

(6.35)
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• Dot overlap for s = 1

The final case is s = 1. We have

�Õ(Ê) ƒ
Êæ0≠

K

Êc

A

1 + “ + ln
A

≠ Ê

Êc

BB

(6.36)

Using equation (6.27), we eventually find

Zb ƒ
KæK+

b

Q

cca1 ≠ (1 + “)K
Êc

+ K

Êc

ln

Q

cca
W

3
(Êd/K ≠ 1)e“≠ Êc

K

4

Êd/K ≠ 1

R

ddb

R

ddb

≠1

(6.37)

• Value at critical coupling

It is interesting to note that the expressions derived above enable us to infer the
formal limit of Zb for K æ K+

b , that is the value of the overlap between the bound
state and the dot level at the critical point. All in all, we find

lim
KæK+

b

Zb =

Y
__]

__[

0 if ≠1 < s Æ 1
A

1 + Êd

(s ≠ 1)Êc

B≠1

if s > 1
(6.38)

Zb takes a finite value at the critical point if s > 1 whereas it vanishes in any other
case hinting at a much abrupter transition.

6.2.3 Transmission function
Even though the transmission function does not depend explicitly on the

existence of the bound state here, its features at the band edge seem closely related
to the latter as seen in figures 6.3 and 6.4. To have a better understanding of
this connection, it is then necessary to thoroughly study the behaviour of T(Ê) for
Ê æ 0+. To do so, we write the transmission function as follows

T(Ê) = fi2J(Ê)2

(Ê ≠ Êd ≠ �(Ê))2 + fi2J(Ê)2
= 1

1 + t(Ê)2
(6.39)

with

t(Ê) = Ê ≠ Êd ≠ �(Ê)
fiJ(Ê) = Ê ≠ Êd

fiK

A
Ê

Êc

B≠s

e≠Ê/Êc +
A

(≠1)s

fi
�(1 + s)�

A

≠s, ≠ Ê

Êc

B

+ i
B

(6.40)
We can perform the expansion of t(Ê) for Ê æ 0+. As before, di�erent cases have
to be taken into account depending on whether or not s is integer.
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• Band-edge transmission for s /œ N

In the general case, t(Ê) is expanded as follows

t(Ê) = K�(s) ≠ Êd

fiK

A
Ê

Êc

B≠s

≠ cot(fis)

+ 1
fiK

Œÿ

k=1

A
1
k!

A
K�(1 + s)

s ≠ k
≠ Êd

B

+ Êc

(k ≠ 1)!

BA
Ê

Êc

Bk≠s

(6.41)

The leading-order term for Ê æ 0+ is then easily read

t(Ê) ƒ
Êæ0+

Y
____]

____[

≠ cot(fis) if ≠1 < s < 0 and s ”= ≠1
2

K ≠ Kb

fiK�(s)

A
Ê

Êc

B≠s

if s > 0 or s = ≠1
2

(6.42)

In the case of a diverging spectral density (s < 0), we see from equation (6.42)
that the transmission function takes a finite value at the band edge. We find

T(Ê) ƒ
Êæ0+

sin2(fis) (6.43)

Conversely, in the case of a vanishing spectral density (s > 0), equation (6.42)
yields

T(Ê) ƒ
Êæ0+

fi2K2�(s)2

(K ≠ Kb)2

A
Ê

Êc

B
2s

(6.44)

The above expression is not valid at critical coupling as the leading-order term of
t(Ê) given in equation (6.42) vanishes if K�(s) = Êd, that is if K = Kb. We then
have to consider the next-to-leading term in the expansion (6.41) of t(Ê). Again,
there are two di�erent possibilities depending on the value of s,

t(Ê)
----
K=Kb

ƒ
Êæ0+

Y
____]

____[

≠ cot(fis) if 0 < s < 1 and s ”= 1
2

�(s)
fi

A
1

s ≠ 1 + Êc

Êd

BA
Ê

Êc

B
1≠s

if s > 1 or s = 1
2

(6.45)

This finally yields

T(Ê)
----
K=Kb

ƒ
Êæ0+

Y
__]

__[

sin2(fis) if 0 < s < 1

fi2Ê2

d

�(s ≠ 1)2(Êd + (s ≠ 1)Êc)2

A
Ê

Êc

B
2(s≠1)

if s > 1
(6.46)

90



Strong coupling between a discrete level and a continuum Electron transport close to the band edge of a semiconductor

• Band-edge transmission for s œ N

As before, the cases where s is integer have to be considered separately. Moreover,
the case s = 0 also needs a special treatment here. Indeed, for s œ N but s ”= 0 we
have

t(Ê) = K�(s) ≠ Êd

fiK

A
Ê

Êc

B≠s

≠ 1
fi

A

“ ≠ hs ≠ sÊc ≠ Êd

K�(1 + s) + ln
A

Ê

Êc

BB

+ 1
fiK

Œÿ

k=1
k ”=s

A
1
k!

A
K�(1 + s)

s ≠ k
≠ Êd

B

+ Êc

(k ≠ 1)!

BA
Ê

Êc

Bk≠s

(6.47)

Even if the above expansion di�ers from equation (6.41) in general, this di�erence
does not lie in the leading-order term for Ê æ 0+. As such, the behaviour of
the transmission at the band edge is generally given by equation (6.44). This is
no longer valid at the critical point. As before, the next-to-leading order term in
expansion (6.47) has to be considered in this case. There is only one case where
the discrepancies between equations (6.41) and (6.47) can be seen at next-to-leading
order: s = 1. In this situation, we have

t(Ê)
----
K=Kb

ƒ
Êæ0+

≠ 1
fi

A

“ ≠ Êc

Êd

+ ln
A

Ê

Êc

BB

(6.48)

This yields

T(Ê)
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K=Kb
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Êæ0+

Q

a1 + 1
fi2
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“ ≠ Êc

Êd
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Ê
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b
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(6.49)

For completeness, we finally treat the case s = 0. We have

t(Ê) = ≠ 1
fi

A

“ + Êd

K
+ ln

A
Ê

Êc

BB

+ 1
fiK

Œÿ

k=1

A
Êc

(k ≠ 1)! ≠ 1
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3
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k

4BA
Ê
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(6.50)
The transmission function consequently reads

T(Ê) ƒ
Êæ0+

Q

a1 + 1
fi2

A

“ + Êd

K
+ ln

A
Ê

Êc

BB
2
R

b
≠1

(6.51)

• Summary of band-edge transmission

To summarize, we have shown that the behaviour of the transmission function
at the band edge strongly depends on the value of the spectral exponent s. In the
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general case, we find

T(Ê) ƒ
Êæ0+

Y
_________]

_________[
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fi2
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(6.52)

However, if s > 0, this estimate is not valid at the critical point. We instead have

T(Ê)
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Êæ0+
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_________]

_________[

sin2(fis) if 0 < s < 1
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a1 + 1
fi2
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fi2Ê2

d

�(s ≠ 1)2(Êd + (s ≠ 1)Êc)2

A
Ê

Êc

B
2(s≠1)

if s > 1

(6.53)

This shows that the behaviour at the band edge is completely di�erent at critical
coupling than at any other coupling. For example, for s = 1/2 we see that the
transmission vanishes at the band edge for all coupling K except the critical coupling
Kb; in contrast, we have perfect transmission at the band edge, T(Ê æ 0+) = 1, at
exactly K = Kb. Such singular behaviour at critical coupling highlights the influence
of the transition to the bound state on the transport properties of the system.

6.3 Transport properties
We have just seen that the appearance of the bound state in the gap is related to

a change of behaviour of the transmission function close to the band edge. However,
transmission is usually not an observable quantity. It is then necessary to understand
how this change in the transmission will influence the transport properties of the
system. To do so, we will infer the thermoelectric response of the system with the
tools introduced in section 2.1.2 using the exact transmission function (6.12). We
stick to the regime of linear response as the assumption of symmetric coupling is not
consistent with a large bias voltage between the two leads. It is however compatible
with the regime of linear response as one can show that there is no correction to the
transmission function at first order in voltage.

We focus here on the case of s = 1/2 (shown in figure 6.3) to highlight the
changes induced by the appearance of the bound state at the critical point [89].
Transport coe�cients are deduced from the integrals ÿn given in equation (2.14).
Roughly speaking, the function �(Ê) featuring in these integrals and defined in
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equation (2.11) describes an energy filter centred on the chemical potential µ and
of width kBT . Hence, as we intend to study the changes in the transmission at the
band edge, we analyze cases where the chemical potential lies in the band gap with
the temperature chosen accordingly: we take µ < 0 and T ƒ ≠µ/kB.

The electrical and thermal conductances are given in figures 6.5 and 6.6
respectively. We clearly see that these conductances exhibit abrupt peaks close
to the critical point. The electrical conductance being simply proportional to ÿ0,
we can then relate this peak to the “accumulation” of the transmission at the band
edge as the coupling approaches its critical value. However, the connection between
the properties of the transmission and the behaviour of transport coe�cients is not
always automatic. For example, we observe a peak close to the critical point in the
thermal conductance whose precise origin is not clear as various factors compete
with each other here. Conversely, such competition leads to di�erent features for
the Seebeck coe�cient displayed in figure 6.7 which exhibits a sharp drop at the
critical point.

These transport coe�cients then enable us to study the thermodynamic
properties of the device as explained in section 1.3.2. In figure 6.8, we see that the
power factor GS2 also features a peak close to the critical point. Hence, contrary to
what one could naively think, strong coupling does not always mean larger power
output. Here, it is useless to go above critical coupling if one hopes for high power
generation. It is also interesting to note that the height and centre of the peaks in
the power factor do not depend much on the value of the chemical potential.

As for the e�ciency of the thermoelectric, the figure of merit ZT is displayed in
figure 6.9. At low coupling, the figure of merit increases with coupling but then drops
sharply at the critical point. At strong coupling, it does not exhibit any significant
variation. Note that ZT goes to infinity at zero coupling but this divergence takes
place on a very small coupling scale which makes it invisible in figure 6.9.

The thermodynamic behaviour of the device is summarized in figure 6.10. It
displays the e�ciency of the thermoelectric versus its power ouput for various values
of the coupling parameter. In agreement with the results of figures 6.8 and 6.9, we
see that the maximum e�ciency does not vary much with coupling contrary to the
maximum power output. The device can generate much more power close to the
critical point without impacting its e�ciency. This is a strong incentive to operate
the device close the critical point rather than in the regime of strong coupling for
optimal thermodynamic response.
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Figure 6.5 – Electrical conductance G (in dimensionless units) versus coupling K
for di�erent values of the chemical potential when the spectral density is a power
law with s = 1/2. Other parameters are Êc = 10Êd and T = 0.03Êd/kB. The dashed
vertical line indicates the critical coupling.

Figure 6.6 – Thermal conductance C (in dimensionless units) versus coupling K
for di�erent values of the chemical potential when the spectral density is a power
law with s = 1/2. Other parameters are Êc = 10Êd and T = 0.03Êd/kB. The dashed
vertical line indicates the critical coupling.
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Figure 6.7 – Seebeck coe�cient S (in dimensionless units) versus coupling K for
di�erent values of the chemical potential when the spectral density is a power law
with s = 1/2. Other parameters are Êc = 10Êd and T = 0.03Êd/kB. The dashed
vertical line indicates the critical coupling.

Figure 6.8 – Thermoelectric power factor GS2 (in dimensionless units) versus
coupling K for di�erent values of the chemical potential when the spectral density
is a power law with s = 1/2. Other parameters are Êc = 10Êd and T = 0.03Êd/kB.
The dashed vertical line indicates the critical coupling.
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Figure 6.9 – Dimensionless figure of merit ZT versus coupling K for di�erent values
of the chemical potential when the spectral density is a power law with s = 1/2.
Other parameters are Êc = 10Êd and T = 0.03Êd/kB. The dashed vertical line
indicates the critical coupling.

Figure 6.10 – Plot of the curves of e�ciency versus power output; each curve is
generated by varying the bias voltage across the dot. The spectral density is a
power law with s = 1/2, other parameters are Êc = 10Êd, T = 0.03Êd/kB and
µ = 0.06~Êd. We clearly see that one can get much larger power output without a
noticeable reduction in e�ciency at critical coupling.
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Chapter 7

Multiple perfectly transmitting
states for tight-binding models

In this chapter, we study various set-ups where the discrete level is coupled to
reservoirs described by a tight-binding Hamiltonian exhibiting narrow bands. We
consider three di�erent situations: coupling to the extremity of a one-dimensional
chain, coupling to the middle of such chain and coupling to the middle of a
two-dimensional square lattice. Each of these cases give rise to a di�erent spectral
density with its own features. We are mainly interested in the e�ects of the
strongly nonlinear Lamb shifts arising in such situations. We analyze resonances
which correspond to perfectly transmitting states when occurring in the band.
Counter-intuitively, we show that a single discrete level can give rise to multiple
perfectly transmitting states yielding a transmission function resembling that of a
multi-level system. We also show that perfectly transmitting states can appear even
when the discrete level is outside the reservoirs’ energy bands. Finally, we try study
the connection between this rich physics and the features of the local density of
states.

7.1 Spectral density for tight-binding models
7.1.1 Density of states for tight-binding models

Nonlinear Lamb shifts commonly arise in cases where the spectral density
exhibits rapid variations. It is thus convenient to consider situations giving rise
to narrow energy bands to ensure that the typical scale of variation of the spectral
density is smaller than the bandwidth. One of the simplest situations in which one
encounters bands of finite range in energy is the case of hyperrectangular lattices
described by a tight-binding Hamiltonian. If we only consider nearest-neighbour
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hopping, this gives rise to a dispersion relation of the following kind [90]

Ê(k̨) = ≠
dÿ

j=1

“j cos
1
kjaj

2
(7.1)

The wave vector k̨ takes values in the first Brillouin zone. aj denotes the lattice
spacing in the j direction of space and “j is the corresponding hopping integral.
Note that we have defined the zero of energy as the middle of the band here. The
dispersion relation (7.1) then gives rise to an energy band extending from ≠Êc to
Êc, with Êc = q

j “j.
The density of states for such model reads

‹(Ê) =
ÿ

k̨œBZ

”
1
Ê ≠ Ê(k̨)

2
= D

Q

a
dŸ

j=1

⁄ fi/aj

≠fi/aj

dkj

R

b”
1
Ê ≠ Ê(k̨)

2
(7.2)

where D is a constant proportional to the volume of the system. Rewriting the delta
function above with its Fourier components and upon a simple change of variables,
we obtain

‹(Ê) = D

2fi

⁄ Œ

≠Œ
d· eiÊ·

dŸ

j=1

1
aj

⁄ fi

≠fi
d◊j e≠i“j· cos ◊j (7.3)

Introducing the Bessel function [78]

J0(z) = J0(≠z) = 1
2fi

⁄ fi

≠fi
d◊ e≠iz cos(◊) (7.4)

we find that the density of states reads

‹(Ê) = D
⁄ Œ

0

d· cos(Ê·)
dŸ

j=1

J0(“j·) (7.5)

where we have introduced a new constant D.
We will focus on the case of hypercubic lattices in the following. As such, we

take all the “j to be equal which yields a compacter form for the density of states,

‹(Ê) = D
⁄ Œ

0

d· cos(Ê·)J0

3
Êc·

d

4d

(7.6)

7.1.2 One-dimensional chain
In one dimension, it can be shown that equation (7.6) yields

‹(Ê) = DÔ
Ê2

c ≠ Ê2
(7.7)
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(a)

(b)

(c)

Figure 7.1 – The di�erent situations studied in this chapter. In (a), the discrete
level is coupled to the extremity of a one-dimensional chain while in (b) it is coupled
to the middle of such chain. In (c), the discrete level is coupled to a site deep in the
middle of a two-dimensional square lattice.
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Figure 7.2 – Spectral density for a discrete level coupled to the extremity of
one-dimensional chain (s = 1/2).

However, the results derived in this work do not depend on the density of states
per se but on the spectral density. Besides the density of states it is then also
necessary to take into account the coupling to the the discrete level. We consider
cases where the discrete level is coupled to a single site of the chain. In order to
retrieve a Hamiltonian of the form (1.16), one then has to understand how the
coupling to a single site of the chain spreads within the many eigenmodes of the
tight-binding Hamiltonian. To do so, one has to consider the overlap between the
eigenmodes of the chain and the wavefunction associated to a single site in this
chain. This can lead to very di�erent spectral densities depending on the position
of the site in the chain [51,91]. Here, we focus on two possible situations.

First, we consider the case where the discrete level is coupled to an extremity
of the chain (see figure 7.1a). The overlap between an eigenstate of energy Ê with
the first site of the chain is proportional to

Ô
Ê2

c ≠ Ê2. For the calculation of the
spectral density, one takes the square modulus of the coupling of the discrete level
to the eigenstates of the reservoir. In combination with the density of states (7.7),
this then yields

J(Ê) = K

Û

1 ≠ Ê2

Ê2
c

(7.8)

where all constants have been absorbed into K. This spectral density is shown in
figure 7.2.

Next, we consider the case where the discrete level is coupled to a site in the
middle of the chain (see figure 7.1b). In the thermodynamic limit, periodic and open
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Figure 7.3 – Spectral density for a discrete level coupled to the middle of
one-dimensional chain (s = ≠1/2). It features square root divergences (Van Hove
singularities) at each band edge.

boundary conditions give equivalent results. For periodic boundary conditions, the
eigenstates of the tight-binding Hamiltonian are plane waves; taking the square
modulus, we realize that each of these is coupled with the same intensity to the
discrete level. The case of open boundary conditions is subtler: One finds that the
discrete level can only interact with only half of the modes at a given energy but,
due to di�erent definitions of the wave vectors and the Brillouin zone, there are
twice as many modes at this energy. All in all, we find that the spectral density is
simply proportional to the density of states (7.7) such that we can write

J(Ê) = K
Ò

1 ≠ Ê2/Ê2
c

(7.9)

where all constants have been absorbed into K. This spectral density is shown in
figure 7.3.

In the following, it will be convenient to write the spectral density with the
general form

J(Ê) = K

A

1 ≠ Ê2

Ê2
c

Bs

(7.10)

where s = 1/2 if the discrete level is at the extremity of the chain and s = ≠1/2 if
it is in the middle.
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7.1.3 Two-dimensional square lattice
In the case of a two-dimensional square lattice, equation (7.6) yields the following

density of states

‹(Ê) = DE

A

1 ≠ Ê2

Ê2
c

B

(7.11)

where E(w) denotes the elliptic integral

E(w) =
⁄ fi/2

0

d◊Ô
1 ≠ w sin2 ◊

(7.12)

We can see that the density of states (7.11) takes a constant value at the band
edges and exhibits a logarithmic divergence at the centre of the band. However, its
general behaviour is not easy to study analytically. It will then often be convenient to
consider an approximate density of states reproducing the same behaviour, namely

‹approx(Ê) = D

A
fi

2 ≠ ln
-----
Ê

Êc

-----

B

(7.13)

Similarly to the one-dimensional case, the way the discrete level is coupled to
the tight-binding reservoir has a strong influence on the spectral density. In the
case of a two-dimensional lattice, one can imagine a wide-range of possibilities for
which the spectral density may be very challenging to determine: coupling to a site
on a corner, on the side or in the middle of the lattice for example. Here, we will
only consider the case where the discrete level is coupled to a site in the middle a
two-dimensional lattice (see figure 7.1c). Then, the spectral density is proportional
to the density of states (7.11),

J(Ê) = KE

A

1 ≠ Ê2

Ê2
c

B

(7.14)

where all constants have been absorbed into K. Similarly, the spectral density
corresponding to the approximate density of states (7.13) is given by

Japprox(Ê) = K

A
fi

2 ≠ ln
-----
Ê

Êc

-----

B

(7.15)

These spectral densities are shown in figure 7.4.

7.2 Nonlinear Lamb shifts
The Lamb shift has a fundamental importance in order to understand the

response of the discrete level to the coupling to the reservoirs. It is mainly the
behaviour of the Lamb shift which characterizes the various resonances giving rise
to bound states in gaps or peaks of transmission in bands.
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Figure 7.4 – Spectral density for a discrete level coupled to a site in the middle of
two-dimensional square lattice. The blue line corresponds to the exact result while
the red line is an approximation for which analytical calculations are possible. Both
feature a logarithmic divergence at the centre of the band

7.2.1 One-dimensional chain
In the case of the one-dimensional chain, the spectral densities (7.10) are simple

enough so that the Lamb shift can be calculated analytically. However, we cannot
find a formula giving the Lamb shift for any value of the exponent s so we treat the
cases s = 1/2 and s = ≠1/2 separately.

• Lamb shift for s = 1/2

If the discrete level is coupled to a site at the end of the chain, we find

�(Ê) =

Y
___]

___[

fiKÊ

Êc

if |Ê| < Êc (band)

fiK

Êc

3
Ê ≠ sgn(Ê)

Ò
Ê2 ≠ Ê2

c

4
if |Ê| > Êc (gaps)

(7.16)

Here the Lamb shift is continuous and takes a finite value at the band edges (see
figure 7.5). Moreover, while the Lamb shift is always a decreasing function of Ê
outside the band, it is here increasing inside the band. It is this feature of the in-band
Lamb shift that enables the existence of several resonances. In more mathematical
terms, the equation Ê≠Êd≠�(Ê) = 0 cannot have several solutions if �(Ê) decreases
with Ê in the whole energy range.
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Figure 7.5 – Lamb shift for a discrete level coupled to the extremity of
one-dimensional chain (s = 1/2).

• Lamb shift for s = ≠1/2

In the case where the discrete level is coupled to the middle of the chain, we have

�(Ê) =

Y
_]

_[

0 if |Ê| < Êc (band)
fiKÊc sgn(Ê)Ô

Ê2 ≠ Ê2
c

if |Ê| > Êc (gaps)
(7.17)

Contrary to the case s = 1/2, the Lamb shift is not continuous at the band edges but
diverges at these points (see figure 7.6). Strangely, the Lamb shift exactly vanishes
for all energies inside the band. This means that the energy of the discrete level will
remain una�ected by the coupling to the reservoir whatever its strength.

7.2.2 Two-dimensional square lattice
In the two-dimensional case, we cannot find an analytical formula for the Lamb

shift arising from the exact spectral density given in equation (7.14). However, this
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Figure 7.6 – Lamb shift for a discrete level coupled to the middle of one-dimensional
chain (s = ≠1/2). Surprisingly, the value of the Lamb shift inside the band is
identically zero.

is possible in the case of the approximate expression (7.15) and we find

�approx(Ê) =
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Ê
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(7.18)
where L(w) denotes the dilogarithmic function,

L(w) = ≠
⁄ w

0

dx
ln(1 ≠ x)

x
(7.19)

Similarly to the case s = ≠1/2, the Lamb shift diverges at the band edges (see
figure 7.7). However, the in-band structure of the Lamb shift is much more subtler
here. Namely, we observe a discontinuity of �(Ê) in the middle of the band stemming
from the logarithmic divergence of the spectral density at this point. More precisely,
we find

�approx(Ê æ 0+) ≠ �approx(Ê æ 0≠) = fi2K (7.20)
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Figure 7.7 – Lamb shift for a discrete level coupled to the site in the middle of
two-dimensional square lattice. The blue line corresponds to the exact result which
is obtained numerically; the red line corresponds to an approximation for which
analytical calculations are possible. The logarithmic divergence at the centre of the
band in the spectral density yields a discontinuity of the Lamb shift.

7.3 Experimental considerations
7.3.1 Thermoelectric experiments
7.3.1.1 Transmission measured using low-temperature conductance

In thermoelectric transport experiments, one typically measures the
thermoelectric response of a device in order to infer its transport coe�cients. As
explained in section 2.1.2, these coe�cients can be completely determined from
the transmission function of the thermoelectric device but the transmission itself
cannot be measured directly in general. Transport coe�cients are indeed given by
the integrals ÿn which are essentially convolutions of the transmission function T(Ê)
with the function �(Ê) defined in equation (2.11). The latter essentially acts as
an energy filter centred at the average chemical potential µ whose typical width is
given by the average temperature T . Hence, if T is very small with respect to the
typical scale of variation of T(Ê), the convolution of the latter with �(Ê) will give
the value of the transmission at µ [19,24,66]. In other words, �(Ê) becomes a delta
function in the limit of low temperature. This allows for dramatic simplifications of
the transmission-dependence of transport coe�cients. In particular, the electrical
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conductance takes the following simple form

G = e2

h
T

3
µ

~

4
(7.21)

The transmission function of a single-level quantum dot can then be measured
through the electrical conductance when one connects two reservoirs via the dot
introducing a small voltage bias and keeping the set-up at low temperature. We
consider here the case were both reservoirs have the same chemical composition
such that the assumption (6.2) of symmetric coupling holds. We recall that perfect
transparency of the dot can only be achieved in the case of symmetric coupling.

In order to probe the in-band structure of the transmission, it is then necessary
to vary the chemical potentials of both reservoirs simultaneously which has been
done using a back gate for one- and two-dimensional samples [92–95]. With this
technique one can electrostatically dope the system in order to change the position of
the chemical potential with respect to the band structure. This permits to perform
all measurements with a single sample instead of fabricating many with di�erent
doping factors.

7.3.1.2 Probing the local density of states through scanning tunneling
spectroscopy

The local density of states can be measured using scanning tunneling
spectroscopy, a technique which permits to probe the local electronic structure of a
sample [96]. This technique is based on the measurement of the tunneling current
between the sample of interest and the tip of a scanning tunneling microscope. Here,
we imagine the case where the tip of a microscope is weakly coupled to a quantum
dot itself coupled to a reservoir. We measure the current resulting from an applied
bias voltage between the tip and the reservoir. The assumption of weak coupling
between the microscope and the dot is crucial here: First, this enables us to neglect
the internal electronic structure of the tip which we simply describe in the wide-band
limit, Jtip(Ê) = Ÿ. Furthermore, weak dot-tip coupling means that the influence of
the bias applied to the tip on the dot level is negligible.

In this framework, the electric current entering the tip can be obtained using
equation (4.21),

I = e

2fi

⁄
dÊ T(Ê)(ntip(Ê) ≠ nres(Ê)) (7.22)

where the transmission function is given by

T(Ê) = 4fi2ŸJres(Ê)
(Ê ≠ Êd ≠ �res(Ê))2 + fi2(Jres(Ê) + Ÿ)2

(7.23)

We recall that a reservoir in the wide-band limit does not induce any Lamb shift
which is why only �res(Ê) appears in the expression above. Due to the assumption of
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weak dot-tip coupling, the second term in the denominator above can be simplified
neglecting the contribution of the tip to the total spectral density,

T(Ê) ƒ 4fi2ŸJres(Ê)
(Ê ≠ Êd ≠ �res(Ê))2 + fi2Jres(Ê)2

= 4fi2ŸSres(Ê) (7.24)

where Sres(Ê) denotes the local density of states in the situation where the dot is only
coupled to the reservoir. It is then clear that the current entering the tip enables a
measure of the local density of states on the dot.

The tip and reservoir are assumed to be at the same temperature but a voltage
bias V is applied to the tip such that ntip(Ê) = nres(Ê + eV/~). Hence, the only
term depending on the bias voltage in the current in equation (7.22) is the Fermi
factor for the tip. If we then consider the derivative of the current with respect to
the voltage bias, we find

dI

dV
= ≠2fie2Ÿ

⁄
dÊ Sres(Ê)�

3
Ê + eV

~

4
(7.25)

where �(Ê) is defined in equation (2.11). In the limit of low temperature, the
variations of the transmission function can be neglected and we obtain

dI

dV
= ≠2fie2Ÿ

~
Sres

3
µ ≠ eV

~

4
(7.26)

where µ denotes the chemical potential of the reservoir. Hence, measuring the
current entering the tip while changing the bias voltage applied to the tip permits
to measure the variations of local density of states for the dot as it is simply
proportional to the slope of the current-voltage characteristic of the system.

It is important to note that contributions from the bound states have not been
considered here. This is because their lifetime is not infinite in the set-up studied
here due to the influence of the tip of the microscope. This situation is similar to the
framework used in chapter 5 to simulate adiabatic turning on of the dot-reservoir
couplings. The very weak coupling to the tip gives a very long but finite lifetime to
the bound states which will then eventually decay. In other words, the resonances
appearing as delta functions in the local density of states (3.49) become Lorentzian
functions with finite width. This suggests that the persistent oscillations in the
occupation and currents seen in equations (4.20) and (4.21) cannot be observed
experimentally as any measurement apparatus would destroy them by granting a
finite lifetime to bound states.

7.3.2 Microwave tight-binding experiments
The tight-binding lattices giving rise to the nonlinear Lamb shifts described

in section 7.2 can be artificially engineered with microwave experiments. It has
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been shown experimentally that the tight-binding regime can be reproduced using
dielectric discs with high refractive index sandwiched between two metallic plates
[97–99]. The discs are designed such that they support a single microwave mode
whose precise frequency is determined by the size of the disc. The electromagnetic
field is mostly confined within the discs but evanescent waves in the empty space
between two discs give rise to a coupling between these. This highly versatile
experimental set-up mimics the physics of tight-binding lattices and various spectral
densities can then be easily generated by changing the spatial arrangement of discs
as explained in section 7.1. A crucial feature of these tight-binding microwave
experiments is that the intensity of the coupling between two discs can be tuned
by changing the distance between these discs [97–99]. An experiment corresponding
to the Fano-Anderson model can then be engineered with two lattices comprising a
large number of discs, acting as reservoirs, both coupled to a disc of di�erent size,
playing the role of the discrete level. The coupling parameter K in this experiment
can be varied by changing the distance between the di�erent-sized disc and the
reservoir discs to which it is coupled.

One should note that our solution of the Fano-Anderson Hamiltonian is
independent of the statistics of the particles involved and can thus be applied to
these microwave experiments. Furthermore, measurements of transport properties
and local densities of states in these set-ups is also possible. The transmission
function of the discrete level is directly observable by injecting a monochromatic
beam at frequency � in reservoir L, such that nL(Ê) is sharply peaked around Ê = �
while nR(Ê) = 0. The local density of states at a specific disc can be measured using
a technique similar as that described in section 7.3.1.2; the tip of the microscope is
here replaced by an antenna [97–99].

7.4 Theoretical results
7.4.1 Resonances and transmission properties

As already pointed in section 6.1.3, the Lamb shift plays a crucial role in the
behaviour of the transmission. We are particularly interested in resonances, that is
energies satisfying Ê ≠ Êd ≠ �(Ê) = 0. When outside a band, they correspond to
infinite-lifetime bound states; within a band, they yield perfectly transmitting states
satisfying T(Ê) = 1 if one assumes symmetric coupling. One could intuitively think
that perfect transmission can only be reached close to the energy of the discrete
level but this is only true in cases where the Lamb shift can be ignored as in the
wide-band limit. We have already seen that level repulsion could push a perfectly
transmitting state outside the continuum consequently giving rise to a bound state.
However, this is not the full picture and we will see here that nonlinear Lamb shifts
can have various counter-intuitive e�ects. For example, it can give rise to multiple
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perfectly transmitting states meaning that the single level in the strong coupling
regime behaves like a multi-level system would behave in the weak coupling regime.

In order to understand the various e�ects of nonlinear Lamb shifts, it
is convenient to represent the number of perfectly transmitting states and
infinite-lifetime bound states on a “phase diagram” for the coupling parameter K
and the discrete level energy Êd.

• Resonances and transmission for s = 1/2

The Lamb shift is here simple enough that resonances can be calculated exactly.
For Ê in the band, the equation Ê ≠ Êd ≠ �(Ê) = 0 can only have one solution,

Êú = ÊdÊc

Êc ≠ fiK
(7.27)

It is however necessary to ensure that Êú is in the band, that is |Êú| < Êc. There
are two possibilities for this condition to be satisfied,

K < K< = Êc ≠ |Êd|
fi

(7.28)

or
K > K> = Êc + |Êd|

fi
(7.29)

These two values of the coupling allow us to define three di�erent regimes
depicted in the phase diagram of figure 7.8. In each regime, the transmission function
exhibits di�erent features as shown in figure 7.9. Assuming the discrete level is inside
the band, we have a perfectly transmitting state close to the discrete level at weak
coupling. As the coupling is increased, this resonance is pushed towards the band
edge closest to the discrete level. It reaches the band edge when K = K< and
then becomes a bound state outside the band. The value of the transmission inside
the band then drops until a new resonance appears at the opposite band edge for
K = K>. Surprisingly, a perfectly transmitting state and a bound state appear
simultaneously at this point. This contrasts with the usual handwaving arguments
identifying bound states as perfectly transmitting states pushed out of the band by
level repulsion. In the strong coupling regime, the remaining peak gets broader and
moves towards the centre of the band.

We point out that there is an interesting special case where the discrete is
transparent to all electrons of the band. Indeed, if Êd = 0 and K = K< = K> =
Êc/fi, we have Ê ≠ Êd ≠ �(Ê) = 0 for all energies in the band. We have an infinite
number of resonances which means that the transmission function is identically equal
to one in the whole band. This corresponds to the case where the discrete level is
identical to the sites in the chains.
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Figure 7.8 – Phase diagram for a discrete level coupled to the extremity of
one-dimensional chain (s = 1/2). The number of in-band resonances for each region
is displayed; the number in parentheses is the number of bound states.

The case where the discrete level is outside the band is especially interesting here
as we see from figure 7.8 that there is always a perfectly transmitting state at strong
coupling whatever the value of the discrete energy level Êd. One could have expected
residual transmission through the discrete level due to the level-broadening induced
by the coupling, but the Lamb shift is usually thought of as accounting for the level
repulsion phenomenon that tends to push the discrete level away from the band. It
is thus very surprising to observe here that the Lamb shift gives rise to a perfectly
transmitting state in the strong coupling regime. The transmission function of the
discrete level when its energy is outside the reservoirs’ band is shown in figure 7.10.
At weak coupling, there is only one resonance corresponding to a bound state that
almost completely coincides with the discrete level. Such bound state does not
participate in dc transport and the transmission function then only consists of the
minute contribution of continuum states. As the coupling is increased, we can see
a transmission peak forming at the band edge opposite to the discrete level and a
resonance appears at this edge for K = K>. It then immediately splits into an
additional bound state and a perfectly transmitting state which moves towards the
centre of the band.
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Figure 7.9 – Transmission versus energy for various values of the coupling
parameter K for a discrete level coupled to the extremity of one-dimensional chain
(s = 1/2). The discrete energy level is inside the reservoirs’ band (Êd = 0.7Êc).

Figure 7.10 – Transmission versus energy for various values of the coupling
parameter K for a discrete level coupled to the extremity of one-dimensional chain
(s = 1/2). Even though the discrete energy level is outside the reservoirs’ band
(Êd = 1.2Êc), a perfectly transmitting state appears at strong coupling.
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Figure 7.11 – Phase diagram for a discrete level coupled to the middle of
one-dimensional chain (s = ≠1/2). The number of in-band resonances for each
region is displayed; the number in parentheses is the number of bound states.

• Resonances and transmission for s = ≠1/2

This case is by far the simplest as the Lamb shift is identically zero in the band.
This means that transmission is always perfect at the discrete level here, except
if it is outside the band obviously. The phase diagram of this system is shown
in figure 7.11. It is however important to point out that perfect transmission is
also achieved at both band edges as shown in figure 7.12. These peaks of perfect
transmission do not arise from resonances though; they are due to the divergence
of the spectral density at the band edges. When the coupling is increased, all
transmission peaks get broader. Furthermore, due to the divergence of the Lamb
shift at the band edges outside the continuum, there always is one bound state in
each gap.

• Resonances and transmission for a square lattice

This case is by far the most complicated to describe due to the very nonlinear
structure of the Lamb shift. We distinguish four di�erent types of in-band resonances
which are displayed in figure 7.13. First, we have the usual bare resonance; it is close
to the discrete level for weak coupling and is then shifted towards the nearest band
edge due to level repulsion. Moreover, the divergence of the Lamb shift at the band
edges give rise two edge resonances. One should also note that the Lamb shift
diverges on both sides of each band edge which means that this system exhibits a
bound state in each band gap for all values of the coupling. Finally, an additional
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Figure 7.12 – Transmission versus energy for various values of the coupling
parameter K for a discrete level coupled to the middle of one-dimensional chain
(s = ≠1/2).

resonance appears at the opposite of the discrete level when K = 2Êd/fi2 due to the
discontinuity of the Lamb shift at the centre of the band. Besides all the resonances
described above, there is an additional peak of perfect transmission at the centre of
the band. This peak exists for all values of the coupling and it does not correspond
to a resonance but actually results from the divergence of the spectral density at
the centre of the band.

The phase diagram for this system is shown in figure 7.14 while figure 7.15
displays the rich structure of the transmission function in this system. At weak
coupling and if the discrete level is inside the band, one finds three resonances,
the bare resonance and the two edge resonances. If the discrete level is outside
the band, only one edge resonance appears. As the coupling is increased, the bare
resonance is shifted towards the nearest band edge and it eventually merges with
the corresponding edge resonance; both of them then disappear. Concomitantly, the
jump of the Lamb shift at the centre of the band increases with coupling which give
rise to the appearance of the discontinuity resonance at K = 2Êd/fi2. Similarly to
the bare resonance, the discontinuity resonance drifts towards the band edge and
merges with the remaining edge resonance. Hence, no in-band resonance remains
at strong coupling. We point out that depending on the position of the discrete
level in the band, the phenomena described above may occur on di�erent orders:
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edge resonanceedge resonance

shifted bare resonancediscontinuity resonance

divergence-induced peak

Figure 7.13 – Depiction of the di�erent types of resonances for a discrete level
coupled to a site in the middle of a two-dimensional square lattice. Each resonance
corresponds to a perfectly transmitting state. An additional peak of perfect
transmission appears at the centre of the band due to the divergence of the spectral
density at this point.
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Figure 7.14 – Phase diagram for a discrete level coupled to a site in the middle of
two-dimensional square lattice. The number of in-band resonances for each region
is displayed; the number in parentheses is the number of bound states.

If Êd is close to the centre of the band, the discontinuity resonance appears before
the bare resonance dissapears and conversely if Êd is closer to the band edge. One
should finally note that the transmission function always vanishes at the band edges
because the Lamb shift diverges at these points while the spectral density does not.

7.4.2 Local density of states
We now study the e�ects of the strong nonlinearity of the Lamb shift on the local

density of states which essentially encodes the long-time state of the discrete level.
In the weak coupling regime, the local density of states is typically a Lorentzian
function centred at Ê = Êd with a width given by the coupling parameter as in the
wide-band result of equation (4.36). One could easily imagine introducing a shift of
the discrete level or skewness in the Lorentzian function to account for the e�ects
of stronger coupling phenomenologically. However, we will show here that this is
largely insu�cient to describe the rich structure of the local density of states in the
cases studied here.

One could expect the local density of states to exhibit maxima at resonances,
that is for Ê such that Ê ≠ Êd ≠ �(Ê) = 0, similarly to the transmission function.
This is true if the coupling is weak enough so that one neglects the variations of
the spectral density because the denominator in the expression for S(Ê) takes its
minimal value at a resonance. This is not the case in general and it is often not
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Figure 7.15 – Transmission versus energy for various values of the coupling
parameter K for a discrete level coupled to a site in the middle of two-dimensional
square lattice.

clear to draw a connection between the number of resonances and the structure of
the local density of states in the situations studied here. However, it is still possible
to see qualitative di�erences between the various coupling regimes.

• Local density of states for s = 1/2

Figure 7.16 shows the local density of states for a discrete level coupled to the
extremity of a one-dimensional chain. At weak coupling, S(Ê) is peaked around the
resonance which moves towards the band edge closer to the band edge while getting
narrower. Once it reaches the band edge at K = K<, a bound state is created
in the corresponding band gap and the value of the local density of states drops
abruptly. A new peak appears at the other band edge when K = K>. At this point,
a resonance appears at the band edge. This resonance splits between the continuum
and a second bound state. As the coupling increased, the resonance dilutes in the
continuum with more weight going to the bound states.

• Local density of states for s = ≠1/2

The local density of states when the discrete level is coupled to the middle of a
one-dimensional chain is shown in figure 7.17. In this case, S(Ê) is always peaked
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Figure 7.16 – In-band local density of states for a discrete level coupled to the
extremity of one-dimensional chain (s = 1/2).

around Êd as the vanishing Lamb shift does not induce any renormalization of the
discrete level energy. As the coupling increases this peak gets wider and its height
decreases dramatically as more weight goes to the bound states. The local density
of states also features shoulders close to the band edges due to the divergences in
the spectral density but it vanishes at both band edges.

• Local density of states for a square lattice

The local density of states for a discrete level coupled to a square lattice is shown
in figure 7.18. Similarly to the transmission function, it exhibits a very rich structure.
However, the connection between the behaviour of the local density of states and
the phase diagram in figure 7.14 is rather involved. For example, the appearance
of the discontinuity resonance does not seem to have a significative impact. On the
contrary, edge resonances clearly give rise to peaks in the local density of states. We
can also see the bare and discontinuity resonances slowly becoming shoulders before
they merge with edge resonances. Similarly to the other cases discussed above, we
clearly see that more weight goes to the bound states when the coupling is increased.
Finally, we note that the local density of states vanishes at the centre of band for
all values of the coupling. This is due to the divergence of the spectral density at
this point which also gives rise to a peak of perfect transmission.
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Figure 7.17 – In-band local density of states for a discrete level coupled to the
middle of one-dimensional chain (s = ≠1/2).

Figure 7.18 – In-band local density of states for a discrete level coupled to a site
in the middle of two-dimensional square lattice.
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Concluding remarks

This thesis studies the properties of a discrete quantum level coupled to
macroscopic reservoirs. This system can be described by the exactly solvable
Fano-Anderson model. The Hamiltonian being quadratic in terms of the creation
and annihilation operators, the corresponding Heisenberg equations of motion
constitute a set of first-order linear di�erential equations which is solved using a
Laplace transform. In doing so, it is particularly important to take into account
the contribution of bound states, eigenmodes of the full Hamiltonian whose energy
lie in a band gap of the reservoirs. This solution formally gives one access to the
time evolution of all the physical quantities of interest for this system, such as
the occupation of the discrete level or the currents flowing out of each reservoir.
However, the time-dependent formulae often turn out to be impossible to exploit
analytically and we then decided to focus on the behaviour of the system at long
times.

The long-time limit is carried out by extensive use of the Riemann-Lebesgue
lemma and the results can be simplified considering the continuity equation which
accounts for the conservation of the number of particles. This provides us with
a fully analytical theory for thermoelectric transport through the discrete level:
We find that the currents across the system satisfy a relation of the type of
the Landauer formula, and the transmission function of the discrete level can be
derived analytically. As expected, bound states do not participate in dc transport.
Nevertheless, their contributions to the long-time state of the system turn out to
be of primary importance and feature unexpected properties. First, they depend
on the initial state of the discrete level expressing the fact that a particle in a
bound state cannot escape to the continuum and thus remains trapped forever.
Additionally, when there are two or more bound states, physical quantities do not
reach a steady state but undergo persistent oscillations whose frequencies are given
by the di�erences between bound state energies.

The aforementioned persistent oscillations at long times are a consequence of
the initial preparation of the system. Our formalism is adapted to the case of a
quench where, starting from a situation with decoupled discrete level and reservoirs,
the coupling is abruptly turned on and remains constant afterwards. However, it is
possible to mimic the opposite situation, where the coupling is turned on infinitely
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slowly, by adding a vanishingly small constant to the spectral density. In this
framework, all states, including the bound states, can thermalize which results in
similar contributions for continuum states and bound states in the long-time limit.
The influence of bound states can still be seen in the correlations of the occupation
though.

Analyzing the transmission function of the discrete level, one can draw a
connection between bound states and perfectly transmitting states, continuum
states going from one reservoir to another without undergoing any reflection. The
energies of these two types of states obey the same relation, but, contrary to bound
states, perfectly transmitting states have energies lying within the continuum. The
appearance of a bound state can then be interpreted as a perfectly transmitting
state being Lamb shifted until it emerges out of the continuum when the coupling
reaches a critical value. This transition dramatically impacts the organization
of continuum states, and it is thus accompanied by significant changes for the
thermoelectric transport properties of the discrete level. Namely, the electrical
and thermal conductances are sharply peaked around the critical point while the
Seebeck coe�cient abruptly drops at critical coupling. Furthermore, we find that
the critical point seems to define a sweet spot for thermoelectric transport across
the discrete level: The power output can be much larger at this point without a
noticeable decrease of e�ciency.

Nevertheless, thorough analysis of situations with strongly nonlinear Lamb shifts
shows that the physics of perfectly transmitting states is actually much richer
than described above. Indeed, we show that the appearance of a bound state
cannot always be interpreted as a perfectly transmitting state emerging out of the
continuum. Such intricacies typically arise in situations where the continuum of
reservoir states consists of narrow bands, as in the example of reservoirs described
by tight-binding models considered here. We show that the nonlinear Lamb shift
obtained in this type of set-ups can give rise to multiple perfectly transmitting states;
the single discrete level hence seems to behave as a multi-level system. These peaks
of perfect transmission even exist in situations where the energy of the discrete
level is outside the energy range of the continuum. In the strong coupling regime,
it is then possible to achieve perfect transmission at energies far-o� from the bare
discrete energy level.

Throughout this thesis, we have highlighted the rich physics embedded in the
Fano-Anderson model. Even though this is one of the simplest open quantum
systems one could think of, it exhibits many counter-intuitive features, especially
in the regime of strong coupling to the reservoir. Essentially all of this rich physics
is encoded in the Lamb shift; it is through this quantity that bound states and
perfectly transmitting states are calculated. The Lamb shift fundamentally stems
from the band structure of the reservoirs, and it vanishes in reservoirs described in
the wide-band limit.
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The usual derivation of the scattering matrix for a single-level quantum dot
in the Landauer-Büttiker formalism ignores the band structure of the reservoirs.
Hence, any result derived within this framework would completely overlook the
influence of this band structure on the transmission properties of the scatterer. A
worthwhile next step would be to generalize the results of this thesis to a system
comprising an arbitrary number of discrete states. As such, the band structure of
the reservoirs could be taken into account in the calculation of the scattering matrix
of an arbitrary scatterer. However, finding the exact transport properties of the
Fano-Anderson model has proven to be quite challenging, and there is no guarantee
that it is possible to obtain simple formulae for a generic multi-level scatterer. A
ready-to-use numerical code implementing the Lamb shift e�ects in this context
would already be an important advance.

Furthermore, as electron-electron interactions are generally di�cult to avoid in
realistic experiments, it would be interesting to study how the Lamb shift physics
is changed when Coulomb repulsion is considered. This is a very challenging
problem and the tools developed in this thesis are not directly applicable to
such situations. Indeed, electron-electron interactions add quartic terms to the
Hamiltonian, and the Heisenberg equations of motion are then no longer linear. One
way of proceeding would be to use a Hartree-Fock-type scheme where interaction
terms in the Hamiltonian are simplified tracing out two operators out of four. The
interacting Hamiltonian is then mapped on a non-interacting Hamiltonian with
renormalized single-particle energy levels. However, this approximation is known
to miss much of the physics of Coulomb blockade, and other more sophisticated
approximations may need to be developed.

Finally, it is clear that strong coupling to a reservoir with a band structure not
only a�ects the steady-state properties of the system but also its time evolution. A
striking example of such influence is the possibility for persistent oscillations of the
occupation of the discrete level in situations with two bound states or more. The
problem of the decay time in this type of system is of significant interest for the
design of quantum computers, that is computers in which classical bits are replaced
by qubits. Indeed, one of the main current challenges in quantum computing is
the control of the errors incurred by the instability of single qubits. To do so,
subtle error correction schemes have been engineered making use of so-called ancilla
qubits which are flipped whenever an error is detected. Fast and reliable algorithms
thus require such qubits to be often reset to their ground state. Many proposed
architectures would implement these ancilla qubits with photonic cavities which can
be well-described by the Fano-Anderson model. Using tools from the weak-coupling
theories of open quantum systems, one would argue that stronger coupling to the
environment leads to faster decay. However, we have shown here that strong coupling
can actually prevent the full decay of an excited state due to the existence of bound
states. One then has to solve this trade-o� problem to ensure fast and accurate
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decay of the qubit to its ground state.
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