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## Introduction



HE first observation of Bose-Einstein condensation (BEC) in dilute atomic vapors [1] has been a breakthrough both fundamentally, verifying theoretical concept predicted by Bose [2] and Einstein[3] several decades ago, and experimentally, because in order to reach the BEC regime with ultra-cold atoms a temperature of the order of $10^{-9} \mathrm{~K}$ had to be reached revealing the statistical property of quantum particles. Since then, a new field has emerged and experimentalists are able to study this artificial matter in a very clean and controllable way both for bosons and fermions. Interactions between atoms can be long-ranged [4] or short-ranged [1]. In the latter case, the strength of the interaction can be tuned using Feshbach resonances. Light-matter interaction is the key tool to confine atoms and the shape of the confining potential can now be controlled with very high precision. Such cold-atom systems allows us to explore a whole range of fundamental phenomena that are extremely difficult or impossible to study in real materials, such as Bloch oscillation, Mott-superfluid transition, topology of band structure, orbital magnetism just to name a few. Specially designed optical lattice experiments are paving the way to study condensed-matter problems where particles are confined into a periodical potential. Recent experimental advances using ultra-cold quantum gases has allow to engineer the coupling between different internal states of the atoms, in order to realize synthetic gauge fields [5, 6, 7]. The dynamics of the center-of-mass of a neutral atom which moves in a properly designed laser field, is analogue to the dynamics of a charged particle in a magnetic field, on the influence of a Lorentz-like force. The corresponding AharonovBohm phase is related to the Berry's phase that emerges when the atom adiabatically follows one of the dressed states of the atom-laser interaction [5]. These progresses allow the quantum simulation of a large class of Hamiltonians. Indeed, condensed matter phenomena under strong magnetic fields are still intriguing and are at the center of modern research. For instance, topological states of matter are realized in quantum Hall systems, which are insulating in the bulk, but bear conducting edge states [8].

A ladder is the simplest geometry where one can get some insight on two-dimensional quantum systems subjected to a synthetic gauge field [9, 10]. The bosonic linear ladder has been the subject of intense theoretical work. The phase diagram has been established by means of field-theoretical methods [11, 12], and intensive DMRG simulations [13]. Those studies, in addition to common features of Bose-Hubbard models such as superfluid and Mott insulating phases, revealed new exciting phases of matter induced by the magnetic field: chiral superfluid phases, chiral Mott insulating phases displaying Meissner currents [12, 14] and vortex-Mott insulating phases [15]. In the weakly interacting regime, an additional phase has been predicted [16] a biased ladder phase characterized by an imbalanced population of the bosons between the two legs, explicitly breaking $\mathbb{Z}_{2}$ symmetry. This phase was shown to be stable in the interacting case, except for a special value of the applied flux, where umklapp processes destabilize it [17]. The dependence of the
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critical flux separating Meissner and vortex phase on inter particle interactions has been also studied [18]. In parallel to these theoretical advances, the experimental realization of the bosonic flux ladder has been reported in optical lattices [19] as well as for lattices in synthetic dimensions, both for fermions and bosons [20, 21].

As in the case of cold atoms, exciton-polaritons in semiconductor microcavities are an ideal model system to simulate and engineer condensed matter systems. They allow for the control of the density, the temperature of the sample, and, in the case of lattice systems, the topology of the band structure. It is possible to directly image exciton polaritons thanks to the their photonic component: all the statistical properties of the intracavity polariton field are contained in the far-field of the polariton luminescence [22]. The possibility of realizing coupled micropillars thanks to deep etching of a planar structure [23, 24] has opened the way towards the engineering of lattices for polaritons with controlled tunneling and deep on-site potentials with arbitrary geometry. The honeycomb lattice is one of such intriguing condensed matter system where topological effect arise. One of the most interesting aspect of the honeycomb lattice problem is that its low-energy excitations are mass-less, chiral, Dirac particles. This particular dispersion, that is only valid at low energies, mimics the physics of quantum electrodynamics (QED) for mass-less particles except for the fact that in honeycomb lattice the Dirac particles move with a speed of sound $v_{S}$, which is 300 times smaller than the speed of light $c$. Hence, many of the unusual properties of QED such as the Klein paradox [25] can show up in graphene but at much smaller speeds or, identically, energy scales.

In the first part of this thesis, i.e chapters 2, 3, 4 and 5, we consider a system made of two one-dimensional coupled lattice rings subjected to different fluxes in each leg. This specific bosonic ladder corresponds to different boundary conditions with respect to the case of a linear ladder. In particular, this double ring lattice geometry allows to study persistent currents in dimension larger than one [26], which shows promising applications for atomtronics developments [27, 28]. We focus on a planar geometry with concentric rings, as could be realized eg with dressed potentials [29], or using co-propagating LaguerreGauss beams [30].

## The first part of the thesis is organized as follows:

In chapter 1 we introduce some key concepts about cold-atoms experiments focusing on the trapping of atoms by light potential in optical lattices. We also provide some informations about gauge-dependent phenomena by connecting to the notion of AharonovBohm effect. Finally we discuss the peculiarities of bosons in one dimensional systems. Then throughout the next chapters $2,3,4$ and 5 the theoretical methods employed to describe the model studied in different physical regimes are introduced, and original results are presented.

In chapter 2 the non-interacting regime of the two one-dimensional coupled lattice
rings subjected to different fluxes in each leg is derived. After identifying the vortex and Meissner phases, we discuss specific features of the double ring lattice geometry, as the appearance of a vortex in the Meissner phase and parity effect in the vortex phase arising from the commensurability of the total flux. Through a numerical study we then explore the dilute, weak-interacting regime and address the nature of the ground state at meanfield level. In particular we identify known phases [16] such as the Meissner, vortex and biased-ladder phases as well as the effect of commensurability of the total flux. The persistent current is shown to be a good observable to identify the different phase of the system. Finally, we propose the spiral interferogram images obtained by interference among the two rings during time of flight expansion as a probe of vortex-carrying phases, specifically adapted to the ring geometry. The results outlined in this chapter can be found in the following published article:
Nicolas Victorin, Frank Hekking, and Anna Minguzzi. Bosonic double ring lattice under artificial gauge fields. Phys. Rev. A, 98:053626, Nov 2018

In chapter 3, using both numerical and analytic approaches, we explore the excitation spectrum of two one-dimensional coupled lattice rings subjected to different fluxes in each leg. The excitation spectrum in Meissner, biased-ladder and vortex phase is explicitly shown via the dynamical structure factor. We show that the vortex phase has supersolid properties stemming from the combination of coherence and spatial order. Then the nature of the Bogoliubov modes is studied reveling Josephson oscillation between the two rings. The results outlined in this chapter can be found in the following arxiv article: Nicolas Victorin, Paolo Pedri and Anna Minguzzi. Excitation spectrum and supersolidity of a two-leg bosonic ring ladder. arXiv:1910.06410, Oct 2019

In chapter 4 we explore the regime of infinitely strong interactions on the double ring. We make use of the exact mapping into fermions via the Jordan-Wigner transformation, that is made possible in a peculiar physical regime at strong magnetic flux and weak coupling between the rings. Using both analytic and exact diagonalization, fragmentation of the ground-state is explicitly shown ranging from a fragmentation in momentum space at weak interaction to a fragmented Fermi sea at infinite interaction. The regime of fragmented Fermi sea is then characterized via different physical observables. The results outlined in this chapter can be found in the following published article:
Nicolas Victorin, Tobias Haug, Leong-Chuan Kwek, Luigi Amico, and Anna Minguzzi. Nonclassical states in strongly correlated bosonic ring ladders. Phys. Rev.A, 99:033616, Mar 2019.

In chapter 5 we explore the intermediate regime of interactions. Thanks to a mode expansion and re-fermionization approach of the bosonized Hamiltonian of the double ring under gauge flux, we show the peculiarities of finite size periodic boundary condition on the current in the double ring. A rotating barrier is then introduced and we show a gap opening in the spin sector of the energy spectrum. The dynamical structure factor is derived revealing the decomposition in spin and charge mode of the excitation spectrum at

## Contents

low energy. The results outlined in this chapter is the outcome of an on going work.

In the second part of this thesis, i.e Chapters 6and 7, we consider a system of exciton polaritons in honeycomb lattice. Driven by experiment realization of the model in Institut Néel in the group of Maxime Richard, we explore the Bogoliubov excitation spectrum of the model as well as its observation in relation with relevant experimental procedures.

The second part of the thesis is organized as follows:

In chapter 6 we review some key concepts about exciton-polariton in microcavities. Then we study the honeycomb lattice and its low energy properties. We outline the concept of Brillouin zone selection mechanism and we provide a new interpretation in terms of dark-state.

In chapter 7 we explore the Bogoliubov excitation spectrum of exciton-polaritons in honeycomb lattice structure. We show that this Bogoliubov spectrum exhibit a instability of the C point of the bistability curve that is usually stable for polariton in microcavities. Superfluid properties below and above the C point arises at momentum away from the momentum of the laser pump that populate one of the Dirac point of the system. Finally we see that the theory derived in this chapter models experimental observation of the excitation spectrum of interacting polaritons in honeycomb lattice.

The second part of this thesis is part of an on going work.

## List of published and soon to be published work

The original results presented in this thesis have been published in the following articles:
(i) Nicolas Victorin, Frank Hekking, and Anna Minguzzi. Bosonic double ring lattice under artificial gauge fields. Phys. Rev. A, 98:053626, Nov 2018

Subject of part I, chapter 2
(ii) Nicolas Victorin, Tobias Haug, Leong-Chuan Kwek, Luigi Amico, and Anna Minguzzi. Non-classical states in strongly correlated bosonic ring ladders. Phys. Rev.A, 99:033616, Mar 2019.

Subject of part I, chapter 4
(iii) Nicolas Victorin, Paolo Pedri and Anna Minguzzi. Excitation spectrum and supersolidity of a two-leg bosonic ring ladder. arXiv:1910.06410, Oct 2019

$$
\text { Subject of part I, chapter } 3
$$

(iv) Nicolas Victorin, Roberta Citro and Anna Minguzzi. Luttinger Liquid description of a two-leg bosonic ring ladder subjected to gauge fluxes. In preparation. Subject of part I, chapter 5
(v) Petr Stepanov, Nicolas Victorin, Anna Minguzzi and Maxime Richard. Experimental observation of the excitation spectrum of an interacting gas of polariton in
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a honeycomb lattice. In preparation.
Subject of part II

## Part I

## Two component ring under gauge fluxes

## Chapter 1

## Artificial gauge fields with ultra-cold atoms in optical lattices

 HIS chapter will focus on the necessary tools to understand the content of Part I of this manuscript. The relevant concepts of optical lattices, gauge fields and the emerging phenomena of ultra-cold gases placed under those constraints will be introduced. Also, the peculiarities of bosonic one dimensional many-body systems will be reviewed. All other necessary concepts will be introduced at the beginning of each forthcoming chapter.
### 1.1 Optical lattices

Using the sensitivity of the electrons of an atom to an oscillating electric field $\mathbf{E}(\mathbf{r}, t)$ it is possible to engineer a trapping potential for neutral atoms. Indeed, the interaction between electrons and an electric field made by laser field induce a dipole moment that oscillates with the imposed laser field, far from resonance reads

$$
\begin{equation*}
d_{i}^{ \pm}(t)=\sum_{j=x, y, z} \alpha_{i j}\left(\omega_{L}\right) E_{j}^{ \pm}(\mathbf{r}, t) \tag{1.1}
\end{equation*}
$$

where $d_{i}^{ \pm}$is the $i^{\text {th }}$ component of the dipole moment, $\omega_{L}$ the laser frequency and $\alpha_{i j}\left(\omega_{L}\right)$ the matrix elements of the complex polarizability tensor characteristic the response of the atoms to the applied electric field. The energy shift is then $\Delta E=\mathbf{d} \cdot \mathbf{E}$ and for a fully isotropic response of the medium to applied electric field it is diagonal, i.e $\alpha_{i j}=\alpha \delta_{i j}$,

$$
\begin{equation*}
\Delta E(\mathbf{r}, t)=-2 \operatorname{Re}[\alpha] I(\mathbf{r}, t) \propto \frac{I(\mathbf{r}, t)}{\Delta} \tag{1.2}
\end{equation*}
$$

where $I(\mathbf{r}, t)$ is the laser beam intensity and $\Delta=\omega_{L}-\omega_{1}$ is the detuning of the laser frequency to the frequency of the first excited state of the atom. The last equation means


Figure 1.1: Schematic pictures of optical lattice potentials created by counter-propagating lasers: (a) 2D array of quasi-1D tubes and (b) 3D simple cubic lattice. From [32].
that the atoms feel an optical potential created by the spatial pattern of the laser field intensity. This technique is widely used for trapping atoms [31]. Upon changing the sign of the detuning $\Delta$ it is possible to change the sign of the potential and therefore its attractive or repulsive character.
Optical lattices are formed using light confinement forming periodic intensity pattern thanks to interference of two or more laser beams. The simplest optical lattice can be made with two laser beams with the same wavelength, with paths which are in opposite direction. Their interference creates a 1D periodic intensity pattern of period half their wavelength, of the form

$$
\begin{equation*}
V(x)=V_{0} \sin ^{2}(k x) \tag{1.3}
\end{equation*}
$$

with $k=2 \pi / \lambda, \lambda$ being the wavelength of the lasers that form the standing wave and $V_{0}$ the depth of the optical lattice proportional to the intensity of the laser beam. It is possible then to create complex lattice structures by creating complex interference patterns playing with wavelength, angle, polarization, shape and number of the laser beams.

### 1.1.1 Bose-Hubbard model

A relevant Hamiltonian for lattice models is the Bose-Hubbard Hamiltonian that is useful to treat a lattice system in tight binding approximation and has proven to be the relevant one to describe bosonic atoms with repulsive interaction in a periodic lattice potential [33]. We will review here its derivation as it will be helpful for the next chapters 2, 3, 4,

### 1.1. Optical lattices

5 and in Part II of this thesis. The Bose-Hubbard Hamiltonian can be derived from the general second quantized form of many-body Hamiltonian

$$
\begin{equation*}
H=\int d \mathbf{r} \psi^{\dagger}(\mathbf{r}) h_{\mathbf{r}} \psi(\mathbf{r})+\int d \mathbf{r}^{\prime} \int d \mathbf{r} \psi^{\dagger}(\mathbf{r}) \psi^{\dagger}\left(\mathbf{r}^{\prime}\right) V_{\mathbf{r}, \mathbf{r}^{\prime}} \psi\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r}) \tag{1.4}
\end{equation*}
$$

where $h_{\mathbf{r}}$ is a general differential operator acting on the bosonic field operators $\psi(\mathbf{r})$ representing the kinetic energy and the external potential, and the second term $V_{\mathbf{r}, \mathbf{r}^{\prime}}$ is the inter-particle interactions. In the specific case of atoms in an optical lattice, $h_{\mathbf{r}}=-\frac{\hbar^{2}}{2 m} \nabla_{\mathbf{r}}^{2}$ $+V_{\text {latt }}(\mathbf{r})+V_{\text {ext }}(\mathbf{r})$ where $V_{\text {latt }}(\mathbf{r})$ represents the lattice confining potential and $V_{\text {ext }}(\mathbf{r})$ an external potential. In typical cold-atom experiments the quantum gas is very dilute, with densities typically ranging from $10^{13}$ to $10^{15} \mathrm{~cm}^{-1}$. Interactions between atoms are nevertheless very important and are well characterized by two-body contact interactions at low energy. The interactions are then described by a single parameter, the s-wave scattering length $a_{s}$, which enters into the contact two-body interaction potential $V_{\mathbf{r}, \mathbf{r}^{\prime}}=g \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ where $g=\frac{4 \pi \hbar^{2} a_{s}}{m}$. The s-wave scattering length is tunable using Feschbach resonances [34]. This provides to the cold-atoms experiments a unique playground to study effect of interactions between particles for a large range of interaction strengths. Considering deep lattice potentials, we use a tight-binding approximation that consists in expanding bosonic field operator on the basis of Wannier functions of the lowest band,

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{i} b_{i} w\left(\mathbf{r}-\mathbf{r}_{i}\right), \tag{1.5}
\end{equation*}
$$

where $b_{i}$ and $b_{i}^{\dagger}$ are respectively the annihilation and creation operators of a particle localized in the $i^{\text {th }}$ lattice site, satisfying bosonic commutation rules $\left[b_{i}, b_{j}^{\dagger}\right]=\delta_{i j}$. This approximation works also for interacting bosonic gases as long as the typical interaction between particles is not enough to excite the population of higher bands. One then obtains the Bose-Hubbard Hamiltonian by taking into account only nearest neighbor hopping and contact interactions,

$$
\begin{equation*}
H=-\sum_{\langle i, j\rangle}\left(J_{i j} b_{i}^{\dagger} b_{j}+\mathrm{h.c}\right)+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right), \tag{1.6}
\end{equation*}
$$

where $\langle i, j\rangle$ is restricting the sum to nearest neighbors and $n_{i}=b_{i}^{\dagger} b_{i}$ is the number operator of bosons on each site. The coefficients $J_{i j}$ is interpreted as the rate of tunneling between site $i$ to $j$ through the lattice potential barrier and it is given by

$$
\begin{equation*}
J_{i j}=-\int d \mathbf{r} w^{*}\left(\mathbf{r}-\mathbf{r}_{i}\right)\left[-\frac{\hbar^{2} \nabla_{\mathbf{r}}^{2}}{2 m}+V_{\mathrm{ext}}(\mathbf{r})+V_{\mathrm{latt}}(\mathbf{r})\right] w\left(\mathbf{r}-\mathbf{r}_{j}\right) \tag{1.7}
\end{equation*}
$$

As the Wannier functions are strongly localized in the tight binding approximation, the on-site interaction $U$ is given by

$$
\begin{equation*}
U=g \int d \mathbf{r}|w(\mathbf{r})|^{4} \tag{1.8}
\end{equation*}
$$

### 1.1.2 Ring shaped lattice

The geometry of the lattice that one can consider depends on the intensity pattern formed by the interference of the laser beams. Therefore, a large class of lattices can be considered e.g cylindrical optical lattices[30]. Those lattices can be formed using Laguerre-Gauss beams carrying angular momentum [35, 36], see Fig. 1.2. Another way of forming ring


Figure 1.2: Two rings geometry, formed by two Laguerre-Gauss beams with flux per placket $\Phi$. From [30].
shaped lattice is to use the idea of synthetic dimensions that uses the internal degrees of freedom of the atoms to generate extra transverse dimensions [37].

### 1.2 Gauge field

In the context of the standard model, gauge theories describe three of the four fundamental forces of nature, electromagnetism $U(1)$, weak $S U(2) \times U(1)$ and strong $S U(3)$ forces. These symmetries imply invariance of the Lagrangian and define conserved charges that are linked to the bosons that mediates those forces. In the context of condensed matter, those gauge symmetries are widely used and many-body quantum system subjected to external magnetic fields exhibit rich and intriguing behaviour. Integer and fractional quantum Hall effects are examples of such physical effects, where the transverse transport of a 2D system induced by external magnetic field exhibits plateaus corresponding to

### 1.2. Gauge field

an integer or fractional multiple of $e^{2} / h$ [38], $e$ and $h$ being the electron charge and the Planck's constant, respectively. This effect arises for charged particles with applied magnetic field but can also be induced by an artificial magnetic field on neutral bosonic atoms. Several ways of inducing magnetic like dependence on neutral atoms are possible, to cite a few :

- rotating trapped ultra-cold gases: using to analogy between Lorentz and Coriolis force [39, 40]: with this technique it is possible to create Abelian gauge fields.
- laser induced gauge fields in optical lattices: exploiting properties of laser-assisted tunneling [41] (see Fig. 1.3] it is possible to access the regime of large magnetic field.


Figure 1.3: Laser assisted tunneling is a way of implementing gauge field in optical lattice. Using internal degrees of freedom of the neutral atoms: with this technique it is possible to implement a complex hopping. From 42]

### 1.2.1 Analogy between rotation and magnetic field, persistent currents

Let's consider a fluid of neutral particles confined in a trap that is rotating at frequency $\Omega$ around the $z$ axis. We show here below that the dynamics of a fluid is equivalent to charged particles subjected to magnetic field. One can link magnetic and rotation frequency in the following way

$$
\begin{equation*}
q \mathbf{B}=2 m \Omega \quad \text { with } \quad \Omega=\Omega \mathbf{e}_{\mathbf{z}} \tag{1.9}
\end{equation*}
$$

where $q$ is the charge of the particle and $m$ the mass. The rotation induce a Coriolis force on the fluid that is $\mathbf{F}_{C}=2 M \mathbf{v} \times \Omega$ that is very similar to the Lorentz force acting on charge particle $\mathbf{F}_{L}=q \mathbf{v} \times \mathbf{B}$. Let's draw the analogy a little bit deeper by considering the full quantum Hamiltonian problem of the rotating fluid, this time in first quantization. Let's consider a quantum particle of mass $m$ evolving in a one dimensional ring of circumference $L$, radius $R$ and rotating defect turning at velocity $\mathbf{v}_{\theta}=\nu \mathbf{e}_{\theta}$

$$
\begin{equation*}
\hat{H}(t)=\frac{\hat{p}_{\theta}^{2}}{2 m}+\delta(R \theta-v t)=-\frac{\hbar^{2}}{2 m R^{2}} \partial_{\theta}^{2}+\delta(R \theta-v t) \tag{1.10}
\end{equation*}
$$



Figure 1.4: Experimentally observed vortex lattice arising from the rotation of a bosonic atomic BEC. The pictures show different configuration of the number of vortices in the sample. Taken from [44].

One can eliminate the time dependence in the Hamiltonian by a unitary transformation $\hat{U}(t)=\exp \left(i \Omega \hat{L}_{z} t / \hbar\right)$ where $\hat{L}_{z}$ is the angular momentum operator $\hat{L}_{z}=-i \hbar \partial_{\theta}$. The Hamiltonian transforms into

$$
\begin{equation*}
\hat{H}^{\prime}=\hat{U}(t)^{\dagger} \hat{H}(t) \hat{U}(t)=\frac{\hbar^{2}}{2 m R^{2}}\left(-i \hbar \partial_{\theta}-q A_{\theta}\right)^{2}+\delta(\theta)+V_{\text {centr }} \tag{1.11}
\end{equation*}
$$

where $V_{\text {centr }}$ represents the centrifugal effect $V_{\text {centr }}=-\frac{1}{2} m R^{2} \Omega^{2}$ and $q \mathbf{A}=m \boldsymbol{\Omega} \times \hat{\mathbf{r}}$. The action of the unitary transformation $\hat{U}(t)$ is to change the frame of reference of the system to the moving frame of angular frequency $\Omega$ so that the momentum of the particle in the moving frame is shifted by the analogue of a magnetic vector potential. The only difference is the centrifugal potential effect, however for a 1D ring this contribution can be considered as a constant shift of the full spectrum so that it will not be relevant. For 2D systems this contribution tends to push the particles away from the center and one cannot have a toy model of orbital magnetism on a neutral gas. To overcome this problem the confining trap is turning at frequency equal to the confinement frequency so that the centrifugal contribution cancel out with the trapping contribution and one can observe 2D gauge dependent physics [5, 43]. This analogy allowed to experimentally access gauge dependent physics and create vortex lattices in BEC experiments [44]. Figure 1.4 shows an example of a vortex lattice.

### 1.2.2 Magnetism and quantum physics

Continuum case : The Maxwell equation for the magnetic field $\mathbf{B}$ in the absence of magnetic monopoles $\nabla_{\mathbf{r}} \cdot \mathbf{B}(\mathbf{r})=0$ implies $\mathbf{B}(\mathbf{r})=\nabla_{\mathbf{r}} \times \mathbf{A}(\mathbf{r})$. It shows that the equation is invariant under transformation of the vector potential up to a gradient term a scalar field $\phi(\mathbf{r})$, meaning that two vector potentials $\mathbf{A}(\mathbf{r})$ and $\mathbf{A}(\mathbf{r})^{\prime}$ where $\mathbf{A ( r )}{ }^{\prime}=\mathbf{A}(\mathbf{r})+\nabla_{\mathbf{r}} \phi(\mathbf{r})$ lead to the same magnetic field. This gauge invariance can be absorbed at the level of the quantum Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2 m} \int d \mathbf{r} \psi^{\dagger}(\mathbf{r})\left[-i \hbar \nabla_{\mathbf{r}}-q \mathbf{A}(\mathbf{r})\right]^{2} \psi(\mathbf{r}) \tag{1.12}
\end{equation*}
$$

### 1.2. Gauge field

where $q$ is the charge of the particle, by a redefinition of the momentum operator

$$
\begin{equation*}
\hat{\mathbf{p}} \rightarrow \hat{\mathbf{p}}^{\prime}=-i \hbar \nabla_{\mathbf{r}}+q \nabla_{\mathbf{r}} \phi(\mathbf{r}) \tag{1.13}
\end{equation*}
$$

or by a change of gauge of the field operators

$$
\begin{equation*}
\psi(\mathbf{r}) \rightarrow \psi(\mathbf{r})^{\prime}=\hat{U} \psi(\mathbf{r})=e^{\frac{i q}{\hbar} \phi(\mathbf{r})} \psi(\mathbf{r}) \tag{1.14}
\end{equation*}
$$

This define a $U(1)$ gauge invariance. One important fact is that the invariance of the magnetic field upon a shift of the vector potential by a gradient term lies on the fact that the space is connected, meaning that closed loop can be deformed continuously into a dot. This will not be the case for a particle evolving in a space where a singularity is present. The Aharonov-Bohm effect [45] is such an example.

The Aharonov-Bohm effect is the sensitivity of the phase of the wave function to the vector potential of the magnetic field. Let's consider (see Fig 1.5) a charged particle evolving in a plane with a solenoid creating a non-zero magnetic field only inside itself. The Hamiltonian describing such a setup is the following

$$
\begin{equation*}
H=\frac{(\hat{\mathbf{p}}-q \mathbf{A}(\mathbf{r}))}{2 m} . \tag{1.15}
\end{equation*}
$$

Outside of the solenoid we have no magnetic field so that $\nabla \times \mathbf{A}(\mathbf{r})=\mathbf{B}(\mathbf{r})=0$. As we said earlier, the vector potential of the magnetic field can be expressed as the gradient of a scalar field only if the space is simply connected (i.e there is no singularity of the magnetic field). We can only define a vector potential for different path but not enclosing the discontinuity. For the two beams of Fig 1.5 we can define such a vector potential that we'll call $\mathbf{A}_{I / I I}(\mathbf{r})=\nabla \chi_{I / I I}(\mathbf{r})$ associated to wave function $\Psi_{I / I I}=e^{\frac{i}{\hbar} q \chi_{I I I I}(\mathbf{r})} \Psi_{0}(\mathbf{r})$ where the phase has been absorbed into the wave function and $\Psi_{0}(\mathbf{r})$ is wave-function without magnetic field. The dephasing between the two wave functions at a point $\mathbf{r}$ is then

$$
\begin{equation*}
\phi=\frac{q}{\hbar}\left(\chi_{I}(\mathbf{r})-\chi_{I I}(\mathbf{r})\right)=\frac{q}{\hbar} \oint_{\mathscr{C}} \mathbf{A}(\mathbf{r}) d \mathbf{r}=2 \pi \frac{\Phi}{\Phi_{0}} \tag{1.16}
\end{equation*}
$$

where $\Phi$ is flux in the solenoid and $\Phi_{0}$ the quantum of flux. Such an effect is remarkable as the presence of a magnetic field yield a dephasing of the particles circulating around it without encountering it: the particles are affected by the flux of this magnetic field as a direct consequence of the gauge invariance of the quantum theory. This phase is said to be topological as it is not depending on the path chosen.

The persistent current phenomenon arises from the Aharonov-Bohm effect which affects the quantum dynamics of charged particles in a multiply-connected geometry [45] (i.e with holes). In condensed-matter physics the study of persistent currents has emerged in the context of metallic rings under magnetic fields at very low temperature. If quantum phase coherence is large compared to the size of the system and thermal fluctuations are


Figure 1.5: Representation of the Aharonov set-up: incoming electrons take two alternative paths around a solenoid. The beam is then recombined and interference is observed. Figure from [46].
weak enough, persistent currents manifest themselves as dissipationless currents even in the absence of any applied voltage [47]. Persistent currents were first observed in solid state superconductors electronic systems subjected to a magnetic field [48].
Mathematically, the persistent current is defined [49] through the Hellman-Feynman theorem as $I=-\frac{1}{\Phi_{0}}\left\langle\partial_{\Phi} H\right\rangle=-\frac{1}{\Phi_{0}} \partial_{\Phi}\langle H\rangle$. For a homogeneous system without impurities, the spectrum is $E_{n}=\left(n-\frac{2 \pi}{L} \Phi / \Phi_{0}\right)^{2}$, where $n \in \mathbb{Z}$ labels the different angular momentum state. The persistent current is then an oscillating function of period fixed by the quantum of flux $\Phi_{0}$. Impurities will break the rotational invariance and couple the different angular momentum states of the system. This will introduce a gap between the different energy levels $E_{n}$ corresponding to momentum $n$ for any value of repulsive interactions (Leggett's theorem [50]).
We see from Eq. 1.11 that even a moderate concentration of impurities will affect the current amplitude. Nevertheless, the persistent current is stronger than one can think. Indeed, when performing a gauge transformation, $\psi(\theta) \rightarrow e^{i q A_{\theta}} \psi(\theta)$ one removes the $A_{\theta}$ dependence in the Hamiltonian on the price of twisting the boundary condition $(\psi(0)=$ $\left.e^{2 \pi A_{\theta}} \psi(2 \pi)\right)$. The persistent current is then seen as a measure of the sensitivity of the spectrum to the twist, so that even in presence of disorder the persistent current does not vanish. This fact has been observed in metallic rings in a disordered environment [51].
Of course, rotating Bose-Einstein condensates made of ultra-cold atoms, being in a superfluid state, will exhibit coherence properties analogue to electronic superconducting system and dissipationless flow is likely to occur [52].

### 1.2.3 Lattice systems

In a lattice two length scales are competing, the inter-site distance $a$ and the magnetic length $l=\sqrt{\hbar / q B}$. Their ratio can be expressed as the ratio of the magnetic flux $\Phi$ and

### 1.2. Gauge field

the quantum of flux $\Phi_{0}$. When $\Phi$ is much smaller than $\Phi_{0}$ nothing more is expected than for the case of a single particle whereas for $\Phi \approx \Phi_{0}$ the physics will change drastically and can create fractal structure in the energy spectrum (Hofstadter butterfly [53]). Artificial materials, such as the ones which can be implemented in cold atoms experiments [6, 7] are able to access those regimes since the inter-site distance can be tuned so that it becomes comparable with the magnetic length. In the tight binding approximation, (see Eq. 1.6 , we consider the Bose-Hubbard Hamiltonian. For simplicity we will consider a 1D chain

$$
\begin{equation*}
H=-J \sum_{l}\left(a_{l+1}^{\dagger} a_{l}+\mathrm{h.c}\right) . \tag{1.17}
\end{equation*}
$$

In the presence of a magnetic field perpendicular to the sample, we have to take into account the Aharonov-Bohm phase that is accumulated by a particle from a site $l$ to $l^{\prime}$ of the lattice

$$
\begin{equation*}
\phi\left(l \rightarrow l^{\prime}\right)=\frac{q}{\hbar} \int_{\mathbf{r}_{l}}^{\mathbf{r}_{l^{\prime}}} \mathbf{A}\left(\mathbf{r}_{m}\right) \cdot d \mathbf{r}_{m} \tag{1.18}
\end{equation*}
$$

At the level of the Bose-Hubbard Hamiltonian this phase can be included via the Peierls substitution [54] in the tunneling coefficient $J \rightarrow J e^{i \phi}$ for a constant magnetic field. Thus the Hamiltonian reads

$$
\begin{equation*}
H=-J \sum_{l}\left(a_{l+1}^{\dagger} a_{l} e^{i \phi}+\text { h.c }\right) . \tag{1.19}
\end{equation*}
$$

2D lattice The situation for a square lattice is analogous. The 2D lattice Bose-Hubbard Hamiltonian is

$$
\begin{equation*}
H=-J \sum_{m, n}\left(a_{m+1, n}^{\dagger} a_{m, n}+a_{m, n+1}^{\dagger} a^{m, n}+\text { h.c }\right) . \tag{1.20}
\end{equation*}
$$

Due to the presence of the magnetic field, the hopping is complex due to the Peierls substitution, of phase $\phi_{m, n}^{i}=q A_{m, n}^{i} / \hbar$ at site $\{m, n\}$ in direction $i=\{x, y\}$. So that the Hamiltonian transform into

$$
\begin{equation*}
H=-J \sum_{m, n}\left(e^{i \phi_{m, n}^{x}} a_{m+1, n}^{\dagger} a_{m, n}+e^{i \phi_{m, n}^{y}} a_{m, n+1}^{\dagger} a^{m, n}+\text { h.c }\right) \tag{1.21}
\end{equation*}
$$

For a homogeneous magnetic field the flux is fixed and equal for each plaquette (as denoted by $\Phi$ in 1.6, $\Phi=\phi_{m, n}^{x}+\phi_{m+1, n}^{y}-\phi_{m, n+1}^{x}-\phi_{m, n}^{y}$ and represents the gauge invariant quantity of the square lattice. All along this thesis we will consider the Landau gauge, under which the vector potential is aligned to a certain direction of space $x$ or $y$. When it is aligned in the $x$ direction, the vector potential is $\mathbf{A}=(-B y, 0,0)$ and we are in the situation considered by Atala et al in the experiment on bosonic ladders (19] (see Fig. 2.2.). In the case of the lattice system it corresponds to the configuration where all the phases of the vertical transition are zero and all horizontal ones increase linearly with the lattice position $l$. The gauge that we will consider later in our theoretical work is the one where the


Figure 1.6: Schematic representation of a 2D lattice with gauge dependent hopping of Peierls phases $\phi_{m, n}^{i}$, with $i=\{x, y\}$. From [55].
vector potential is aligned in the $y$ direction so that $\mathbf{A}=(0, x B, 0)$ and the corresponding lattice flux are non zero only along $x$, taking the advantage of having a flux dependent tunneling that doesn't depend on the lattice position makes the calculations easier.
In the case of the ring geometry, the description follows closely the one presented here, except that the space coordinates are now cylindrical (see Sec. 2.2).

### 1.3 Peculiarities of one dimensional systems

The physics of many-body one-dimensional (1D) Bose systems is very different from that of ordinary three-dimensional (3D) bosonic gases. For example, by decreasing the particle density $n$, a usual 3D quantum many-body system becomes more ideal, whereas in a 1D Bose gas the role of interactions becomes more important. The reason is that at temperatures $T$ close to zero, the kinetic energy of a particle at the mean inter-particle separation $1 / n$ scales as $K \propto n^{2}$ and it decreases with decreasing density $n$ faster than the interaction energy per particle, $I \propto n$. The ratio of the interaction to kinetic energy, $\gamma=I / K$, characterizes the different physical regimes of the 1D quantum gas (see Fig 1.9). This ratio has first been introduced in the context of the Lieb-Liniger model [56, 57] which is the model describing many-body bosons in 1D interacting with delta potential. The Lieb-Liniger many-body Hamiltonian in second quantization reads

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \int d x \Psi^{\dagger}(x) \Delta_{x} \Psi(x)+\frac{g_{1 D}}{2} \int d x \Psi(x)^{\dagger} \Psi(x)^{\dagger} \Psi(x) \Psi(x) \tag{1.22}
\end{equation*}
$$

with $\Psi(x)$ the bosonic field operator and $g_{1 D}$ the interacting strength. The Lieb-Liniger parameter is defined as $\gamma=\frac{m g_{1 D}}{n_{0} \hbar^{2}}$. This model is integrable, and Bethe ansatz allows to derive exact expressions for the ground state energy, its excitations (see Fig 1.7) and the static correlations of the system at arbitrary interaction strength [58]. However, analytic expressions are difficult to compute. Expansions around the strongly and weakly interacting regime are known, while for intermediate $\gamma$ numerical calculations give very accurate results. For a small value of $\gamma$ the gas is in a weakly interacting regime where particle tends to be delocalized on the length of the system, in this regime mean-field theory is applicable (see chapter 2and 3). For a large value of $\gamma$, the gas enters the Tonks-Girardeau

### 1.3. Peculiarities of one dimensional systems



Figure 1.7: a) Ground-state energy of the Lieb-Liniger model versus interaction strength, from [56]. b) Excitation spectrum of the Lieb-Liniger model, showing two branches. One is called Lieb-I and corresponds to sound like excitations corresponding to the Bogoliubov modes at weak interactions (as we can see that line 1 and 3 are close to each other), the second branch corresponds to umklapp processes and are interpreted as holes in the corresponding Fermi sea. Their low-energy behaviour can be captured within LuttingerLiquid theory (see Chap. 5]. From [57].
(TG) regime, where the repulsion between particles strongly decreases the wave function at short inter-particle distances (see chapter 4.1 for more details and method of solution). At intermediate values of $\gamma$, the Luttinger-liquid framework well describes the low-energy properties of the 1D gas (see chapter 5 ).


Figure 1.8: Sketch of the 1D bosonic cloud illustrating the size and separation of singleparticle wave functions for different value of $\gamma$. Taken from [59]


Figure 1.9: Physical regimes of a 1D Bose gas with repulsive contact interactions in the parameter space $(\gamma, \mathrm{t})$, where $\gamma$ is the Lieb-Liniger parameter and $t$ the re-scaled temperature. Taken from [60].

### 1.3.1 Condensation and coherence properties in 1D

Mathematically, as we will later see in chapter 4, the concept of Bose-Einstein condensation (BEC) is well defined for a system of interacting particles as the macroscopic occupation of the largest eigenvalue of the one-body density matrix $g^{(1)}\left(x, x^{\prime}\right)=\left\langle\Psi^{\dagger}(x) \Psi\left(x^{\prime}\right)\right\rangle$, where we recall that $\Psi(x)$ is the bosonic field operator. This description is due to Penrose and Onsager [61] and is the most rigorous criterion for the identification of BEC but it's not the only one. Coherence properties in a BEC are large and off-diagonal-long range order emerges in the one-body density matrix [62]. Those two criterions define what is a true condensate in the sense that it has macroscopic coherence properties characterized by the off-diagonal long range order and a macroscopic occupation of the ground-state.
Taking those definitions as a cornerstone for the nature of a true condensate we see that a system of interacting bosonic particles confined in one dimension does not respect this criterion in the thermodynamic limit. As the dimensionality is strongly reduced, fluctuation in one dimension are enhanced and prevent the appearance of a true condensate. It has been shown [63] that the momentum distribution $n(q)$ diverges at small $q$ as $q^{\frac{1}{2 K}-1}$, so that in 1D the condition $\int d q n(q)=N$ shows the absence of BEC. Indeed, long-range order is not present in both 1D and 2D [64] at finite temperature and we talk about quasi-long range as the one-body density matrix displays a power law decay $g^{(1)}\left(x, x^{\prime}\right) \propto\left|x-x^{\prime}\right|^{-\frac{1}{2 K}}$. In the above expressions $K$ is the Luttinger parameter and is associated to the compress-

### 1.3. Peculiarities of one dimensional systems

ibility of the system, see Chapter 5. For a finite system size, finite number of particles, and at very low temperatures, instead, the system can show macroscopic occupation of the ground state and the phase coherence can cover the whole system, thus reaching a true-condensate regime [65] (see Fig. 1.10].


Figure 1.10: Regime of quantum degeneracy in a harmonically trapped quantum gas in the parameter space $(T / \hbar \omega, N)$ where $T$ is the temperature and $N$ the number of particles. The regime of quasi-condensation is shown and true condensation appears at low temperature for a large number of particle. The parameter $N_{*}$ represents a critical number of particle for $N \gg N_{*}$ the gas is weakly interacting and when $N \ll N_{*}$ we enter the so called Tonks regime where bosons are strongly interacting. Taken from [65].

## Chapter 2

## Mean-field of the double ring

Is chapter is organized as follows. In Sec 2.1 we provide a quick review of the Gross-Pitaevskii equation. Then in Sec 2.2 we introduce the model a Bose gas confmed in a double ring lattice under gauge fields. In Sec 2.3 we will study the properties of the non interacting gas identifying the vortex and Meissner phases. Mesoscopic effects in the system will be shown in $\operatorname{Sec} 2.4$ as the appearance of a vortex in the Meissner phase and parity effect in the vortex phase, and the behavior of persistent currents. We also propose the spiral interferogram images obtained by interference among the two rings during time of flight expansion as a probe of vortex-carrying phases, specifically adapted to the ring geometry. Finally in $\operatorname{Sec} 2.5$, we will explore, through a numerical study the dilute, weak-interacting regime and address the nature of the ground state at mean field level. In particular we identify known phases such as the Meissner, vortex and biasedladder phases [16] as well as the effect of commensurability of the total flux.

### 2.1 Gross-Pitaevskii equation

As we have discussed in the introduction, a Bose-Einstein condensate is obtained from a collection of bosons sharing a macroscopic occupation of the ground state at very low temperatures. We will consider here the regime where the action of the non-condensed part on the condensate is negligible. We will focus on the energy of the ground state and use this to obtain information about the system. A general representation of an Hamiltonian in second quantized form reads

$$
\begin{equation*}
H=\int d \mathbf{r} \psi^{\dagger}(\mathbf{r}) h_{\mathbf{r}} \psi(\mathbf{r})+\int d \mathbf{r}^{\prime} \int d \mathbf{r} \psi^{\dagger}(\mathbf{r}) \psi^{\dagger}\left(\mathbf{r}^{\prime}\right) V_{\mathbf{r}, \mathbf{r}^{\prime}} \psi\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r}) \tag{2.1}
\end{equation*}
$$

where $h_{\mathbf{r}}$ is a general one-body differential operator acting on the bosonic field operators $\psi(\mathbf{r})$, containing the kinetic energy and the external potential and the second term $V_{\mathbf{r}, \mathbf{r}^{\prime}}$ represents the inter-particle interaction. The Heisenberg equation of motion for the
bosonic field operator is

$$
\begin{align*}
i \hbar \frac{d}{d t} \psi(\mathbf{r}, t) & =[\psi(\mathbf{r}, t), H]=\frac{\delta H}{\delta \psi^{\dagger}(\mathbf{r}, t)}  \tag{2.2}\\
& =h_{\mathbf{r}} \psi(\mathbf{r}, t)+\int d \mathbf{r}^{\prime} \psi^{\dagger}\left(\mathbf{r}^{\prime}, t\right) V_{\mathbf{r}, \mathbf{r}^{\prime}} \psi\left(\mathbf{r}^{\prime}, t\right) \psi(\mathbf{r}, t) \tag{2.3}
\end{align*}
$$

The Gross-Pitaevskii equation is the equation of motion of the bosonic field in classical approximation, meaning that the quantum fluctuations and hence correlation between particles are neglected, so that the bosonic field is approximated as an averaged field. The Gross-Pitaevskii equation is then obtained by replacing the bosonic field operator by a classical field $\psi \rightarrow \sqrt{N_{0}} \phi$, where $N_{0}$ is the number of condensed particles, thus obtaining

$$
\begin{equation*}
i \hbar \partial_{t} \phi(\mathbf{r}, t)=\left[h_{\mathbf{r}}+N_{0} \int d \mathbf{r}^{\prime} V_{\mathbf{r}^{\prime}, \mathbf{r}}\left|\phi\left(\mathbf{r}^{\prime}, t\right)\right|^{2}\right] \phi(\mathbf{r}, t) \tag{2.4}
\end{equation*}
$$

Generally, the Gross-Pitaevskii equation [63] was first derived and mostly studied is the special case of contact interparticle interaction, i.e $V_{\mathbf{r}^{\prime}, \mathbf{r}}=g \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ where $g=\frac{4 \pi \hbar^{2} a_{s}}{m}$ coming from the two-body scattering problem where $a_{s}$ is the s-wave scattering length,

$$
\begin{equation*}
i \hbar \partial_{t} \phi(\mathbf{r}, t)=\left[h_{\mathbf{r}}+g N_{0}|\phi(\mathbf{r}, t)|^{2}\right] \phi(\mathbf{r}, t) \tag{2.5}
\end{equation*}
$$

This equation is also called non-linear Schrodinger equation.

### 2.2 The model

Bosons trapped in a ladder pierced by a magnetic field provide a minimal and quasi-one dimensional setup to study the interplay between orbital magnetism and interactions. In particular, the system as described in Fig 2.1 and by Hamiltonian (2.6) (in another gauge and linear configuration) displays chiral Meissner currents. It has been already experimentally realized in a linear configuration [19]. Its phases are illustrated in the diagram of Fig 2.2. Below a critical inter-leg coupling strength, the chiral current decreases in good agreement with the theoretical prediction of a vortex lattice phase [12].

In our work, published in [66], we consider a Bose gas confined in a double ring lattice see Fig 2.2. In the tight-binding approximation we model the system using the BoseHubbard model:

$$
\begin{align*}
& \hat{H}=\hat{H}_{0}+\hat{H}_{\text {int }}= \\
& -\sum_{l=1, p=1,2}^{N_{s}} J_{p}\left(a_{l, p}^{\dagger} a_{l+1, p} e^{i \Phi_{p}}+a_{l+1, p}^{\dagger} a_{l, p} e^{-i \Phi_{p}}\right) \\
& -K \sum_{l=1}^{N_{s}}\left(a_{l, 1}^{\dagger} a_{l, 2}+a_{l, 2}^{\dagger} a_{l, 1}\right)+\frac{U}{2} \sum_{l=1, p=1,2}^{N_{s}} a_{l, p}^{\dagger} a_{l, p}^{\dagger} a_{l, p} a_{l, p} \tag{2.6}
\end{align*}
$$

### 2.2. The model



Figure 2.1: a) Schematic representation of the experimental setup of Ref [19] and b) energy levels. An effective homogeneous magnetic field in each ladder is realized through laserinduced tunneling (red arrows) between the left ( L ) and right ( R ) legs of the ladder. Taken from [19]. The gauge here is changed with respect to Eq 2.6 by $a_{l, 1} \rightarrow e^{i(\phi / 2) l} a_{l, 1}$ and $a_{l, 2} \rightarrow e^{-i(\phi / 2) l} a_{l, 2}$.


Figure 2.2: a) Phase diagram of ladder chiral current as order parameter for the distinctive Meissner and Vortex phases. b) Theoretically calculated individual currents and particle densities for the different values of $K / J$. Taken from [19]
where the angular position on the double ring lattice is given by $\theta_{l}=\frac{2 \pi}{N_{s}} l$ where $l$ is an integer $l \in\left[1, N_{s}\right]$ with $N_{s}$ the number of sites in each ring. In Eq (2.6) $J_{1}$ and $J_{2}$ are respectively the tunneling amplitude from one site to an other along each ring, the parameter $K$ is the tunneling amplitude between the two rings, connecting only sites with the same position index $l$ and $\Phi_{1,2}$ are the fluxes threading the inner and outer ring respectively. In the case where the gauge fields are induced by applying a rotation to each ring one has $\Phi_{i}=\frac{2 \pi}{N_{s}} \frac{\tilde{\Phi}_{i}}{\Phi_{0}}$,


Figure 2.3: Representation of the geometry studied in this work: co-planar ring lattices of radii $R_{1}$ and $R_{2}$ with the same number of sites, with inter-ring tunnel energy $K$ and intraring tunnel energies $J e^{i \Phi_{p}}$, with $p=1,2$.
with $\tilde{\Phi}_{i}=\Omega R_{i}^{2}, \Omega$ being the angular rotation frequency, $R_{i}$ radius of ring $i, \Phi_{0}=2 \pi \hbar / \mathrm{m}$ the Coriolis flux quantum. As $J_{i} \approx \frac{\hbar^{2}}{2 m R_{i}^{2}}$, to lowest order we can consider $J_{1} \approx J_{2}$ corresponding to two rings close to each other, or realized using adjusted lattice potential. In the following, it will be useful to introduce the relative flux $\phi=\Phi_{1}-\Phi_{2}$ and average flux $\Phi=\left(\Phi_{1}+\Phi_{2}\right) / 2$.

### 2.3 Non interacting regime

We first proceed by analyzing the non-interacting problem. The diagonalization of $H_{0}$ (see Appendix A for details) yields the following two-band Hamiltonian:

$$
\begin{equation*}
\hat{H}_{0}=\sum_{k} \alpha_{k}^{\dagger} \alpha_{k} E_{+}(k)+\beta_{k}^{\dagger} \beta_{k} E_{-}(k) \tag{2.7}
\end{equation*}
$$

where

$$
\binom{a_{k, 1}}{a_{k, 2}}=\left(\begin{array}{cc}
v_{k} & u_{k}  \tag{2.8}\\
-u_{k} & v_{k}
\end{array}\right)\binom{\alpha_{k}}{\beta_{k}},
$$

and the functions $u_{k}$ and $v_{k}$ depend on the parameters $\phi$ and $K / J$ (see Appendix A for details), the momentum in units of inverse lattice spacing takes discrete values given by $k=\frac{2 \pi n}{N_{s}}$, with $n=0,1,2 \ldots N_{s}-1$ and the dispersion relation $E_{ \pm}(k)$ reads

$$
\begin{align*}
E_{ \pm}(k)= & -2 J \cos (\phi / 2) \cos (k-\Phi) \\
& \pm \sqrt{K^{2}+(2 J)^{2} \sin (\phi / 2)^{2} \sin (k-\Phi)^{2}} . \tag{2.9}
\end{align*}
$$

### 2.3. Non interacting regime



Figure 2.4: Energy spectrum (in units of $J$ with $N_{s}=40$ sites on each ring) as a function of wavevector $k$ (in units of inverse lattice spacing) of non-interacting bosons on a double ring lattice, for several values of the tunneling ratio $K / J$ at fixed relative flux $\phi=\pi / 2$ (bottom) and several values of $\phi$ at fixed $K / J=\sqrt{2}$ (top).

We see that the only influence of the average flux $\Phi$ is to shift in momentum space the energy spectrum.

The relevant ground-state properties are obtained from the low-energy branch of the spectrum since, for a finite size-ring, at $T=0$ and $U=0$ the bosons form a condensate in the lowest-energy state available. At varying tunneling ratio $K / J$ and relative flux $\phi$, two possible situations arise from the lowest-energy branch $E_{-}(k)$ (see Fig. 2.4). When $E_{-}(k)$ has a single minimum, the bosons condense in the state $k=\Phi$, corresponding to the Meissner phase, while one has a vortex phase when $E_{-}(k)$ has two minima and bosons condense with the same occupancy in each of the two minima $k_{1}$ and $k_{2}$ given by

$$
\begin{equation*}
k_{1,2}=\Phi \mp \arccos \left[\cot \left(\frac{\phi}{2}\right) \sqrt{\left(\frac{K}{2 J}\right)^{2}+\sin ^{2}\left(\frac{\phi}{2}\right)}\right] . \tag{2.10}
\end{equation*}
$$

Other possible occupancies of the two minima are discussed in Appendix A. The vortex to Meissner phase transition has been experimentally observed in bosonic linear flux ladders [19]. At fixed $K / J$ value, the critical flux where the transition appears is obtained by
determining the change of curvature in $E_{-}(k=\Phi)$, thus yielding [11:

$$
\begin{equation*}
\phi_{c}=2 \arccos \left[\sqrt{\left(\frac{K}{4 J}\right)^{2}+1}-\left(\frac{K}{4 J}\right)\right] . \tag{2.11}
\end{equation*}
$$

The Meissner phase is characterized by vanishing transverse currents

$$
\begin{equation*}
j_{l, \perp}=i K\left\langle a_{l, 1}^{\dagger} a_{l, 2}-a_{l, 2}^{\dagger} a_{l, 1}\right\rangle \tag{2.12}
\end{equation*}
$$

the longitudinal currents on each ring, defined as

$$
\begin{equation*}
j_{l, p}=i J\left\langle a_{l, p}^{\dagger} a_{l+1, p} e^{i \Phi_{p}}-a_{l+1, p}^{\dagger} a_{l, p} e^{-i \Phi_{p}}\right\rangle, \tag{2.13}
\end{equation*}
$$

are opposite and the chiral current, i.e $J_{c}=\sum_{l}\left\langle j_{l, 1}-j_{l, 2}\right\rangle$ is saturated. The vortex phase is characterized by a modulated density, jumps of the phase of the wave function, and non-zero, oscillating transverse currents which create a vortex pattern. This is illustrated in Fig 2.6, which shows the longitudinal and transverse current configurations both in the Meissner and in the vortex phase.

### 2.3.1 Persistent and chiral currents

We proceed next to study the persistent currents on the ring. They are defined as $I_{p}=\frac{\partial\langle H\rangle}{\partial \Phi_{p}}$. Since for the Hamiltonian 2.6 one has $\frac{\partial\langle H\rangle}{\partial \Phi}=0$, we obtain that $I_{1}=-I_{2}=I$ and we have a correspondence between chiral current $J_{c}$ and persistent current:

$$
\begin{equation*}
J_{c}=2 I=\frac{\partial\langle H\rangle}{\partial \phi} . \tag{2.14}
\end{equation*}
$$

In particular, Fig 2.5 represents the dependence of the excitation spectrum branches on the relative flux. In order to obtain the persistent currents for each value of $\phi$ we identify the lowest-energy branch as defined piece-wise by following the lowest-energy part of $E_{-}(k)$ (see Fig. 2.5 upper panel). The persistent current is then readily obtained by deriving this curve with respect to the flux $\phi$. The resulting persistent current as a function of relative flux $\phi$ is illustrated in Fig. 2.5 (bottom panel). By increasing the relative flux at fixed $K / J$, the system undergoes a transition from Meissner to vortex phase. For low $\phi$ values, the particle stays in the branch $E_{-}(k=\Phi)$ as long as it is in the Meissner phase. At the critical value $\phi_{c}$ for entering the vortex phase, the persistent current displays a jump, and takes an angular momentum value equal to $\Phi+2 \pi / N_{s}$. As the flux $\phi$ increases, the persistent currents display several other jumps, each corresponding to the appearance of a vortex pair in the ring. We notice that the total number of jumps in the current curve corresponds to $N_{s} / 2$, ie the maximal number of vortex pairs on the ring.

### 2.3. Non interacting regime



Figure 2.5: Upper panel: Excitation branches $E_{-}\left(k_{n}, \phi\right)$ as a function of the relative flux $\phi$ (dimensionless) for various values of $k_{n}=\frac{2 \pi}{N_{s}} n, n \in\left[0, N_{s} / 2\right]$. At $\phi=0$, one has $E_{-}\left(k_{0}, \phi\right)<$ $E_{-}\left(k_{1}, \phi\right)<\cdots<E_{-}\left(k_{n}, \phi\right)$ (blue to brown curves, from bottom to top). The energy of the lowest excitation branch is the lower envelope of these curves and is used to calculate the chiral current. Lower panel: chiral current, obtained from Eq. (2.14), as a function of $\phi$. In both panels we have taken $N_{s}=20, \Phi=0$ and $K / J=0.8$.

### 2.3.2 Infinite system - Variational Ansatz

In the case of non interacting bosons, when the single-particle spectrum has two degenerate minima, the many-body ground state energy is highly degenerate as it corresponds to all possible partitions of the particles among the two minima. In the presence of interactions this degeneracy is broken. Introducing the variational ansatz

$$
\begin{equation*}
\left|\Phi_{N}\right\rangle=\frac{1}{\sqrt{N!}}\left(\cos (\theta / 2) \beta_{k_{1}}^{\dagger}+\sin (\theta / 2) \beta_{k_{2}}^{\dagger}\right)^{N}|0\rangle \tag{2.15}
\end{equation*}
$$

which is valid in weakly interacting regime, Wei and Mueller [16] have identified two phases, corresponding to two different partitions of the bosons on the minima $k_{1}$ and $k_{2}$ : a vortex phase, when each minimum is occupied by $N / 2$ bosons, occuring if $1-6 u_{k_{1}} \nu_{k_{1}}>0$; and a
biased ladder phase, characterized by symmetry breaking and full occupancy of only one of the two minima, occurring when $1-6 u_{k_{1}} v_{k_{1}}<0$. The biased ladder phase is characterized by the absence of density modulations and different density values on the two rings.

### 2.4 Mesoscopic effects and commensurability of the flux

### 2.4.1 Vortex configurations on a finite double ring lattice

Figure 2.8 shows the distribution of the phase and density of the condensate wave function of the non-interacting gas in the vortex phase, which reads

$$
\begin{equation*}
\psi_{l, p}=\sqrt{\frac{N}{2 N_{s}}}\left(\delta_{p, 1}\left(u_{k_{1}} e^{i k_{1} l}+u_{k_{2}} e^{i k_{2} l}\right)+\delta_{p, 2}\left(v_{k_{1}} e^{i k_{1} l}+v_{k_{2}} e^{i k_{2} l}\right)\right), \tag{2.16}
\end{equation*}
$$

for various values of the system parameters. The number $N_{v}$ of vortices is obtained by counting the number of jumps in the phase. Since it is also associated to the number of oscillations in the density, which are characterized by the wavevector $k=k_{2}-k_{1}$, it is readily obtained as $N_{\nu}=N_{s}\left(k_{2}-k_{1}\right) / 2 \pi$. Recalling that the value of the total flux $\Phi$ fixes the position of the minima of the dispersion relation (2.9), in the case where the total flux is multiple of $\frac{\pi}{N_{s}}$ we obtain specific features associated to the commensurability of $\Phi$ with the allowed values of the discrete wavevector $k$. Figure 2.7 depicts the various possibilities. When $\Phi=2 j \frac{\pi}{N_{s}}$, with $j$ integer number, the dispersion relation is centered on an allowed value of the quantized momentum $k$. In this case vortices start to form when the dispersion relation displays a double-minima structure, and the number of vortices is even.

On the other hand, when $\Phi=(2 j+1) \frac{\pi}{N_{s}}$ the value of $\Phi$ falls among two adjacent values of quantized momentum $k$ (see again Fig 2.7). In this case, in the vortex phase, the distance among the two minima corresponds to an odd multiple of $\frac{\pi}{N_{s}}$, giving rise to an odd number of vortices. Quite interestingly, in the Meissner phase, ie for a choice of parameters $\phi$ and $K / J$ leading to a single minimum in the single-particle excitation dispersion $E_{-}(k)$, for $\Phi=(2 j+1) \frac{\pi}{N_{s}}$ we find a nontrivial pattern in the current profiles, corresponding to a single vortex configuration (see Fig.2.6, third panel). This is a mesoscopic effect associated to the finite size and the geometry of the ring. As we shall see below, however, this vortex is more fragile than those appearing in the vortex phase, and is destroyed in the presence of interactions.

### 2.4.2 Fate of the single vortex in the Meissner phase

As discussed in Sec.2.4.1, in the case when the total flux $\Phi=(2 j+1) \frac{\pi}{N_{s}}$ and the system is in the Meissner phase, the non-interacting solution predicts the formation of a single vortex. We explore here the fate of such a vortex in the presence of weak interactions.

A first answer is provided by the variational ansatz introduced in Ref.[16] specialized to the case where the bosons occupy two neighbouring momentum states of the single-


Figure 2.6: Representation of the current patterns for non-interacting bosons on a double ring lattice in various parameter regimes as indicated on the figure. The length of arrows is proportional to the amplitude of the current field. The currents fields are minimal at the core of the vortex, where also the density drops. Upper panel: Meissner phase. Middle panel: vortex phase, case of two vortices. Lower panel: single vortex in the Meissner phase. In all panels, $\phi=\pi / 2$ and $N_{s}=12$.


Figure 2.7: Scheme of the occupancy of the single-particle levels by non-interacting bosons at zero temperature (filled green circles), on the single-particle dispersion relation in the energy-momentum plane (empty circles joined by line), for various choices of total flux $\Phi$ (dashed vertical line). In the Meissner phase, when $\Phi=2 j \frac{\pi}{N_{s}}$ (left top panel, with $\left.\Phi=10 \pi / N_{s}\right)$ bosons condense in the $k=\Phi$ mode. When $\Phi=(2 j+1) \frac{\pi}{N_{s}}$ (right top panel, with $\left.\Phi=9 \pi / N_{s}\right), \Phi$ lies between two momentum modes, the lowest-energy states are doubly degenerate and the system supports a vortex in the Meissner phase. In the vortex phase, when $\Phi=2 j \frac{\pi}{N_{s}}$ (bottom left panel, with $\Phi=8 \pi / N_{s}$ ) we find an even number of vortices, whereas when $\Phi=(2 j+1) \frac{\pi}{N_{s}}$ (bottom right panel, with $\Phi=9 \pi / N_{s}$ ) the number of vortices is odd. Notice that the scheme is completely general for values of $\Phi$ equal to any odd or even multiple of $\pi / N_{s}$.
particle excitation spectrum centered around $k=\Phi$, in the case where it has a single minimum (as shown in Fig. 5, upper left panel):

$$
\begin{equation*}
\left|\Psi_{N}\right\rangle=\frac{1}{\sqrt{N!}}\left(\cos (\theta / 2) \beta_{\Phi+\pi / N_{s}}^{\dagger}+\sin (\theta / 2) \beta_{\Phi-\pi / N_{s}}^{\dagger}\right)^{N}|0\rangle . \tag{2.17}
\end{equation*}
$$

One readily obtains, if $1-6 u_{\Phi+\pi / N_{s}}^{2} v_{\Phi+\pi / N_{s}}^{2}<0$, that the total energy is minimized by the choice $\theta=\pi$, while one has $\theta=\pi / 2$ if $1-6 u_{\Phi+\pi / N_{s}}^{2} v_{\Phi+\pi / N_{s}}^{2}>0$. However, by using the results of Appendix Afor the amplitudes $u_{k}$ and $v_{k}$, one readily finds that in the Meissner phase $1-6 u_{\Phi+\pi / N_{s}}^{2} v_{\Phi+\pi / N_{s}}^{2}$ is always negative, and we conclude that lowest-energy solution is of biased-ladder type.

We have verified this prediction by the numerical solution of the DNLSE, and we confirm that no vortex is found at finite interactions and the density profile is of biased-ladder type, as illustrated in Fig. 2.9 and in the phase diagram (Fig. 2.11, lower panel). By performing calculations at varying system size, we find that the imbalance among the two

### 2.4. Mesoscopic effects and commensurability of the flux



Figure 2.8: Phase and density profiles of the condensate wavefunction for non-interacting bosons along the double ring lattice as a function of the lattice index. Top panel: odd number of vortices for average flux $\Phi=\pi / N_{s}$. Bottom panel: even number of vortices for $\Phi=0$. The other parameters are $K / J=0.8, \phi=\pi / 2, N_{s}=20$ and $n=N / N_{s}$.
rings decreases with increasing $N_{s}$.
It is interesting to notice that this is different from the case of the biased ladder phase BL-V obtained for values of flux corresponding to even multiples of $\pi / N_{s}$. In this case, the particle imbalance does not depend on $N_{s}$ and the phase is also found in the thermodynamic limit.

### 2.4.3 Spiral interferograms

It has been shown [67, 68, 69] that it is possible to reconstruct the phase pattern of ring trapped Bose-Einstein condensate by studying its interference pattern with a reference disk-shaped condensate placed at the center of the ring. Using a similar principle, we show here that the interference pattern of two concentric rings allows to characterize the vortices in the bosonic double ring lattice.

Assuming that the distance between neighbouring sites on each ring is larger than the difference of the radii of the two rings, the main contribution to the interference process is due to radially overlapping condensates belonging to the same site index in each ring (ie with the same angular coordinate). In this case, the wave function after after a time $t_{T O F}$ from releasing the double ring trap is given by (see Appendix D for details):

$$
\begin{equation*}
\Psi_{p}\left(r, \theta_{l}\right) \approx \tilde{\Psi}_{0}\left(k_{s, p}\right) e^{i \hbar \frac{k_{s, p}^{2}}{2 m} t_{T O F}} e^{i \phi_{l, p}} \sqrt{n_{l, p}} \tag{2.18}
\end{equation*}
$$

where $\phi_{l, p}$ and $n_{l, p}$ are respectively the phase and the number of particles of a condensate on the ring $p$ at site $l$, and $k_{s, p}=\frac{\left(R_{p}-r\right)(-1)^{p} m}{\hbar t_{T O F}}$ is related to the velocity at which each


Figure 2.9: Density profile for a double ring lattice of interacting bosons with total flux $\Phi=\pi / N_{s}$, in the absence of interactions, single vortex in the Meissner phase (upper panel) and for weak repulsive interactions biased-ladder (BL-M) phase (lower panel). The other parameters are $N_{s}=20, K / J=2, \phi=\pi / 2$.
wave function evolve after releasing the trap. The interference pattern intensity is given by $I(r, \theta)=2 \operatorname{Re}\left[\Psi_{1}^{*}(r, \theta) \Psi_{2}(r, \theta)\right]$. By recalling that in density-phase representation

$$
\begin{equation*}
\sqrt{n_{l, 1} n_{l, 2}} e^{i\left(\phi_{l, 1}-\phi_{l, 2}\right)}=\left\langle a_{l, 2}^{\dagger} a_{l, 1}\right\rangle \tag{2.19}
\end{equation*}
$$

we obtain the following intensity distribution in the polar plane $\left(r, \theta_{l}\right)$ :

$$
\begin{equation*}
I\left(r, \theta_{l}\right)=\left\langle a_{l, 1}^{\dagger} a_{l, 1}\right\rangle+\left\langle a_{l, 2}^{\dagger} a_{l, 2}\right\rangle+2 \operatorname{Re}\left[e^{i \Delta_{R}} e^{i Q r}\left\langle a_{l, 1}^{\dagger} a_{l, 2}\right\rangle\right] \tag{2.20}
\end{equation*}
$$

with $Q=\frac{m\left(R_{1}-R_{2}\right)}{\hbar t_{T O F}}$ and $\Delta_{R}=\frac{\left(R_{2}^{2}-R_{1}^{2}\right) m}{\hbar t_{T O F}}$.
In order to analyze typical interference profiles in the various phases, we start from the non-interacting regime. In this case, using the results of Appendix A, in the Meissner

### 2.4. Mesoscopic effects and commensurability of the flux



Figure 2.10: Spiral interferogram in the Meissner phase (upper panels) with $K / J=1.5$, $\phi=\pi / 2$ and $U n / J=0.3, \Phi=0$ (upper left panel), $U n / J=0, \Phi=\frac{\pi}{N_{s}}$ (upper right panel), and in the vortex phase (lower panels) taking $K / J=0.1, U n / J=0.3, \phi=\pi / 3$, with $\Phi=0$ (lower left panel), and $\Phi=\frac{\pi}{N_{s}}$ (lower right panel). In all panels $N_{s}=35$.
phase one readily obtains

$$
\begin{equation*}
I\left(r, \theta_{l}\right) \propto \frac{1}{N_{s}} \cos \left(Q r+\Delta_{R}\right)+n_{\theta_{l}} \tag{2.21}
\end{equation*}
$$

where $n_{\theta_{l}}=\left\langle a_{l, 1}^{\dagger} a_{l, 1}+a_{l, 2}^{\dagger} a_{l, 2}\right\rangle$. This corresponds to an interference pattern made of concentric rings, as illustrated in the first panel of Fig. 2.10 .

In the case of a single vortex in the Meissner phase, (second panel of Fig.2.10p the interference pattern displays a line of dislocations, which are due to the phase slip and vanishing of the density in correspondence of the vortex core.

In the vortex phase, Eq. 2.20 yields

$$
\begin{align*}
I\left(r, \theta_{l}\right) & \propto \\
& +\frac{1}{N_{s}}\left[2 u_{k_{1}} v_{k_{1}} \cos \left(Q r+\Delta_{R}\right)\right. \\
& +v_{k_{1}}^{2} \cos \left(\theta_{l}\left(k_{2}-k_{1}\right)-\Delta_{R}-Q r\right) \\
& \left.+u_{k_{1}}^{2} \cos \left(\theta_{l}\left(k_{2}-k_{1}\right)+\Delta_{R}+Q r\right)\right]  \tag{2.22}\\
& +n_{\theta_{l}} .
\end{align*}
$$

In this case, the interference pattern is composed of a term which is constant along $\theta$, that gives rise to concentric rings and two spirals patterns with uniform intensity each of them corresponding to one of the two ring, one going clockwise and the other counterclockwise. The superposition of the three contributions yields a modulated spiral pattern, shown in Fig 2.10. This method, which is specific for the ring geometry, is a very powerful characterization of the vortex phase, as the number of branches in the pattern yields the number of vortices in the system. This allows in particular to evidence the possibility of having even or odd number of vortices, depending on the value of the total flux. As a final remark we notice that the interference pattern is dependent on the choice of gauge, other choices will lead to different spiral interferogram pictures.

### 2.5 Mean-field ground state phase diagram

### 2.5.1 Coupled discrete nonlinear Schrödinger equations (DNLSE)

In order to explore in a broader way the weakly-interacting regime, we study the ground state of the system in the mean-field approximation, obtained by neglecting the quantum fluctuations and correlations.

We start from the equations of motion for the bosonic field operators in the Heisenberg picture:

$$
\begin{equation*}
i \hbar \frac{d a_{l, p}(t)}{d t}=\left[a_{l, p}(t), H\right] . \tag{2.23}
\end{equation*}
$$

Taking the mean-field approximation, ie setting $\Psi_{l, p}(t)=\left\langle a_{l, p}(t)\right\rangle$ we obtain two coupled discrete non-linear Schrödinger equations (DNLSE):

$$
\begin{align*}
i \partial_{t} \Psi_{l, 1}(t) & =-J \Psi_{l+1,1}(t) e^{i(\Phi+\phi / 2)}-J \Psi_{l-1,1}(t) e^{-i(\Phi+\phi / 2)} \\
& -K \Psi_{l, 2}(t)+U\left|\Psi_{l, 1}(t)\right|^{2} \Psi_{l, 1}(t)  \tag{2.24}\\
i \partial_{t} \Psi_{l, 2}(t) & =-J \Psi_{l+1,2}(t) e^{i(\Phi-\phi / 2)}-J \Psi_{l-1,2}(t) e^{-i(\Phi-\phi / 2)} \\
& -K \Psi_{l, 1}(t)+U\left|\Psi_{l, 2}(t)\right|^{2} \Psi_{l, 2}(t) \tag{2.25}
\end{align*}
$$

This is the lattice version of the Gross-Pitaevskii equation 2.4 generalized to the two ring case. The above equations are expected to hold for weak interactions and large number of particle on each site.

The corresponding energy functional is given by

$$
\begin{align*}
& E\left[\Psi_{1}, \Psi_{2}\right]=-J \sum_{l, p}\left(\Psi_{l, p}^{*} \Psi_{l+1, p} e^{i \Phi_{p}}+c . c\right) \\
& -K \sum_{l}\left(\Psi_{l, 1}^{*} \Psi_{l, 2}+c . c\right)+\frac{U}{2} \sum_{l, p}\left|\Psi_{l, p}\right|^{4}, \tag{2.26}
\end{align*}
$$

where $\Psi_{p}=\left\{\Psi_{l, p}\right\}$.

### 2.5. Mean-field ground state phase diagram

We use a split-step Fourier transform method [70] to solve the discrete time dependent NLSE and perform imaginary-time evolution to obtain the ground state of the system with the normalization condition,

$$
\begin{equation*}
\sum_{l=1}^{N_{s}} \sum_{p=1,2}\left|\Psi_{l, p}\right|^{2}=N \tag{2.27}
\end{equation*}
$$

where $N$ is the number of particles in the system. We use the numerical solution of the DNLSE (3.20) to explore the nature of the ground state at varying interactions and interring tunnel coupling, as identified by the ratios $U n / J$ and $K / J$, with $n=N / N_{s}$. For simplicity of the analysis, we choose a fixed value $\phi=\pi / 2$ for the relative flux. Our results are illustrated in Fig. 2.11, showing the particle imbalance among the two rings $\Delta=\left|\sum_{l}\left\langle n_{l, 1}-n_{l, 2}\right\rangle\right| / N$. For a choice of total flux $\Phi$ corresponding to an even multiple of $\pi / N_{s}$ (upper panel of Fig. 2.11) at varying interaction and tunnel parameters we identify three phases: the vortex (V) and Meissner (M) phases found in the non-interacting regime, as well as the biasedladder phase (BL-V) predicted by the variational ansatz. We have denoted this latter phase BL-V since it is competing with the vortex phase, and are both obtained from the ansatz when the single-particle spectrum has a double minimum structure. The white triangles in Fig. 2.9 represent the frontiers between biased-ladder phase and the two other phase, namely vortex phase and Meissner phase as calculated with the variational ansatz including finite size effects ${ }^{1}$. The agreement between the variational approach and numerical calculation shows that the ansatz is well suited to capture the relevant features of the double ring lattice. Figure 2.12 shows the corresponding density profiles of the various phases: biased-ladder, Meissner and vortex phases are illustrated in panels (BL-V), (M) and (V) respectively. For values of total flux corresponding to an odd multiple of $\pi / N_{s}$ (lower panel of Fig. 2.11) in place of the Meissner phase admitting a single vortex, as predicted in absence of interactions, we find a biased-ladder phase (denoted as BL-M in the figure). As it will be discussed in section V.B, this is a mesoscopic effect due to the finite size of the ring - the imbalance decreases with increasing number of sites on the ring.

### 2.5.2 Persistent currents for interacting bosons on the double ring lattice

The numerical solution of the DNLSE allows also to obtain the persistent currents in the presence of weakly repulsive interactions. Figure 2.13 shows the dependence on persistent currents amplitude on relative flux $\phi$ for the interacting double ring lattice. As compared to the non-interacting case, notable differences occur at increasing $\phi$ when the phase boundary is crossed: due to the presence of the intermediate biased-ladder phase, the jumps in the persistent current are suppressed as they are associated to the creation of vortices. For the parameter choice used in Fig. 2.13 one can then identify both the tran-
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Figure 2.11: Color map of the imbalance among particle numbers in each ring, in the $(K / J, U n / J)$ plane, for (upper panel) $\phi=\pi / 2, \Phi=6 \pi / N_{s}$ and $N_{s}=20$, (lower panel) $\phi=\pi / 2, \Phi=\pi / N_{s}$ and $N_{s}=20$ The letters indicate the parameter regimes where we find a biased-ladder phase (BL-V) where the single-particle spectrum has a double minimum, a Meissner phase (M), a vortex phase (V) and a biased-ladder phase (BL-M) where the single-particle spectrum has a single minimum. The corresponding density profiles are illustrated in Fig. 2.12 and 2.9. White triangles represent the frontiers between biasedladder phase the two other phase, namely vortex phase and Meissner phase as calculated with the variational ansatz including finite size effect.
sition from Meissner to biased ladder and from the latter to the vortex phase. Persistent currents thus provide a powerful tool to explore the phases of the double ring lattice.

### 2.5. Mean-field ground state phase diagram



Figure 2.12: Density profiles along each ring as a function of the lattice index along the ring, with $N_{s}=20, \phi=\pi / 2, \Phi=6 \pi / N_{s}$, in the various phases identified in the diagram of Fig. 2.11; with parameter $\phi=\pi / 2, N_{s}=20, U n / J=0.05$ and biased-ladder phase (BLV ), for $K / J=1.1$; Meissner phase (M), for $K / J=2$; vortex phase ( V ), for $K / J=0.5$ and $U n / J=0.3$.


Figure 2.13: Chiral currents in units of $J$ as a function of the relative flux $\phi$ (dimensionless) for non-interacting bosons (blue, thin solid line) and weakly interacting ones $U n / J=0.1$ (red, thick solid line) for $N_{s}=20$ and $K / J=3$.

## Conclusions of the chapter

In this chapter, we have studied the ground-state properties of weakly interacting bosons on a double ring lattice, subjected to two gauge fields. Depending on the ratio between inter-ring and intra-ring tunnel energies, as well on the relative flux, the bosons are found
to be in the Meissner or vortex phases, previously identified for the linear ladder geometry. As specific of the ring geometry, for the non interacting gas, we have found a parity effect on the number of vortices in the system, which originates from the commensurability of total flux with respect to allowed momentum states on the rings. Also, for special values of total flux $\Phi$, due to finite size effects, we have found that the ground state may host a single vortex even in the Meissner phase. The analysis of persistent currents shows that at varying relative flux it is possible to identify both the Meissner and vortex phase. In the latter, due to finite-size of the double ring lattice, it is possible to monitor the appearance of pairs of vortices at increasing $\phi$. We have then considered the effect of weakly repulsive interactions, as described within a mean-field approach. We have identified the biased ladder phase and shown that the Meissner phase becomes imbalanced at odd value of the total flux $\Phi$ due to mesoscopic effects. Even in the presence of interactions, the study of persistent currents is a useful tool to characterize the various phases.

Finally, we have proposed the interference patterns among the two rings as probe of the various phases, specifically adapted to the our ring geometry, yielding in particular spiral images in the presence of vortices.

An analysis beyond mean-field suggests that the very small ring lattice at weak filling displays fragmentation [71] in a similar way as what is found for spin-orbit coupled Bose gases [72]. In outlook, it would be interesting to explore the crossover from mean-field to fragmented state at decreasing the lattice filling and size.

## Chapter 3

## Bogoliubov excitations

UPERSOLIDITY is a combined effect of solid order and superfluid flow. In order for a system to form a supersolid it has to break two symmetries, continuous translational symmetry (discrete rotational symmetry in our case) to create a crystal order and $U(1)$ symmetry in order to create a condensate. The concept of supersolidity was first introduced in the context of Helium more than 50 years ago [73, 74]. This peculiar state of matter seems contradictory as it combines a dissipationless flow that emerges from the Bose-Einstein condensation, hence from the delocalization of atoms under the sample that makes the atomic gas ordered in momentum space and an order in real space emerging from the localization of atoms in a periodic crystalline structure. Experiments in the beginning of the century revealed the possibility of supersolid behavior in ${ }^{4} \mathrm{He}$ [75, 76]. It has later been made clear that the superflow in solid Helium was due to imperfections that change the bulk modulus of the crystal [77] so that the dislocations in the crystal are superfluid [78] but not the system itself.

With ultra-cold atoms, a supersolid has been realized based on self organization of a Bose-Einstein condensate in a cavity [79]. Key ingredients for emergence of supersolidity is long range interactions [80] an idea first introduced by Gross [81], or peculiar singleparticle dispersion. An example of this second case is provided by spin-orbit coupled Bose gases where supersolidity has also been studied [82, 83]. Experimentally, crystal order has been evidenced by the observation of stripes. However, visibility of the fringes of the density is a major issue to overcome and is due to interspecies interaction.

In this chapter, we consider a two-leg bosonic ring lattice subjected to two gauge fields. Here, thanks to the peculiar geometry of the system the inter-species interactions can be completely suppressed hence providing a new arena for studying supersolidity in a condition of high fringe visibility. As for the case of spin-orbit coupled Bose gas, there is no explicit long range interaction in two-leg bosonic ring ladder but it emerges as an effective low energy property due to the effect of gauge field and tunneling coupling between the rings.

The chapter is organized as follows. In Secs. 3.1 and 3.2 we review some key aspect of the Bogoliubov theory and the Josephson effect. Before studying the properties of the
excitation spectrum in the phases of the ring ladder in Sec. 3.3 and 3.4 , we will remind the reader with the system we are considering and the method used. The study of the excitation spectrum in Sec 3.4 reveals in the Meissner phase a single Goldstone mode, associated to the condensation in the only minimum of the single-particle dispersion relation and a slowing down of the group velocity. In the biased ladder phase, in addition to the phonon branch a roton minimum is found. This is a precursor of the vortex phase, in agreement with previews studies [16]. In the vortex phase, two Goldstone modes are clearly observed, indicating that the ground state breaks twi symmetries: the $U(1)$ and rotational symmetry. The spontaneous breaking of the $U(1)$ symmetry, associated to condensation, which implies superfluidity. A further proof of the coherence properties of the system is provided by the calculation of the first-order spatial correlation function in $\operatorname{Sec} 3.5$. We then provide various indications of crystal order. First of all, in the excitation spectrum of the vortex phases we find a folding of the Brillouin zone. This is a consequence of the formation of a vortex lattice in the mean-field condensate density. Furthermore, the analysis of the static structure factor shows the emergence of a peak at finite wavevector, corresponding to the density modulation along the rings. Putting together the various evidences of coherence properties and crystalline order, we obtain a clear indication of supersolidity. Coupled rings under gauge flux hence provide a novel platform for the experimental study of supersolid order with ultracold atoms.

Finally, in the last part of the chapter, in Sec 3.6 . we address some features peculiar to the finite ring case, and in particular the emergence of Josephson modes for weakly coupled rings in the Meissner phase. These modes correspond to dynamical coherent oscillation of particles between the rings, hence providing a further indication of the coherence among the two rings [84].

### 3.1 Diagonalization of general quadratic Hamiltonian

In second quantization a quadratic non-Hermitian Hamiltonian can be cast in a general way as follows

$$
\begin{equation*}
H=\sum_{\alpha, \beta} A_{\alpha, \beta} a_{\alpha}^{\dagger} a_{\beta}+\frac{1}{2} \sum_{\alpha, \beta}\left[B_{\alpha, \beta} a_{\alpha}^{\dagger} a_{\beta}^{\dagger}+B_{\alpha, \beta}^{*} a_{\beta} a_{\alpha}\right] \tag{3.1}
\end{equation*}
$$

where $B$ is a symmetric matrix $B_{\alpha, \beta}=B_{\beta, \alpha}$ and A is taken as hermitian $A_{\alpha, \beta}=A_{\beta, \alpha}^{*}$. This type of matrices is often encountered in physics, eg ,to name a few in the Hartree-Fock, BCS theory and of course Bogoliubov Hamiltonian.
The Heisenberg equation of motion reads

$$
i \hbar \partial_{t}\binom{\mathbf{u}_{k}}{\mathbf{v}_{k}}=\mathscr{L}\binom{\mathbf{u}_{k}}{\mathbf{v}_{k}} \quad \text { with } \quad \mathscr{L}=\left(\begin{array}{cc}
A & B  \tag{3.2}\\
-B^{*} & -A^{*}
\end{array}\right)
$$

We see here that the non-hermiticity of the $\mathscr{L}$ matrix comes directly from the commutation properties of the bosons, while $\mathscr{L}$ is Hermitian for fermions.

### 3.2. Bogoliubov formalism

Eigenvalues from symmetry of the dynamical matrix $\mathscr{L}$ The dynamical matrix $\mathscr{L}$ satisfies several relations that put constraints on its spectrum. One has

$$
\begin{align*}
\mathscr{L}^{\dagger}=\eta^{-1} \mathscr{L} \eta & \eta=\eta^{-1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)  \tag{3.3}\\
\mathscr{L}^{*}=-\sigma \mathscr{L} \sigma & \sigma=\sigma^{-1}=\left(\begin{array}{lr}
0 & 1 \\
1 & 0
\end{array}\right)
\end{align*}
$$

Equation (3.3) implies that $\mathscr{L}$ is said to be pseudo-hermitian, because it is hermitian under a modified scalar product $\left\langle\mathbf{X}_{1}, \mathbf{X}_{2}\right\rangle=\mathbf{X}_{1}^{*} . \eta \mathbf{X}_{2}$ and $\left\langle\mathscr{L} \mathbf{X}_{1}, \mathbf{X}_{2}\right\rangle=\left\langle\mathbf{X}_{1}, \mathscr{L} \mathbf{X}_{2}\right\rangle$ for any vector $\mathbf{X}_{1}$ and $\mathbf{X}_{1}$. This modified scalar product is not a real scalar product as it is not strictly positive so that the eigenvalues of $\mathscr{L}$ are not necessarily real and $\mathscr{L}$ might also not be diagonalizable. But let's suppose that it is diagonalizable. In this case we have the following eigenvalue problem

$$
\begin{equation*}
\mathscr{L}\binom{\mathbf{u}_{k}}{\mathbf{v}_{k}}=\epsilon_{k}\binom{\mathbf{u}_{k}}{\mathbf{v}_{k}} \tag{3.5}
\end{equation*}
$$

From Eq. 3.3 we see that if $\epsilon_{k}$ is an eigenvalue of $\mathscr{L}$, then $\epsilon_{k}^{*}$ is also an eigenvalue. The second symmetry property of the dynamical matrix $\mathscr{L}$ implies that the spectrum is divided in two families $\mathscr{F}_{+}$and $\mathscr{F}_{-}$, with respectively eigenvectors $\left(\mathbf{u}_{k}, \mathbf{v}_{k}\right)^{T},\left(\mathbf{v}_{k}^{*}, \mathbf{u}_{k}^{*}\right)^{T}$ and eigenvalues $\epsilon_{k}>0$ and $-\epsilon_{k}>0$. Then all together this implies that if $\epsilon_{k}$ is an eigenvalue of $\mathscr{L}$ then $\epsilon_{k}^{*},-\epsilon_{k}^{*}$ and $-\epsilon_{k}$ also are eigenvalues.
It should be noticed that the pseudo hermiticity (3.3) implies that the normalization condition is changed, and reads

$$
\begin{array}{rcr}
\left\langle\mathbf{u}_{k} \mid \mathbf{u}_{k^{\prime}}\right\rangle-\left\langle\mathbf{v}_{k} \mid \mathbf{v}_{k^{\prime}}\right\rangle \delta_{k, k^{\prime}} & \text { for } & \text { family } \mathscr{F}_{+} \\
\left\langle\mathbf{u}_{k} \mid \mathbf{u}_{k^{\prime}}\right\rangle-\left\langle\mathbf{v}_{k} \mid \mathbf{v}_{k^{\prime}}\right\rangle=-\delta_{k, k^{\prime}} & \text { for } & \text { family } \mathscr{F}_{-} . \tag{3.7}
\end{array}
$$

### 3.2 Bogoliubov formalism

The Bogoliubov formalism considers quantum fluctuations around the mean-field ground state by separating the fluctuations $\delta \hat{\Psi}(\mathbf{r})$ from the mean-field wave function $\Phi(\mathbf{r})$. This is well suited in the presence of a condensate of mean-field mode $\Phi(\mathbf{r})$ which is macroscopically occupied, so that the bosonic field is expressed as follows

$$
\begin{equation*}
\hat{\Psi}(\mathbf{r})=\Phi(\mathbf{r}) a_{\Phi}+\delta \hat{\Psi}(\mathbf{r}) \tag{3.8}
\end{equation*}
$$

where $a_{\Phi}$ is a bosonic field operator annihilating the mode $\Phi(\mathbf{r})$ of the condensate. The Bogoliubov approximation holds as long as $\delta \hat{\Psi}(\mathbf{r})$ is small compared to $\Phi(\mathbf{r}) a_{\Phi}$ in the following sense

$$
\begin{equation*}
\int d \mathbf{r}\left\langle\delta \hat{\Psi}^{\dagger}(\mathbf{r}) \delta \hat{\Psi}^{\prime}(\mathbf{r})\right\rangle \ll \int d \mathbf{r} \Phi^{*} \Phi\left\langle a_{\Phi}^{\dagger} a_{\Phi}\right\rangle=\left\langle a_{\Phi}^{\dagger} a_{\Phi}\right\rangle=N_{0} \tag{3.9}
\end{equation*}
$$

where $N_{0}$ is the number of condensed particle. The non-condensed particles are thought of as being in the grand canonical ensemble where the condensate mode act as a reservoir for the non-condensed ones. It then crucial to introduce a chemical potential to treat the fluctuations of non-condensed particles. The Hamiltonian (1.4) of bosons in continuum with contact interactions at second order in the fluctuations field, reads

$$
H=\frac{1}{2} \int d \mathbf{r}\left(\delta \hat{\Psi}^{\dagger}(\mathbf{r}), \delta \hat{\Psi}(\mathbf{r})\right)\left(\begin{array}{cc}
-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})-\mu+2 g|\Phi(\mathbf{r})|^{2} & g \Phi(\mathbf{r})^{2}  \tag{3.10}\\
g\left(\Phi(\mathbf{r})^{2}\right)^{*} & -\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})-\mu+2 g|\Phi(\mathbf{r})|^{2}
\end{array}\right)\binom{\delta \hat{\Psi}(\mathbf{r})}{\delta \hat{\Psi}^{\dagger}(\mathbf{r})}(
$$

One needs to find the transformation to quasi-particles $\hat{\gamma}_{v}$ such that the Bogoliubov Hamiltonian takes diagonal form $H=\sum_{v} \hbar \omega_{v} \hat{\gamma}_{v}^{\dagger} \hat{\gamma}_{n u}$. A general transformation reads

$$
\begin{equation*}
\delta \hat{\Psi}(\mathbf{r})=\sum_{n u}\left[u_{v}(\mathbf{r}) \hat{\gamma}_{n u}-v_{v}^{*}(\mathbf{r}) \hat{\gamma}_{v}^{\dagger}\right] \tag{3.11}
\end{equation*}
$$

with a priori unknown functions $u_{v}(\mathbf{r})$ and $\nu_{v}(\mathbf{r})$. Imposing the fact that Bogoliubov Hamiltonian takes diagonal form implies that the functions $u_{v}$ and $v_{v}$ should satisfy the following equation of motion, called Bogoliubov de Gennes equations.

$$
\begin{equation*}
\eta \mathscr{L}\binom{u_{v}(\mathbf{r})}{v_{v}(\mathbf{r})}=\hbar \omega_{v}\binom{u_{v}(\mathbf{r})}{v_{v}(\mathbf{r})}, \tag{3.12}
\end{equation*}
$$

where matrix $\mathscr{L}$ is called the dynamical matrix and $\eta$ accounts for the non-hermiticity of the problem, and it reads as follows,

$$
\mathscr{L}=\left(\begin{array}{cc}
-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})-\mu+2 g|\Phi(\mathbf{r})|^{2} & -g \Phi(\mathbf{r})^{2}  \tag{3.13}\\
g\left(\Phi(\mathbf{r})^{2}\right)^{*} & -\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})-\mu+2 g|\Phi(\mathbf{r})|^{2}
\end{array}\right), \quad \eta=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

This eigenvalue problem define a non self-adjoint eigenvalue problem that will be the topic of the next paragraph. Let's consider a spatially homogeneous condensate with repulsive contact interaction at zero temperature. In this case the mode of the condensate is $\phi(\mathbf{r})=1 / L^{d / 2}$, where $d$ is the dimension of the system and $L$ its length, the chemical potential is given by $\mu=\rho g$ and the eigenfunctions of $\mathscr{L}$ are plane waves due to the translational invariance of the system:

$$
\begin{array}{ll}
u_{\mathbf{k}}(\mathbf{r})=\frac{U_{\mathbf{k}}}{L^{d / 2}} e^{i \mathbf{k} \cdot \mathbf{r}} & \text { with } \quad\left|u_{\mathbf{k}}\right|^{2}-\left|v_{\mathbf{k}}\right|^{2}=1 \\
v_{\mathbf{k}}(\mathbf{r})=\frac{V_{\mathbf{k}}}{L^{d / 2}} e^{i \mathbf{k} . \mathbf{r}} & \tag{3.15}
\end{array}
$$

Diagonalization of the corresponding $\mathscr{L}$ matrix yields the Bogoliubov spectrum

$$
\begin{equation*}
\epsilon_{k}=\left[\frac{\hbar k^{2}}{2 m}\left(\frac{\hbar^{2} k^{2}}{2 m}+2 \mu\right)\right]^{1 / 2} \tag{3.17}
\end{equation*}
$$

### 3.2. Bogoliubov formalism

An interesting fact is that for attractive interactions an instability of the condensate arises and a condensate is stable only for a low number of particle $\frac{\hbar^{2}}{2 m}\left(\frac{2 \pi}{L}\right)^{2}<2 \rho|g|$. For repulsive interaction no dynamical instability is present and so the condensate is stable. In the small momentum limit (see Fig. 3.1) the excitation spectrum is linear $\epsilon(k)=c k$ with sound velocity $c=\sqrt{\frac{g \rho}{m}}$ and the corresponding collective excitations are phonons associated to the Goldstone mode of the $U(1)$ symmetry breaking. At large momentum the excitation behave like free particles $\epsilon(k)=\frac{\hbar^{2} k^{2}}{2 m}+g \rho$. This excitation spectrum can be seen in Fig. 3.1 where both theoretical and experimental are represented. In order to link to the further part $I I$ of the thesis Fig. 3.2 displays the experimentally measured excitation spectrum of an excitation-polariton condensate where the same features appears and Bogoliubov theory is applicable (as we shall see later, we will use it to treat exciton-polariton condensates).

### 3.2.1 Zero frequency modes

A special solution of eigenvalue problem (3.12) is given by functions $u(\mathbf{r})$ and $v(\mathbf{r})$ proportional to the ground state, that will be called zero frequency solutions $u_{0}(\mathbf{r})=v_{0}(\mathbf{r})=\alpha \Phi(\mathbf{r})$ solution of $\left(\mathscr{L}_{11}+\mathscr{L}_{12}\right) \Phi=0$ where $\alpha \in \mathbb{C}$. The contribution of this solution to the wave function is a phase shift $2 i \operatorname{Im}[\alpha] \Phi(\mathbf{r})$ and should not be considered as excitations, therefore they correspond to the Goldstone mode of the $\mathrm{U}(1)$ symmetry breaking [88].

### 3.2.2 Josephson effect

Originally the Josephson effect has been predicted [89] and observed between two superconductors separated by a weak link. It is a macroscopic quantum phenomena of coherent oscillation of Cooper pairs between the two superconductors without any applied voltage (dc Josephson). Application of a voltage ( $V$ ) induces an alternative current due to the dependence of the phase $\phi$ of the Cooper pair to the voltage $\dot{\phi}=\frac{2 e}{\hbar} V$, where $2 e$ is the charge of the Cooper pair. In the context of trapped cold-atom gases the Josephson effect has been predicted and observed in a system of two condensates spatially separated in a double well structure [90] (see Fig. 3.3. Such a system is represented by standard Josephson Hamiltonian in its two-mode version of the Bose-Hubbard model

$$
\begin{equation*}
H=-\frac{E_{J}}{N}\left(a^{\dagger} b+b^{\dagger} a\right)+\frac{E_{c}}{4}\left[\left(a^{\dagger} a\right)^{2}+\left(b^{\dagger} b\right)^{2}\right] \tag{3.18}
\end{equation*}
$$

where $E_{J}$ is the Josephson coupling energy, $E_{c}$ the charging energy, annihilation operators $a$ and $b$ correspond to the condensate wavefunctions of the left and right well. The physics of these experiments is based on the macroscopic coherent tunneling of atoms between the wells, and is very similar to that of the Josephson effect between two superconductors connected by an insulating junction. Three physical situation arise:

- In the so called Rabi regime where $E_{c} \ll E_{J} / N^{2}$ the atoms are all in the bonding state and behave independently so that the effect of interaction can be neglected.


Figure 3.1: The upper panel represents the excitation spectrum of an homogeneous BEC from [85]. Lower panels: Left panel, theoretical spectrum where the transition from phononic behaviour at low frequency $\epsilon(p)=c p$ to the free particle behaviour $\epsilon(p)=$ $p^{2} / 2 m+m c^{2}$ is outlined. Right panel, measured excitation spectrum in an atomic BEC using light scattering, from [86].

The phase is well-defined and excitations correspond to the anti-bonding state. The tunnel dynamic corresponds to a sinusoidal Rabi oscillation between the two wells at frequency fixed by the energy of the modes.

- In the Josephson regime, $E_{C} / N^{2} \ll E_{c} \ll E_{J}$, the ground state has still a well-defined phase, but the excitation forms a collective motion called Josephson plasmon. The effect of the interaction becomes more important in the dynamics as it will change the oscillation of the collective motion. The oscillation frequency of the Josephson modes is directly linked to the Bogoliubov spectrum.
- In the Fock regime $E_{J} \ll E_{c}$, the Josephson link is dominated by the interaction energy and $n$ is a good quantum number. Therefore the ground state has a well-defined


### 3.2. Bogoliubov formalism



Figure 3.2: Observed light intensity from an exciton-polariton condensate (see Chapter 6.3) in a linear plot of intensity (up left panel) and in a logarithmic plot of intensity (right panel). Taken from [87].
atom number on each side, the phase is completely undefined.


Figure 3.3: From [90]. Observation of the tunneling dynamics of two weakly linked BoseEinstein condensates in a symmetric double-well potential. Left: time-resolved Josephson oscillations. Right: macroscopic quantum self-trapping

The Gross-Pitaevskii approach yields the same excitation spectrum as the one obtained by solving directly the time-independent Bogoliubov-deGennes equations. This approach of
the time-independent Bogoliubov-deGennes equations will be used later in this chapter to characterize the Josephson oscillation in the double ring.

### 3.3 Model and method



Figure 3.4: Reminder of the sketch of the system studied in this work: coplanar ring lattices of radii $R_{1}$ and $R_{2}$ with the same number of sites, with inter-ring tunnel energy $K$, intraring tunnel energies $J e^{i \Phi_{p}}$ with $p=1,2$ and contact interaction strength $U$.

We consider a Bose gas confined in a double ring lattice (See Fig. 3.4). In the tightbinding approximation we model the system using the Bose-Hubbard Hamiltonian 2.6) which we report here for sake of clarity,

$$
\begin{align*}
& \hat{H}=\hat{H}_{0}+\hat{H}_{\text {int }}= \\
& -\sum_{l=1, p=1,2}^{N_{s}} J_{p}\left(a_{l, p}^{\dagger} a_{l+1, p} e^{i \Phi_{p}}+a_{l+1, p}^{\dagger} a_{l, p} e^{-i \Phi_{p}}\right) \\
& -K \sum_{l=1}^{N_{s}}\left(a_{l, 1}^{\dagger} a_{l, 2}+a_{l, 2}^{\dagger} a_{l, 1}\right)+\frac{U}{2} \sum_{l=1, p=1,2}^{N_{s}} a_{l, p}^{\dagger} a_{l, p}^{\dagger} a_{l, p} a_{l, p} \tag{3.19}
\end{align*}
$$

where we recall that the angular position on the double ring is given by $\theta_{l}=\frac{2 \pi}{N_{s}} l$ where $l$ is an integer $l \in\left[1, N_{s}\right]$ with $N_{s}$ the number of sites in each ring, $J_{1}$ and $J_{2}$ are the tunneling amplitudes from one site to another along each ring, $K$ is the tunneling amplitude between the two rings and $\Phi_{1,2}$ are the fluxes threading the inner and outer ring respectively.

### 3.3.1 Bogoliubov De-Gennes equations of the double ring

In order to obtain the excitation spectrum of the double ring in the Bogoliubov approximation, following [91] we start from the Heisenberg equations of motion for the bosonic field operators $\hat{a}_{l, \alpha}$ and we replace $\hat{a}_{l, \alpha}$ in the quantum Hamiltonian 2.6 by $\hat{a}_{l, \alpha}=\Psi_{l, \alpha}^{(0)}+\delta \hat{a}_{l, \alpha}$.

### 3.3. Model and method

The field $\Psi_{l, \alpha}^{(0)}$ is the ground-state condensate wave function, solution of the coupled discrete non linear Schrödinger equation (3.20) below,

$$
\begin{align*}
\mu \Psi_{l, 1} & =-J \Psi_{l+1,1} e^{i(\Phi+\phi / 2)}-J \Psi_{l-1,1} e^{-i(\Phi+\phi / 2)} \\
& -K \Psi_{l, 2}+U\left|\Psi_{l, 1}\right|^{2} \Psi_{l, 1} \\
\mu \Psi_{l, 2}(t) & =-J \Psi_{l+1,2} e^{i(\Phi-\phi / 2)}-J \Psi_{l-1,2} e^{-i(\Phi-\phi / 2)} \\
& -K \Psi_{l, 1}+U\left|\Psi_{l, 2}\right|^{2} \Psi_{l, 2} \tag{3.20}
\end{align*}
$$

where $\Phi=\frac{\Phi_{1}+\Phi_{2}}{2}$ and $\phi=\Phi_{1}-\Phi_{2}$ and $\mu$ is the chemical potential. In the following, we will consider for simplicity $\Phi=0$. Expansion and truncation of the Hamiltonian to quadratic order in $\delta \hat{a}_{l, p}, \delta \hat{a}_{l, p}^{\dagger}$ yields the Bogoliubov Hamiltonian

$$
\hat{H}_{B o g}=\left(\delta \hat{\mathbf{a}}_{\mathbf{1}}^{\dagger}, \delta \hat{\mathbf{a}}_{\mathbf{1}}, \delta \hat{\mathbf{a}}_{\mathbf{2}}^{\dagger}, \delta \hat{\mathbf{a}}_{\mathbf{2}}\right) H^{(2)}\left(\begin{array}{l}
\delta \hat{\mathbf{a}}_{\mathbf{1}}  \tag{3.21}\\
\delta \mathbf{a}_{1}^{\dagger} \\
\delta \hat{\mathbf{a}}_{\mathbf{2}} \\
\delta \hat{\mathbf{a}}_{\mathbf{2}}^{\dagger}
\end{array}\right),
$$

with

$$
H^{(2)}=\left(\begin{array}{cccc}
\mathbf{A}_{\mathbf{1}} & \mathbf{B}_{\mathbf{1}} & -\mathbf{K} & 0  \tag{3.22}\\
\mathbf{B}_{\mathbf{1}}{ }^{*} & \mathbf{A}_{\mathbf{1}}{ }^{*} & 0 & -\mathbf{K} \\
-\mathbf{K} & 0 & \mathbf{A}_{\mathbf{2}} & \mathbf{B}_{\mathbf{2}} \\
0 & -\mathbf{K} & \mathbf{B}_{2}{ }^{*} & \mathbf{A}_{\mathbf{2}}{ }^{*}
\end{array}\right),
$$

where the matrix $A_{p}$ with $p=1,2$ is given by

$$
\mathbf{A}_{\mathbf{p}}=\left(\begin{array}{cccc}
2 U\left|\Psi_{1, p}^{(0)}\right|^{2} & -J e^{i \Phi_{p}} & &  \tag{3.22}\\
-J e^{-i \Phi_{p}} & 2 U\left|\Psi_{2, p}^{(0)}\right|^{2} & \cdots & -J e^{-i \Phi_{p}} \\
\vdots & \ddots & \vdots & \\
-J e^{i \Phi_{p}} & \cdots & 2 U\left|\Psi_{N_{s}-1, p}^{(0)}\right|^{2} & -J e^{i \Phi_{p}} \\
& & -J e^{-i \Phi_{p}} & 2 U\left|\Psi_{N_{s}, p}^{(0)}\right|^{2}
\end{array}\right)
$$

and $B_{p}$ and $K_{p}$ are diagonal matrices of dimension $N_{s} \times N_{s}$, i.e.

$$
\begin{align*}
\mathbf{B}_{\mathbf{p}} & =\operatorname{diag}\left(U\left(\Psi_{1, p}^{(0)}\right)^{2}, \ldots, U\left(\Psi_{N_{s}, p}^{(0)}\right)^{2}\right)  \tag{3.24}\\
\mathbf{K} & =K \mathbf{I}, \tag{3.25}
\end{align*}
$$

with I the identity matrix. We search then a transformation to quasi-particle operators $\hat{\gamma}_{v}$ for an excitation in mode $v=\mu, n$, where $\mu$ the quantum number related to the quasimomentum of the Bogoliubov particles and $n$ is the band index $n=1,2$. The Bogoliubov Hamiltonian takes diagonal form:

$$
\begin{equation*}
H_{B o g}=\sum_{v} \hbar \omega_{v} \gamma_{v}^{\dagger} \gamma_{v} \tag{3.26}
\end{equation*}
$$

We use the following general transformation, where the operators $\gamma_{v}$ follow usual bosonic commutation rules, $\left[\gamma_{v}, \gamma_{v^{\prime}}\right]=0,\left[\gamma_{v}, \gamma_{v^{\prime}}^{\dagger}\right]=\delta_{v, v^{\prime}}$.

$$
\begin{align*}
& \delta \hat{a}_{l, 1}=\sum_{v} h_{v, l}^{(1)} \gamma_{v}-Q_{v, l}^{*(1)} \gamma_{v}^{\dagger},  \tag{3.27}\\
& \delta \hat{a}_{l, 2}=\sum_{v} h_{v, l}^{(2)} \gamma_{v}-Q_{v, l}^{*(2)} \gamma_{v}^{\dagger}, \tag{3.28}
\end{align*}
$$

As next step, we substitute Eq. 3.28 into the equation of motion, and use the following properties

$$
\begin{align*}
& {\left[\gamma_{v}, H\right]=\hbar \omega_{v} \gamma_{v}}  \tag{3.29}\\
& {\left[\gamma_{v}^{\dagger}, H\right]=-\hbar \omega_{v} \gamma_{v}^{\dagger} .} \tag{3.30}
\end{align*}
$$

Finally, by equating the coefficients of the different modes $\left\{h_{v}^{(p)}, Q_{v}^{(p)}\right\}$ we obtain that the modes have to verify the following eigenvalue problem, corresponding to the BogoliubovDe Gennes equations for the ring ladder:

$$
\epsilon_{v}\left(\begin{array}{l}
\mathbf{h}_{v}^{(1)}  \tag{3.31}\\
\mathbf{Q}_{v}^{(1)} \\
\mathbf{h}_{v}^{(2)} \\
\mathbf{Q}_{v}^{(2)}
\end{array}\right)=\left(\begin{array}{cccc}
\mathbf{A}_{\mathbf{1}}-\mu \mathbf{I} & \mathbf{B}_{\mathbf{1}} & -\mathbf{K} & 0 \\
-\mathbf{B}_{\mathbf{1}}{ }^{*} & -\mathbf{A}_{\mathbf{1}}{ }^{*}+\mu \mathbf{I} & 0 & \mathbf{K} \\
-\mathbf{K} & 0 & \mathbf{A}_{\mathbf{2}}-\mu \mathbf{I} & \mathbf{B}_{\mathbf{2}} \\
0 & \mathbf{K} & -\mathbf{B}_{\mathbf{2}}{ }^{*} & -\mathbf{A}_{\mathbf{2}}{ }^{*}+\mu \mathbf{I}
\end{array}\right)\left(\begin{array}{l}
\mathbf{h}_{v}^{(1)} \\
\mathbf{Q}_{v}^{(1)} \\
\mathbf{h}_{v}^{(2)} \\
\mathbf{Q}_{v}^{(2)}
\end{array}\right)
$$

where $\mathbf{h}_{v}^{(p)}=\left(h_{v, 1}^{(p)} \ldots h_{v, l}^{(p)} \ldots h_{v, N_{s}}^{(p)}\right)^{T}$ and $\mathbf{Q}_{v}^{(p)}=\left(Q_{v, 1}^{(p)} \ldots Q_{v, l}^{(p)} \ldots Q_{v, N_{s}}^{(p)}\right)^{T}$ and the chemical potential is $\mu=\left\langle\Psi_{(0)}\right| H_{0}\left|\Psi_{(0)}\right\rangle+2\left\langle\Psi_{(0)}\right| H_{i n t}\left|\Psi_{(0)}\right\rangle$ The eigenmodes satisfy the following orthogonality relations which follow from commutation relations among $\gamma_{v}$ :

$$
\begin{align*}
& \sum_{v, p} h_{v, l}^{p}\left(h_{v, l^{\prime}}^{(p)}\right)^{*}-Q_{v, l}^{p}\left(Q_{v, l^{\prime}}^{(p)}\right)^{*}=\delta_{l, l^{\prime}}  \tag{3.32}\\
& \sum_{l, p} h_{v, l}^{p}\left(h_{v^{\prime}, l}^{(p)}\right)^{*}-Q_{v, l}^{p}\left(Q_{v^{\prime}, l^{\prime}}^{(p)}\right)^{*}=\delta_{v, v^{\prime}} \tag{3.33}
\end{align*}
$$

### 3.3.2 Dynamical structure factor

The dynamical structure factor is a powerful tool to study correlations in many-body systems both theoretically and experimentally. It corresponds to the space- and time- Fourier transform of the density-density correlation function. The poles of the dynamical structure correspond to the collective excitation spectrum of the system. For a single-component one-dimensional system, the dynamical structure factor is defined as follows 92

$$
\begin{equation*}
\left.S(q, \omega)=\sum_{v \neq 0}\left|\langle v| \hat{\rho}_{q}\right| 0\right\rangle\left.\right|^{2} \delta\left(\omega-\omega_{v}\right) \tag{3.34}
\end{equation*}
$$

### 3.3. Model and method

where the sum runs on all the modes, $q$ and $\omega$ are the momentum and energy transferred by the probe to the sample, $|v\rangle$ are many-body eigenstates of the system and $|0\rangle$ is the ground state, corresponding to the vacuum of Bogoliubov quasi-particles, $\hat{\rho}_{q}$ is the density fluctuation operator in momentum space and $\omega_{s}=E_{v}-E_{0}$ is the energy difference between excited and ground state.

For the case of coupled rings, since the excitations belong to both rings, we need to define several dynamical structure factors: $S_{p, p^{\prime}}(q, \omega)$ with $p, p^{\prime}=1,2$ being the ring index, and

$$
\begin{equation*}
\left.S_{p, p^{\prime}}(q, \omega)=\sum_{v \neq 0}\left|\langle v| \hat{\rho}_{q}^{\left(p, p^{\prime}\right)}\right| 0\right\rangle\left.\right|^{2} \delta\left(\omega-\omega_{v}\right) \tag{3.35}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\rho}_{q}^{\left(p, p^{\prime}\right)}=\sum_{k} \hat{a}_{k+q, p}^{\dagger} \hat{a}_{k, p^{\prime}}, \tag{3.36}
\end{equation*}
$$

and $q$ and $k$ are wavevectors corresponding to the longitudinal momentum along each ring, i.e we have set $\hat{a}_{k, p}=\left(1 / \sqrt{N_{s}}\right) \sum_{j} \exp (i k a j) \hat{a}_{j, p}$ Using the expansion onto Bogoliubov modes, Eq. (3.28), one can show that

$$
\begin{align*}
& S_{p, p^{\prime}}(q, \omega)= \\
& \sum_{v \neq 0}\left|\sum_{l}\left(\Psi_{l, p^{\prime}}^{(0)}{ }_{v, l}^{*(p)}-\Psi_{l, p}^{*(0)} Q_{v, l}^{*\left(p^{\prime}\right)}\right) e^{i q l}\right|^{2} \delta\left(\omega-\omega_{v}\right) \tag{3.37}
\end{align*}
$$

In order to understand the low energy properties of the system, it is useful to refer to operators $\hat{\alpha}_{k}, \hat{\beta}_{k}$ that diagonalize the single-particle non-interacting Hamiltonian $H_{0}$ (see Appendix A). In particular, the low-energy properties of the system under study are governed by the lowest excitation branch associated to the operator $\beta_{k}$ (see EqA.3). The dynamical structure factor $S_{\beta, \beta}$ relative to the $\beta_{k}$ particles gives us access to the properties of the low-energy excitation spectrum

$$
\begin{equation*}
\left.S_{\beta, \beta}(q, \omega)=\sum_{v \neq 0}\left|\langle v| \hat{\rho}_{q}^{(\beta)}\right| 0\right\rangle\left.\right|^{2} \delta\left(\omega-\omega_{v}\right) \tag{3.38}
\end{equation*}
$$

where $\hat{\rho}_{q}^{\beta}=\sum_{k} \beta_{k+q}^{\dagger} \beta_{k}$. Using Eq. 3.28 and Eq. 3.37, the dynamical structure factor in the Bogoliubov approximation reads

$$
\begin{align*}
& S_{\beta, \beta}(q, \omega) \\
& =\sum_{s \neq 0} \mid \sum_{k} u_{k+q} u_{k}\left(\left(\tilde{h}_{s, k+q}^{(1)}\right)^{*} \tilde{\Psi}_{k, 1}^{(0)}-\left(\tilde{\Psi}_{k+q, 1}^{(0)} \tilde{Q}_{s,-k}^{(1)}\right)^{*}\right) \\
& +v_{k+q} v_{k}\left(\left(\tilde{h}_{s, k+q}^{(2)}\right)^{*} \tilde{\Psi}_{k, 2}^{(0)}-\left(\tilde{\Psi}_{k+q, 2}^{(0)} \tilde{Q}_{s,-k}^{(2)}\right)^{*}\right) \\
& +u_{k+q} v_{k}\left(\left(\tilde{h}_{s, k+q}^{(1)}\right)^{*} \tilde{\Psi}_{k, 2}^{(0)}-\left(\tilde{\Psi}_{k+q, 1}^{(0)} \tilde{Q}_{s,-k}^{(2)}\right)^{*}\right) \\
& +\left.v_{k+q} u_{k}\left(\left(\tilde{h}_{s, k+q}^{(2)}\right)^{*} \tilde{\Psi}_{k, 1}^{(0)}-\left(\tilde{\Psi}_{k+q, 2}^{(0)} \tilde{Q}_{s,-k}^{(1)}\right)^{*}\right)\right|^{2} \delta\left(\omega-\omega_{s}\right) \tag{3.39}
\end{align*}
$$

where $\tilde{h}_{v, k}, \tilde{Q}_{v, k}$ and $\tilde{\Psi}_{k, p}^{(0)}$ are the Fourier transforms of $h_{v, l}^{(\alpha)}, Q_{v, \alpha}^{(\alpha)}$ of the excitation and of condensate wavefunction $\Psi_{l, \alpha}^{(0)}$ respectively.

Non-interacting limit: by taking the ground state as being $|0\rangle=\frac{1}{\sqrt{2}}\left(\left|k_{1}\right\rangle+\left|k_{2}\right\rangle\right)$ the structure factor is easily computed as being

$$
\begin{equation*}
S_{\beta, \beta}(q, w)=\frac{1}{2}\left(\delta\left(\omega-\omega_{q+k_{1}}\right)+\delta\left(\omega-\omega_{q+k_{2}}\right)\right) \tag{3.40}
\end{equation*}
$$

with $\omega_{k}=E_{-}(k)-E_{-}\left(k_{1}\right)$. We see that it consist in two bands that coincide only for $k_{1}=$ $k_{2}=0($ Meissner phase $)$ or $k_{1}=-k_{2}=-\pi$.

### 3.3.3 Static structure factor

The static structure factor yields information on spatial long-range order, eg crystal or density wave order, hence it is particularly suited to address the spatial modulations emerging in the vortex phase (see Sec. 3.4 .3 below). The static structure factor is defined as

$$
\begin{equation*}
S_{\left(p, p^{\prime}\right)}(q)=\sum_{v} Z_{v}^{\left(p, p^{\prime}\right)}(q) \tag{3.41}
\end{equation*}
$$

where $\left.Z_{v}(q)=\left|\langle v| \rho_{q}^{p, p^{\prime}}\right| 0\right\rangle\left.\right|^{2}$. In order to access the properties of supersolidity we need to compute the total static structure factor $S_{t o t}(q)=S_{e}(q)+S(q)$, which takes into account both elastic and inelastic scattering. Inelastic scattering is captured by $S(q)$ and elastic scattering corresponds to the so-called disconnected dynamic structure factor $S_{e}(q)=$ $Z_{v=0}(q)$ [92].

### 3.4 Excitation spectrum as a probe of the phases of the twoleg bosonic ring ladder

For the lattice ring three phases are known: the Meissner (M), vortex (V) and biasedladder (BL) phase. A schematic phase diagram for the infinite-ladder limit is illustrated in Fig 3.5. It is obtained by minimizing the mean-field energy with respect to the Ansatz $|\Psi\rangle=\frac{1}{\sqrt{N!}}\left(\cos (\theta) \beta_{k_{1}}^{\dagger}+\sin (\theta) \beta_{k_{2}}^{\dagger}\right)^{N}|0\rangle[16]$, where $\beta_{k}$ are the field operator creating a particle in the lowest band related to the non-interacting problem and $k_{1 / 2}$ are the lowest mode of the non-interacting spectrum (see AppendixA). The Meissner phase is characterized by vanishing expectation value of the transverse currents $j_{l, \perp}=i K\left\langle a_{l, 1}^{\dagger} a_{l, 2}-a_{l, 2}^{\dagger} a_{l, 1}\right\rangle$; the longitudinal currents on each ring, defined as $j_{l, p}=i J\left\langle a_{l, p}^{\dagger} a_{l+1, p} e^{i \Phi_{p}}-a_{l+1, p}^{\dagger} a_{l, p} e^{\left.-i \Phi_{p}\right\rangle}\right.$, are opposite and the chiral current, i.e $J_{c}=\sum_{l}\left\langle j_{l, 1}-j_{l, 2}\right\rangle$ is saturated. The vortex phase is characterized by a modulated density, jumps of the phase of the wave function, and non-zero, oscillating transverse currents which create a vortex pattern. The biased-ladder phase has only longitudinal currents as in the Meissner phase, but displays and imbalanced population between the two rings.


Figure 3.5: Phase diagram of the infinite double ring lattice as a function of the flux $\phi$ per plaquette and tunnel ratio $K / J$ for interaction strength $U n / J=0.01$. The Meissner $(\mathrm{M})$, vortex (V) and biased ladder (BL) phases are indicated on the figure, and the typical current pattern is sketched.

### 3.4.1 Meissner phase

In the Meissner phase, the ground-state solution for the condensate wave function is uniform in space and corresponds to a condensate occupying the $k=0$ state that is the minimum of the single particle dispersion (see Appendix $\bar{A}$ ).

The lowest branch of the spectrum shows a single phononic Goldstone mode at small wave vector $k$. A simplified expression can be obtained by performing the Bogoliubov approximation on the lower branch of the single-particle spectrum [16]. It reads

$$
\begin{equation*}
\epsilon_{k}^{M}=\frac{1}{2} \sqrt{\left(U n+2 \tilde{\epsilon}_{k}\right)^{2}-\left(2 U n u_{k} v_{k}\right)^{2}} \tag{3.42}
\end{equation*}
$$

with $\tilde{\epsilon}_{k}=E_{-}(k)-E_{-}(0)$ and $u_{k}, v_{k}$ defined in Appendix A. Fig. 3.6 shows the dynamical structure factor as obtained by the numerical diagonalization of the Bogoliubov DeGennes equations. The poles of the dynamical structure factor in the frequency-wavevector plane are in excellent agreement with Eq. 3.42, also shown in the figure.

The Meissner excitation spectrum takes imaginary eigenvalues as the uniform meanfield solution becomes unstable owing to the fact that the true mean-field solution is a vortex wave function. With this criterion it is possible to control the boundaries between the Meissner and vortex phase [18] and also to the biased ladder phase. We see that interaction favors the Meissner phase compared to the vortex phase and biased-ladder phase. One noteworthy fact occurs when the coupling between the rings is sufficiently low and interaction strong so that interplay between interaction and kinetic energy affects the low momentum properties of the excitation spectrum. As the non-interacting spectrum in


Figure 3.6: Excitation spectrum (black line) and dynamical structure factor in the lowest branch $(\beta)$ basis in the Meissner phase, in the frequency-wavevector plane (color map) for $U n / J=0.2, \phi=\pi / 2, K / J=3$.
this regime is of vortex type with two minima there is a reminiscence of the vortex pattern that tends to slow the group velocity near the momentum minima $k_{1}$ and $k_{2}$. The excitation spectrum can be computed analytically also in this case. As the mean-field solution is uniform in space so that $\Psi_{l, p}=\sqrt{N / 2 N_{s}}=\sqrt{n}$. The equation of motion for the Bogoliubov modes can be expanded in plane wave solutions $h_{v, l}^{(p)}=h_{q}^{(p)} e^{i q l}, Q_{v, l}^{(p)}=Q_{q}^{(p)} e^{i q l}$, where $v$ is identified as the plane-wave momentum $q$ longitudinal to the rings. It reads

$$
\epsilon(q)\left(\begin{array}{c}
h_{q}^{(1)}  \tag{3.43}\\
Q_{q}^{(1)} \\
h_{q}^{(2)} \\
Q_{q}^{(2)}
\end{array}\right)=\left(\begin{array}{cccc}
\epsilon_{+}(q)+U n & -U n & -K & 0 \\
U n & -\epsilon_{-}(q)-U n & 0 & K \\
-K & 0 & \epsilon_{-}(q)+U n & -U n \\
0 & K & U n & -\epsilon_{+}(q)+U n
\end{array}\right)\left(\begin{array}{c}
h_{q}^{(1)} \\
Q_{q}^{(1)} \\
h_{q}^{(2)} \\
Q_{q}^{(2)}
\end{array}\right)
$$

where $\epsilon_{ \pm}(q)=-2 J[\cos (q \pm \phi / 2)-\cos (\phi / 2)]+K$.
This matrix is diagonalizable and the positive eigenvalues read


Figure 3.7: (upper panels) Excitation spectrum in the Meissner phase for (a) $\phi=\pi / 4$, $K / J=0.1$ and (b) $\phi=\pi / 4, K / J=1$ for several values of the interaction strength as mentioned in panel (d). (bottom panel) Corresponding group velocity as a function of momentum $q$ for (c) $\phi=\pi / 4, K / J=0.1$ and (d) $\phi=\pi / 4, K / J=1$ for several values of the interaction strength as mentioned in panel (d). Solid lines correspond to the Meissner excitation spectrum taking into account both lower and upper branch of the non-interacting problem (see Eq. 3.44 ). Dashed lines correspond to the lowest band approximation (see Eq 3.42).

$$
\begin{gather*}
\epsilon(q)=\frac{1}{\sqrt{2}}\left\{\epsilon_{+}^{2}+\epsilon_{-}^{2}+2\left(\epsilon_{+}+\epsilon_{-}\right) U n+2 K^{2}\right. \\
\left. \pm \sqrt{\left(\epsilon_{+}^{2}-\epsilon_{-}^{2}\right)^{2}+4 U n\left(\epsilon_{+}^{3}+\epsilon_{-}^{3}-\epsilon_{-}^{2} \epsilon_{+}+\epsilon_{+}^{2} \epsilon_{-}\right)+4 K^{2}\left[\left(\epsilon_{+}+\epsilon_{-}\right)^{2}+4 U n\left(\epsilon_{+}+\epsilon_{-}+U n\right)\right]}\right\}\{3.44)
\end{gather*}
$$

For a similar derivation see Ref.[18].

The main effect of the coupling among the lower and upper branch is to change the sound velocity at low momenta and to reduce the region where the spectrum is linear (see Fig 3.4.1. Comparing lowest branch approximation of the Meissner excitation spectrum (Eq 3.42 ) and the analytic solution of the full problem (Eq 3.44) we see (see Fig, 3.4.1) that band repulsion plays an important role in the lowering of the group velocity near $k \rightarrow 0$ and increase it near the minima (See Fig 3.4.1 panel (c)).

### 3.4.2 Biased-ladder phase

In the biased-ladder phase, as well as in the vortex phase, the single-particle dispersion relation has two minima at $k=k_{1}, k_{2}$. In the biased ladder phases only one of the two minima is macroscopically populated. The excitation spectrum shows a phononic Goldstone mode and a rotonic structure [16]. A similar behaviour is found in spin-orbit coupled Bose gases [93]. At fixed flux $\phi$, when decreasing the coupling $K$ between the ring, the vortex phase is accessed through a softening of the roton minimum. The system enters the vortex phase when the roton minimum decreases down to a critical (non zero) value thus indicating a first-order transition, similarly to what predicted for dipolar gases [94].


Figure 3.8: (a) Dynamical structure factor for the biased-ladder phase, with $N_{s}=$ $100, U n / J=0.01, \phi=\pi / 2$ and $K / J=1.15$, (b) dynamical structure factor for the biasedladder phase, with $N_{s}=100, U n / J=0.05, \phi=\pi / 2$ and $K / J=1.4$

### 3.4.3 Vortex Phase

At the mean field level, the vortex phase is characterized by a fragmented condensate, occupying the two momentum modes $k=k_{1}, k_{2}$ corresponding to the minima of the singleparticle dispersion relation [16].

### 3.4. Excitation spectrum as a probe of the phases of the two-leg bosonic ring ladder

The numerical result for the dynamical structure factor $S_{\beta, \beta}(q, \omega)$ in the vortex phase is shown in Fig 3.9. We find various minima of the dispersion relation for $q=0$ and $q=k_{2}-k_{1}$ as well as at the points $q=2 \pi$ and $q=2 \pi-\left(k_{2}-k_{1}\right)$. Two linear dispersion branches are found around each of these minima, characterized by two different sound velocities.

An analysis of the dynamical structure factor in log scale (see Fig. 3.9.b) shows a folding of the Brillouin zone for the excitations, corresponding to the underlying ground-state vortex superlattice felt by the Bogoliubov excitations. Specifically, for the parameters chosen in the calculation of Fig 3.9 we have that the ground state density profile has a modulation with wavevector $k_{1}-k_{2}$, leading to a $\frac{2 \pi}{k_{1}-k_{2}}$-times folding of the excitation spectrum, i.e 5 -times in the case of Fig 3.9.

The overall features of the excitation spectrum can be understood by comparing it with the one in the $K=0$ case. In this regime the rings are independent and the excitation spectrum is given by two branches, obtained by solving the Bogoliubov equations for each ring separately:

$$
\begin{align*}
& \left.\epsilon_{k}^{V(1)}=-\frac{1}{2}\left(\epsilon_{k+k_{1}}-\epsilon_{k-k_{1}} \pm \sqrt{\left(\epsilon_{k+k_{1}}+\epsilon_{k-k_{1}}\right)^{2}+4 U\left|\psi_{0}\right|^{2}\left(\epsilon_{k+k_{1}}+\epsilon_{k-k_{1}}\right.}\right)\right) \\
& \epsilon_{k}^{V(2)}=-\frac{1}{2}\left(\epsilon_{k+k_{2}}-\epsilon_{k-k_{2}} \pm \sqrt{\left(\epsilon_{k+k_{2}}+\epsilon_{k-k_{2}}\right)^{2}+4 U\left|\psi_{0}\right|^{2}\left(\epsilon_{k+k_{2}}+\epsilon_{k-k_{2}}\right)}\right) \tag{3.45}
\end{align*}
$$

where $\epsilon_{k}=2 J(1-\cos (k))$. Exploiting a low-energy model (see Sec 3.7) we can then understand qualitatively the behaviour of the excitation spectrum at small but finite $K$. In this regime, the excitations can tunnel from one ring to the other with $k$-dependent interaction parameters $\tilde{U}$ and $\tilde{U}$ (see Appendix 3.7). These scattering events break the degeneracy of the sound velocities around each minimum.

In Fig. 3.10we show the different dynamical structure in the ring basis. The off-diagonal dynamical structure factors show the symmetry relation $S_{12}(q, \omega)=S_{21}(q,-\omega)$.

### 3.4.4 Experimental probe of dynamical structure factor

In ultra-cold atomic gases in an elongated geometry the dynamical structure factor can be measured using two-photon optical Bragg spectroscopy [95, 86], according to the following scheme: two laser beams are impinged upon the condensate, and he difference in the wave vectors of the beams defines the momentum transfer $\hbar q$, and the frequency difference defines the energy transfer $\hbar \omega$ to the fluid. Both the values of $q$ and $\omega$ can be tuned by changing the angle between the two beams and varying the frequency difference of the two laser beams. A way of probing the excitation spectrum of the double ring studied in this work is to use angular momentum spectroscopy [96]: in this case, one needs two laser beams denoted by 1,2 in high-order Laguerre-Gauss modes with optical angular momenta $l_{1,2}$ and frequencies $\omega_{1,2}$. Their corresponding electric fields read $E_{1,2}(r)=f_{l_{1}, l_{2}}(r) e^{-i l_{1,2} \theta-i \omega_{1,2} t}$ where the radial mode functions $f_{l}(r) \propto\left(r / r_{0}\right)^{|l|} e^{r^{2} / 2 r_{0}^{2}}$ need to be chosen in order to match the shape of the double ring to probe.


Figure 3.9: (a) Dynamical structure factor in the vortex phase for $K / J=0.8$; (b) same as (a) but in $\log$ scale scale; (c) dynamical structure factor for $K / J=0$. The other parameters used in all the panels are $\phi=\pi / 2, U n / J=0.2, N_{s}=80$.

### 3.5. Coherence properties and supersolidity

$$
S_{\alpha, \alpha^{\prime}}(q, \omega)
$$



Figure 3.10: Dynamical structure factor $S_{\alpha, \alpha^{\prime}}(q, \omega)$ in the ring basis in the vortex phase for $\phi=\pi / 2, N_{s}=80, K / J=0.8$ and $U n / J=0.2$. With a) $S_{1,1}(q, \omega)$, b) $S_{1,2}(q, \omega)$, c) $S_{2,1}(q, \omega)$ and d) $S_{2,2}(q, \omega)$

### 3.5 Coherence properties and supersolidity

### 3.5.1 One-body density matrix

In order to study the coherence properties of the system we consider the one-body density matrix $\rho_{\alpha, \alpha^{\prime}}^{(1)}(j, l)=\left\langle\hat{a}_{j, \alpha}^{\dagger} \hat{l}_{l, \alpha^{\prime}}\right\rangle$, which in the Bogoliubov approximation reads [97, 98]

$$
\begin{equation*}
\rho_{\alpha, \alpha^{\prime}}^{(1)}(j, l)=\sqrt{\rho_{j, \alpha}^{(0)} \rho_{l, \alpha^{\prime}}^{(0)}} \exp \left(-\frac{1}{2} \sum_{s}\left|\frac{Q_{s, j}^{(\alpha)}}{\left|\Psi_{j, \alpha}^{(0)}\right|}-\frac{Q_{s, l}^{\left(\alpha^{\prime}\right)}}{\mid \Psi_{l, \alpha^{\prime}}^{(0)}}\right|^{2}\right) \tag{3.46}
\end{equation*}
$$

where the function in the exponential relates to the fluctuation of the phase of the condensate and $\rho_{l, \alpha}^{(0)}$ stands for the mean-field ground-state density profile of each ring. Since the system is inhomogeneous the one-body density matrix does not depend only on the coordinate difference $j-l$. Therefore, to estimate the coherence we study the averaged first-order correlation function defined as

$$
\begin{equation*}
g_{\left(\alpha, \alpha^{\prime}\right)}^{(1)}(l)=\sum_{j} \rho_{\left(\alpha, \alpha^{\prime}\right)}^{(1)}(j, j+l) / \sqrt{\rho_{j, \alpha} \rho_{j+l, \alpha^{\prime}}} . \tag{3.47}
\end{equation*}
$$

Figure 3.11 shows the $g^{(1)}$ correlations in the vortex phase. As the coupling $K / J$ between


Figure 3.11: Degree of coherence in the vortex phase for $\phi=\pi / 2, N_{s}=80$ and $U n / J=0.2$. Where $\alpha=\alpha^{\prime}=1$.
the rings increases, we notice that the correlations in the ring decrease. However, even for large values of $K / J$ the coherence in the vortex phase stays high even at large distances. This corresponds to a large condensate fraction, thereby implying Bose-Einstein condensation (BEC) and superfluidity.

### 3.5.2 Static structure factor - probe of solidity

In order to probe the spatial crystalline order expected in the vortex phase we compute the total static structure factor $S_{\text {tot }}(k)$, which is illustrated in Fig. 3.12. We clearly see a peak at wavevectors $k=k_{2}-k_{1}$ and $k=2 \pi-\left(k_{2}-k_{1}\right)$, revealing the crystalline order associated to the spatial modulations of the condensate density profile.

### 3.6. Small ring limit and nature of the excitations



Figure 3.12: Total static structure factor for $\phi=\pi / 2, N_{s}=150, K / J=0.8$ and $U n / J=0.2$.

### 3.6 Small ring limit and nature of the excitations

We report in this section a study on the nature of the excitations in the different phases of the system. For this purpose, we calculate the density fluctuations $\delta n_{l, p}^{v}$ defined as $\langle s| \rho_{l, p}|0\rangle$ which can be obtained from of the Bogoliubov eigenmodes $h_{v, l}^{(p)}$ and $Q_{v, l}^{(p)}$ according to

$$
\begin{equation*}
\delta n_{l, p}^{v}=2 \operatorname{Re}\left[\Psi_{l, p}^{(0)}\left(h_{v, l}^{(p)}\right)^{*}-\left(\Psi_{l, p}^{(0)}\right)^{*} Q_{v, l}^{(p)}\right] . \tag{3.48}
\end{equation*}
$$

Our results for the density fluctuations of chosen low-energy modes are shown in Fig. 3.13. Among the various types of excitation modes, in addition to the phononic Goldstone modes propagating along each ring, we identify the Josephson mode, typical of a finite ring system, which is characterized by spatially homogeneous density fluctuations and out-phase oscillations of the relative populations among the two rings, as in the small-amplitude dynamics of the Josephson effect [99, 100]. We see in Fig. 3.13 that a uniform Josephson mode occurs at low energy in the Meissner phase for low enough coupling among the rings, whereas higher excited modes are of phonons of charge (ie in-phase) type. Close to the phase boundary, in the vortex phase we find that the lowest excitation is a spin (ie out-of-phase) oscillation. In the nearby Meissner phase the lowest excitation become phonon of charge type, as well as in the biased-ladder phase. The Josephson modes are found in the Meissner phase for weak tunnel coupling $K / J$ and weak flux $\phi$. In order to estimate the parameter regime where phonon or Josephson modes are present in the ring, we provide here below some estimates based on energy scales. In the Meissner phase, close to $k \rightarrow 0$ the spectrum has a linear behaviour,



Figure 3.13: Excitation eigenmodes $\delta n_{l, p}$, as a function of the position $l$ along each ring (blue lines with squares $p=1$, red lines with squares $p=2$ ) for the first three excited Bogoliubov modes. a) Josephson out-of-phase mode and two in-phase phonon modes in the Meissner phase for $N_{s}=10, K / J=0.1, \phi=0.1, U n / J=0.1$; b) in-phase phonon modes in the Meissner phase for $N_{s}=10, K / J=0.8, \phi=0.1, U n / J=0.2$; c) out-of-phase mode in the vortex phase for $N_{s}=10, K / J=0.01, \phi=\pi / 4, U n / J=0.2$; d) in-phase modes in the biased-ladder phase with $N_{s}=20, K / J=1$ and $\phi=\pi / 2$.

$$
\begin{equation*}
\epsilon_{k}^{M} \approx E_{p h} k+\tau\left(k^{2}\right) \tag{3.49}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{p h} / J=\frac{J 2 \pi}{K N_{s}} \sqrt{\frac{U}{J}\left(\frac{K^{2}}{J^{2}} \cos (\phi / 2)+\left(\frac{U}{J}-2 \frac{K}{J}\right) \sin (\phi / 2)^{2}\right)} . \tag{3.50}
\end{equation*}
$$

When comparing it to the energy of the Josephson mode which scales as the band gap between the upper and lower branch of the excitation spectrum $E_{g a p} \approx K$ we predict that the region where Josephson modes are allowed appears at very low $K$ and $\phi$ ( $\operatorname{see} \operatorname{Fig}[3.14$ ). This is in agreement with the numerical simulations. Moreover, we obtain that Josephson region shrinks at increasing the number of sites in the ring, thereby showing that the Josephson modes are a finite-size effect.

### 3.7 Bogoliubov excitation spectrum for the lowest singleparticle branch

In this part, using the following ansatz (3.51)

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{N!}}\left(\beta_{k_{1}}^{\dagger} e^{-i \psi_{1}}+\beta_{k_{2}}^{\dagger} e^{-i \psi_{2}}\right)^{N}|0\rangle \tag{3.51}
\end{equation*}
$$

### 3.7. Bogoliubov excitation spectrum for the lowest single-particle branch



Figure 3.14: Sketch of phase diagram at fixed interaction strengh $U n / J=0.2$ and $N_{s}=10$ as deduced from the analysis of the excitation eigenmodes, summarizing the cases illustrated in Fig. 3.13. The coloured regions marked by letters indicate: a) Meissner phase with lowest mode of Josephsontype, b) Meissner phase with lowest mode of charge type, c) Vortex phase with lowest mode of spin type, d) Biased-ladder phase with lowest mode of charge type.
for the ground state, we study the excitation spectrum of the vortex phase by analyzing the Bogoliubov excitations on top of the lowest single-particle excitation branch $\beta$. The contributions from the upper branch, which corresponds to particles created by the operators $\hat{\alpha}_{k}$, are negligible when the interaction strength is much smaller than the gap among the lower and upper branch of the single-particle spectrum.

In order to perform the Bogoliubov analysis we start from the original Hamiltonian 2.6) and compute the interacting part of the Hamiltonian in the free particle diagonal basis $\left\{\beta_{k}^{\dagger}, \beta_{k}\right\}$ (see [11). we obtain

$$
\begin{equation*}
H_{i n t}=\frac{U}{2 N_{s}} \sum_{q, k, r} K(k-q, r+q, k, r) \beta_{k-q}^{\dagger} \beta_{r+q}^{\dagger} \beta_{k} \beta_{r} \tag{3.52}
\end{equation*}
$$

where the kernel $K$ is given by $K\left(q_{1}, q_{2}, q_{3}, q_{4}\right)=u_{q_{1}} u_{q_{2}} u_{q_{3}} u_{q_{4}}+v_{q_{1}} v_{q_{2}} v_{q_{3}} v_{q_{4}}$.
Here we see that the restriction to the lowest branch yields a one-dimensional Bose gas with effective non-zero range interaction potential. We then proceed by performing the Bogoliubov approximation: we assume that the states $k_{1}$ and $k_{2}$ are macroscopically occupied and so approximate the operators in those states by $\mathbb{C}$-numbers:

$$
\begin{align*}
& \beta_{k_{1}}=\sqrt{N_{0} / 2} e^{i \psi_{1}}  \tag{3.53}\\
& \beta_{k_{2}}=\sqrt{N_{0} / 2} e^{i \psi_{2}} \tag{3.54}
\end{align*}
$$

where $N_{0}$ is the number of condensed particles in the whole system. We then rewrite the Hamiltonian keeping up all terms up to quadratic order in operators $\beta_{k \neq k_{1}, k_{2}}, \beta_{k \neq k_{1}, k_{2}}^{\dagger}$. In order to conserve particle number within the Bogoliubov approximation we write the number of condensed particles as a function of the total particle number using relation $N_{0}=N-\sum_{k \neq\left(k_{1}, k_{2}\right)} \beta_{k}^{\dagger} \beta_{k}$. This procedure yields the following quadratic Hamiltonian:

$$
\begin{equation*}
H=H^{(0)}+H_{B o g}, \tag{3.55}
\end{equation*}
$$

where $H^{(0)}$ is the mean field energy in the vortex phase given by:

$$
\begin{align*}
& H^{(0)}=N E_{-}\left(k_{1}\right)+\frac{U N n}{4}\left[1+2 u_{k_{1}}^{2} v_{k_{1}}^{2}\right]  \tag{3.56}\\
& H_{B o g}=\sum_{k \neq\left(k_{1}, k_{2}\right)} \tilde{\epsilon}_{k} \beta_{k}^{\dagger} \beta_{k}+\sum_{k} \beta_{2 k_{1}+k}^{\dagger} \beta_{-k}^{\dagger} U_{1, k}+h . c \\
& +\sum_{k} \beta_{2 k_{2}+k}^{\dagger} \beta_{-k}^{\dagger} U_{2, k}+h . c+\sum_{k} \beta_{k_{1}+k_{2}+k}^{\dagger} \beta_{-k}^{\dagger} U_{12, k}+h . c \\
& +\sum_{k} \beta_{k_{1}-k_{2}+k}^{\dagger} \beta_{k}\left(\tilde{U}_{12, k}+c . c\right)+\sum_{k} \beta_{k_{2}-k_{1}+k}^{\dagger} \beta_{k}\left(\tilde{\tilde{U}}_{12, k}+c . c\right)
\end{align*}
$$

where the coefficients $\tilde{\epsilon}_{k}$ and $U_{k}$ are detailed in Appendix C (corresponding to the Feynman diagrams of Fig. 3.15) and $n=\frac{N}{N_{s}}$. Writing down the Heisenberg equations of motion for the operators of the excitations leads to $4 N_{s}+1$ coupled algebraic equations. Due to the large dimensionality of the matrix to diagonalize, we make a low energy approximation: i.e we impose a cut-off $k_{c}$ around each of the two minima in momentum space. This allows us to truncate the hierarchy of equations and reduce the eigenvalue problem to four coupled equations(see Appendix C for more details):

$$
i \hbar \partial_{t}\left(\begin{array}{c}
\beta_{1, k}^{\dagger}  \tag{3.57}\\
\beta_{1,-k} \\
\beta_{2, k}^{\dagger} \\
\beta_{2,-k}
\end{array}\right)=L\left(\begin{array}{c}
\beta_{1, k}^{\dagger} \\
\beta_{1,-k} \\
\beta_{2, k}^{\dagger} \\
\beta_{2,-k}
\end{array}\right)
$$







Figure 3.15: Diagrams corresponding to the major scattering processes between modes of the condensates and excitations.

### 3.8 Details on the approximation

As the mean-field solution is a periodically oscillating function, the excitations are like particles in a periodic potential. If $K / J$ is strong enough we are in a regime where the amplitude of the mean field solution is relatively strong so we can try to model our excitation in a tight binding regime as done in [101]. In the next section we will use numerical

### 3.8. Details on the approximation

simulations (one can see in those simulation that low-energy modes are indeed localized in the lattice created by the mean field solution). From this approximated Hamiltonian we can compute the equation of motion for each operators. We notice when computing the equation of motion for the operator $\beta_{k_{1}-k}$ that it is linked to higher excitation modes $\beta_{-2 k_{2}+k_{1}-k}$ and $\beta_{2 k_{2}-k_{1}+k}^{\dagger}$ (see Eq 3.58).

$$
\begin{align*}
& i \partial_{t} \beta_{k_{1}-k}=\tilde{\epsilon}_{k_{1}-k} \beta_{k_{1}-k}+2 U_{1,-k_{1}+k} \beta_{k_{1}+k}^{\dagger} \\
& +2 U_{2,-k_{1}+k} \beta_{2 k_{2}-k_{1}+k}^{\dagger}+2 \operatorname{Re} U_{12,-k_{1}+k} \beta_{k_{2}+k} \\
& +2 \operatorname{Re} \tilde{U}_{12,2 k_{2}+k} \beta_{k_{2}-k}+2 \operatorname{Re} \tilde{\tilde{U}}_{12,-2 k_{2}+k_{1}-k} \beta_{-2 k_{2}+k_{1}-k} \tag{3.58}
\end{align*}
$$

The goal of our approximation is to claim that this higher mode will be negligible at low energy since they correspond to high energy excitation. But this hold if the two minima are away from the peculiar value of $\pm \pi / 2$ since cause to periodicity of the system $\beta_{-2 k_{2}-k_{1}}$ will be close to $\beta_{k_{2}}$ and so be relevant mode. In our study we are at $\phi=\pi / 2$ so that $k_{2,1} \approx \Phi \pm \pi / 4$ and indeed prevent the relevance of those higher modes. Cutting all those modes gives us the following evolution matrix:
$L=\left(\begin{array}{cccc}-\tilde{\epsilon}_{k_{1}+\lambda} & -2 e^{-2 i \psi_{1}} U_{1,-k_{1}+\lambda}^{*} & -2 \cos \left(\psi_{1}-\psi_{2}\right) \tilde{\tilde{U}}_{12, k_{1}+\lambda} & -2 e^{-i\left(\psi_{1}+\psi_{2}\right)} U_{11,-k_{1}-\lambda}^{*} \\ 2 e^{2 i \psi_{1}} U_{1,-k_{1}+\lambda} & \tilde{\epsilon}_{k_{1}-\lambda} & 2 e^{i\left(\psi_{1}+\psi_{2}\right)} U_{12,-k_{1}+\lambda} & 2 \cos \left(\psi_{1}-\psi_{2}\right) \tilde{U}_{12, k_{1}-\lambda} \\ -2 \cos \left(\psi_{1}-\psi_{2}\right) \tilde{U}_{12, k_{1}+\lambda} & -2 e^{-i\left(\psi_{1}+\psi_{2}\right)} U_{12,-k_{2}-\lambda}^{*} & -\tilde{\epsilon}_{k_{1}-\lambda} & -2 e^{-2 i \psi_{2}} U_{2,-k_{2}-\lambda}^{*} \\ 2 e^{i\left(\psi_{1}+\psi_{2}\right)} U_{12,-k_{2}+\lambda} & 2 \cos \left(\psi_{1}-\psi_{2}\right) \tilde{U}_{12, k_{2}-\lambda} & 2 e^{2 i \psi_{2}} U_{2,-k_{2}+\lambda} & \tilde{\epsilon}_{k_{1}+\lambda}\end{array}\right)$

Where all the functions stand for:

$$
\begin{align*}
& \tilde{\epsilon}_{k}=E_{-}(k)-E_{-}\left(k_{1}\right)-\frac{U N}{2 N_{s}}\left(1+2 u_{k_{1}}^{2} v_{k_{1}}^{2}\right) \\
& +\frac{U N}{N_{s}}\left(u_{k_{1}}^{2} u_{k}^{2}+v_{k_{1}}^{2} v_{k}^{2}\right)+\frac{U N}{N_{s}}\left(u_{k_{2}}^{2} u_{k}^{2}+v_{k_{2}}^{2} v_{k}^{2}\right)  \tag{3.60}\\
& U_{1, k}=\frac{U N}{4 N_{s}} K\left(k_{1}, k_{1}, 2 k_{1}+k,-k\right)  \tag{3.61}\\
& U_{2, k}=\frac{U N}{4 N_{s}} K\left(k_{2}, k_{2}, 2 k_{2}+k,-k\right)  \tag{3.62}\\
& U_{12, k}=\frac{U N}{4 N_{s}} 2 K\left(k_{1}+k_{2}+k,-k, k_{1}, k_{2}\right)  \tag{3.63}\\
& \tilde{U}_{12, k}=\frac{2 U N}{N_{s}} K\left(k_{1}, k_{2}, k_{1}-k_{2}+k, k\right)  \tag{3.64}\\
& \tilde{\tilde{U}}_{12, k}=\frac{2 U N}{N_{s}} K\left(k_{1}, k_{2}, k_{2}-k_{1}+k, k\right) \tag{3.65}
\end{align*}
$$

This approximation is justified for $K / J \ll 1$ and values of $\phi$ preventing higher order coupling between the minima in $k$-space ( $k+3 k_{d}$ lying in another minimum) By analyzing the eigenvalues of the evolution matrix $L$ we find that they can take imaginary values and are complex conjugate pairs [102] indicating the failure of the low-energy approximation.

## Conclusions of the chapter

In conclusion, in this work we have performed a detailed study of the excitation spectrum of a weakly interacting Bose gas in a two-leg bosonic ring ladder subjected to an artificial gauge flux. For all the three phases expected at weak interactions, i.e the Meissner, vortex ad biased ladder phase, we have solved the Bogoliubov-de Gennes equations for the ring ladder and calculated the dynamical structure factor. For a cigar-shaped gas and for a one-dimensional gas in a linear atomic wave-guide, the dynamical structure factor has been already experimentally measured. Here we propose that it is accessed in the ring geometry by angular momentum spectroscopy.

Our main predictions are a single phonon-like dispersion at long wavelength in the Meissner phase, a roton minimum emerging in the biased-ladder phase and two phonic branches in the vortex phase. Furthermore, we find evidence of the underlying spatially modulated structure of the vortex phase in the spectrum by a folding of the Brillouin zone of the excitations.

Using the Bogoliubov excitations eigenmodes, we have also calculated the first-order correlation function, monitoring the coherence of the gas, and found that it remains high all over the ring. This feature, together with the diagonal long-range order in the vortex phase is hallmarking the supersolid nature of the fluid. The emergence of supersolidity in this system is quite remarkable, as, at difference from the spin-orbit coupled Bose gas, the visibility of the fringes can be arbitrarily tuned thanks to the absence of interspecies contact interactions in the current model.

Finally, we have shown the emergence of Josephson excitations in a finite ring, corresponding to population imbalance oscillations among the two rings. We have found that the Josephson modes appear both in the Meissner and vortex phase, in the latter case we have found both homogeneous oscillations as well as spin-like excitations carrying a longitudinal momentum.

In outlook, it would be interesting to study the excitation spectrum at larger interaction strengths, where the nature of the ground state changes onto a fragmented condensate [71] or a fragmented Fermi sphere [103] at intermediate and large interactions respectively, as we should see in the next Chapter.

## Chapter 4

## Hard-core bosons



N this chapter we study the ground state of a bosonic ring ladder under a gauge flux in the vortex phase, corresponding to the case where the single-particle dispersion relation has two degenerate minima. By combining exact diagonalization and an approximate fermionization approach we show that the ground state of the system evolves from a fragmented state of two single-particle states at weak inter-particle interactions to a fragmented state of two Fermi seas at large interactions. Fragmentation is inferred from the study of the eigenvalues of the reduced single-particle density matrix as well as from the calculation of the fidelity of the states. We characterize these non-classical states by the momentum distribution, the chiral currents and the current-current correlations.

A bosonic system is in a single Bose-Einstein condensate if its single-particle density matrix has one macroscopic eigenvalue (i.e order of the number of particles) [61]. If the single-particle density matrix has more than one macroscopically occupied eigenvalue, then the state is named fragmented [104, 105]. Nozières and Saint James [104] demonstrated that no fragmentation can take place in a homogeneous Bose gas with repulsive interactions. For dispersion relations with degenerate minima, instead, fragmented states may emerge [106, 107, 72].

Such a type of dispersion relation occurs in the vortex phase of double ring lattices, displaying in particular a two-minima structure. Here, we investigate the nature of the system's ground state at arbitrary interactions. The mean-field approach assumes a coherent state, made of a superposition of single-particle occupancies of each minimum. However, it has been shown that the ground state at small lattice fillings and weak interactions is indeed a fragmented state constructed with single-particle momentum states [71]. This result can be related to the studies of spin-orbit coupled systems, which share the same type of Hamiltonian as bosonic flux ladders, and where the fragmentation was also observed with an ab-initio numerical study [72]. In this work, we explore the fate of the fragmented state at increasing interactions. In particular, we show that strong repulsive interactions destroy the fragmented single-particle state, and give rise to a novel type of non-classical state, which can be described as a fragmentation of two Fermi spheres.

The ground state crossover is analyzed by studying the correlation functions as implied in the the one-body density matrix and the specific changes in the configuration of the currents flowing in the ladder.

The chapter is organized as follows. In Sec. 4.1 we introduce the necessary tools on the Bose-Fermi mapping. In Sec 4.2 we review the physics of fragmentation largely inspired by [105] which provide a more complete description of fragmentation in many-body system. In Sec.4.3, we introduce the model Hamiltonian and discuss the different properties of the ground states in the different physical regimes of the ladder; in addition we sketch the analytical methods (an approximate fermionization scheme) that we employ to study the different system's observables we refer to. In the Sec,4.4, we present the results obtained with the analytical methods and compare them with the exact diagonalization; our findings are corroborated by the study of the configuration of currents flowing in the ring ladder. Finally Sect. 4.4.5, is devoted to a summary and concluding remarks.

### 4.1 Tonks-Girardeau Bose-Fermi mapping

We consider a system of one-dimensonal bosons interacting via contact interaction $v(x-$ $\left.x^{\prime}\right)=g \delta\left(x-x^{\prime}\right)$ at infinitely strong interactions $g \rightarrow \infty$ an exact solution provided by the Bose-Fermi mapping [108]. This method is extremely powerful as it can deal with arbitrary external potential of the Lieb-Liniger Hamiltonian (1.22). It allows to evaluate the exact many-body wave function with trapping potential. The idea of the mapping lies on the fact that the physics is dominated by the interaction between the particle and bosons cannot occupy the same position in space. This constraint mimics the Pauli exclusion's principle for fermions, and causes the bosons to show fermionic properties. Therefore, the manybody wave function of bosons can be written in terms of the non-interacting fermionic wave function, times a mapping function $\mathscr{A}\left(x_{1}, \ldots, x_{N}\right)=\Pi_{j<l} \operatorname{sign}\left(x_{j}-x_{l}\right)$

$$
\begin{equation*}
\Psi_{\mathrm{TG}}\left(x_{1}, \ldots, x_{N}\right)=\mathscr{A}\left(x_{1}, \ldots, x_{N}\right) \frac{1}{\sqrt{N!}} \operatorname{det}\left[\psi_{l}\left(x_{m}\right)\right] \tag{4.1}
\end{equation*}
$$

where $\psi_{l}\left(x_{m}\right)$ are the eigenfunctions of the non-interacting problem and the determinant of such set of function is the Slater determinant that provide the solution of a noninteracting many-body fermionic system. The mapping factor $\mathscr{A}$ restores the symmetry properties of the bosonic gas under exchange of particles. The Tonks-Girardeau gas [108], proposed more than 50 years ago, was experimentally realized on a lattice [109](see Fig 4.1) and in a one-dimensional atomic wave-guide [59].

Observables that only depend on the absolute value of the wave function of hard-core bosons within the Tonks-Girardeau mapping are the same as those of free fermions as the overall phase factor emerging from the mapping factor $\mathscr{A}$ cancels. For example, the density profile and the density correlation functions will be the same. On the other hand, quantities connecting wave functions in different point in space like the one-body density matrix or the momentum distribution will have a different behavior than the one of an

### 4.1. Tonks-Girardeau Bose-Fermi mapping



Figure 4.1: Momentum distribution of the 1D atomic gas in an optical lattice. The dots represent measured data whereas the lines correspond to the computed momentum distributions. The green dotted line represents ideal bosons, the yellow dashed line represents the ideal Fermi gas and the gray solid line represents the TG gas. Due to the non-uniformity of the TG gas on the lattice, the slope of the linear part in the double logarithmic plot deviates from the expected $1 / 2$ behaviour of the uniform TG gas indicated in short dashes (Figure from 109
ideal Fermi gas (see Fig 4.2). The momentum distribution of a Tonks-Girardeau gas will display $k^{-1 / 2}$ divergences when $k \rightarrow 0$ whereas for ideal fermions the momentum distribution is a flat Fermi surface (see Fig 4.2).

On a one-dimensional lattice the Bose-Fermi mapping, from bosonic $b_{l}$ operator to fermionic $c_{l}$ at site $l$, is ensured via the Jordan-Wigner transformation [111]

$$
\begin{equation*}
c_{l}=\prod_{j=1}^{l-1} e^{i \pi b_{j}^{\dagger} b_{j}} b_{l} . \tag{4.2}
\end{equation*}
$$

This transformation ensures that the fermionic operators $c_{l}$ have anti-commutation relation i.e, $\left\{c_{l}, c_{m}^{\dagger}\right\}=\delta_{l, m}$. Moreover, due to the space Pauli exclusion principle, the bosonic operators have mixed commutation relation, i.e $\left[b_{l}, b_{m}^{\dagger}\right]=\left[b_{l}^{\dagger}, b_{m}^{\dagger}\right]=\left[b_{l}, b_{m}\right]=0$ when $m \neq l$ and $\left\{b_{l}, b_{m}^{\dagger}\right\}=1$ when $m=l$ so that we indeed get a mixed algebra of on-site fermion



Figure 4.2: Schematic representation of the momentum distribution of a ideal Fermi gas $\left(n^{f f}\left(k_{x}\right)\right)$ and Tonks-Girardeau gas $\left(n^{h c b}\left(k_{x}\right)\right.$ ). Taken from [110]
and off-site bosons, this really underlying the fact that local quantities for fermions and hard-core bosons are the same and off-diagonal correlations will differ. Hard-core bosons on a finite lattice periodic system display ensure a similar behavior with some additional mesoscopic effects (see Fig 4.3 ) namely that the divergence in the momentum distribution at $k=0$ is removed [112]. The peak in the momentum distribution at $k=0, n_{k=0}$ scales as $n_{k=0}=C(\rho) \sqrt{N}$ where $N$ is the number of particles and $C$ a density dependent function finite size correction appears so that $n_{k=0}$ will scale as $n_{k=0}=C(\rho) \sqrt{N}-D(\rho)$.


Figure 4.3: Density profile (left panels) and momentum distribution (right panels) of a gas of hard-core bosons on a one-dimensional lattice. Taken from [112]

### 4.2. Fragmentation

### 4.2 Fragmentation

As mentioned in chapter 1.3.1 the concept of BEC is defined as the macroscopic occupation of the first eigenvalue of the one-body density matrix $\rho^{(1)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\psi^{\dagger}(\mathbf{r}) \psi\left(\mathbf{r}^{\prime}\right)\right\rangle$, where $\psi$ stands for the bosonic field operators. In the basis of an orthogonal set of eigenfunctions $f_{i}(\mathbf{r})$ (natural orbitals) with corresponding eigenvalue $N_{i}$, i.e $\int \rho^{(1)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) f_{i}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}=N_{i} f_{i}(\mathbf{r})$ ,the one-body density matrix takes a diagonal form

$$
\begin{equation*}
\rho^{(1)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{i} N_{i} f_{i}\left(\mathbf{r}^{\prime}\right)^{*} f_{i}(\mathbf{r}) \tag{4.3}
\end{equation*}
$$

and $\sum_{i} N_{i}=N$, where $N$ is the number of particle in the system. Fragmentation is defined as the macroscopic occupancy of a $q>1$ eigenvalue, i.e that $N_{i<q} \sim O(N)$ and $N_{i>q} \sim$ $O\left(N^{0}\right)$. Many different kinds of fragmentation can occur in physical bosonic system [105]. The condensate can be fragmented in space or momentum space. One historical example is the Nozières one [104] which is a model of $N$ bosons belonging to two internal states labeled 1 and 2. This model can for example describe a double well in the quantum regime and the Hamiltonian reads as follows

$$
\begin{equation*}
H=\epsilon_{1} a_{1}^{\dagger} a_{1}+\epsilon_{2} a_{2}^{\dagger} a_{2}+\frac{g}{2}\left(a_{1}^{\dagger} a_{2}^{\dagger} a_{2} a_{1}+n_{1} n_{1}+n_{2} n_{2}\right) \tag{4.4}
\end{equation*}
$$

where $g$ is the interaction strength between the bosons and can be either repulsive ( $g>0$ ) or attractive $(g<0)$. The ground state is made of $N_{1}$ bosons in well 1 and $N_{2}$ bosons in well 2. For repulsive interactions $g>0$ and the ground state is two-fold degenerate with state $|N, 0\rangle$ and $|0, N\rangle$. For $g<0$ the ground state however is fragmented with Fockstate $\mid$ Frag $\rangle=\frac{a_{1}^{N_{1}} a_{2}^{N_{2}}}{\left.\sqrt{N_{1}!N_{2}!}!0\right\rangle \text {. One has then to compare the energies of two different states, a }}$ fragmented state and a single condensate state

$$
\begin{equation*}
\mid \text { Frag }\rangle=\frac{a_{1}^{N_{1}} a_{2}^{N_{2}}}{\sqrt{N_{1}!N_{2}!}}|0\rangle \quad|\mathrm{Bec}\rangle=\frac{a_{1}^{N}}{\sqrt{N!}}|0\rangle \tag{4.5}
\end{equation*}
$$

where the one-body density matrix reads for each one

$$
\rho^{\text {Frag }}=\left\langle a_{i}^{\dagger} a_{j}\right\rangle=\left(\begin{array}{cc}
N_{1} & 0  \tag{4.6}\\
0 & N_{2}
\end{array}\right) \quad \rho^{\mathrm{Bec}}=\left\langle a_{i}^{\dagger} a_{j}\right\rangle=\left(\begin{array}{cc}
N_{1} & 0 \\
0 & 0
\end{array}\right)
$$

If one looks only at the interaction energy (i.e $\epsilon_{1}=\epsilon_{2}=0$ ) when comparing the energy of the gas in fragmented state and BEC state we see that

$$
\begin{equation*}
\Delta E=\langle H\rangle_{\text {Frag }}-\langle H\rangle_{\text {Bec }}=g N_{0} N_{1} \tag{4.7}
\end{equation*}
$$

so that interactions play a key role on the ground state property of the gas: when $g>0$ (repulsive interactions) it prevents from having a fragmented state whereas when $g<0$ the condensate will be fragmented. The situation changes when considering states spatially
separated as in the case of the double well. The Hamiltonian is slightly changed, compared to the situation explained earlier, in order to add tunneling between the wells and to remove interaction between species.

$$
\begin{equation*}
H=-t\left(a_{1}^{\dagger} a_{2}+a_{2}^{\dagger} a_{1}\right)+\frac{g}{2}\left(n_{1}\left(n_{1}-1\right)+n_{2}\left(n_{2}-1\right)\right) \tag{4.8}
\end{equation*}
$$

This system is exactly solvable [105], we will not give the derivation here but provide the important physical results. For $g=0$, the single particle eigenstates are the symmetric state $\left(a_{1}+a_{2}\right) / \sqrt{2}|0\rangle$ with energy $E_{s}=-t$ and anti-symmetric state $\left(a_{1}-a_{2}\right) / \sqrt{2}|0\rangle$ with energy $E_{a}=t$ so that the symmetric state describes the ground state of the system that is a coherent state of this symmetric eigenstates $|C o h\rangle=\frac{1}{2^{N} N!}\left(a_{1}^{\dagger}+a_{2}^{\dagger}\right)^{N}|0\rangle$ which is clearly not fragmented. In the case of non-zero interactions the physical situation will be quite different as the ground state will depend again on the sign of the interactions. For attractive interactions the ground state is fragmented as the fluctuation in the number of particles are suppressed and the transition from coherent state to fragmented state is induced by the increase of the phase fluctuation. When interactions are repulsive the ground state will be a Schrödinger cat-like state $\mid$ Cat $\rangle=1 / \sqrt{2}(|N, 0\rangle+|0, N\rangle)$ as the interaction term $g / 4\left(n_{1}-n_{2}\right)^{2}$ will favor a different number of particle in the two wells.
An important conclusion is that the fragmented state in this example is favored in mesoscopic system as the transition from coherent to fragmented state takes place for $t / g>$ $1 / N$ [105]. In what follows we will study the fragmentation effects in the double ring lattice under gauge fields. Even though we saw that in double well structure the fragmentation is deeply linked to the sign of the interaction, in the double ring the fragmentation arise more from the degeneracy of the single particle dispersion relation than from the interaction process as said in the introduction. Indeed, if the single-particle dispersion relation exhibits degeneracy of the lowest energy state, then the condensation can take place in any of those minima or simultaneously in all of them.

### 4.3 Fragmented Fermi seas

The concepts of fragmentation and fermionization introduced so far will be useful to understand the strongly interacting regime for the double ring system that we will study now in the quantum regime. In the tight-binding approximation we model the system using the Bose-Hubbard Hamiltonian (2.6)

$$
\begin{align*}
& \hat{H}=\hat{H}_{0}+\hat{H}_{\text {int }}= \\
& -\sum_{l=1, p=1,2}^{N_{s}} J_{p}\left(a_{l, p}^{\dagger} a_{l+1, p} e^{i \Phi_{p}}+a_{l+1, p}^{\dagger} a_{l, p} e^{-i \Phi_{p}}\right) \\
& -K \sum_{l=1}^{N_{s}}\left(a_{l, 1}^{\dagger} a_{l, 2}+a_{l, 2}^{\dagger} a_{l, 1}\right)+\frac{U}{2} \sum_{l=1, p=1,2}^{N_{s}} a_{l, p}^{\dagger} a_{l, p}^{\dagger} a_{l, p} a_{l, p} \tag{4.9}
\end{align*}
$$

### 4.3. Fragmented Fermi seas

where we recall that the angular position on the double ring is given by $\theta_{l}=\frac{2 \pi}{N_{s}} l$ where $l$ is an integer $l \in\left[1, N_{s}\right]$ with $N_{s}$ the number of sites in each ring, $J_{1}$ and $J_{2}$ are the tunneling amplitudes from one site to another along each ring, $K$ is the tunneling amplitude between the two rings, $\Phi_{1,2}$ are the fluxes threading the inner and outer ring respectively and $U$ the on-site interaction. As in chapter 2, we introduce the relative flux $\phi=\Phi_{1}-\Phi_{2}$ and average flux $\Phi=\left(\Phi_{1}+\Phi_{2}\right) / 2$. We will restrict our self to the case of $\Phi=0$.

In order to characterize the ground state of the system we use various observables: the momentum distribution in ring $p$ is defined as $n_{k, p}=\left\langle\hat{a}_{k, p}^{\dagger} \hat{a}_{k, p}\right\rangle$, with

$$
\begin{equation*}
\hat{a}_{k, p}=\frac{1}{\sqrt{L}} \sum_{m=1}^{L} \hat{a}_{m, p} e^{i m k} \tag{4.10}
\end{equation*}
$$

where $k$ is the wavevector in units of inverse lattice spacing. The current operator at position $m$ along the same ring is defined as $\hat{j}_{m, p}^{\|}=-i J\left(\hat{a}_{m, p}^{\dagger} \hat{a}_{m+1, p}-\right.$ h.c. $)$, where $p$ labels the rings. We define the chiral current in the ladder as $\hat{j}_{\mathrm{c}}=\frac{1}{L} \sum_{m}\left(\hat{j}_{m, 1}^{\|}-\hat{j}_{m, 2}^{\|}\right)$. The interring current operator at site $m$ is $\hat{j}_{m}^{\perp}=-i K\left(\hat{a}_{m, 1}^{\dagger} \hat{a}_{m, 2}-\right.$ h.c. $)$. Correspondingly, we define the current-current correlation of the current between the rings $\left\langle\hat{j}_{0}^{\perp} \hat{j}_{m}^{\perp}\right\rangle$ and the current inside the ring $\left\langle\hat{j}_{0}^{\|} \hat{j}_{m}^{\|}\right\rangle$. We also investigate the density-density correlations in the leg $\Delta n_{m}=\left\langle\hat{n}_{0} \hat{n}_{m}\right\rangle-\left\langle\hat{n}_{0}\right\rangle\left\langle\hat{n}_{m}\right\rangle$ and between legs $\Delta n_{m}^{\perp}=\left\langle\hat{n}_{0}^{1} \hat{n}_{m}^{2}\right\rangle-\left\langle\hat{n}_{0}^{1}\right\rangle\left\langle\hat{n}_{m}^{2}\right\rangle$.

By Fourier transforming, the Hamiltonian (Eq. 4.9 ) is readily expressed in momentum space (see Appendix $\bar{A}$ ). It is useful to transform the above Hamiltonian to a new basis, which is diagonal in absence of interactions. We call this the "diagonal" basis. By using the transformation

$$
\binom{\hat{a}_{k, 1}}{\hat{a}_{k, 2}}=\left(\begin{array}{cc}
v_{k} & u_{k}  \tag{4.11}\\
-u_{k} & v_{k}
\end{array}\right)\binom{\hat{\alpha}_{k}}{\hat{\beta}_{k}},
$$

where $u_{k}$ and $v_{k}$ are given by

$$
\begin{align*}
& v_{k}=\sqrt{\frac{1}{2}\left(1+\frac{\sin (2 \pi \phi) \sin (k)}{\sqrt{\left.(K / 2 J)^{2}+\sin ^{2}(2 \pi \phi) \sin ^{2}(k)\right)}}\right)}  \tag{4.12}\\
& u_{k}=\sqrt{\frac{1}{2}\left(1-\frac{\sin (2 \pi \phi) \sin (k)}{\sqrt{\left.(K / 2 J)^{2}+\sin ^{2}(2 \pi \phi) \sin ^{2}(k)\right)}}\right)} \tag{4.13}
\end{align*}
$$

the non-interacting part of the Hamiltonian becomes

$$
\begin{equation*}
\hat{H}_{0}=\sum_{k} E_{+}(k) \hat{\alpha}_{k}^{\dagger} \hat{\alpha}_{k}+E_{-}(k) \hat{\beta}_{k}^{\dagger} \hat{\beta}_{k} \tag{4.14}
\end{equation*}
$$

with $E_{ \pm}=-2 J \cos (k) \cos (2 \pi \phi) \pm \sqrt{K^{2}+4 J^{2} \sin ^{2}(k) \sin ^{2}(2 \pi \phi)}$. In the vortex phase the lowest branch $E_{-}(k)$ of the dispersion relation has two degenerate minima at

$$
\begin{equation*}
k_{1,2}= \pm \arcsin \sqrt{\sin ^{2}(2 \pi \phi)-\frac{K^{2}}{(2 J \tan (2 \pi \phi))^{2}}} \tag{4.15}
\end{equation*}
$$

It will be useful to study the momentum distributions in the diagonal basis, ie the one of the lower branch $n_{\beta}(k)=\left\langle\hat{\beta}_{k}^{\dagger} \hat{\beta}_{k}\right\rangle$ and the one of the upper branch $n_{\alpha}(k)=\left\langle\hat{\alpha}_{k}^{\dagger} \hat{\alpha}_{k}\right\rangle$

In the vortex phase, for very small ring-ring coupling $K$ and small, non-zero interaction strength $U$, the ground state is fragmented, i.e. displays macroscopic occupation of the two single-particle momentum states $k_{1,2}$ as described by the the ansatz [71]

$$
\begin{equation*}
\left|\Psi_{0}^{(s p)}\right\rangle=\hat{\beta}_{k=k_{1}}^{\dagger}{ }^{N / 2} \hat{\beta}_{k=k_{2}}^{\dagger} N / 2|0\rangle . \tag{4.16}
\end{equation*}
$$

Notice that the ground state is built only with the field operators $\beta$ associated to the lowest branch of the dispersion relation, and the problem has been mapped to an effectively onedimensional one. In the presence of interactions, the effective one-dimensional Hamiltonian restricted to the lowest branch reads

$$
\begin{align*}
\hat{H}= & \sum_{k} E_{-}(k) \hat{\beta}_{k}^{\dagger} \hat{\beta}_{k} \\
& +\frac{U}{2 N_{s}} \sum_{q, k, r} \kappa(k-q, r+q, k, r) \hat{\beta}_{k-q}^{\dagger} \hat{\beta}_{r+q}^{\dagger} \hat{\beta}_{k} \hat{\beta}_{r} \tag{4.17}
\end{align*}
$$

where the kernel $\kappa(k-q, r+q, k, r)=u_{k-q} u_{r+q} u_{k} u_{r}+v_{k-q} v_{r+q} v_{k} v_{r}$ is an effective interaction potential in momentum space, which has some involved momentum structure. However, if the ratio $K / J$ is small, the parameters $u_{k}$ and $\nu_{k}$ can be approximated as constants for wavevector $k$ close to $k_{1}$ and $k_{2}$. In this case, for the sake of finding the ground state, the Hamiltonian is equivalent to the one of a one-dimensional Bose gas with contact interactions with a single-particle dispersion $E_{-}(k)$.

At increasing interaction strength, clearly the fragmented single-particle state ansatz 4.16) is not expected to describe the ground state state of the system well, since repulsive interactions give rise to a spread in momentum occupancy. In the regime $U \rightarrow \infty$ of very strong repulsion, we predict an effective fermionization of the ground state, ie two particles cannot occupy the same single-particle state and we propose the following fragmented Fermi-sea ansatz:

$$
\begin{equation*}
\left|\Psi_{0}^{(F s)}\right\rangle=\prod_{-k_{F}+k_{1}<k<k_{F}+k_{1}} \hat{c}_{k}^{\dagger} \prod_{-k_{F}+k_{2}<k<k_{F}+k_{2}} \hat{c}_{k}^{\dagger}|0\rangle . \tag{4.18}
\end{equation*}
$$

where $k_{F}$ is the Fermi wavevector corresponding to $N / 2$ particles and $\hat{c}_{k}^{\dagger}$ the fermionic creation operator for the lower band of the non-interacting Hamiltonian (e.g. $\left\{\hat{c}_{k^{\prime}}^{\dagger}, \hat{c}_{k^{\prime}}^{\dagger}\right\}=$ $\delta_{k, k^{\prime}}$, where \{.\} is the anti-commutator). This ansatz is only valid as long as the Fermi energy is smaller than the energy of the upper band, i.e $E_{\text {Fermi }}<E_{+}(k)$.

### 4.3.1 Bose-Fermi mapping

Using the fragmented Fermi sea ground state, in the $U=\infty$ limit we calculate the onebody density matrix and the momentum distribution of the gas using a mapping onto

### 4.4. Numerical results

non interacting fermions. In detail, we Fourier transform the ansatz into real space, then apply the Jordan-Wigner transformation introduced in $\operatorname{Sec} 4.1$

$$
\begin{equation*}
\hat{b}_{i}^{\dagger}=c_{i}^{\dagger} \prod_{j=1}^{i-1} e^{-i \pi c_{j}^{\dagger} c_{j}} \quad \hat{b}_{i}=\prod_{j=1}^{i-1} e^{i \pi c_{j}^{\dagger} c_{j}} c_{i} \tag{4.19}
\end{equation*}
$$

Hard-core bosons and non-interacting fermions have the same spectrum in one dimension. Differences between the two appears in off-diagonal correlation functions, eg in the one-body density matrix. Using the relation between the one-body density matrix $\rho_{i j}$ and the one-particle Green's function $G_{i j}=\left\langle b_{i} b_{j}^{\dagger}\right\rangle$

$$
\begin{equation*}
\rho_{i j}=\left\langle b_{i}^{\dagger} b_{j}\right\rangle=G_{i j}+\delta_{i j}\left(1-G_{i i}\right) \tag{4.20}
\end{equation*}
$$

we calculate the one-body density matrix using a method developed by Rigol and Muramatsu [112]. In particular the one-particle Green's function can be expressed in term of our ansatz and fermionic operators according to

$$
\begin{align*}
G_{i j} & =\left\langle\Psi_{0}^{(H C B)}\right| b_{i} b_{j}^{\dagger}\left|\Psi_{0}^{(H C B)}\right\rangle \\
& =\left\langle\Psi_{0}^{(F s)}\right| \prod_{p=1}^{i-1} e^{i \pi c_{p}^{\dagger} c_{p}} c_{i} c_{j}^{\dagger} \prod_{s=1}^{j-1} e^{-i \pi c_{s}^{\dagger} c_{s}}\left|\Psi_{0}^{(F s)}\right\rangle \tag{4.21}
\end{align*}
$$

where $\left|\Psi_{0}^{(H C B)}\right\rangle$ is the ground state for hard-core bosons.

### 4.4 Numerical results

### 4.4.1 Fidelity with respect to fragmented states

In order to infer the nature of the ground state of the system we calculate the fidelity of the ground state obtained by exact diagonalization of the many-body Hamiltonian with the Lanczos algorithm and we project it onto the two ansatz states discussed in Sec.4.3 i.e. we take $F=\left|\left\langle\Psi_{0} \mid \psi_{\mathrm{GS}}\right\rangle\right|^{2}$, where $\left|\Psi_{0}\right\rangle$ is either the single-particle fragmented state Eq. 4.16 or the Fermi-sea fragmented state Eq. 4.18). Notice that since we use a real-space basis for the numerical diagonalization we perform first a Fourier transform of the ansatz state onto real-space.

Our results are shown in Fig 4.4. In the left panel we show that the fidelity with respect to the single-particle fragmented state decreases at increasing interactions. In the right panel, we show that the fidelity with respect to the fragmented Fermi sea increases with interaction. For weak inter-ring coupling, we reach nearly unity fidelity for $U / J>10$ for any flux, thus confirming the validity of our ansatz.

For strong inter-ring coupling, where the description of hard-core bosons breaks down, we find that the fidelity stays below one for any interaction and its value depends strongly on the choice of flux values. In this case there is no simple analytical description since bosons belonging to the lower band interact with a long-range interacting potential.


Figure 4.4: Fidelity (dimensionless) of the ground state obtained from numerical diagonalization as a function of respectively interaction strength in units of tunnel energy $J$ and flux $\phi$ (dimensionless): a) and c) with respect to the single-particle fragmented state $\left|\Psi_{0}^{(s p)}\right\rangle$ and b) and d) with respect to the fragmented Fermi sea $\left|\Psi_{0}^{(F S)}\right\rangle$. The parameters used are $L=12, N=6$. The values of $K / J$ and $\phi$ are indicated in the figure legend for a) and $\mathbf{b}$ ). For panels $\mathbf{c}$ ) and $\mathbf{d}$ ) interaction strength are specified in the figure legend and $K / J=0.1$. A third dip occurs in panels $\mathbf{c}$ ) and $\mathbf{d}$ ), in correspondence of the third jump in the chiral current but is not resolved in this figure.

### 4.4. Numerical results

Fidelity at varying flux (see Fig 4.4 panels $\mathbf{c}$ ) and d)) exhibit discontinuities associated to change of quantized momenta and jumps in the chiral current (see Fig 4.5a)). At those transitions the eigenvalues of the single-particle density matrix are 4-fold degenerate implying that the description in terms of the single-particle fragmented state 4.16) and fragmented Fermi sea (4.18) ansatz breaks down.

In the following, we provide an analysis of the observables characterizing the ground state of the system and identify the ones needed to infer the fragmented nature of the state in the vortex phase.

### 4.4.2 Currents

First, we show that the study of chiral currents can be used to identify unequivocally the vortex phase in parameter space, both in the interacting and non-interacting regime.

The Hamiltonian (4.9) in absence of interactions features the Meissner to vortex transition. At weak interactions, an additional biased ladder phase is found. At stronger interactions, chiral Mott insulating phase with Meissner like current and vortex Mott insulating phase are predicted [15, 13].

In Fig 4.5a) we show the chiral current as a function of the gauge field $\phi$ in the noninteracting case. The Meissner phase has an increasing chiral current, whereas the current decreases in the vortex phase. For finite-sized rings, the current acquires a step structure, each jump being associated to a integer change of the phase winding. This signals the formation of a vortex pair in the rings [66]. In Fig 4.5b) we show the chiral current at increasing inter-ring tunneling $K / J$. We see that a change of behaviour occurs in the chiral currents in correspondence to the transition from the vortex phase at low values of $K / J$ to the Meissner phase at large $K / J$ : a jump in the chiral current is found in the finite size-system while the chiral current is continuous with discontinuous derivative in the infinite-size limit. We expect the transition to be of first order in analogy to the case of spin-orbit-coupled bosons [113].


Figure 4.5: Chiral current $j_{c}$ (in units of $J$ ) a) as a function of flux $\phi$ (dimensionless) for $K / J=1$ for different ring lengths $L . \mathbf{b}$ ) as a function of inter-ring coupling $K$ (in units of $J$ ) for $\phi=1 / 8$. In both panels we have taken $U=0$ and half filling of the lattice.

The chiral current for interacting systems is shown in Fig.4.6. We see that even though interactions smooth out the steps of the current and reduces the positions of the steps to lower values of $K / J$, overall it is still possible to infer the vortex phase as the regime where chiral current has a decreasing and oscillating behaviour as a function of the flux $\phi$. Similarly to the non-interacting case, the transition from vortex to Meissner phase is visible by studying the dependence of chiral current on inter-ring coupling $K / J$.



Figure 4.6: a) Chiral current (in units of $J$ ) as a function of flux $\phi$ (dimensionless) for $K / J=$ 1 and on-site interaction $U / J$ as indicated in the legend $\mathbf{b}$ ) Chiral current as function of inter-ring coupling $K / J$ for $\phi=1 / 8$ and interaction strength as indicated in the legend. The other parameters are $L=12$ and $N=6$ particles.

### 4.4.3 Current-current correlations

Another way to identify the vortex phase is the study of current-current correlations [114].
For linear ladders the ground state in the vortex phase is characterized by a vortex structure along the ladder, a modulation of the density along the legs, and a modulation of the current between rungs. In the case of coupled lattice rings, corresponding to periodic boundary conditions, these features are not visible since the ground state displays rotational invariance. In this case as the vortex phase sets in, the mentioned features are encoded in the correlation functions. In particular, the current-current correlation $\left\langle j_{0}^{\perp} j_{x}^{\perp}\right\rangle$, where $j_{x}^{\perp}$ is the current operator for the current between the rings, show a clear vortex structure in Fig. 4.7.

### 4.4.4 Density-density correlations

Next, we show that density-density correlations of the ground state may be used to infer the onset of strong correlations and the fermionized regime.

A hallmark of fermionization is the presence of Friedel-like oscillations, characterized by wavevevector $2 k_{F}$, with $k_{F}$ the Fermi wavevector. These are found e.g. in the densitydensity correlation function $\Delta n_{m}$, shown in Fig 4.8 along one chosen ring (same results are found for the other ring). For small inter-ring coupling, we observe the build-up of


Figure 4.7: Inter-ring current-current correlation function $\left\langle j_{0}^{\perp} j_{x}^{\perp}\right\rangle$ in units of $J^{2}$ at varying flux $\phi$ (dimensionless) and lattice position $m$ for $L=60, N_{\mathrm{p}}=2, U / J=1$ and $K / J=1$.

Friedel-like oscillations at increasing interaction, with wavelength corresponding to four times the lattice spacing, corresponding to the chosen average lattice filling in each ring. For large values of $K / J$, the system is not any more quasi-one-dimensional. In this case we find that the wavelength of Friedel oscillations changes with the applied flux.

### 4.4.5 One-body density matrix and momentum distribution

Finally, in this section we show that the study of the first-order correlations and momentum distribution allows us to obtain information about fragmentation.

The momentum distribution in each ring A and B is plotted in Fig 4.9. We see that at weak inter-ring coupling the momentum distribution is centered in each of the two minima $k=k_{1}$ or $k_{2}$, corresponding to the applied gauge flux on each ring.

The momentum distribution in the diagonal basis, corresponding to occupation of lower and upper excitation branch in momentum space, is plotted in Fig 4.10 and 4.11 for two choices of the inter-ring coupling. It displays a two-peak structure, corresponding to the two minima of the single-particle dispersion relation $k=k_{1}, k_{2}$. We notice first that most of the population occupies the lower branch, while the upper branch population is two orders of magnitude smaller. This validates the reduction to an effective one-dimensional system corresponding to the lower branch discussed in Sec 4.3. Focusing on the lower-branch momentum distribution, we notice that at strong interactions the momentum distribution broadens due to interaction effects as well as develops largemomentum tails characteristic of strongly-interacting regime. The peaks remain well defined even in the fermionized limit, as typical of bosonic statistics, though their width coincides with the kinetic energy of the corresponding Fermi gas. The width of the momentum distribution for bosons and fermions is shown in the Appendix.

The width of the momentum distribution $\kappa=\sum_{k} k^{2} n_{k}$ is shown in Fig.4.12. At increas-


Figure 4.8: Density-density correlation function $\Delta n_{m}$ (dimensionless) as a function of the position $m$ along the lattice. a) $K / J=0.1, \phi=1 / 4 \mathbf{b}) K / J=0.1, \phi=1 / 6 \mathbf{c}) K / J=1, \phi=1 / 4$ d) $K / J=1, \phi=1 / 6$. The other parameters are $N=6, L=12$ and the flux $\phi$ is dimensionless.


Figure 4.9: Momentum distribution (dimensionless) as a function of the wavevector $k$ (in units of inverse of lattice spacing) in the leg basis for leg 1 with a) $K / J=1, \phi=1 / 4 \mathbf{b}) \phi=$ $1 / 6$. The momentum distribution in ring 2 is the same graph reflected at zero momentum. The calculations are performed with $N=6$ particles in total in the two rings and $L=12$ sites per ring.

### 4.4. Numerical results



Figure 4.10: Momentum distribution (dimensionless) as a function of the wavevector $k$ (in units of inverse of lattice spacing) in the diagonal basis for weak inter-ring coupling $K / J=0.1$ with $\mathbf{a}, \mathbf{b}) \phi=1 / 4 \mathbf{c}, \mathbf{d}) \phi=1 / 6$. a,c) shows the lowest branch, $\mathbf{b}, \mathbf{d})$ shows the upper branch. We take $N=6$ particles in total in the two rings and $L=12$ sites per ring.


Figure 4.11: Momentum distribution (dimensionless) as a function of the wavevector $k$ (in units of inverse of lattice spacing) in the diagonal basis for strong inter-ring coupling $K / J=1$ with $\mathbf{a}, \mathbf{b}) \phi=1 / 4 \mathbf{c}, \mathbf{d}) \phi=1 / 6$. a,c) shows the lowest branch, $\mathbf{b}, \mathbf{d}$ ) shows the upper branch. We take $N=6$ particles in total in the two rings and $L=12$ sites per ring.

### 4.4. Numerical results

ing interactions and small-interring coupling it tends to the fermionic value, thereby further confirming the fermionized nature of the state.


Figure 4.12: Width of the momentum distribution $\kappa=\sum_{k} k^{2} n_{k}$ (in units of the inverse of the square of the lattice spacing) as a function of interaction strength $U / J$ for various values of $\phi$ and $K$. The red dashed line is the corresponding value for non-interaction fermions. The calculations are performed for $N=6$ particles, $L=12$ sites.

We finally analyze the single particle density matrix (SPDM), which is independent of the chosen basis and whose Fourier transform yields the momentum distribution. By analyzing its eigenvalues, in the case of weak inter-ring coupling we find that for all values of interactions, it displays a double degeneracy of the two largest eigenvalues, as shown in Fig 4.13 and Fig. 4.14. The degeneracy of the two largest eigenvalues of the one-body density matrix provides a strong indication of fragmentation.

As already noticed in the study of other observables, for strong inter-ring coupling the quasi-one dimensional description does not apply. We see in particular that the eigenvalues decay faster with increasing interactions, in a flux-dependent way, indicating the important role of the transverse direction in this case.

Degeneracy of eigenvalues : We provide further information about the eigenvalues of the reduced one-body density matrix of the double ring. In particular, Fig 4.14 shows the eigenvalues in decreasing order, at various values of the system parameters. One sees that the two largest eigenvalues are degenerate both at small and larger values of both $K / J$ and $\phi$, thus indicating fragmentation of the state for all choices of parameters investigated in this work.


Figure 4.13: Two largest degenerate eigenvalues $\lambda$ (superimposed, indicated by a single line) of the single particle density matrix as a function of interaction strength $U / J$ for different values of flux $\phi$ and inter-ring coupling $K / J$ as indicated in the legend. The parameters use in the calculation are $L=12, N=6$.


Figure 4.14: Single particle density matrix eigenvalues $\lambda_{n}$ (dimensionless) ordered in descending order $n$ for a) $K / J=0.1, \phi=1 / 4 \mathbf{b}) K / J=0.1, \phi=1 / 6 \mathbf{c}) K / J=1, \phi=1 / 4 \mathbf{d}$ ) $K / J=1, \phi=1 / 6$. First two eigenvalues are degenerate. Results for $N=6$ particles, $L=12$ sites.

## Conclusions of the chapter

In this chapter we have studied the ground-state properties of two tunnel-coupled lattice rings in the quantum regime. In particular, we have shown that the ground-state of the system is always fragmented at any interaction strength, and the nature of the fragmented

### 4.4. Numerical results

state depends on the interaction strength: for weak interactions it consists of fragmentation among two single-particle states, while for strong interactions it corresponds to two fragmented Fermi seas. This Fermi seas description holds provided that the tunnel coupling between the two rings is sufficiently weak and the flux threading the system relatively strong. This allowing for an analytical ansatz which well describes the limits of very weak or very strong interactions.

The information of the nature of the state can be inferred by combining the knowledge of various observables: the study of chiral currents and current-current correlation functions allow to identify the vortex phase. By increasing interactions, the flux dependence of the currents across the transitions between states with different winding numbers is smoothed out - see Fig 4.6. The density-density correlation function shows the onset to fermionization via the appearance of Friedel-like oscillations at large interactions, and a double-peak structure in the momentum distribution together with the demonstration of degenerate eigenvalues of the one-body density matrix establishes the fragmented nature of the state. In outlook, it would be interesting to explore the crossover from quantum regime at very weak filling considered in this work and the mean-field Gross-Pitaevskii description used in the case of very large number of bosons per lattice site.

## Chapter 5

## Quantum fluctuation effects, Luttinger liquid description



N this chapter we will use the framework of the Luttinger liquid approach to describe the double ring under artificial gauge fluxes. The approach consists of considering the continuous limit of the lattice system considered in the previous chapters. As mentioned earlier, many theoretical works have treated the subject of infinite bosonic ladder under gauge fluxes with contact interactions [12, 115], inter-rung interaction and long range interactions. The case of periodic boundary conditions have not been adressed so far, while studies have been carried out in the case of open boundary conditions in order to cope with density-matrix-renormalization-group numerical calculations (DMRG, a very powerful numerical tool to solve 1D problems).
The chapter is organized as follows: in Sec. 5.1 we introduce the fundamental notions of the Luttinger liquid theory as well as sine-Gordon model renormalization group equations. In Sec. 5.2 we bosonize the Hamiltonian of the double ring and, using the mode expansion of the field operators, we show the properties of mesoscopic rings in both Meissner and Vortex phase through the studies of various physical observables.

### 5.1 Bosonization and Luttinger liquid

A very elegant way of solving many-body strongly correlated fermionic system in 1D was provided by Luttinger [116]. As the interaction term between fermions is the product of four fermionic field operators and can naively be seen as a product of two bosonic fields corresponding to density fluctuations, he provided a solution in terms of free bosonic operators. Tomonaga[117] was the first to relate fermionic excitations to boson-like behaviour [117], paving the way for a description of many-body interacting fermionic system in terms of bosonic operators. Haldane was then the one who realized that a onedimensional system who exhibit gapless linear spectrum can be treated within the same framework, defining a universality class of systems sharing similar behavior and critical
exponents. This universality class of systems called "Luttinger liquid" by Haldane includes 1D Hubbard model at half-filling, 1D electron-phonon systems or metals with impurities as well as the edge states in the quantum Hall effect. The Bose gas with repulsive contact interactions falls also in this universality class of fermionic systems due to the absence of well defined statistics in 1D.
Following Cazalilla [118] we introduce the harmonic-fluid approach developed by Haldane [119]. In order to describe 1D bosonic gases of size L, the relevant low-energy Hamiltonian is expressed as

$$
\begin{equation*}
H^{L}=\frac{\hbar v}{2 \pi} \int_{0}^{L} d x\left[K_{L}\left(\partial_{x} \phi(x)\right)^{2}+\frac{1}{K_{L}}\left(\partial_{x} \theta(x)\right)^{2}\right] \tag{5.1}
\end{equation*}
$$

where $v$ is the sound velocity and $K_{L}$ is the Luttinger parameter, corresponding to the compressibility of the gas. These coefficients are introduced phenomenologically in the equation. They depend on the microscopic properties of the system, usually accessible by means of numerical or, when available exact calculations: Bethe Ansatz for the LiebLiniger model of bosons or in the hard-core interaction limit via Tonks-Girardeau BoseFermi mapping. The two fields $\phi(x)$ and $\partial_{x} \theta(x)$ correspond respectively to phase and density fluctuations around a certain mean value, and satisfy the following commutation relation

$$
\begin{equation*}
\left[\partial_{x} \theta(x), \phi\left(x^{\prime}\right)\right]=i \pi \delta\left(x-x^{\prime}\right) \tag{5.2}
\end{equation*}
$$

One can then identify two regimes. For large values of the Luttinger parameter $K_{L}$, the system is in a weakly interacting regime where density fluctuations are important and phase fluctuations are reduced and behave classically. This regime is analogus to a BEC phase without symmetry breaking due to the Mermin-Wagner theorem [64]. If $K_{L}$ is small then the phase has large fluctuations and the density behave classically corresponding almost to a crystal.

### 5.1.1 Correlation functions

## Correlation function in the gapless phase

For a single-component Luttinger liquid Hamiltonian (see Eq. 5.1, the excitation spectrum is gapless and it is easy to calculate its correlation functions as the Hamiltonian is quadratic. Let us consider the following correlation function, that is the one-body density matrix $\left\langle\Psi^{\dagger}(x) \Psi\left(x^{\prime}\right)\right\rangle$. To lowest order, within bosonization, it reads

$$
\begin{equation*}
\left\langle\Psi^{\dagger}(x) \Psi\left(x^{\prime}\right)\right\rangle=\rho_{0}\left\langle e^{-i \phi(x)} e^{i \phi\left(x^{\prime}\right)}\right\rangle \tag{5.3}
\end{equation*}
$$

For an infinite system this can be calculated [120] using bosonization techniques and reads,

$$
\begin{equation*}
\left\langle\Psi^{\dagger}(x) \Psi\left(x^{\prime}\right)\right\rangle=\rho_{0}\left(\frac{d}{x-x^{\prime}}\right)^{\frac{1}{2 K_{L}}} \tag{5.4}
\end{equation*}
$$

### 5.1. Bosonization and Luttinger liquid

where $d$ is a short distance cut-off. The situation becomes more complex when one needs to consider a finite system with given boundary conditions. A good way to treat boundary conditions is to use conformal field theory approach, that is well suited for Luttinger Hamiltonian as the theory is self critical [120]. When computing the correlation function with periodic boundary condition within the framework of conformal field theory (see Appendix of [118] and Appendix E of this thesis) one has

$$
\begin{equation*}
\left\langle\Psi^{\dagger}(x) \Psi\left(x^{\prime}\right)\right\rangle_{p b c}=c_{0,1} \rho_{0}\left[\frac{1}{\rho_{0} d\left(x-x^{\prime} \mid L\right)}\right]^{\frac{1}{2 K_{L}}} e^{i \pi\langle J\rangle\left(x-x^{\prime}\right) / L} \tag{5.5}
\end{equation*}
$$

where $\langle J\rangle$ is the expectation value of the zero mode of the mode expansion of the field $\phi(x)$ and correspond to the kinetic momentum of the system, $c_{0,1}$ is a non-universal coefficient that depends on the system and $d(x \mid L)=L|\sin (\pi|x| / L)| / \pi$ is known as cord function, appearing due to the finite size of the system. It measures the length of a cord between two points separated by an arc $x$ in a ring of circumference $L$.

## Density-density correlation

We consider next the density-density correlation function, which does not depend on statistics, within harmonic fluid approach. Keeping only the leading term of the correlation function with periodic boundary conditions we have

$$
\begin{align*}
& \langle\rho(x) \rho(0)\rangle_{p b c}=\left[\frac{1}{\pi^{2}}\left\langle\partial_{x} \theta(x) \partial_{x} \theta(0)\right\rangle+\rho_{0}^{2} \sum_{m=-\infty}^{\infty} e^{2 \pi i m \rho_{0} x}\left\langle A_{2 m, 0}(x) A_{-2 m}(0)\right\rangle_{p b c}\right]  \tag{5.6}\\
& \quad=\rho_{0}^{2}\left[1-\frac{K_{L}}{2 \pi^{2}}\left[\frac{1}{\rho_{0} d(x \mid L)}\right]^{2}+\sum_{m>0} a_{m}\left[\frac{1}{\rho_{0} d(x \mid L)}\right]^{2 m^{2} K_{L}} \cos \left(2 \pi m \rho_{0} x\right)\right] \tag{5.7}
\end{align*}
$$

where the vertex operators $A_{m, n}(x, \tau)$ are defined within conformal theory in the Appendix of [118]. For an infinite system this correlation function reads

$$
\begin{equation*}
\langle\rho(x) \rho(0)\rangle=\rho_{0}^{2}\left[1-\frac{K_{L}}{2} \frac{1}{\left(\pi \rho_{0} x\right)^{2}}+\sum_{m>0}^{+\infty} a_{m} \frac{\cos \left(2 \pi m \rho_{0} x\right)}{\left(\pi \rho_{0} x\right)^{2 K_{L} m^{2}}}\right], \tag{5.8}
\end{equation*}
$$

as first derived by Haldane [119] and later improved [121].

### 5.1.2 Sine-Gordon model

We introduce here basics about renormalization group equation of the sine-Gordon model as they will be useful to treat the bosonized version of the double ring. The Hamiltonian for the sine-Gordon model reads

$$
\begin{equation*}
H=H^{L}+y \int d x \cos (\sqrt{8} \theta) \tag{5.9}
\end{equation*}
$$



Figure 5.1: Renormalization flow corresponding to Eq 5.10. Left diagonal thick line separates regions (a) where $y$ is irrelevant and region (b) where $y$ flows to strong coupling and the cosine is relevant. From [120].

The flow equation for the sine-Gordon model are the following [120]

$$
\begin{gather*}
\frac{d K_{L}(l)}{d l}=-\frac{y^{2}(l) K_{L}^{2}(l)}{2} \\
\frac{d y(l)}{d l}=\left(2-2 K_{L}(l)\right) y(l) \tag{5.10}
\end{gather*}
$$

Indeed for $K_{L}<1 y$ is relevant (grows upon change of scale). For $K_{L}>1, y$ is irrelevant (decrease upon change of scale). The point $K_{L}=1$ is marginal, and corresponds to the transition point between a phase where the cosine term is relevant and one where it is irrelevant. The spectrum of a sine-Gordon Hamiltonian is known, and displays solitons and anti-solitons excitations [122, 123]. This model describes the competition between the cosine term who wants to fix the phase and the kinetic part which impose a gradient. When the cosine term is dominating we face a transition towards a gapped phase.
We expect that the renormalization group equation should not differ from a infinite system and a system of finite size as the cord function can be Taylor expanded during the perturbative renormalization approach and bring back the power law decaying of the infinite correlation functions. The only difference between finite and infinite system is that the renormalization flow should stop at critical scale $l^{*} \propto \log (L)$. If the Hamiltonian has the form $H=H^{L}+y \cos (\sqrt{8} \phi)$ the flow equations are dual and corresponds to the transformation $K_{L} \rightarrow 1 / K_{L}$.

### 5.2. Luttinger liquid description of the double ring

### 5.2 Luttinger liquid description of the double ring

### 5.2.1 Derivation of the Luttinger Liquid Hamiltonian of the double ring

Following [115], we apply Haldane's bosonization of interacting bosons [119, 118] to our Bose-Hubbard Hamiltonian. The tunneling coupling $K$ between the two rings is assumed to be small compared to the longitudinal tunneling $J, K / J \ll 1$ in order to decouple the two rings. We introduce the canonically conjugate fields, $\partial_{x} \theta_{p}(x) / \pi=\Pi_{p}(x)$ and $\phi_{p}(x)$ accounting respectively for the fluctuation of the density and phase of the ring $p$. We perform a continuous limit of the Bose-Hubbard Hamiltonian and consider the bosonic field operator as

$$
\begin{equation*}
\frac{a_{l, p}^{\dagger}}{\sqrt{a}}=\psi_{p}^{\dagger}(x)=\left[\rho_{0, p}+\Pi_{p}(x)\right]^{1 / 2} \sum_{m \in \mathbf{Z}} e^{2 i m\left(\theta_{p}(x)-\pi \rho_{0, p} x\right)} e^{-i \phi_{p}(x)} \tag{5.11}
\end{equation*}
$$

where $a$ stand for the distance between two sites. Without the term of coupling between the rings, the Hamiltonian reads

$$
\begin{equation*}
H=\sum_{p} \int d x\left[J \rho_{0, p}\left(\partial_{x} \phi_{p}(x)\right)^{2}+\frac{U}{2 \pi^{2}}\left(\partial_{x} \theta_{p}(x)\right)^{2}\right] \tag{5.12}
\end{equation*}
$$

Defining $v_{N}=\frac{U}{\hbar \pi}, \nu_{J, p}=\frac{2 \pi J}{\hbar} \rho_{0, p}, v_{p}=\sqrt{\nu_{N} \nu_{J, p}}$ and $\tilde{K}_{p}=\sqrt{\nu_{J, p} / v_{N}}$ we end up with

$$
\begin{equation*}
H=\sum_{p} \frac{\hbar}{2 \pi} \int d x\left[v_{p} \tilde{K}_{p}\left(\partial_{x} \phi_{p}(x)\right)^{2}+\frac{v_{p}}{\tilde{K}_{p}}\left(\partial_{x} \theta_{p}(x)\right)^{2}\right] \tag{5.13}
\end{equation*}
$$

The coupling term between the two rings in the lowest mode approximation can be written as a tunnel term in the following way:

$$
\begin{equation*}
H_{T}=-2 K \sqrt{\rho_{0,1}} \sqrt{\rho_{0,2}} \int d x \cos \left(\phi_{1}(x)-\phi_{2}(x)\right) \tag{5.14}
\end{equation*}
$$

We now turn to the representation in terms of spin $(s)$ and charge (c) fields i.e

$$
\begin{align*}
& \phi_{s}=\phi_{1}-\phi_{2}  \tag{5.15}\\
& \phi_{c}=\frac{\phi_{1}+\phi_{2}}{2} . \tag{5.16}
\end{align*}
$$

The density fluctuation field transforms in the following way in order to ensure the good commutation relation in both charge and spin sector

$$
\begin{array}{r}
{\left[\partial_{x^{\prime}} \theta_{s}\left(x^{\prime}\right), \phi_{s}(x)\right]=2 i a \delta\left(x-x^{\prime}\right)} \\
{\left[\partial_{x^{\prime}} \theta_{c}\left(x^{\prime}\right), \phi_{c}(x)\right]=i b \delta\left(x-x^{\prime}\right)} \tag{5.18}
\end{array}
$$

so that $\theta_{s}=a\left(\theta_{1}-\theta_{2}\right)=\frac{\theta_{1}-\theta_{2}}{2}$ and $\theta_{c}=b\left(\theta_{1}+\theta_{2}\right)=\theta_{1}+\theta_{2}$. We next add the flux in the same gauge as Chap. 2 and express the flux threading each ring $\Phi_{1}$ and $\Phi_{2}$ in terms of $\phi$ and $\Phi$.

Assuming that $\rho_{0,1}=\rho_{0,2}, v_{1}=v_{2}=v, \tilde{K}_{1}=\tilde{K}_{2}=\tilde{K}$ We see that the Hamiltonian transform in

$$
\begin{align*}
H= & \frac{\hbar}{2 \pi} \int d x v\left[K_{s}\left(\partial_{x} \phi_{s}+\frac{2 \pi}{L} \frac{\phi}{\Phi_{0}}\right)^{2}+\frac{1}{K_{s}}\left(\partial_{x} \theta_{s}\right)^{2}\right] \\
& +\frac{\hbar}{2 \pi} \int d x v\left[K_{c}\left(\partial_{x} \phi_{c}+\frac{2 \pi}{L} \frac{\Phi}{\Phi_{0}}\right)^{2}+\frac{1}{K_{c}}\left(\partial_{x} \theta_{c}\right)^{2}\right]-2 K \rho_{0} \int d x \cos \left(\phi_{s}\right) \tag{5.19}
\end{align*}
$$

where we set $K_{s}=\frac{\tilde{K}}{2}, K_{c}=2 \tilde{K}$ and with $\Phi_{0}$ being the quantum of flux already introduced in Chap. 2. We see that the mean flux couple to the charge sector of the phase field and the relative flux to the spin sector of the phase field. Moreover the hopping term of the Hamiltonian brings a cosine of the spin phase field so that it will induce a pinning of the phase under renormalization group as will be explained in the next section.

### 5.2.2 Meissner-Vortex transition

The quantum sine-Gordon Hamiltonian is an integrable model and exact solution are known [122, 123] in analogy with the massive Thirring model. In the classical picture the solutions are solitons, kinks and breathers and those topological object are still considered as solution of the quantum problem. A difficulty arise when one is faced with a flux that shifts the phase field, no solution are known, the problem is no longer integrable and the renormalization group equations are divergent [120]. This problem has been deeply studied in the context of the Mott transition in 1D [124] as the backscattering term of fermion evolving in a shallow lattice gives rise to a cosine term shifted by a term related to the deviation to the commensurate filling of the lattice (i.e when the number of particle per sites is an integer). Let's consider in the following the spin part of the Hamiltonian of the double ring under fluxes

$$
\begin{equation*}
H_{s}=\int \frac{d x}{2 \pi}\left[u_{s} K_{s}\left(\partial_{x} \phi_{s}(x)+\frac{2 \pi}{L} \frac{\phi}{\Phi_{0}}\right)^{2}+\frac{u_{s}}{K_{s}}\left(\partial_{x} \theta_{s}(x)\right)^{2}\right]-2 K \rho_{0} \int d x \cos \left(\phi_{s}\right) \tag{5.20}
\end{equation*}
$$

For $\phi=0$ the renormalization flow equation of Sec. 5.1.2tell us that the spectrum is gapped for $K_{s}>1 / 8$ and the phase field is pinned in the ground state to the maxima of the cosine term so that $\left\langle\phi_{s}(x)\right\rangle=0$ modulo $2 \pi$. This phase is known as the commensurate phase in analogy with the Mott-insulator phase and corresponds to the Meissner phase.

As shown in [125], expanding $\left(\partial_{x} \phi_{s}(x)+\frac{2 \pi}{L} \frac{\phi}{\Phi_{0}}\right)^{2}$ we see that up to a constant the term depending on the flux adds

$$
\begin{equation*}
\frac{u_{s} K_{s} \phi}{\Phi_{0}} \int \frac{d x}{L} \partial_{x} \phi_{s} \tag{5.21}
\end{equation*}
$$

In a semi-classical picture, we can interpret this term as a chemical potential for the soliton antisoliton forming the vortex pattern. Indeed calling $\tilde{N}_{s}$ the number of solitons and $\tilde{N}_{\tilde{s}}$ the number of antisolitons of the sine-Gordon model, we have:

$$
\begin{equation*}
\tilde{N}_{s}-\tilde{N}_{\tilde{s}}=\int \frac{d x}{L} \partial_{x} \phi_{s} \tag{5.22}
\end{equation*}
$$

### 5.2. Luttinger liquid description of the double ring

so that the flux-dependent term becomes

$$
\begin{equation*}
\frac{u_{s} K_{s} \phi}{\Phi_{0}}\left(\tilde{N}_{s}-\tilde{N}_{\tilde{s}}\right) . \tag{5.23}
\end{equation*}
$$

This term acts as a chemical potential for the solitons and anti-solitons in the system. As the flux grows, it will becomes energetically advantageous to populate the ground state with solitons giving rise to incommensurate phase known as the vortex phase. In order to understand the Meissner to vortex transition we will fermionize the spin part of our Hamiltonian by making use of the Luther-Emery solution as already performed in [12, 115. This way of solving the problem is very elegant, understandable and will be useful as a root to go beyond.
One special point of the sine-Gordon model is the Luther-Emery point [126], for $K_{s}=1 / 4$. At this point, the sine-Gordon model can be fermionized and corresponds to a free gapful fermionic system. On the point of view of the renormalization group equation this point correspond to a critical point where the operators $K_{s}$ is said to be marginally irrelevant. Indeed the sine-Gordon Hamiltonian with rescaled fields $\tilde{\phi}_{s}=\phi_{s} / 2$ and $\tilde{\theta}_{s}=2 \theta_{s}$ can be cast as follows

$$
\begin{equation*}
H_{s}=\int \frac{d x}{2 \pi} \nu\left[\left(\partial_{x} \tilde{\theta}\right)^{2}+\left(\partial_{x} \tilde{\phi}_{s}\right)^{2}\right]-2 K \cos \left(2 \tilde{\phi}_{s}\right) . \tag{5.2}
\end{equation*}
$$

Relating the bosons to the fermions with free fermionic field $\tilde{\psi}_{\sigma}=e^{i(\tilde{\theta}-\sigma \tilde{\phi})}$, where $\sigma= \pm$ depending if the fermions are right or left movers, we obtain the free fermionic Hamiltonian

$$
\begin{equation*}
H=\int d x\left[-i v \sum_{\sigma} \sigma \tilde{\psi}_{\sigma}^{\dagger} \partial_{x} \tilde{\psi}_{\sigma}-m \sum_{\sigma} \tilde{\psi}_{\sigma} \tilde{\psi}_{-\sigma}+h \sum_{\sigma} \tilde{\psi}_{\sigma}^{\dagger} \tilde{\psi}_{\sigma}\right] \tag{5.25}
\end{equation*}
$$

with $h=\frac{4 \pi}{L} v \frac{\phi}{\Phi_{0}}$ and $m=2 \pi K \rho_{0}$. We made use of the following equations that relate bosonic fields to fermionic field

$$
\begin{gather*}
\sum_{\sigma} \tilde{\psi}_{\sigma}^{\dagger} \tilde{\psi}_{\sigma}=\frac{\partial \tilde{\phi}_{s}}{2 \pi}  \tag{5.26}\\
-i \sum_{\sigma} \sigma \tilde{\psi}_{\sigma}^{\dagger} \partial_{x} \tilde{\psi}_{\sigma}=\frac{1}{2 \pi}\left[\left(\partial_{x} \tilde{\phi}_{s}\right)^{2}+\left(\partial_{x} \tilde{\theta}_{s}\right)^{2}\right]  \tag{5.27}\\
\sum_{\sigma} \tilde{\psi}_{\sigma}^{\dagger} \tilde{\psi}_{-\sigma}=\frac{\cos \left(2 \tilde{\phi}_{s}\right)}{\pi} \tag{5.28}
\end{gather*}
$$

As the last equation is easy to derive, the first two are tricky and we advise the reader the following review [127]. We see that the flux dependent term $h$ acts as a chemical potential and $m$ as a gap term for the theory and correspond to a backscattering term in the fermionic language. This fermionic Hamiltonian can be diagonalized in $k$-space using the following two dimensional rotation of the fermionic field operators

$$
\binom{\tilde{\psi}_{+}}{\tilde{\psi}_{-}}=\frac{1}{\sqrt{L}} \sum_{k} e^{i k x}\left(\begin{array}{cc}
\cos \left(\eta_{k}\right) & -\sin \left(\eta_{k}\right)  \tag{5.29}\\
\sin \left(\eta_{k}\right) & \cos \left(\eta_{k}\right)
\end{array}\right)\binom{c_{k, \mathrm{U}}}{c_{k, \mathrm{D}}}
$$



Figure 5.2: Representation of the gapful spectrum of the spin-less fermion with $h$ chemical potential and $m$ the gap of the excitation spectrum. Black lines represent the linearization for $k$ values around $\bar{q}(\phi)$ with renormalized slope $v^{*}(\phi)$.
with $e^{2 i \eta_{k}}=\frac{\nu k+i m}{\sqrt{(\nu k)^{2}+m^{2}}}$. This leads to the following diagonal Hamiltonian

$$
\begin{equation*}
H_{s}=\sum_{k, \sigma=U / D} \epsilon_{k, \sigma} c_{k, \sigma}^{\dagger} c_{k, \sigma} \tag{5.30}
\end{equation*}
$$

with a gapful spectrum $\epsilon_{k, U / D}= \pm \sqrt{(\nu k)^{2}+m^{2}}-h$. The Meissner to vortex transition is then interpreted as follow, when $|h|<|m|$ we are in the Meissner and when $|h|>|m|$ we enter the vortex phase or in the language of Mott insulator transition the incommensurate phase. It is then possible from the above representation (see Fig. 5.2) to go back to the bosonic representation by linearizing the following theory around the Fermi points $\bar{q}(\phi)=$ $\frac{1}{v} \sqrt{\left(\frac{\phi}{\Phi_{0}}\right)^{2}-\left(\frac{\phi_{c}}{\Phi_{0}}\right)^{2}}$ where $\phi_{c}$ is related to the gap but take a more general sense as away from the Luther-Emery line the gap is renormalized but the spectrum keep its form [120]. The Fermi velocity is $v_{s}^{*}=\frac{\nu}{h^{2}} \sqrt{\left(\frac{\phi}{\Phi_{0}}\right)^{2}-\left(\frac{\phi_{c}}{\Phi_{0}}\right)^{2}}$ and the renormalized Luttinger Hamiltonian

$$
\begin{equation*}
H_{s}^{*}=\int \frac{d x}{2 \pi}\left[v_{s}^{*}(\phi) K^{*}(\phi)\left(\partial_{x} \tilde{\phi}_{s}\right)^{2}+\frac{v_{s}^{*}(\phi)}{K_{s}^{*}(\phi)}\left(\partial_{x} \theta_{x}\right)^{2}\right] \tag{5.31}
\end{equation*}
$$

where $\tilde{\phi}_{s}=\phi_{s}-\bar{q}(\phi) x$

### 5.2. Luttinger liquid description of the double ring

### 5.2.3 Mode expansion

It is possible to diagonalize the Luttinger Hamiltonian (5.19) by applying the mode expansion of the quantum fields [118, 119] in the spin and charge basis where $b_{q, s}=\left(b_{q, 1}-b_{q, 2}\right) / \sqrt{2}$ and $b_{q, c}=\left(b_{q, 1}+b_{q, 2}\right) / \sqrt{2}$ such that $\left[b_{q, v}^{\dagger}, b_{q^{\prime}, v^{\prime}}\right]=\delta_{q, q^{\prime}} \delta_{v, v^{\prime}}$

$$
\begin{align*}
\theta_{s, c}(x) & =\theta_{s, c}^{(0)}+\frac{\pi x}{L} \delta N_{s, c}+\frac{1}{2} \sum_{q \neq 0}\left|\frac{2 \pi K_{s, c}}{q L}\right|^{1 / 2}\left[e^{i q x} b_{q,(s, c)}+e^{-i q x} b_{q,(s, c)}^{\dagger}\right] \\
\phi_{s}(x) & =\phi_{s}^{(0)}+\frac{\pi x}{L} J_{s}+\frac{1}{2} \sum_{q \neq 0}\left|\frac{2 \pi}{K_{s} q L}\right|^{1 / 2} \operatorname{sign}(q)\left[e^{i q x} b_{q, s}+e^{-i q x} b_{q, s}^{\dagger}\right] \\
\phi_{c}(x) & =\phi_{c}^{(0)}+\frac{\pi x}{L} J_{c}+\frac{1}{2} \sum_{q \neq 0}\left|\frac{2 \pi}{K_{c} q L}\right|^{1 / 2} \operatorname{sign}(q)\left[e^{i q x} b_{q, c}+e^{-i q x} b_{q, c}^{\dagger}\right] \tag{5.32}
\end{align*}
$$

with $\delta N_{c}=\left(\hat{N}_{1}+\hat{N}_{2}-\left(N_{1}+N_{2}\right)\right) / 2, \delta N_{s}=\left(\hat{N}_{1}-\hat{N}_{2}-\left(N_{1}-N_{2}\right)\right), J_{c}=\left(J_{1}+J_{2}\right) / 2$ and $J_{s}=J_{1}-J_{2}$ and are Haldane's topological excitations[119], $q=2 \pi j / L$ and $j \in \mathbb{Z}$, with $N_{1}$ and $N_{2}$ the particle number in ground state, taken equal in our case. The pairs $\left(\theta_{p}^{(0)}, J_{p}\right)$ and $\left(\phi_{p}^{(0)}, N_{p}\right)$ are conjugate action-angle variables with $\left[N_{p}, \phi_{p}^{(0)}\right]=\left[J_{p}, \theta_{p}^{(0)}\right]=i$ where the eigenvalues of $J_{s}$ are even numbers $2 m_{s} \in \mathbb{Z}$ i.e respecting the selection rule for bosons $(-1)^{J_{s}}=1$, and $N$ the particle number operator. Inserting the mode expansion (5.32) into 5.19) we get the following Hamiltonian

$$
\begin{equation*}
H=H_{0}+H_{Q}+H_{T} \tag{5.33}
\end{equation*}
$$

where $H_{Q}$ is the free Hamiltonian in the bosonic excitation operators $b_{q, s / c}$, the zero mode Hamiltonian is given by

$$
\begin{equation*}
H_{0}=\frac{\hbar v \pi}{\tilde{K} L}\left(\delta N_{s}^{2}+\frac{\delta N_{c}^{2}}{4}\right)+\hbar v\left[\frac{2 K_{s} \pi}{L}\left(J_{s}+\frac{\phi}{\Phi_{0}}\right)^{2}+\frac{2 K_{c} \pi}{L}\left(J_{c}+\frac{\Phi}{\Phi_{0}}\right)^{2}\right] \tag{5.34}
\end{equation*}
$$

and the tunneling part reads

$$
\begin{equation*}
H_{T}=-2 K \rho_{0} \int d x \cos \left(\phi_{s}^{(0)}+\frac{\pi x}{L} J_{s}+\delta \phi_{s}(x)\right) \tag{5.35}
\end{equation*}
$$

The tunneling Hamiltonian $H_{T}$ is not easy to handle since it couples zero and non zero $\operatorname{modes} \delta \phi_{s}(x)=\frac{1}{2} \sum_{q \neq 0}\left|\frac{2 \pi}{K_{s} q L}\right|^{1 / 2} \operatorname{sign}(q)\left[e^{i q x} b_{q, s}+e^{-i q x} b_{q, s}^{\dagger}\right]$. We'll treat with this by averaging over the non-zero modes with the average taken with respect to the quadratic Hamiltonian $H_{Q}$

$$
\begin{equation*}
H_{q}=\sum_{v, q \neq 0} \hbar v^{v}|q| b_{q, v}^{\dagger} b_{q, v} \tag{5.36}
\end{equation*}
$$

Using Wick's theorem for quadratic Hamiltonian $\left\langle e^{\alpha x}\right\rangle=e^{\left\langle x^{2}\right\rangle / 2 \alpha^{2}}$ and the zero-temperature relations $\left\langle\beta_{q}^{\dagger} \beta_{q^{\prime}}\right\rangle=0,\left\langle\beta_{q} \beta_{q^{\prime}}^{\dagger}\right\rangle=\delta_{q, q^{\prime}}$ we evaluate the effective tunneling Hamiltonian as

$$
\begin{equation*}
\left\langle\left\langle H_{T}\right\rangle_{H_{q}}\right\rangle_{J_{s}}=-K^{*} \rho \int_{0}^{L} d x\left(\sum_{N_{s}} e^{i x \pi 2 m_{s} / L}\left|N_{s}-1\right\rangle\left\langle N_{s}\right|+e^{-i x \pi 2 m_{s} / L}\left|N_{s}\right\rangle\left\langle N_{s}+1\right|\right) \tag{5.37}
\end{equation*}
$$

with the renormalized tunneling due to non zero modes $K^{*}=K\left(\frac{d}{L}\right)^{\frac{1}{2 K_{s}}}$, where $d$ is a smalldistance cut-off. We see that as we increase the strength of the interactions between particle (lowering $K_{s}$ ), the coupling between the rings decreases because of the effect of the quantum fluctuations of the phase. As $N_{s}$ and the zero mode of the phase are action-angle variables i.e they verify the commutation relation $\left[N_{s}, e^{-i \phi_{s}^{(0)}}\right]=e^{-i \phi_{s}^{(0)}}$, it implies that the zero mode $\phi_{s}^{(0)}$ acts as a raising operator for the difference in particle number difference between the two rings, implying a Josephson effect, we then can write $e^{-i \phi_{s}^{(0)}}\left|N_{s}\right\rangle=\left|N_{s}+1\right\rangle$.This allows us to introduce the completeness of the basis set $e^{-i \phi_{s}^{(0)}}=$ $\sum_{N_{s}}\left|N_{s}+1\right\rangle\left\langle N_{s}\right|$ leading to Eq. 5.37. We'll now evaluate the matrix structure in the basis of the particle number imbalance. We see that it is a tridiagonal matrix.

$$
\begin{align*}
& \sum_{N_{s}} e^{i x \pi 2 m / L}\left|N_{s}-1\right\rangle\left\langle N_{s}\right|+e^{-i x \pi 2 m / L}\left|N_{s}\right\rangle\left\langle N_{s}+1\right|=2 \cos (x \pi 2 m / L) Q_{f}  \tag{5.38}\\
& Q_{f}=\left(\begin{array}{lll}
|-N\rangle & \ldots & |N\rangle)
\end{array}\right.  \tag{5.39}\\
&
\end{align*}
$$

Integration over $x$ yields

$$
\begin{equation*}
\left\langle\left\langle H_{T}\right\rangle_{H_{q}}\right\rangle_{J_{s}}=0 \tag{5.40}
\end{equation*}
$$

The tunneling term, as it is oscillating, gives zero contribution to the Hamiltonian. Averaging the phase excitations within bosonization doesn't allow us to take into account the contribution of the tunneling part. We are only able to capture the physics of the Meissner phase since the phase is then locked in $\left\langle\phi_{s}\right\rangle=0$. The flux dependence appears in the zero mode contribution of the Hamiltonian $H_{0}$ which shows a quadratic behaviour in the spin part of the angular momentum $J_{s}$ (we recall that $J_{s}\left|m_{s}\right\rangle=2 m_{s}\left|m_{s}\right\rangle$ ) whose eigenvalues are even integers. As the relative flux increases, the spin part of the angular momentum increases in order to minimize the energy of the system (see Fig.5.3) In the case of ring geometry we have a periodic dependence of the energy as a function of the fluxes $\phi$ and $\Phi$ with period $\Phi_{0}$. The value of the fluxes fix the angular momentum of the ground state energy giving rise to a sequence of parabolas. This change of angular momentum gives rise to saw-tooth chiral current $I_{c}=-\partial_{\phi}\langle H\rangle$, analogue to persistent current of one-dimensional ring [26]. Notice that this change of angular momentum corresponds to a phase slip of the wave function i.e a change of its winding number corresponding to a vortex creation along the circumference of a ring. We remark that this is different from the vortex phase featured in this model as it corresponds rather to the creation of vortices in the bulk of the system i.e in the radial direction.
The decrease of the chiral current while entering the vortex phase as observed in Chap. 2 will be explicitly shown in Sec.5.2.5.

### 5.2. Luttinger liquid description of the double ring



Figure 5.3: Left panel, ground state energy in units of $E_{0}=\hbar \nu \tilde{K} \pi / L$ for different values of the relative angular momentum $m_{s}$ between the two rings as a function of the applied gauge flux. Right panel, represents the associated chiral currents $I_{c}=-\partial_{\phi} E$ in units of $I_{0}=2 \hbar \nu \tilde{K} \pi / L$

### 5.2.4 Weak link

As explained in Sec. 1.2.1, it is possible to implement a gauge field by rotating a defect. Placing this defect on one of the two ring we can access the spin sector of the Hamiltonian. We'll then consider the following static Hamiltonian.

$$
\begin{equation*}
H_{b}=U_{0} \int_{0}^{L} d x \delta(x) \rho_{1}(x) \tag{5.41}
\end{equation*}
$$

and add it to the previous Hamiltonian (5.19). We treat this term perturbatively in the weak barrier case and we keep only the lowest harmonics of the density field,

$$
\begin{equation*}
\rho_{1}(x)=\left(\rho^{(0)}+\partial_{x} \theta_{s}(x) / \pi+\partial_{x} \theta_{c}(x) / 2 \pi\right) \sum_{l \in \mathbb{Z}} e^{2 i l\left(\theta_{s}(x)+\theta_{c} / 2\right)-2 i l \pi \rho^{(0)} x} \tag{5.42}
\end{equation*}
$$

which reads,

$$
\begin{equation*}
\rho_{1}(x) \approx \rho^{(0)}\left(1+2 \cos \left(2 \theta_{s}(x)+\theta_{c}(x)\right)\right)+\partial_{x}\left(\theta_{s}(x)+\theta_{c}(x) / 2\right) / \pi \tag{5.43}
\end{equation*}
$$

We will focus on the spin part of the Hamiltonian as the charge part can be treated analogously. Using the mode expansion of the field and the action-angle properties of the $\theta_{0, s}$ and $J_{s}$ operators, the impurity part of the Hamiltonian can be expressed as

$$
\begin{equation*}
H_{b}=U_{0} \rho^{(0)}\left(1+\sum_{m_{s}}\left|m_{s}-1\right\rangle\left\langle m_{s}\right| e^{i 2 \delta \theta_{s}(0)}+\left|m_{s}\right\rangle\left\langle m_{s}+1\right| e^{-i 2 \delta \theta_{s}(0)}\right)+\frac{U_{0} \hat{N}_{s}}{2 L} . \tag{5.44}
\end{equation*}
$$

The second term $\frac{U_{0} \hat{N}_{s}}{2 L}=\sum_{N s} \frac{U_{0} N_{s}}{2 L}\left|N_{s}\right\rangle\left\langle N_{s}\right|$ shifts the diagonal part of the Hamiltonian $H_{0}$ and can be considered as a flux for the relative number of particle. Thus, the diagonal part
of Hamiltonian becomes

$$
\begin{equation*}
H_{0}=\sum_{N_{s}}\left[E_{c}\left(N_{s}+\frac{U_{0}}{4 E_{c} L}\right)^{2}-\frac{U_{0}^{2}}{16 L^{2}}\right]\left|N_{s}\right\rangle\left\langle N_{s}\right|, \tag{5.45}
\end{equation*}
$$

with $E_{c}=\frac{\pi \hbar v_{s}}{\tilde{K} L}$, and $\left\langle\hat{N}_{s}\right\rangle$ is shifted from 0 to the value of $-\frac{U_{0}}{4 E_{c} L}$ creating imbalance of the density fluctuation in the system. The first term in (5.44) opens a gap between different energy levels labelled by the angular momentum quantum number $m_{s}$. We see from this that the weak link can drive transition from different angular momentum states. We next average over the fluctuations with the same procedure as for the case of the coupling between the rings, thus obtaining $\left\langle e^{ \pm 2 i \delta \theta_{s}(0)}\right\rangle=(d / L)^{\tilde{K} / 2}$. Finally, the Hamiltonian $H_{J}$ for the angular momentum part reads:

$$
\begin{gather*}
H_{J}=\hbar \nu \tilde{K}\left[\frac{\pi}{L}\left(J_{s}+\frac{\phi}{\Phi_{0}}\right)^{2}+\frac{4 \pi}{L}\left(J_{c}+\frac{\Phi}{\Phi_{0}}\right)^{2}\right]+\rho^{(0)} U_{\mathrm{eff}, c} \sum_{J_{c}}\left[\left|J_{c}-1\right\rangle\left\langle J_{c}\right|+\mathrm{h.c}\right] \\
+\rho^{(0)} U_{\mathrm{eff}, s} \sum_{J_{s}}\left[\left|J_{s}-1\right\rangle\left\langle J_{s}\right|+\mathrm{h.c}\right] \tag{5.46}
\end{gather*}
$$

where $U_{\text {eff }, c}=U_{0}(d / L)^{K_{c}}$ and $U_{\text {eff }, s}=U_{0}(d / L)^{K_{s}}$. The presence of the barrier breaks rotational invariance along the ring and gives rise to coupling among angular momentum states. This leads to a smoothening of the perfect saw-tooth behaviour of the chiral current of Fig. 5.3.

### 5.2.5 Current and correlations functions in the vortex phase

In this section we calculate some observables at the Luther-Emery point, using the renormalized Luttinger-Liquid Hamiltonian of the spin sector (5.31) The chiral current is given within bosonization

$$
\begin{equation*}
j_{c}(x, \phi)=\frac{u_{s} K_{s}}{2 \pi}\left(\partial_{x} \phi_{s}+\frac{2 \pi}{L} \frac{\phi}{\Phi_{0}}\right) \tag{5.47}
\end{equation*}
$$

The spatially averaged chiral current is then given in this point by

$$
\begin{equation*}
I_{c}=\frac{1}{L} \int d x\left\langle j_{c}(x, \phi)\right\rangle=\frac{v_{s}^{*} K_{s}^{*} \pi}{2 \pi}\left(\frac{\phi}{\Phi_{0}}-\frac{2 \pi}{L} E\left[\frac{L}{2 \pi \Phi_{0}} \sqrt{\phi^{2}-\phi_{c}^{2}}\right]\right) \tag{5.48}
\end{equation*}
$$

where $E[x]$ is the integer part of $x$. This function is a step function, discontinuous for each multiple of $2 \pi / L$ and explains the discrete jumps in the chiral current in the finite ring shown in Fig. 5.4. Within the fermionized language, each jump is associated to the creation of solitons in the field $\phi_{s}$.
At the Luther-Emery point it is also possible to calculate the momentum distribution. The large-distance behaviour of the one-body density matrix in the vortex phase on a finite ring with periodic boundary conditions reads within conformal-field approach (see Appendix of [18])

$$
\begin{equation*}
\left\langle\Psi_{p}^{\dagger}(x) \Psi_{p}\left(x^{\prime}\right)\right\rangle=\rho_{0} \frac{e^{i(-1)^{2 p+1} \bar{q}(\phi)\left(x-x^{\prime}\right)}}{\left[\frac{L}{\pi} \sin \left(\frac{\pi\left|x-x^{\prime}\right|}{L}\right)\right]^{1 /\left(2 K_{c}\right)+1 /\left(4 K_{s}^{*}\right)}} e^{-(-1)^{2 p+1} i \frac{\pi}{L} m_{s}\left(x-x^{\prime}\right)} e^{i \frac{2 \pi}{L} m_{c}\left(x-x^{\prime}\right)} \tag{5.49}
\end{equation*}
$$

### 5.2. Luttinger liquid description of the double ring



Figure 5.4: Sketch of the step-wise decrease of the chiral current in the vortex phase as a function of the applied flux $\phi / \Phi_{0}$. With for simplicity $\phi_{c} / \Phi_{0}=1$
where the quantum numbers $m_{s}$ and $m_{c}$ represent the angular momentum along the ring (corresponding to the Meissner currents) and are found within conformal field theory approach, $p=1,2$ labels the rings and $\bar{q}(\phi)$ is given by fermionized approach and reads $\bar{q}(\phi) \propto \sqrt{\left(\frac{\phi}{\Phi_{0}}\right)^{2}-\left(\frac{\phi_{c}}{\Phi_{0}}\right)^{2}}$. Let us consider the case where we have no charge flux, i.e $\Phi=0$. In this situation the momentum distribution is given by:

$$
\begin{equation*}
n_{p}(n)=\frac{1}{L} \int_{0}^{L} d x\left\langle\Psi_{p}^{\dagger}(x) \Psi_{p}\left(x^{\prime}\right)\right\rangle e^{i \frac{2 \pi}{L} n\left(x-x^{\prime}\right)} \tag{5.50}
\end{equation*}
$$

where we used the following convention for the Fourier transform $u(x)=\sum_{n=-\infty}^{\infty} u(n) e^{i \frac{2 \pi n}{L} x}$. The small $k$ momentum distribution can be calculated analytically and give the following for $1 / K_{t} \equiv 1 /\left(4 K_{c}\right)+1 /\left(4 K_{s}^{*}\right)<1$

$$
\begin{equation*}
n_{p}(k)=\frac{1}{\pi}\left(\frac{2 \pi}{L}\right)^{1 / K_{t}} \frac{\left.\Gamma\left(1-1 / K_{t}\right) \Gamma\left(1 / 2 K_{t}+k\right) \sin \left(\pi / 2 K_{t}\right)\right)}{\Gamma\left(1-1 / 2 K_{t}+k\right)} \tag{5.51}
\end{equation*}
$$

where one should replace $k \rightarrow k \pm\left(m_{s}-\frac{2 \pi}{L} E\left[\frac{L}{2 \pi} \bar{q}(\phi)\right]\right)$ for $n_{1 / 2}$ respectively. This function is peaked whenever $k \pm\left(m_{s}-E\left[\frac{L}{2 \pi} \bar{q}(\phi)\right]\right)=0$. We notice that the gradient term of the Hamiltonian imposes the eigenvalue of the kinetic momentum $J_{s}, m_{s}$ to change of an integer each time the flux increase by $2 \pi$. Then the $m_{s}(\phi)$ is a step function increasing by unity every integer value of $\phi / \Phi_{0}$.

## Current profile in the Meissner phase

As we saw in Sec. 5.2 .2 for $K_{s}>1 / 8$ the cosine term is relevant and fixe the phase $\left\langle\phi_{s}\right\rangle=$ $0[2 \pi]$, we are in the so called Meissner phase. Below the transition at critical flux $\phi_{c}$ the relevant form of the Hamiltonian is the following:

$$
\begin{equation*}
H_{s}=\int \frac{d x}{2 \pi}\left[v K_{s}\left(\partial_{x} \phi_{s}+\frac{2 \pi}{L} \frac{\phi}{\Phi_{0}}\right)^{2}+\frac{v}{K_{s}}\left(\partial_{x} \theta_{s}\right)^{2}\right]-2 K \rho_{0} \int d x \cos \left(\phi_{s}\right) \tag{5.52}
\end{equation*}
$$



Figure 5.5: Total momentum distribution of the double ring $n_{k}=n_{1, k}+n_{2, k}$, as a function of the wavevector $k$ in units of $2 \pi / L$ for $1 /\left(2 K_{c}\right)+1 /\left(4 K_{c}^{*}\right)=1 / 2, m_{s}=m_{c}=0$ and $\bar{q}(\phi)=$ 0.5 .

The bosonization form of the transverse current is the following

$$
\begin{equation*}
J_{\perp}(x)=2 K \rho_{0} \sin \left(\phi_{s}\right) \tag{5.53}
\end{equation*}
$$

whose expectation value vanishes, i.e $\left\langle J_{\perp}\right\rangle=0$ due to fixing of the phase field in the Meissner phase. Using the mode expansion we recover the saw-tooth behavior of the spatial averaged of chiral current predicted in Sec5.2.3. It displays a non-zero expectation value growing linearly with applied flux

$$
\begin{equation*}
\left\langle I_{c}(\phi)\right\rangle=\frac{\pi v_{s} K_{s}}{L}\left(m_{s}+\frac{\phi}{\Phi_{0}}\right) \tag{5.54}
\end{equation*}
$$

where we have used that $\left\langle J_{s}\right\rangle=2 m_{s}$ is the expectation value of the angular momentum zero mode, with $m_{s} \in \mathbb{Z}$.

## Dynamical structure factor

We provide here a derivation of the dynamical structure factor for the ladder. The dynamical structure factor is the Fourier transform both in space and time of the density-density correlation function.

## Single-component 1D Bose gas

We recall first the derivation of the dynamical structure factor for an infinite one-component Bose gas in one dimension. We evaluate the Fourier transform of the first leading term of the expansion 5.8, i.e we take $\rho(x) \approx \frac{\partial_{x} \theta}{\pi}$. This term is related to the phononic modes and reads

$$
\begin{equation*}
S_{0}(q, \omega)=F . T .[\langle\rho(x, t) \rho(0,0)\rangle]_{0}=-\frac{K_{L}}{2 \pi^{2}} \int_{\mathbb{R}} d x \int_{\mathbb{R}} d t e^{i(\omega t-q x)} \frac{1}{(x-v t+i \epsilon)^{2}} . \tag{5.55}
\end{equation*}
$$

### 5.2. Luttinger liquid description of the double ring

By making the following change of coordinates, $u=x-v t$, the integral reads

$$
\begin{equation*}
S_{0}(q, \omega)=-\frac{K_{L}}{\pi} \int_{\mathbb{R}} d u \frac{e^{-i q u}}{(u+i \epsilon)^{2}}=i q \frac{K_{L}}{\pi} \int_{\mathbb{R}} d u \frac{e^{-i q u}}{u+i \epsilon} \tag{5.56}
\end{equation*}
$$

Using the residue theorem, where the sign of the contour depend on the sign of $q$, we obtain

$$
\begin{equation*}
S_{0}(q, \omega)=K_{L}|q| \delta\left(\omega-|q| v_{s}\right) \tag{5.57}
\end{equation*}
$$

The second term of the expansion corresponding to $m=1$ is given by (for a full derivation see Guillaume Lang, PhD Thesis [128])

$$
\begin{equation*}
S_{1}(q, \omega)=\frac{a_{1}}{\left(2 \pi \rho_{0} v\right)^{2\left(K_{L}-1\right)} \Gamma\left(K_{L}\right)^{2}} \frac{1}{v}\left[\omega^{2}-\left(q-2 \pi \rho_{0}\right)^{2} v^{2}\right]^{K_{L}-1} \operatorname{sign}\left(\omega-\left|q-2 \pi \rho_{0}\right| v\right) \tag{5.58}
\end{equation*}
$$

This contribution corresponds to a broad continuum within two linear branches symmetric around the umklapp point ( $k=2 \pi \rho_{0}=2 k_{F}, \omega=0$ ) with slope $\nu$.

## Finite-size periodic system - one component

First contribution The first contribution of the dynamical structure factor $S_{1}(q, \omega)$ on a finite ring is related to the following integral

$$
\begin{gather*}
I_{ \pm}=\int_{\mathbb{R}} d t e^{i \omega t} \int_{0}^{L} d x e^{-i \frac{2 \pi}{L} q x} \frac{1}{\left\lvert\, \sin \left(\left.\frac{\pi}{L}(x \pm v t)\right|^{2}\right.\right.}  \tag{5.59}\\
=\frac{L}{2 \pi} \int_{\mathbb{R}} d t e^{-i\left(\frac{2 \pi}{L} v q-\omega\right) t} \int_{-v t}^{2 \pi-v t} d u e^{-i u q} \frac{1}{|\sin (u / 2)|^{2}} \tag{5.60}
\end{gather*}
$$

by making the change of variable $u=\frac{2 \pi}{L}\left(x-v_{s} t\right)$. The integral over $u$ can be cast on a integral over closed contour $\mathscr{C}$ corresponding to a circle unity centered around 0 , by making the change $z=e^{i u}$ so that for $q>0$

$$
\begin{equation*}
I_{\mathscr{C}}=4 i \oint_{\mathscr{C}} d z \frac{1}{z^{q}} \frac{1}{\left(z^{2}-2 z+1\right)} \tag{5.61}
\end{equation*}
$$

with $d z=i z d u$. Knowing the integral representation of Gegenbauer polynomials where $\mathscr{C}^{\prime}$ is a simple contour encircling $z=0$ and avoiding $z=1$

$$
\begin{equation*}
C_{n}^{\lambda}(x)=\frac{1}{2 \pi i} \oint_{\mathscr{C}^{\prime}} \frac{1}{z^{n}} \frac{1}{\left(z^{2}-2 x z+1\right)^{\lambda}} \tag{5.62}
\end{equation*}
$$

we see that $I_{\mathscr{C}}=8 \pi C_{q-1}^{1}(1)$, so that $I_{-}=16 \pi^{2} \delta\left(\omega-\frac{2 \pi}{L} q v_{s}\right) C_{q-1}^{1}(1)$ for $q>0$. This polynomial is behaving linearly with respect to $q$ so we recover the behaviour of the infinite system for $L \rightarrow \infty$.

Two components Near the incommensurate-commensurate transition, at the LutherEmery point (See Sec. 5.2.2), we can use the renormalized Luttinger Hamiltonian (5.31) to evaluate the correlation function of the spin part. We next calculate the dynamical structure factor for a two-leg ladder. If one wants to compute $F T\left[\left\langle\rho_{p}(x) \rho_{p}(0)\right\rangle\right]$, with $p$ the indice of the rung, one will deal with product of charge and spin. Let's take a close look at density-density correlation function on wire 1 . It reads as follows

$$
\begin{equation*}
\left\langle\rho_{1}(x, t) \rho_{1}\left(x^{\prime}, t^{\prime}\right)\right\rangle=\left\langle\left(\rho_{0}+\partial_{x} \theta_{1}(x, t)\right)\left(\rho_{0}+\partial_{x^{\prime}} \theta_{1}\left(x^{\prime}, t^{\prime}\right)\right) \sum_{m, m^{\prime}=-\infty}^{+\infty} e^{2 i m\left[\theta_{1}(x, t)+\pi \rho_{0} x\right]} e^{2 i^{\prime} m\left[\theta_{1}\left(x^{\prime}, t^{\prime}\right)+\pi \rho_{0} x^{\prime}\right]}\right\rangle( \tag{5.63}
\end{equation*}
$$

Decomposing it in charge (c) and spin (s) sectors with respect to the renormalized Hamil-


Figure 5.6: First contribution of the dynamical structure factor for $v_{s}^{*}=, v_{c}=$.
tonian (5.31) one gets

$$
\begin{align*}
& \left\langle\rho_{1}(x, t) \rho_{1}\left(x^{\prime}, t^{\prime}\right)\right\rangle=\rho_{0}^{2}\left[1-\frac{K_{s}^{*}}{4 \pi^{2} \rho_{0}^{2}}\left[\frac{1}{\left(x-v_{s}^{*} t\right)^{2}}+\frac{1}{\left(x+v_{s}^{*} t\right)^{2}}\right]\right]+\frac{\rho_{0}^{2}}{4}\left[1-\frac{K_{c}}{4 \pi^{2} \rho_{0}^{2}}\left[\frac{1}{\left(x-v_{c} t\right)^{2}}+\frac{1}{\left(x+v_{c} t\right)^{2}}\right]\right] \\
& \quad+\frac{\rho_{0}^{4}}{4} \sum_{m=1}^{\infty} a_{m}^{c} a_{m}^{s} \frac{\cos \left(2 \pi m \rho_{0} x\right)}{\left[\left(x-v_{s}^{*} t\right)\left(x+v_{s}^{*} t\right)\right]^{K_{s}^{*} m^{2}}} \frac{1}{\left(\pi \rho_{0}\right)^{2 K_{s}^{*} m^{2}}} \times \frac{\cos \left(2 \pi m \rho_{0} x\right)}{\left[\left(x-v_{c} t\right)\left(x+v_{c} t\right)\right]_{c} K_{c} m^{2}} \frac{1}{\left(\pi \rho_{0}\right)^{2 K_{c} m^{2}}} \tag{5.64}
\end{align*}
$$

The Fourier transform of the first term is easily computable and gives the sound waves contribution to the dynamical structure factor for $q>0$,

$$
\begin{equation*}
S_{1}^{(0)}(q, \omega)=K_{s}^{*}|q| \delta\left(\omega-|q| v_{s}^{*}\right)+\frac{K_{c}}{4}|q| \delta\left(\omega-|q| v_{c}\right) \tag{5.65}
\end{equation*}
$$

where $v_{c}=v$ is the sound speed in the "charge" branch (in-phase motion) and $v_{s}^{*}$ is the sound speed of the spin branch (out-of-phase motion of the two-components). It is interesting to notice that we find the same features observed in the weakly interacting regime for the vortex phase, where two Goldstone modes were obtained (See Chap. 3) The calculation of the next order term $m=1$ is non trivial and will be the object of future work.

## Conclusions of the chapter

In this chapter we have used the Luttinger liquid method applied to the double ring Hamiltonian, assuming weak tunnel coupling between the rings. We have used the mode expansion to study the Meissner phase and the influence of a defect on the low-energy properties of the gas. The average over the phase fluctuations cancels the cosine term of the Hamiltonian, which was also shown to be fixing the phase fluctuation field in the Meissner phase. We have then seen that the bosonized version of the double ring features the Meissner to vortex transition and this transition is driven by the tunnel term in the Hamiltonian. In order to describe features of the vortex phase, we have worked at the LutherEmery point, where a fermionization approach allows to compute a renormalized form of the Luttinger Hamiltonian. This has allowed us to calculate some relevant observables such as the chiral current, in which we saw the same behavior as in the non-interacting case, the momentum distribution, which exhibits two peaks related to the finite momentum of the dispersion relation in the vortex phase and lowest order term of the dynamical structure factor that displays a separation in spin and charge modes in direct correspondence with the results of Chapter 33. In outlook, our calculations for the dynamical structure factor could be extended to the study of the umklapp term for the two-leg ladder, as well as of the dispersion of the excitations at small frequency around wavevector $k=\bar{q}(\phi)$, corresponding to the typical density modulation in the vortex phase.
5.2. Luttinger liquid description of the double ring
$\qquad$

## Part II

## Polaritons in honeycomb lattice

## Chapter 6

# Exciton-Polaritons and the honeycomb lattice 

OSE-Einstein condensation is understood in thermal equilibrium as a macroscopic occupation of the ground state. several theoretical works have been dedicated to the study of condensation away from the ground-state using resonant excitation of a ground state of cold atoms [129]. This approach should allow the study of processes of dynamical energy relaxation into the ground state. Thermal equilibrium is not perfectly achieved in condensing bosons since three-body losses give them a finite lifetime. The theoretical description of energy relaxation in non-equilibrium systems, with multiple states, is then an important issue. In solid-state systems such as exciton-polaritons in semiconductor microcavities the life time of particle is very short allowing the study of highly non-equilibrium bosonic gases 130 .

Exciton-polaritons in semiconductor microcavities constitute an amazing playground to study quantum fluids of light where remarkable effects, analogus to those observed in cold atoms experiments, arise. Among those effects, superfluidity [131], topological excitations as solitons [132, 133] and quantized vortices [134, 135, 136] have been observed. The subject of superfluidity is still controversial: even though the experimental observation in exciton-polariton semiconductor microcavity has been reported [131], recent theoretical studies [137] claim the opposite, i.e that superfluid response - the difference between longitudinal and transverse current-current response - is zero. It appears that the observation of superfluidity highly depends on the criterion chosen to reveal it and there are as many superfluidities as criteria to define it. Even though this quantum fluid of light is assumed to be composed, almost [138], upon pure condensate, the non-equilibrium nature of the gas make the comparison with typical condensates in cold atom experiment rather non trivial.

This chapter is organized as follows: in Sec. 6.1 some aspects of exciton-polariton physics, then we will derive and review some general features of bosons in honeycomb lat-
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tice in Sec 6.2 including retarded Green's functions, Brillouin-zone selection mechanism and a new contribution relating the geometry of the lattice and the decay of polariton into free photons. This decay mode will be shown to be suppressed as a consequence of the symmetry of the lattice.

### 6.1 Exciton-polaritons

Exciton result from Coulomb interactions between excited electrons and holes in a semiconductor. They require an almost filled valence band, with a small number of unoccupied states to give valence band holes, and a partly occupied conduction band. Classically, an exciton corresponds to polarization field in the material [139]. The lifetime of an excitonic state depends on the rate of transfer back to the valence band of conduction electron with emission of a photon and the on spatial overlap of the hole and electron wave function. Experimentally, it is then convenient to consider excitonic systems in quantum wells (QW), where the electrons and holes are spatially separated and choose materials with intrinsically lower dipole matrix elements to reduce optical recombination.
Microcavity exciton polaritons are the result of strong coupling between photons confined in semiconductor microcavities, and excitons in QWs. A polariton can then be seen as a photon dressed by a matter-field exciton.
The creation of a stable luminous fluid it is crucial to give a mass to the photon. This can be done by confining the photonic field inside a cavity so that the effective mass arise from momentum quantization due to spatial confinement. In a planar geometry with a dielectric medium of refractive index $n_{0}$ and thickness $l_{z}$ enclosed within a pair of metallic mirrors, the photon motion along the perpendicular $z$ direction is quantized as $q_{z}=\pi n / l_{z}$, with $n \in \mathbb{N}$. For each longitudinal mode, the frequency dispersion as a function of the inplane wave vector $\mathbf{k}$ has the form

$$
\begin{equation*}
\omega_{\mathrm{cav}, \mathbf{k}}=\frac{c}{n_{0}} \sqrt{q_{z}^{2}+|\mathbf{k}|^{2}} \approx \omega_{\mathrm{cav}}^{0}+\frac{\hbar|\mathbf{k}|^{2}}{2 m_{\mathrm{eff}}} \tag{6.1}
\end{equation*}
$$

where the effective mass $m_{\text {eff }}$ and the cut-off frequency are related by

$$
\begin{equation*}
m_{\mathrm{eff}}=\frac{\hbar n_{0} q_{z}}{c}=\frac{\hbar \omega_{\mathrm{cav}}^{0}}{c^{2} / n_{0}^{2}} \tag{6.2}
\end{equation*}
$$

At the simplest level, the strong coupling between excitons and polaritons can be understood in terms of a model of non-interacting bosonic field of cavity photon and exciton, where $a_{\mathrm{p}, \mathbf{k}}^{\dagger}$ creates a cavity photon in in-plane momentum state $\mathbf{k}$ and $a_{\mathrm{e}, \mathbf{k}}^{\dagger}$ creates an exciton in in-plane momentum state $\mathbf{k}$

$$
\hat{\mathscr{H}}=\sum_{\mathbf{k}}\left(\begin{array}{ll}
a_{\mathrm{p}, \mathbf{k}}^{\dagger} & a_{\mathrm{e}, \mathbf{k}}^{\dagger}
\end{array}\right)\left(\begin{array}{ll}
\omega_{\mathrm{cav}, \mathbf{k}} & \Omega_{R} / 2  \tag{6.3}\\
\Omega_{R} / 2 & \epsilon_{\mathrm{exc}, \mathbf{k}}
\end{array}\right)\binom{a_{\mathrm{p}, \mathbf{k}}}{a_{\mathrm{e}, \mathbf{k}}},
$$

where $\Omega_{R}$ is the light matter coupling strength. In the absence of disorder, the exciton energy in the QW is $\epsilon_{\text {exc, } \mathbf{k}}=\epsilon_{0}+|\mathbf{k}|^{2} / 2 M$, where M is the total exciton mass, and $\epsilon_{0}=$
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Figure 6.1: Polaritons in semiconductor microcavities. a Polaritons are quasi-particles formed when cavity photons, which are massive due to confinement in the $z$ direction between two Bragg mirrors, interact strongly with excitons confined in a quantum well. Polaritons are free to move in the two-dimensional plane perpendicular to their confinement. b The excitonic dispersion (dashed green) is approximately constant compared to the photonic (dashed red) due to the much larger exciton mass. Strong coupling leads to anti-crossing and the formation of upper and lower polariton branches (solid black). Polaritons interact because of their excitonic component, while their photonic part causes decay and the need for an external drive. A coherent laser pump resonantly tuned to the polariton dispersion is marked by a blue dot. Figure taken from [137].
$E_{\text {gap }}-R y_{\text {exc }}$ comes from the conduction-valence band gap $E_{\text {gap }}$ including QW confinement and the exciton binding energy (Rydberg) $R y_{\text {exc }}$. The above Hamiltonian (6.3) can be diagonalized and the corresponding quasi-particles made of a superposition of excitons and cavity photons are called polaritons, leading to

$$
\begin{equation*}
\hat{\mathscr{H}}=\sum_{\mathbf{k}} \omega_{\mathbf{k}}^{(\mathrm{LP})} a_{\mathrm{LP}, \mathbf{k}}^{\dagger} a_{\mathrm{LP}, \mathbf{k}}+\omega_{\mathbf{k}}^{(\mathrm{UP})} a_{\mathrm{UP}, \mathbf{k}}^{\dagger} a_{\mathrm{UP}, \mathbf{k}} \tag{6.4}
\end{equation*}
$$

which is diagonalized by the following transformation

$$
\binom{a_{p, \mathbf{k}}}{a_{e, \mathbf{k}}}=\left(\begin{array}{cc}
\cos \left(\theta_{\mathbf{k}}\right) & -\sin \left(\theta_{\mathbf{k}}\right)  \tag{6.5}\\
\sin \left(\theta_{\mathbf{k}}\right) & \cos \left(\theta_{\mathbf{k}}\right)
\end{array}\right)\binom{a_{U P, \mathbf{k}}}{a_{L P, \mathbf{k}}} .
$$

The dispersion relation as shown in Fig 6.1 is composed of two branches $\omega_{\mathbf{k}}^{(\mathrm{LP} / \mathrm{UP})}$, called lower and upper polariton corresponding to the hybridization of the excitonic and cavity photon energies, given by

$$
\begin{equation*}
\omega_{\mathbf{k}}^{(\mathrm{UP} / \mathrm{LP})}=\frac{\omega_{\mathrm{cav}, \mathbf{k}}+\epsilon_{\mathrm{exc}, \mathbf{k}}}{2} \pm \sqrt{\Omega_{R}^{2}+\left(\frac{\omega_{\mathrm{cav}, \mathbf{k}}-\epsilon_{\mathrm{exc}, \mathbf{k}}}{2}\right)^{2}} \tag{6.6}
\end{equation*}
$$



Figure 6.2: Experimental observation of polariton Bose-Einstein condensation obtained by increasing the intensity of the incoherent off-resonant optical pump. From [140]
where $\pm$ refers to respectively upper (UP) and lower (LP) polariton branches. The strong light-matter coupling regime is defined when the light-matter coupling exceeds losses, $\Omega_{R}>\gamma$.
Microcavity polaritons are an interesting system in which to investigate condensation because they combine a very light effective mass ( $10^{4}$ times smaller than the electron mass), with a matter component, and hence the possibility of collisions and thermalisation. These together open the possibility of polariton condensation at elevated temperatures. Polaritons however introduce another feature not normally present in, e.g., cold atomic gases, that is the finite lifetime of the quasi-particles: photons are imperfectly confined by the mirrors, and so can leak out. This means that the polariton condensate is best thought of as a non-equilibrium steady state, balancing pumping and decay. This motivates the approach in the following subsection to understand how to describe the light emission accounting for finite lifetimes as well as the polariton-polariton interaction.

### 6.1.1 Polariton-polariton interaction

As general description of a quantum object, light is dual, and so can be described either as a corpuscle, a photon, or an electromagnetic wave. Light is the most relativistic object as it is fixing a upper bound for the velocity of any propagating object, its dispersion relation is known to be linear as the photon is a relativistic particle without a mass, and its
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|  | Lifetime | Thermalization | Linewidth | Temperature |
| :--- | :--- | :---: | ---: | ---: |
| Atoms | 10 s | 10 ms | $2.5 \times 10^{-13} \mathrm{meV}$ | $10^{-8} \mathrm{~K}$ |
| Excitons | 50 ns | 0.2 ns | $5 \times 10^{-5} \mathrm{meV}$ | 1 K |
| Polaritons [141] | 2 ps | 5 ps | 0.5 meV | 200 K |
| Magnons | $1 \mu \mathrm{~s}$ | 100 ns | $2.5 \times 10^{-6} \mathrm{meV}$ | 300 K |

Table 6.1: Summary the characteristic timescales and energies for: particle lifetimes, times to establish a thermal distribution, linewidth due to finite lifetime, and characteristic temperatures for various type of composite particles. The first two columns give information on the thermal properties, the latter two on coherence properties. Taken from [142]
velocity invariant in any frame. A crucial element is still missing for the photonic manybody system to acquire a collective fluid-like behavior namely, the possibility for the photons to collide. While photon-photon interactions have been predicted to occur even in vacuum via virtual excitation of electron-positron pairs [143], the probability for such a process in vacuum is so small that it can hardly be expected to play any role in realistic optical experiments. The interactions between polaritons is due to exciton-exciton interactions, which, thanks to the strong coupling with photons lead to an effective quantum fluid of light displaying effective photon-photon interaction. Exciton-exciton interactions is a rather complicated problem to solve as it is a 4-body problem interacting via longrange Coulomb potential. Indeed, it can be recast as a two-body contact interaction [144]

$$
\begin{equation*}
\hat{\mathscr{H}}_{\mathrm{exc}-\mathrm{exc}}=\int d^{2} \mathbf{r} \frac{V_{\mathrm{exc}-\mathrm{exc}}}{2} \hat{\Psi}_{\mathrm{exc}}^{\dagger}(\mathbf{r}) \hat{\Psi}_{\mathrm{exc}}^{\dagger}(\mathbf{r}) \hat{\Psi}_{\mathrm{exc}}(\mathbf{r}) \hat{\Psi}_{\mathrm{exc}}(\mathbf{r}) \tag{6.7}
\end{equation*}
$$

where $\hat{\Psi}_{\text {exc }}(\mathbf{r})$ is the field operator for the exciton so that

$$
\begin{equation*}
\hat{\Psi}_{\mathrm{exc}}(\mathbf{r})=\frac{1}{\sqrt{S}} \sum_{\mathbf{k}} a_{\mathrm{e}, \mathbf{k}} e^{i \mathbf{k} \mathbf{r}} . \tag{6.8}
\end{equation*}
$$

Where $S$ is the surface of the sample and $\mathbf{k}$ is a 2 D wavevector. The approximate value for effective interaction strength $V_{\text {exc-exc }}$ between two excitons has been calculated[145, 146]

$$
\begin{equation*}
V_{\mathrm{exc}-\mathrm{exc}} \approx 6 e^{2} a_{B}^{*} / \epsilon \tag{6.9}
\end{equation*}
$$

$a_{B}^{*}$ is the 2D Bohr radius and $\epsilon$ the dielectric constant of the QW. Using the transformation to the polariton basis, Eq. (6.5), the effective interaction among lower polaritons by neglecting upper polariton contributions can be expressed as

$$
\begin{equation*}
\hat{\mathscr{H}}_{L P}=\sum_{\mathbf{k}} \omega_{\mathbf{k}}^{(L P)} a_{L P, \mathbf{k}}^{\dagger} a_{L P, \mathbf{k}}+\sum_{\mathbf{k}, \mathbf{k}^{\prime} \mathbf{q}} \frac{V_{\mathbf{k}, \mathbf{k}^{\prime} \mathbf{q}}^{e f}}{2} a_{L P, \mathbf{k}+\mathbf{q}}^{\dagger} a_{L P, \mathbf{k}^{\prime}-\mathbf{q}}^{\dagger} a_{L P, \mathbf{k}} a_{L P, \mathbf{k}^{\prime}} \tag{6.10}
\end{equation*}
$$

where $V_{\mathbf{k k}}$ eff $=\frac{V_{\text {exc-exc }}}{2} \cos \left(\theta_{\mathbf{k}+\mathbf{q}}\right) \cos \left(\theta_{\mathbf{k}^{\prime}-\mathbf{q}}\right) \cos \left(\theta_{\mathbf{k}}\right) \cos \left(\theta_{\mathbf{k}^{\prime}}\right)$. One can then show [144] that the interacting kernel $V_{\mathbf{k k} \mathbf{k}^{\prime}}^{\mathrm{eff}}$ is mainly constant because of the parabolic dispersion of the lower polaritonic branch.

### 6.1.2 The driven-dissipative mean-field Gross-Pitaevskii equation

Interaction effects in exciton-polaritons are in general weak in current experimental setups so that a mean-field description of this quantum fluid is a very good approximation. We saw that the interactions between polariton is mainly due to Coulomb interactions between excitons and can be considered as contact interactions. Here, we present the description of polaritons in the mean-field approximation. We focus on the lower polariton branch, neglecting the upper polariton branch. For simplicity, we omit indices LP in the notations. As discussed before (Chapter 2 Sec. 2.1) the Gross-Pitaevskii equation can be derived from the Hamiltonian (6.10) and is given by

$$
\begin{equation*}
i \partial_{t} \Psi(\mathbf{r}, t)=-\frac{\hbar}{2 m} \nabla_{\mathbf{r}}^{2} \Psi(\mathbf{r}, t)+V_{L P}|\Psi(\mathbf{r}, t)|^{2} \Psi(\mathbf{r}, t) \tag{6.11}
\end{equation*}
$$

where $\Psi(\mathbf{r})=\left\langle\hat{\Psi}_{L P}(\mathbf{r})\right\rangle, \hat{\Psi}_{L P}(\mathbf{r})=\frac{1}{\sqrt{S}} \sum_{\mathbf{k}} a_{\mathrm{LP}, \mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{r}}$. As said before, polariton have a drivendissipative nature. The main sources of decay of polariton come from radiative damping of the cavity field due to emission of light by the cavity and non radiative decay due to absorption in the cavity. We will refer to $\gamma$ as a phenomenological parameter describing the losses of polariton in the system. To overcome this decay one introduce a pumping that correspond to the laser field imposed to the system. The phenomenological GrossPitaevskii equation considering loss and pumping can be expressed as

$$
\begin{equation*}
i \partial_{t} \Psi(\mathbf{r}, t)=\left(\omega_{L P}^{0}-\frac{\hbar}{2 m} \nabla_{\mathbf{r}}^{2}\right) \Psi(\mathbf{r}, t)+V_{L P}|\Psi(\mathbf{r}, t)|^{2} \Psi(\mathbf{r}, t)-i \frac{\gamma}{2} \Psi(\mathbf{r}, t)+E_{\mathrm{inc}}(\mathbf{r}, t) \tag{6.12}
\end{equation*}
$$

where $\omega_{L P}^{0}$ is the frequency of the bottom of the lower polariton branch. This simplified description is generally well justified provided the Rabi frequency $\Omega_{R}$ is much larger than all other energy scales of the problem, namely, the kinetic and interaction energies, the pump detuning from the bottom of the lower polariton, and the loss rates.

### 6.1.3 Steady state and bistability

From the above Gross-Pitaevskii equation, it is possible to characterize the steady state solution of the lower polariton wave function under a coherent continuous wave pump $E_{\mathrm{inc}}(\mathbf{r}, t)=E_{\mathrm{inc}} e^{i \mathbf{k}_{\text {inc }} \mathbf{r}} e^{-i \omega_{i n c} t}$, where $E_{\text {inc }}$ is the incoming laser field. The wavefunction is cast into the form

$$
\begin{equation*}
\Psi(\mathbf{r}, t)=\Psi^{(0)} e^{i \mathbf{k}_{i n c} \mathbf{r}} e^{-i \omega_{i n c} t} \tag{6.13}
\end{equation*}
$$

The steady-state solution of the system is given by the following equation.

$$
\begin{equation*}
\left[\omega_{\mathrm{inc}}-\omega_{L P}^{0}-\frac{\hbar\left|\mathbf{k}_{\mathrm{inc}}\right|^{2}}{2 m}+V_{L P}\left|\Psi^{(0)}\right|^{2}-i \frac{\gamma}{2}\right] \Psi^{(0)}=E_{\mathrm{inc}} \tag{6.14}
\end{equation*}
$$

Several situations can arise [144]:
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- If $\omega_{\text {inc }}<\omega_{L P}\left(\mathbf{k}_{i n c}\right)=\omega_{L P}^{0}+\frac{\hbar\left|\mathbf{k}_{\text {inc }}\right|^{2}}{2 m}$, the density $n_{L P}=\left|\Psi^{0}\right|^{2}$ is growing monotonically with the laser intensity $I=\left|E_{\text {inc }}\right|^{2}$ (see Fig 6.3 upper-left panel). This behaviour is referred to as optical limiter. The Bogoliubov excitation spectrum is then gapped (see Fig 6.3 upper-right panel, case E)
- If $\omega_{i n c}>\omega_{L P}\left(\mathbf{k}_{i n c}\right)=\omega_{L P}^{0}+\frac{\hbar\left|\mathbf{k}_{\text {inc }}\right|^{2}}{2 m}$, the density $n_{L P}$ is growing with the applied intensity $I$, but shows hysteretic behavior termed optical bistability in the nonlinear optics literature. The central branch of the hysteresis loop with a negative slope is always dynamically unstable. Depending on the specific values of pump parameters, other regions may also be dynamically unstable towards the parametric generation of polaritons into other modes at different $\mathbf{k} \neq \mathbf{k}_{\text {inc }}$ as can be seen from the Bogoliubov excitation spectrum (see Fig 6.3 upper-right panels from A to D).

A linear stability analysis of the Gross-Pitaevskii steady-state solution can be achieved by studying at the quadratic fluctuations around the steady state solution. It leads to the following Bogoliubov excitation spectrum [144]

$$
\begin{equation*}
\omega_{\mathrm{Bog}}(\mathbf{k})= \pm \sqrt{\left(\omega_{\mathrm{LP}}^{0}+\frac{\hbar|\mathbf{k}|^{2}}{2 m}+2 V_{\mathrm{LP}} n_{\mathrm{LP}}-\omega_{\mathrm{inc}}\right)^{2}-\left(V_{\mathrm{LP}} n_{\mathrm{LP}}\right)^{2}}-i \frac{\gamma}{2} \tag{6.15}
\end{equation*}
$$

From point A to B' in Fig. 6.3 (right panel) a dynamical instability arises i.e the Bogoliubov excitation spectrum shows non zero dispersive imaginary part. The imaginary part is dispersionless at the special point C in Fig. 6.3 where the excitation spectrum becomes linear at low $\mathbf{k}$, that is where superfluid properties can arise. Then, at increasing pump intensity beyond point C , the spectrum is gapped.


Figure 6.3: Upper panels: Polariton density vs pump intensity in the optical limiter regime (top) and bistable regime (bottom). The dashed line indicates the unstable regions. Top panels: Real part (top) and imaginary part (bottom) of the excitation frequencies for the non-equilibrium Bogoliubov modes corresponding to the points indicated as A, B', C, C', D, E in the left panel.Taken from [144]

### 6.2. Honeycomb lattice

### 6.2 Honeycomb lattice

Before presenting our studies of the polariton properties in a honeycomb lattice in the next chapter, we will review here the properties of a single quantum particle in a honeycomb lattice. The honeycomb lattice can be described by two triangular sub-lattices A and B (see Fig 6.2 forming a 2D plane paved by hexagons, and its reciprocal lattice is also hexagonal. Important point for the physics of the honeycomb lattice are the two points $\mathcal{K}$ and $\mathscr{K}^{\prime}$ located at the corner of the Brillouin zone, called the Dirac points:

$$
\begin{equation*}
\mathscr{K}=\left(\frac{2 \pi}{3 a}, \frac{2 \pi}{3 \sqrt{3} a}\right) \quad \mathscr{K}^{\prime}=\left(\frac{2 \pi}{3 a},-\frac{2 \pi}{3 \sqrt{3} a}\right) \tag{6.16}
\end{equation*}
$$

Their importance will be made clear later. When considering just the nearest neighbouring hopping in the tight-binding regime the Hamiltonian can be expressed by the following Bose-Hubbard Hamiltonian $H=H_{0}+H_{\text {int }}$

$$
\begin{equation*}
H=-\sum_{\langle i, j\rangle} t_{i j} a_{i}^{\dagger} b_{j}+h . c-\frac{U}{2}\left[\sum_{i \in A} n_{i}^{A}\left(n_{i}^{A}-1\right)+\sum_{i \in B} n_{i}^{B}\left(n_{i}^{B}-1\right)\right] \tag{6.17}
\end{equation*}
$$

where $\langle$.$\rangle restricts the sum over the nearest neighbours and \mathrm{A}, \mathrm{B}$ represent the two sublattice of the hexagonal lattice as shown in Fig. 6.2 . The non-interacting part of the Hamiltonian $H_{0}$ can be diagonalized in $\mathbf{k}$-space. We define the following operators for each sub-lattice

$$
\begin{align*}
& a_{i}^{\dagger}=\frac{1}{\sqrt{N_{s}^{A}}} \sum_{k} \exp \left(i \mathbf{k} \cdot \mathbf{A}_{i}\right) a_{k}^{\dagger}  \tag{6.18}\\
& b_{i}^{\dagger}=\frac{1}{\sqrt{N_{s}^{B}}} \sum_{k} \exp \left(i \mathbf{k} \cdot \mathbf{B}_{i}\right) b_{k}^{\dagger} \tag{6.19}
\end{align*}
$$

where $N_{s}^{A}$ and $N_{s}^{B}$ are the number of sites in sub-lattice $A$ and $B$ respectively, $\mathbf{A}_{i}$ and $\mathbf{B}_{i}$ are Bravais vectors of triangular sub-lattice $A$ and $B$ respectively. The Hamiltonian reads in $\mathbf{k}$-space,

$$
H_{0}=-\sum_{k}\left(a_{\mathbf{k}}^{\dagger}, b_{\mathbf{k}}^{\dagger}\right)\left(\begin{array}{cc}
0 & \phi(\mathbf{k})  \tag{6.20}\\
\phi^{*}(\mathbf{k}) & 0
\end{array}\right)\binom{a_{\mathbf{k}}}{b_{\mathbf{k}}}
$$

where $\phi(\mathbf{k})=\left(e^{i \mathbf{k} . \mathbf{u}_{1}}+e^{i \mathbf{k} . \mathbf{u}_{2}}+e^{i \mathbf{k} . \mathbf{u}_{3}}\right) t_{A B}$. At this point we should mention that the value of the function $\phi(\mathbf{k})$ is not arbitrary and depends on the choice of the gauge [147]. The choice of the gauge is important as we will see in the next section, indeed the analysis of this chapter would be strongly modified by an other choice of gauge even though the observables stay gauge independent. The non-interacting Hamiltonian can be diagonalized, yielding eigenenergies $\epsilon_{ \pm}(\mathbf{k})= \pm|\phi(\mathbf{k})|$ with respective eigenvectors

$$
\begin{equation*}
\Psi_{ \pm}(\mathbf{k})=\frac{1}{\sqrt{2}}\binom{1}{ \pm e^{i \chi(\mathbf{k})}} \tag{6.21}
\end{equation*}
$$



Figure 6.4: (a)-Representation of the hexagonal lattice with $\vec{u}_{1}=a\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right), \vec{u}_{2}=$ $a\left(\frac{1}{2},-\frac{\sqrt{3}}{2}\right), \vec{u}_{3}=a(-1,0)$. (b) Representation of the first Brillouin zone of the honeycomb lattice where $\mathscr{K}$ and $\mathscr{K}^{\prime}$ represents the Dirac points and $\Gamma$ the center of the Brillouin zone. It is important to stress that $\mathcal{K}$ and $\mathcal{K}^{\prime}$ are not connected by a reciprocal lattice vector, they are truly independent values of $\mathbf{k}$.
where we have set $\phi(\mathbf{k})=|\phi(\mathbf{k})| e^{i \chi(\mathbf{k})}$. The dispersion relation shown in Fig. 6.5 displays two bands in $\mathbf{k}$-space analogues to the $\pi$ and $\pi^{*}$ bands of the graphene [148] that we will refer to as + or - . These two bands are crossing at the Dirac points ( $\mathscr{K}$ and $\mathscr{K}^{\prime}$ ) in the vicinity of which the dispersion relation is linear. This linear dispersion relation implies an effective relativistic behaviour around the Dirac points where the particles become massless. Such a band structure has been experimentally observed with polariton gases [149].

Nearest neighbor tunneling Tunneling into the same sub-lattice A/B adds the following term in the tight binding Hamiltonian

$$
\begin{equation*}
H_{N N}=-t_{A A} \sum_{\langle\langle i j\rangle\rangle} a_{i}^{\dagger} a_{j}-t_{B B} \sum_{\langle\langle i j\rangle\rangle} b_{i}^{\dagger} b_{j}+h . c \tag{6.22}
\end{equation*}
$$

### 6.2. Honeycomb lattice



Figure 6.5: Dispersion relation of non-interacting particle in honeycomb lattice in units of the $t_{A, B}$. Positive and negative bands are observed and referred to as + or - .

We will call $\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}$ the three vectors connecting a site to its nearest neighbor of the same sub-lattice. They connect to the known Bravais vector the following way $\mathbf{a}_{1}=\mathbf{u}_{1}-\mathbf{u}_{3}$, $\mathbf{a}_{2}=\mathbf{u}_{2}-\mathbf{u}_{3}, \mathbf{a}_{3}=\mathbf{u}_{1}-\mathbf{u}_{2}$. Assuming $t_{A A} / t_{A B}=t_{B B} / t_{A B}=t^{\prime}$ and Fourier transforming $H_{N N}$ we get that $H_{0}+H_{N N}$ reads

$$
H_{0}+H_{N N}=-\sum_{k}\left(a_{\mathbf{k}}^{\dagger}, b_{\mathbf{k}}^{\dagger}\right)\left(\begin{array}{cc}
t^{\prime} f(\mathbf{k}) & \phi(\mathbf{k})  \tag{6.23}\\
\phi^{*}(\mathbf{k}) & t^{\prime} f(\mathbf{k})
\end{array}\right)\binom{a_{\mathbf{k}}}{b_{\mathbf{k}}}
$$

where $f(\mathbf{k})=2 \cos \left(\sqrt{3} k_{y}\right)+4 \cos \left(\frac{\sqrt{3}}{2} k_{y}\right) \cos \left(\frac{3}{2} k_{x}\right)$. This correction to the single-particle spectrum will affect only the high energy properties, so that close to the Dirac point no change are expected as $t_{A A} \ll t_{A B}$.

### 6.2.1 Berry phase

Let us consider a set of parameter $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots\right)$ so that a generic Hamiltonian $H[\lambda]$ depend on this set. Let $|\Psi(t)\rangle$ be a quantum state whose evolution is

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\Psi(t)\rangle=H[\lambda(t)]|\Psi(t)\rangle \tag{6.24}
\end{equation*}
$$

We assume that the Hamiltonian is diagonalizable and $H[\lambda]\left|\Psi_{n}(\lambda)\right\rangle=E_{n}(\lambda)|\Psi(\lambda)\rangle$. We consider an adiabatic evolution of the parameters $\lambda$ in time so that when the system is prepared in an eigenstate of $H[\lambda]$ it will stay in this state during the time evolution up to a phase

$$
\begin{equation*}
|\Psi(t)\rangle=c_{n}(t)|\Psi[\lambda(t)]\rangle \tag{6.25}
\end{equation*}
$$

where $c_{n}(t)$ satisfy the equation of motion

$$
\begin{equation*}
i \hbar \dot{c}_{n}(t)=c_{n}(t) E_{n}[\lambda(t)]-i \hbar c_{n}(t)\left\langle\Psi_{n}[\lambda(t)]\right| \frac{d}{d t}\left|\Psi_{n}[\lambda(t)]\right\rangle \tag{6.26}
\end{equation*}
$$

A formal solution of this equation is $c_{n}(t)=c_{n}(0) e^{i\left(\theta_{d y n}+\theta_{\text {Berry }}\right)}$ where,

$$
\begin{equation*}
\theta_{d y n}=-\frac{1}{\hbar} \int_{0}^{T} E_{n}[\lambda(t)] d t \quad \theta_{\text {Berry }}=i \int_{0}^{T}\left\langle\Psi_{n}[\lambda(t)]\right| \frac{d}{d t}\left|\Psi_{n}[\lambda(t)]\right\rangle d t \tag{6.27}
\end{equation*}
$$

$\theta_{d y n}$ represents the usual dephasing term due to the time evolution and $\theta_{\text {Berry }}$ is called the Berry phase. This Berry phase can be expressed as a closed path integral in parameter space of all the $\lambda$ called $\Lambda$,

$$
\begin{equation*}
\theta_{\text {Berry }}=i \oint_{\mathscr{C}}\left\langle\Psi_{n}[\lambda]\right| \nabla_{\lambda}\left|\Psi_{n}[\lambda]\right\rangle d \lambda \tag{6.28}
\end{equation*}
$$

so that this phase indeed has a geometric character as it will only depend on the chosen path. In analogy with the Aharonov-Bohm effect we can define an analogue of the vector potential of the magnetic field called the Berry connexion that represent the parallel transport of the eigenfunction in the parameter space $\Lambda$.

$$
\begin{equation*}
\mathscr{A}(\lambda)=-i\left\langle\Psi_{n}[\lambda]\right| \nabla_{\lambda}\left|\Psi_{n}[\lambda]\right\rangle . \tag{6.29}
\end{equation*}
$$

There is a strong analogy between the Berry phase and the Aharonov-Bohm phase as they are both geometrical phases, the difference being that the Aharonov-Bohm phase is dependent on the real space path whereas the Berry phase on the path in a more abstract parameter space $\Lambda$.
For crystal wave functions, the set of eigenfunction is of the Bloch form $\Psi_{n, \mathbf{k}}(\mathbf{r})=u_{n, \mathbf{k}}(\mathbf{r}) e^{i \mathbf{k} . \mathbf{r}}$ where the $u_{n, \mathbf{k}}(\mathbf{r})$ are the eigenfunctions of the tight-binding Hamiltonian. The parameter space is the one of the crystal quasi-momenta $\mathbf{k}$ and the Berry phase is the integral over a closed path of the connexion $\mathscr{A}^{(n)}(\mathbf{k})=-i\left\langle u_{n, \mathbf{k}}\right| \nabla_{\mathbf{k}}\left|u_{n, \mathbf{k}}\right\rangle$ associated to the parallel transport of Bloch wave function over the Brillouin zone.
In the context of the honeycomb lattice we can define two connexion associated to the two bands ( $\pm$ ),

$$
\begin{align*}
& \mathscr{A}^{(+)}(\mathbf{k})=-\frac{i}{2}\left(1 \quad e^{-i \chi_{\mathbf{k}}}\right) i \nabla_{\mathbf{k}} \chi_{\mathbf{k}}\binom{1}{e^{i \chi_{\mathbf{k}}}}=\frac{1}{2} \nabla_{\mathbf{k}} \chi_{\mathbf{k}}  \tag{6.30}\\
& \mathscr{A}^{(+)}(\mathbf{k})=-\frac{1}{2} \nabla_{\mathbf{k}} \chi_{\mathbf{k}} \tag{6.31}
\end{align*}
$$

Each connection integrated along a closed path cancels except around the Dirac points. The Dirac cones are then acting as Berry flux tubes in analogy with the Aharonov-Bohm effect where the flux comes from the connexity of the magnetic field, the Berry phase is non zero whenever discontinuity in of the derivative of the energy arise. Hence, the Berry phase around the Dirac point are given by (see Fig. 6.6,

$$
\begin{equation*}
\theta_{B e r r y, \partial \mathcal{K}}^{(+)}=\oint_{\partial \mathcal{K}} \mathscr{A}^{(+)}(\mathbf{k}) d \mathbf{k}=\pi \quad \theta_{B e r r y, \partial \mathcal{K}^{\prime}}^{(+)}=\oint_{\partial \mathcal{K}^{\prime}} \mathscr{A}^{(+)}(\mathbf{k}) d \mathbf{k}=-\pi \tag{6.32}
\end{equation*}
$$

### 6.2. Honeycomb lattice



Figure 6.6: Representation of Berry flux acquired around two Dirac points

### 6.2.2 Brillouin zone selection

As already mentioned in Sec. 6, the band structure for polariton in honeycomb lattices has been experimentally observed. However due to the destructive interference between sub-lattice emitted photons, some branches are not visible as reported in [149, [150]. We sketch here a simple argument for this effect, in analogy with [151]. One can relate the photo-luminescence intensity of the emitted photon resulting from the decay of excitonsphoton coupling seen in the experiment as the modulus squared of the time and space Fourier transform of the wave function $\left|\Psi_{n}(\mathbf{q}, \omega)\right|^{2}$. In order to do so, we express the Bloch function of a particle in the $n^{\text {th }}$-band and crystal momentum $\mathbf{k}$ as follows

$$
\begin{align*}
\Psi_{n \mathbf{k}}(\mathbf{r}) & =\frac{1}{\sqrt{N / 2}} \sum_{j}\left(e^{i \mathbf{k} \cdot \mathbf{R}_{j}^{A}} C_{A}^{n \mathbf{k}} \psi\left(\mathbf{r}-\mathbf{R}_{j}^{A}\right)+e^{i \mathbf{k} \cdot \mathbf{R}_{j}^{B}} C_{B}^{n \mathbf{k}} \psi\left(\mathbf{r}-\mathbf{R}_{j}^{B}\right)\right)  \tag{6.33}\\
& =\frac{1}{\sqrt{N / 2}} \sum_{j}\left(e^{i \mathbf{k} \cdot \mathbf{R}_{j}^{A}} C_{A}^{n \mathbf{k}} \psi\left(\mathbf{r}-\mathbf{R}_{j}^{A}\right)+e^{i \mathbf{k} \cdot\left(\mathbf{R}_{j}^{A}+\boldsymbol{\delta}_{1}\right)} C_{B}^{n \mathbf{k}} \psi\left(\mathbf{r}-\mathbf{R}_{j}^{A}-\boldsymbol{\delta}_{1}\right)\right) \tag{6.34}
\end{align*}
$$

where $C_{A / B}^{n \mathbf{k}}$ are the coefficients of the eigenfunction of the tight binding problem of the $n$ band, $\mathbf{R}_{j}^{\text {A/B }}$ are the vector positions of the sub-lattice atoms A/B in the crystal. The Fourier transform reads

$$
\begin{equation*}
\int_{\mathbb{R}} d r e^{-i \mathbf{q} \cdot \mathbf{r}} \Psi_{n \mathbf{k}}(\mathbf{r})=\sum_{j} e^{-i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{R}_{j}^{A}} \tilde{\psi}(\mathbf{q}) C_{A}^{n \mathbf{k}}+\sum_{j} e^{-i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{R}_{j}^{A}} e^{-i(\mathbf{q}-\mathbf{k}) \cdot \boldsymbol{\delta}_{1}} \tilde{\psi}(\mathbf{q}) C_{B}^{n \mathbf{k}} \tag{6.35}
\end{equation*}
$$

where $\tilde{\psi}(\mathbf{q})$ is the Fourier transform of the Wannier function, $\mathbf{q}$ is the physical momentum and boldsymbol $\delta_{1}=\mathbf{R}_{j}^{B}-\mathbf{R}_{j}^{A}$ is the distance between atom of type A and B in the unit cell. Noticing that

$$
\begin{equation*}
e^{-i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{R}_{j}^{A}}=\sum_{n_{1}, n_{2}} \delta\left(\mathbf{k}-\mathbf{q}-\left(n_{1} \mathbf{b}_{1}+n_{2} \mathbf{b}_{2}\right)\right), \tag{6.36}
\end{equation*}
$$

and within the first Brillouin zone this sum corresponds to $e^{-i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{R}_{j}^{A}}=\delta_{\mathbf{q}, \mathbf{k}}$, one is left with the following expression for the Fourier transform of the Bloch function

$$
\begin{equation*}
\Psi_{ \pm \mathbf{k}}(\mathbf{q})=\delta_{\mathbf{k}, \mathbf{q}} \tilde{\psi}(\mathbf{q})\left(1 \pm e^{i \chi(\mathbf{q})}\right) \tag{6.37}
\end{equation*}
$$

The time dependence of the Bloch function is a phase, so that $\Psi_{n \mathbf{k}}(\mathbf{r}, t)=\Psi_{n \mathbf{k}}(\mathbf{r}) e^{-i \epsilon_{n \mathbf{k}} t}$. Within the first Brillouin zone, we finally obtain

$$
\begin{equation*}
\Psi_{n \mathbf{k}}(\mathbf{q}, \omega)=\int_{\mathbb{R}} d t d r e^{i \omega t} e^{i \mathbf{r} . \mathbf{q}} \psi_{n \mathbf{k}}(\mathbf{r}, t)=\delta\left(\omega-\epsilon_{n \mathbf{k}}\right) \delta_{\mathbf{k}, \mathbf{q}} \tilde{\psi}(\mathbf{q})\left(1 \pm e^{i \chi(\mathbf{q})}\right) \tag{6.38}
\end{equation*}
$$

Similarly, one has to be careful to include the extra phase 6.36) that needs to be added in higher order Brillouin zone. This leads to additional extinction of the intensity pattern [151. Typical extinction in the ( $k_{x}, k_{y}$ ) plane is illustrated in Fig. 6.7.
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\left|1-e^{i \chi(\mathbf{r})}\right|^{2}
$$


$\left|1+e^{i \chi(\mathbf{r})}\right|^{2}$


Figure 6.7: Behaviour of the phase $f(\mathbf{k})_{ \pm}=\left|1 \pm e^{i \chi(\mathbf{k})}\right|^{2}$ term in the $\left(k_{x}, k_{y}\right)$ plan for $\left.\mathbf{a}\right)$ $f(\mathbf{k})_{-}$and $\left.\mathbf{b}\right) f(\mathbf{k})_{+}$.

### 6.2.3 Coupling to photonic bath vacuum

We now proceed to add into the theoretical description of the system the effect of cavity losses. These are due to a coupling of photon modes inside the cavity and the electro-

### 6.2. Honeycomb lattice

magnetic modes outside the cavity (see e.g [152]). As there is a one to one correspondence between in plane cavity modes and electromagnetic modes (i.e that the coupling Hamiltonian is diagonal in Fourier space) we consider a constant tunneling matrix element $\alpha(x)=\alpha$ through the cavity mirror, whose value depends on the specific mirror structure. The coupling Hamiltonian accounting for the conversion of cavity modes in vacuum photons reads,

$$
\begin{equation*}
H_{\text {decay }}=i \alpha\left(\int d z d \mathbf{r} \Psi(\mathbf{r})^{\dagger} \phi(z, \mathbf{r})-\mathrm{H} . \mathrm{c}\right) \tag{6.39}
\end{equation*}
$$

where $\phi(\mathbf{x})$ is the vacuum photon field operator in the 3D space and $\Psi(\mathbf{r})$ the polaritonic field operator in the 2D space (in plane). We expand the polariton field operators in Wannier basis of the lattice A and B, i.e $\Psi(\mathbf{r})=\sum_{i} a_{i} w\left(\mathbf{r}-\mathbf{R}_{i}^{A}\right)+b_{i} w\left(\mathbf{r}-\mathbf{R}_{i}^{B}\right)$, where $\mathbf{r}=(x, y)$ are in-plane coordinates and $z$ the orthogonal direction. In this case the decay Hamiltonian becomes

$$
\begin{equation*}
H_{\text {decay }}=i \alpha \int d p e^{-i p z}\left(\sum_{\mathbf{q}} w(\mathbf{q})^{*} a_{\mathbf{q}}^{\dagger} c_{p, \mathbf{q}}+w(\mathbf{q})^{*} b_{\mathbf{q}}^{\dagger} c_{p, \mathbf{q}}-\text { H.c }\right) \tag{6.40}
\end{equation*}
$$

where $c_{p, \mathbf{q}}^{\dagger}$ creates a vacuum photon with in-plane wave vector $\mathbf{q}$ and orthogonal out-ofplane wave vector $p$. Transforming the lattice polariton field operators in the diagonal basis $\pm$, so that $a_{\mathbf{q}}=\frac{1}{\sqrt{2}}\left(\Psi_{+, \mathbf{q}}+\Psi_{-, \mathbf{q}}\right)$ and $b_{\mathbf{q}}=\frac{e^{-i \chi} \mathbf{q}_{\mathbf{q}}}{\sqrt{2}}\left(\Psi_{+, \mathbf{q}}-\Psi_{-, \mathbf{q}}\right)$, we have

$$
\begin{equation*}
\tilde{H}_{\text {decay }}=i\left(\int d p \sum_{\mathbf{q} \in \mathrm{s}^{\mathrm{st} \mathrm{BZ}, n}} \zeta_{q, \mathbf{q}, n} \Psi_{n, \mathbf{q}}^{\dagger} c_{p, \mathbf{q}}-\mathrm{H} . \mathrm{c}\right) \tag{6.41}
\end{equation*}
$$

where $\zeta_{q, \mathbf{q}}^{n}=\alpha \frac{w(\mathbf{q})^{*} e^{-i q z}}{\sqrt{2}}\left(C_{A}^{n \mathbf{q}}+C_{B}^{n \mathbf{q}}\right)$ is the coupling constant between the polariton evolving in the honeycomb lattice and electromagnetic vacuum modes. In order to treat the loss term due to decay of polariton in the vacuum, we treat the coupling of the system with a decay bath of photon. It is then modeled by the following Hamiltonian

$$
\begin{equation*}
\hat{\mathscr{H}}=\sum_{\mathbf{k}, n} \epsilon_{\mathbf{k}, n} \hat{\Psi}_{\mathbf{k}, n}^{\dagger} \hat{\Psi}_{\mathbf{k}, n}+\int d q \sum_{\mathbf{k}} \omega_{q, \mathbf{k}} c_{q, \mathbf{k}}^{\dagger} c_{q, \mathbf{k}}+i \int d p \sum_{\mathbf{q}, n}\left(\zeta_{p, \mathbf{q}}^{n} \Psi_{\mathbf{q}, n}^{\dagger} c_{p, \mathbf{q}}-\mathrm{H} . \mathbf{c}\right) \tag{6.42}
\end{equation*}
$$

where $\omega_{p, \mathbf{q}}$ is the frequency of the free photonic field $c_{p, \mathbf{q}}$ with momentum in plane momentum $\mathbf{q}$ and out-of-plane momentum $p, \zeta_{p, \mathbf{q}}^{n}$ is the coupling constant between photonic and honeycomb polaritonic field $\Psi_{\mathbf{k}, n}$ of branches $n= \pm$. We are interested in the equation of motion of the polaritonic and photon fields $\Psi_{\mathbf{k}, n}$ and $c_{p, \mathbf{q}}$

$$
\begin{align*}
& i \frac{d \Psi_{\mathbf{q}, n}(t)}{d t}=\left[\Psi_{\mathbf{q}, n}(t), \hat{\mathscr{H}}\right]=\epsilon_{\mathbf{q}, n} \Psi_{\mathbf{q}, n}(t)+i \int d p \zeta_{p, \mathbf{q}}^{n} c_{p, \mathbf{q}}(t)  \tag{6.43}\\
& i \frac{d c_{p, \mathbf{q}}(t)}{d t}=\left[c_{p, \mathbf{q}}(t), \hat{\mathscr{H}}\right]=\omega_{p, \mathbf{q}} c_{p, \mathbf{q}}(t)-i\left(\zeta_{p, \mathbf{q}}^{n}\right)^{*} \Psi_{\mathbf{q}, n}(t) \tag{6.44}
\end{align*}
$$

Formal solution for the photonic field is

$$
\begin{equation*}
c_{p, \mathbf{q}}(t)=e^{-i \omega_{p, \mathbf{q}} t} c_{p, \mathbf{q}}(0)-\left(\zeta_{p, \mathbf{q}}\right)^{*} \int_{0}^{t} d t^{\prime} e^{-i \omega_{p, \mathbf{q}}} \Psi_{\mathbf{q}, n}\left(t^{\prime}\right) \tag{6.45}
\end{equation*}
$$

Inserting it in the equation of motion for the polariton, we end up with the following equation,

$$
\begin{align*}
& i \frac{d \Psi_{\mathbf{q}, n}(t)}{d t}=\epsilon_{\mathbf{q}, n} \Psi_{\mathbf{q}, n}(t)+i \int d p \zeta_{p, \mathbf{q}} c_{p, \mathbf{q}} e^{-i \omega_{p, \mathbf{q}} t} \\
& -\quad i \int d p\left|\zeta_{p, \mathbf{q}}\right|^{2} \int d t^{\prime} \theta\left(t^{\prime}\right) e^{-i \omega_{p, \mathbf{q}}\left(t-t^{\prime}\right)} \Psi_{\mathbf{q}, n}\left(t^{\prime}\right) \tag{6.46}
\end{align*}
$$

where we can identify $D_{c_{p, \mathbf{q}} c_{p, \mathbf{q}}}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right) e^{-i \omega_{p, \mathbf{q}}\left(t-t^{\prime}\right)}$ as the free photonic field retarded Green's function. The second term in r.h.s of Eq $\sqrt{6.46}$ refers to a noise term [153] and will be neglected in the following. Using the fact that transmission through the mirrors is almost instantaneous meaning that the coefficient $\gamma$ is independent of the frequency $\omega$ (Markovian approximation), we have $\int d \omega \frac{\partial p}{\partial \omega}\left|\zeta_{p, \mathbf{q}}^{n}\right|^{2} e^{-i \omega_{p, \mathbf{q}}\left(t-t^{\prime}\right)} \approx \delta\left(t-t^{\prime}\right) \gamma_{\mathbf{q}}$ where $\gamma_{\mathbf{k}}=$ $2 \pi \frac{\partial p}{\partial \omega}\left|\zeta_{p(\omega), \mathbf{k}}\right|^{2}$ is independent of $\omega$. It implies that equation of motion for $\Psi_{\mathbf{k}, n}(t)$ reads

$$
\begin{equation*}
i \partial_{t} \Psi_{\mathbf{k}, n}(t)=\epsilon_{\mathbf{k}, n} \Psi_{\mathbf{k}, n}(t)-i \gamma_{\mathbf{k}} \Psi_{\mathbf{k}, n}(t) \tag{6.47}
\end{equation*}
$$

One can then readily define the diagonal retarded Green's function as (see Appendix F)

$$
\begin{equation*}
G_{ \pm}(\mathbf{k}, \omega)=\frac{1}{\omega-\epsilon_{\mathbf{k}, \pm}+i \gamma_{\mathbf{k}}} \tag{6.48}
\end{equation*}
$$

Finally we see that the spectral function $A(\mathbf{k}, n, \omega)$ of a given band $n= \pm$ is

$$
\begin{equation*}
A(\mathbf{k}, n, \omega)=-\frac{1}{\pi} \operatorname{Im}\left[G_{n= \pm}(\mathbf{k}, \omega)\right]=\frac{1}{\pi} \frac{\gamma_{\mathbf{k}}}{\left(\omega-\epsilon_{\mathbf{k}, \pm}\right)^{2}+\gamma_{\mathbf{k}}^{2}} \tag{6.49}
\end{equation*}
$$

so that $A(\mathbf{k}, n, \omega)$ is Lorentzian peaked at $\omega=\epsilon_{\mathbf{k}, \pm}$. One recovers the same effect as for the interference of the two sub-lattice. It should be emphasized that the geometry of the system, inserted in the coupling factor, induces the vanishing of the loss term so that decay of polaritons into photons is prohibited. The life-time of such particles is then infinite and one could be able to engineer dark-state of polariton so that regimes of high interactions among polaritons can be created. This extinction has the same physical origin as the one of Sec.6.2.2.

## Chapter 7

# Bogoliubov excitation spectrum of polaritons in honeycomb lattice 

HE formalism of the Bogoliubov approximation allows to study the properties of the a system around a steady-state solution and characterize its stability, as we

The chapter is organized as follows: In Sec. 7.1] we will derive the steady state equations of the system then the equation of motion of the Bogoliubov excitation in order to access and study the excitation spectrum of the system. Then we will explore the Bogoliubov excitation spectrum of exciton-polariton in honeycomb lattices in Sec. 7.2 that will be compared to experimental data.

### 7.1 Bogoliubov excitation spectrum

Steady state solution In order to obtain the Bogoliubov spectrum of a polariton condensate pumped at the $\mathcal{K}$ point we first determine its steady state. As the coupling between the two sub-lattices vanishes when driving the condensate in the Dirac point, i.e $\phi(\mathbf{k}=\mathscr{K})=0$, we are left with two uncoupled Gross-Pitaevskii equations. The steady state solution in sub-lattice A or $\mathrm{B} \psi_{A / B}^{(0)}$ is then solution of the following polynomial equation

$$
\begin{equation*}
\left(\left(\Delta_{c}+U\left|\psi_{A / B}^{(0)}\right|^{2}\right)^{2}+\frac{\gamma^{2}}{4}\right)\left|\psi_{A / B}^{(0)}\right|^{2}=\left|F_{0}\right|^{2} \tag{7.1}
\end{equation*}
$$

where $\Delta_{c}=\omega_{L P}-\omega_{\text {inc }}$ and $\left\langle a_{i}\right\rangle=\psi_{A}^{(0)} e^{i \mathcal{K} \mathbf{r}_{i}} e^{-i \omega_{\text {inc }} t},\left\langle b_{i}\right\rangle=\psi_{B}^{(0)} e^{i \mathcal{K} \mathbf{r}_{i}} e^{-i \omega_{\text {inc }} t}$. This means that the stability criterion for a polaritonic gas driven at wave vector equal to Dirac wavevector is the one of an one component system (Eq (6.3)) for a laser driving exactly at the Dirac point. Experimentally this is generally not the case but this decoupling approach provides a first approximation.

### 7.1. Bogoliubov excitation spectrum

Condensation at the Dirac point $\mathbf{k}=\mathscr{K} \quad$ Assuming equal condensation on the two sublattice i.e $a_{\mathbf{k}=\mathcal{K}}=\sqrt{N_{a}}=b_{\mathbf{k}=\mathcal{K}}=\sqrt{N_{b}}=\sqrt{N}$, the Bogoliubov Hamiltonian of the interacting gas on honeycomb lattice can be written in terms of the fluctuation fields on the two sub-lattices $\left\{\delta a_{\mathbf{k}}, \delta b_{\mathbf{k}}\right\}$.

$$
\begin{gather*}
H_{\text {int }, A}=\frac{U}{2 N_{s}} \sum_{\mathbf{k}}\left[4 N \delta a_{\mathbf{k}-\mathcal{K}}^{\dagger} \delta a_{\mathbf{k}-\mathcal{K}}+N\left(\delta a_{\mathbf{k}-\mathcal{K}}^{\dagger} \delta a_{-\mathbf{k}+\mathcal{K}}^{\dagger}+\delta a_{-\mathbf{k}+\mathcal{K}} \delta a_{\mathbf{k}-\mathcal{K}}\right)\right]  \tag{7.2}\\
H_{\text {int }, B}=\frac{U}{2 N_{s}} \sum_{\mathbf{k}}\left[4 N \delta b_{\mathbf{k}-\mathcal{K}}^{\dagger} \delta b_{\mathbf{k}-\mathcal{K}}+N\left(\delta b_{\mathbf{k}-\mathcal{K}}^{\dagger} \delta b_{-\mathbf{k}+\mathcal{K}}^{\dagger}+\delta b_{-\mathbf{k}+\mathcal{K}} \delta b_{\mathbf{k}-\mathcal{K}}\right)\right]  \tag{7.3}\\
H=H_{0}+H_{\text {int }, A}+H_{\text {int }, B} \tag{7.4}
\end{gather*}
$$

The equation of motion $i \partial_{t} \delta a_{s}=\left[\delta a_{s}, H_{\mathrm{Bog}}\right]$ are forming a closed system of linearly coupled equations. When performing the Bogoliubov approximation for the field, $a_{i}=\psi_{A}^{(0)}+$ $\delta a_{i}$, we have to solve the following non-Hermitian eigenvalue problem

$$
\epsilon_{k}\left(\begin{array}{l}
\delta a_{\mathcal{K}+\mathbf{k}}  \tag{7.5}\\
\delta a_{\mathcal{K}-\mathbf{k}}^{\dagger} \\
\delta b_{\mathcal{K}+\mathbf{k}} \\
\delta b_{\mathcal{K}-\mathbf{k}}^{\dagger}
\end{array}\right)=\eta \mathscr{L}\left(\begin{array}{c}
\delta a_{\mathcal{X}+\mathbf{k}} \\
\delta a_{\mathcal{K}-\mathbf{k}}^{\dagger} \\
\delta b_{\mathcal{K}+\mathbf{k}} \\
\delta b_{\mathcal{K}-\mathbf{k}}^{\dagger}
\end{array}\right)-i \frac{\gamma}{2} \mathbf{I d}
$$

the Bogoliubov excitation then corresponds to the eigenvalues of the following dynamical $\mathscr{L}$ matrix,

$$
\mathscr{L}=\left(\begin{array}{cccc}
\Delta_{c}+2 U n & U n e^{2 i \theta_{A}} & -\phi(\mathbf{k}+\mathscr{K}) & 0  \tag{7.6}\\
-U n e^{-2 i \theta_{A}} & -\Delta_{c}-2 U n & 0 & \phi^{*}(\mathbb{K}-\mathbf{k}) \\
-\phi^{*}(\mathbf{k}+\mathscr{K}) & 0 & \Delta_{c}+2 U n & U n e^{2 i \theta_{B}} \\
0 & \phi(\mathscr{K}-\mathbf{k}) & -U n e^{-2 i \theta_{B}} & -\Delta_{c}-2 U n
\end{array}\right)
$$

The dynamical matrix with next nearest neighbour hopping reads

$$
\mathscr{L}^{\prime}=\mathscr{L}+\left(\begin{array}{cccc}
-t^{\prime} f(\mathscr{K}+\mathbf{k}) & 0 & 0 & 0  \tag{7.7}\\
0 & t^{\prime} f(\mathscr{K}-\mathbf{k}) & 0 & 0 \\
0 & 0 & -t^{\prime} f(\mathscr{K}+\mathbf{k}) & 0 \\
0 & 0 & 0 & t^{\prime} f(\mathscr{K}-\mathbf{k})
\end{array}\right)
$$

where $t^{\prime}=t_{A A} / t_{A B}=t_{B B} / t_{A B}$ and $f(\mathbf{k})=2 \cos \left(\sqrt{3} k_{y}\right)+4 \cos \left(\frac{\sqrt{3}}{2} k_{y}\right) \cos \left(\frac{3}{2} k_{x}\right)$. For the special case where we look at the cut for $k_{x}=0$ the eigenvalues of the $\mathscr{L}$ matrix can be found analytically and are given by

$$
\begin{gather*}
\epsilon_{\mathcal{K}}(k)=\frac{1}{2}\left[ \pm\left(\phi(\mathscr{K}-\mathbf{k})-\phi^{*}(\mathbf{k}+\mathscr{K})\right)\right. \\
\left. \pm \sqrt{\left(2 \Delta_{c}+6 U n \mp\left(\phi(\mathscr{K}-\mathbf{k})+\phi^{*}(\mathbf{k}+\mathscr{K})\right)\right)\left(2\left(\Delta_{c}+U n\right) \mp\left(\phi(\mathscr{K}-\mathbf{k})+\phi^{*}(\mathbf{k}+\mathscr{K})\right)\right)}\right] \tag{7.8}
\end{gather*}
$$

with $\psi_{A / B}^{(0)}=n_{A / B} e^{i \theta_{A / B}}$ assuming $n_{A}=n_{B}$ and $\mathbb{K}=a\left(0,4 \frac{\pi}{3 \sqrt{3}}\right)$ the momenta of the considered Dirac point. In the general case, when one considers $n_{A} \neq n_{B}$, one introduces anisotropy in the system leading to an opening of the gap. In polariton experiments, one

### 7.1. Bogoliubov excitation spectrum

can observe the Bogoliubov ghost branch that corresponds to negative energy excitation. This is due to parametric excitations [154, 155] and observed for both incoherent [156] and coherent [157] pumping. Ghost branches have then a highly relevant role as they correspond to the excitations holes. We remark that the matrix $\mathscr{L}$ does not satisfy the inversion symmetry relation, i.e $\mathscr{L}^{*}=-\sigma \mathscr{L} \sigma$ where,

$$
\sigma=\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{7.9}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right),
$$

which implies that there is no set of eigenvalues which are opposite $\left(\epsilon_{k_{y}},-\epsilon_{k_{y}}^{*}\right)$. In other words, the ghosts branches are not expressed as the opposite of the physical excitation branches. They form a lattice structure in $k$-space shifted with respect to the normal branches lattice, as shown in Fig. 7.1. This is due to the scattering allowed by the Bogoliubov approximation, that transforms modes of the condensates into excitations with wavevector $\mathbf{k}$ and $\mathbf{k}-2 \mathscr{K}$.


Figure 7.1: Sketch of the ghost lattice in $k$-space as compared to the real lattice.

The ghost branches corresponds to particles with opposite momenta and energy as can be clearly seen in Fig. 7.2 so that the Doppler effect for ghost excitations is opposite. Along the $x$ direction, this symmetry is present and the spectrum is composed of a set of opposite complex conjugated eigenvalues ( $\epsilon_{k_{x}},-\epsilon_{k_{x}}^{*}$ ). This is due to the fact that the condensate is not moving in the $x$ direction. The spectrum is composed of multiple branches,


Figure 7.2: The excitation spectrum at different polariton densities and energy shift $\Delta_{c}$. The real (solid) and the imaginary (dashed) parts of the spectrum in the frame of the pump momentum at the Dirac point, which is $\mathbf{k}_{\text {inc }}=\mathscr{K}$ in the $y$-direction, for $k_{x}=0$. For a) $\Delta_{c}=-1$ and $U n=1$, b) $\Delta_{c}=-5$ and $U n=5$, c) $\Delta_{c}=-0.5$ and $\left.U n=0.5, \mathbf{d}\right) \Delta_{c}=-0.5$ and $U n=2$, e) $\Delta_{c}=-5$ and $U n=1$, f) $\Delta_{c}=1$ and $\left.U n=1, \mathbf{g}\right) \Delta_{c}=-8$ and $U n=1$. Black dashed line correspond to the single-particle dispersion.

### 7.1. Bogoliubov excitation spectrum

the real and imaginary part is plotted in Fig 7.2 for the case of the stable C point 6.3 in hysteresis loop (sub-panels a) to c) in Fig. 7.2.). It appears that in this C point only one of the branch is stable ( + or - depending on the sign of $\Delta_{c}$ ) so that only one sub $k$-space lattice Dirac points will be turned on, corresponding to the wavevector $k_{i n c}$ of the pump. This latter point is a manifestation of the symmetry of the system. This stability of the branch is in correspondence with observability of the branch, i.e unstable branches are not observable due to the interference of the two sub-lattices (See discussion in Sec. 6.2.2). Reducing the interactions, the + branch becomes stable. The spectrum in Fig. 7.2 d) corresponds to the stable region above the C point where the + branch becomes gapped in agreement with the prediction for one component case.
The spectrum at low energy close to the Dirac point is Doppler shifted, i.e as we are in the laboratory frame of, excitations at $q=\mathscr{K}+k$ or $q=\mathscr{K}-k$ will feel different sound velocities as they will flow against or with the flow of the condensate at velocity $\mathcal{K}$. In Fig. 7.2 panels a)c)e)f), the low- $k$ dispersion relation around the Dirac point has sonic shape with sound speed lower than the speed of flow corresponding to a supersonic motion: here the system is not superfluid [158] as Bogoliubov modes can be resonantly excited by a defect inducing Rayleigh scattering ring. Fig. $7.2 \mathbf{b}$ b) illustrate the case of a subsonic motion, where the polariton gas behaves as a superfluid: no Bogoliubov mode can be any longer resonantly excited and the resonant Rayleigh scattering ring disappears. It has been recently shown that the polaritonic systems are not Galilean invariant in the presence of a reservoir [159]. Then there is no one to one correspondence between Landau critical velocity and the Bogoliubov speed of sound, however this criterion still holds when the sound velocity is properly renormalized. Moreover, we observe that, strangely enough, the gas of polariton acquire superfluid property at momenta $\mathbf{k} \neq \mathscr{K}$ different from the driving of the pump as can be seen in panel e) and $\mathbf{f}$ ). This two point are found to be stable without any dynamical instability and ghost and normal branches are exchanging position with respect the the horizontal axis.

### 7.1.1 Stability analysis

From the study of the above dynamical matrix $\mathscr{L}$ one is able to link the stability of the polaritonic gas with the eigenvalues of the dynamical matrix. We define

$$
\begin{equation*}
\gamma_{\mathrm{eff}}(\mathbf{k})=\operatorname{Im}[\epsilon(\mathbf{k})] \tag{7.10}
\end{equation*}
$$

Following [144] the stability criterion is defined as follows, whenever $\gamma_{\text {eff }}(\mathbf{k})+\gamma>0, \forall \mathbf{k}$, the gas of polaritons is drawn to an instability as the excitations are damped. Thus, using this criterion we see that in the optical bistability regime, beyond the point C where $|U n|=\left|\Delta_{c}\right|$ the system is found to be unstable (see Fig. 7.3) and does not follow the usual behavior of a 2D polaritonic gas (see Fig. 6.3). Therefore, one can see that the mean-field analysis might be not suited to characterize the polaritonic gas and quantum-fluctuation should be high in those unusual regions of instability. At the C point, the symmetry of the Dirac cones is allowing momentum transfer processes that can empty the polaritonic con-


Figure 7.3: Panel a) represents the hysteresis loop in the optical bistability regime. The dots are marking the unstable region corresponding to panel $\mathbf{b}$ ) where the fraction of unstable mode is plotted. We see that beyond the C point where $|U n|=\left|\Delta_{c}\right|$ the system is found to be unstable.
densate. In this case the Bogoliubov approximation of a macroscopically occupied ground state breaks down and a more refined theory would be needed.

### 7.2 Experimental excitation spectrum

As a matter of consistency with the earlier approach presented in Sec 6.2.2 we link the intensity of the excitation in terms of their Bloch wave expression. The contribution of Bogoliubov excitation to Bloch wave $\delta \Psi_{n, \mathbf{k}}(\mathbf{r})$ is expressed in term of the Bogoliubov amplitudes [160]

$$
\begin{align*}
\delta \Psi_{n \mathbf{k}}(\mathbf{r}, t) & =\frac{1}{\sqrt{N / 2}} \sum_{j}\left(e^{i \mathbf{k} \cdot \mathbf{R}_{j}^{A}}\left(u_{\mathbf{k}, n}^{A} e^{-i \tilde{\epsilon}_{\mathbf{k}, n}}+v_{-\mathbf{k} n}^{A} e^{i \tilde{\epsilon}_{\mathbf{k}, n}}\right) \phi\left(\mathbf{r}-\mathbf{R}_{j}^{A}\right)\right. \\
+ & \left.e^{i \mathbf{k} \cdot \mathbf{R}_{j}^{B}}\left(u_{\mathbf{k} n}^{B} e^{-i \tilde{\epsilon}_{\mathbf{k}, n}}+v_{-\mathbf{k} n}^{B} e^{i \tilde{\epsilon}_{\mathbf{k}, n}}\right) \phi\left(\mathbf{r}-\mathbf{R}_{j}^{B}\right)\right), \tag{7.11}
\end{align*}
$$

so that the observed intensity within the first Brillouin zone and for a band $n= \pm$ reads

$$
\begin{align*}
I & =\left|\delta \Psi_{n}(\mathbf{q}, \omega)\right|^{2} \\
& =|\tilde{\psi}(\mathbf{q})|^{2}\left[\delta\left(\omega-\tilde{\epsilon}_{\mathbf{k}, n}\right)\left|u_{\mathbf{k}, n}^{A}+u_{\mathbf{k}, n}^{B}\right|^{2} \delta_{\mathbf{k}, \mathbf{q}}+\delta\left(\omega+\tilde{\epsilon}_{\mathbf{k}, n}\right)\left|v_{-\mathbf{k}, n}^{A}+v_{-\mathbf{k}, n}^{B}\right|^{2} \delta_{-\mathbf{k}, \mathbf{q}}\right] \tag{7.12}
\end{align*}
$$

In the limit where there is no interaction we recover $u_{n k}^{A / B}=C_{A / B}^{n \mathbf{k}}$ consistent with the result of Sec.6.2.2. The additional contribution coming from the ghost branch is weighted by the $v$ amplitude that is weak compared to $u$ coefficient of Bogoliubov transformation, as we see from the numerical diagonalization of $\mathscr{L}$ (or $\mathscr{L}^{\prime}$ ). The calculated intensity is given in Fig. 7.4 as a fit of experimental data of observed intensity pattern of polariton in honeycomb lattice structure.

### 7.2. Experimental excitation spectrum

### 7.2.1 Experimental realization

Experimental realization have been done in the group of Maxime Richard at Néel Institute in Grenoble with whom we were in close collaboration. Their experiment implements the honeycomb lattice with coupled micropillars etched in a planar semiconductor microcavity driven with coherent laser field at the Dirac point wavevector yielding a macroscopic occupation of the state at $k=\mathscr{K}$. As can be seen from Fig. 7.4 the system being unstable


Figure 7.4: Experimental data of observed intensity pattern of polariton in honeycomb lattice for both zero (top panels) and finite (lower panels) interaction strength. Red curves correspond to theoretical fit from (Eq. 7.12). White dots are average data with Lorentzian weight. In the experiment the $k$-space is turned by $90^{0}$ so that $k_{x}$ and $k_{y}$ are exchanged compared to the theoretical description.
at the C point, the Dirac cone structure is suppressed and the system is in a state below the C point (see red dot in Fig. 7.3 , left panel, that represents the state of the system in the bistability one-component curve). The experimental data fit remarkably with Bogoliubov theory in both direction of momentum. We want to emphasies that the momentum space in the experiment is turned by $90^{0}$ so that $k_{x}$ and $k_{y}$ are exchanged compared to the theoretical description. Annihilation of a part of the spectrum in the experiment as theoretically described in Sec. 6.2.2 is also seen. A gap is observed in the spectrum in the experimental $k_{y}$ direction (Fig. 7.4 top middle panel). The theoretical fit is made possible thanks to energy shift between the sub-lattice. This shift might arise from the polarization
depend tunneling of polaritons in the honeycomb structure.

### 7.2.2 Retarded Green's function

Before concluding the Chapter, we would like to calculate the polariton spectral functions using the Green's function formalism. Since the Hamiltonian is time independent, the retarded Green's function dependent only on the time difference. We define the normal retarded Green's function as follow,

$$
\begin{equation*}
G_{\alpha, \beta}^{R}(\mathbf{k}, t)=-i \theta(t)\left\langle\left[\psi_{\mathbf{k}, \alpha}(t), \psi_{\mathbf{k}, \beta}^{\dagger}(0)\right]\right\rangle \tag{7.13}
\end{equation*}
$$

and the anomalous retarded Green's function

$$
\begin{equation*}
\tilde{G}_{\alpha, \beta}^{R}(\mathbf{k}, t)=-i \theta(t)\left\langle\left[\psi_{-\mathbf{k}, \alpha}(t), \psi_{\mathbf{k}, \beta}(0)\right]\right\rangle \tag{7.14}
\end{equation*}
$$

It is convenient to represent the Green's function in the so called Nambu structure

$$
\hat{G}_{\alpha, \beta}^{R}(\mathbf{k}, t)=-i \theta(t)\left\langle\left[\begin{array}{cc}
\psi_{\mathbf{k}, \alpha}(t) \psi_{\mathbf{k}, \beta}^{\dagger}(0) & \psi_{-\mathbf{k}, \alpha}(t) \psi_{\mathbf{k}, \beta}(0)  \tag{7.15}\\
\psi_{\mathbf{k}, \alpha}^{\dagger}(t) \psi_{-\mathbf{k}, \beta}^{\dagger}(0) & \psi_{\mathbf{k}, \alpha}^{\dagger}(t) \psi_{\mathbf{k}, \beta}(0)
\end{array}\right]\right\rangle
$$

The equation of motion leads to

$$
i \partial_{t} \tilde{G}_{\alpha, \beta}^{R}(\mathbf{k}, t)=\delta(t) \delta_{\alpha, \beta}+\theta(t)\left\langle\left[\begin{array}{cc}
\partial_{t} \psi_{\mathbf{k}, \alpha}(t) \psi_{\mathbf{k}, \beta}^{\dagger}(0) & \partial_{t} \psi_{-\mathbf{k}, \alpha}(t) \psi_{\mathbf{k}, \beta}(0)  \tag{7.16}\\
\partial_{t} \psi_{\mathbf{k}, \alpha}^{\dagger}(t) \psi_{-\mathbf{k}, \beta}^{\dagger}(0) & \partial_{t} \psi_{\mathbf{k}, \alpha}^{\dagger}(t) \psi_{\mathbf{k}, \beta}(0)
\end{array}\right]\right\rangle
$$

where we used equal time commutation relation $\left[\psi_{\mathbf{k}^{\prime}, \alpha}(t), \psi_{\mathbf{k}, \beta}^{\dagger}(t)\right]=\delta_{\alpha, \beta} \delta_{\mathbf{k}^{\prime}, \mathbf{k}}$. We next use the Bogoliubov equation of motion for the fields,

$$
\left[i \partial_{t} \mathscr{I}-\mathscr{L}\right]\left(\begin{array}{ll}
\hat{G}_{A, A}^{R}(\mathbf{k}, t) & \hat{G}_{A, B}^{R}(\mathbf{k}, t)  \tag{7.17}\\
\hat{G}_{B, A}^{R}(\mathbf{k}, t) & \hat{G}_{B, B}^{R}(\mathbf{k}, t)
\end{array}\right)=\delta(t) \mathscr{I}
$$

where $\mathscr{I}$ is the identity matrix. The equation leads to the following representation in momentum and frequency domain

$$
[\omega \mathscr{I}-\mathscr{L}]\left(\begin{array}{ll}
\hat{G}_{A, A}^{R}(\mathbf{k}, \omega) & \hat{G}_{A, B}^{R}(\mathbf{k}, \omega)  \tag{7.18}\\
\hat{G}_{B, A}^{R}(\mathbf{k}, \omega) & \hat{G}_{B, B}^{R}(\mathbf{k}, \omega)
\end{array}\right)=\mathscr{I}
$$

leading us to the interpretation of this retarded Green's matrix as the inverse of $[\omega \mathscr{I}-\mathscr{L}]$. Considering the following Bogoliubov transformation

$$
\begin{align*}
& \delta a_{\mathbf{k}}=\sum_{n= \pm} u_{\mathbf{k}, n}^{A} \gamma_{\mathbf{k}, n}+\left(v_{-\mathbf{k}, n}^{A}\right)^{*} \gamma_{-\mathbf{k}, n}^{\dagger}  \tag{7.19}\\
& \delta b_{\mathbf{k}}=\sum_{n= \pm} u_{\mathbf{k}, n}^{B} \gamma_{\mathbf{k}, n}+\left(v_{-\mathbf{k}, n}^{B}\right)^{*} \gamma_{-\mathbf{k}, n}^{\dagger} \tag{7.20}
\end{align*}
$$
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where the operators $\gamma_{\mathbf{k}, n}^{\dagger}$ creates a Bogoliubov excitation in band $n= \pm$ of wave vector $\mathbf{k}$ diagonalizing the Bogoliubov Hamiltonian

$$
\begin{equation*}
H_{\mathrm{Bog}}=\sum_{n= \pm} \tilde{\epsilon}_{\mathbf{k}, n} \gamma_{\mathbf{k}, n}^{\dagger} \gamma_{\mathbf{k}, n} \tag{7.21}
\end{equation*}
$$

The retarded Green's function in the diagonal Bogoliubov basis is expressed by

$$
\begin{array}{r}
G_{\gamma_{n}}^{R}(\mathbf{k}, t)=-i \theta(t)\left\langle\left[\gamma_{\mathbf{k}, n}(t), \gamma_{\mathbf{k}, n}^{\dagger}(0)\right]\right\rangle \\
G_{\bar{\gamma}_{n}}^{R}(\mathbf{k}, t)=-i \theta(t)\left\langle\left[\gamma_{\mathbf{k}, n}^{\dagger}(t), \gamma_{\mathbf{k}, n}(0)\right]\right\rangle \\
G_{\gamma_{n}}^{R}(\mathbf{k}, \omega)=\lim _{\eta \rightarrow 0} \frac{1}{\omega-\tilde{\epsilon}_{\mathbf{k}, n}+i \eta} \\
G_{\bar{\gamma}_{n}}^{R}(\mathbf{k}, \omega)=\lim _{\eta \rightarrow 0} \frac{1}{\omega+\tilde{\epsilon}_{\mathbf{k}, n}+i \eta} \tag{7.25}
\end{array}
$$

where the mean value is taken over the Bogoliubov vacuum of excitation, i.e $\gamma_{\mathbf{k}, n}|0\rangle=0$, $G_{\bar{\gamma}_{n}}^{R}(\mathbf{k}, \omega)$ refers to the ghost branch Green's function. Addition of the single particle loss rate $\gamma_{\mathbf{k}}$ as in Sec. 6.2.3 induces the mechanism of Brillouin zone selection for the Bogoliubov modes for the observed intensity of ghost $\bar{A}(\mathbf{k}, \omega, n)=-\frac{1}{\pi} \operatorname{Im}\left[G_{\bar{\gamma}_{n}}^{R}\right]$ and normal branches $A(\mathbf{k}, \omega, n)=-\frac{1}{\pi} \operatorname{Im}\left[G_{\gamma_{n}}^{R}\right]$.

## Chapter 8

## Conclusion and perspectives

 N this thesis we have studied the properties of a two-leg bosonic ring ladder subjected to a gauge field for wide range of interaction strengths between particles with specific application to ultra-cold atomic gases. Another type of quantum system, namely a gas of polaritons in honeycomb lattice has also been studied.

In chapter 2, we have studied the ground-state properties of weakly interacting bosons on a double ring lattice, subjected to two gauge fields. The phase diagram has been computed for high magnetic flux recovering known phases, namely the Meissner, the vortex and biased-ladder phase. An additional phase has been revealed due to the commensurability of the total flux with respect to the allowed momentum in the rings, showing imbalanced density in the Meissner phase. Also, for special values of total flux $\Phi$, due to finite size effects, we have found that the ground state may host a single vortex even in the Meissner phase at zero interaction strength. An analysis of the persistent currents shows that it is possible to identify the Meissner, biased ladder and vortex phase. In the latter, due to finite-size of the double ring lattice, it is possible to monitor the appearance of pairs of vortices at increasing $\phi$. The interference patterns among the two rings yield spiral images adapted to probe those various phases in a cold-atom experiment. In outlook of this chapter it would be interesting to study the influence of centrifugal forces to understand the threshold above which particles are ejected from the inner ring.

Beyond mean-field analysis, we computed the Bogoliubov equations in order to take into account quantum fluctuation in the double ring ladder. This has been the subject of chapter 3. We have performed a detailed study of the excitation spectrum of a weakly interacting Bose gas in a two-leg bosonic ring ladder subjected to an artificial gauge flux for all the three phases expected at weak interactions, i.e the Meissner, vortex and biased ladder phase. To capture the excitation spectrum in cold-atom experiment we have computed the dynamical structure factor accessible via angular momentum Bragg spectroscopy. Features of supersolidity have been highlighted, i.e high coherence of the gas over the ring and diagonal long-range order. The emergence of supersolidity in this system is quite remarkable, as, at difference from the spin-orbit coupled Bose gas, the visibility of the fringes can be arbitrarily tuned thanks to the absence of interspecies contact interac-
tions in the current model. Phonon like dispersion are visible in the dynamical structure factor in the Meissner phase as well as roton minima and double Goldstone mode in the vortex phase. Finally, we have shown the emergence of Josephson excitations in a finite ring, corresponding to population imbalance oscillations among the two rings. We have found that the Josephson modes appear both in the Meissner and vortex phase, in the latter case we have found both homogeneous oscillations as well as spin-like excitations carrying a longitudinal momentum. In outlook, it would be interesting to study the excitation spectrum at larger interaction strengths, where the nature of the ground state changes onto a fragmented condensate [71] or a fragmented Fermi sphere [103] at intermediate and large interactions respectively. Also a detailed study of the Josephson modes should be carried out as well as Goldstone and Higgs modes at the supersolid to BEC transition.

In chapter 4 we have studied the ground-state properties of a two-leg bosonic ring ladder subjected to gauge field in the quantum regime using both analytic and exact diagonalization techniques. The ground-state is always fragmented but its nature depends on the interaction strength, ranging from a fragmentation among two single-particle states at weak interactions to fragmented Fermi seas at very large interaction. This Fermi seas description holds provided that the tunnel coupling between the two rings is sufficiently weak and the flux threading the system relatively strong. This allows for an analytical ansatz which well describes the limits of very weak or very strong interactions. The chiral current and current-current correlation functions have been used to characterize the vortex phase. The density-density correlation function shows the onset to fermionization via the appearance of Friedel-like oscillations at large interactions, and a double-peak structure in the momentum distribution together with the demonstration of degenerate eigenvalues of the one-body density matrix establishes the fragmented nature of the state. In outlook, it would be interesting to explore the crossover from quantum regime at very weak filling considered in this work and the mean-field Gross-Pitaevskii description used in the case of very large number of bosons per lattice site.

In chapter 5, we bosonized the double ring Hamiltonian at low coupling between the rings and, thanks to the mode expansion, we have explored the influence of a defect in the Meissner phase. The bosonized Hamiltonian obtained is of the form of a sine-Gordon model with a flux. This Hamiltonian in the context of Mott insulator to superfluid transition is well known and features a commensurate-incommensurate transition that is the analogue of the Meissner to vortex transition. The vortex phase emerges when the cosine term is relevant in the sense of the renormalization group equations and is pinning the angular momentum of the system. Known fermionization approach allows to compute a renormalized form of the Luttinger Hamiltonian that permits the calculation of observables such as the chiral current in which we saw the same behavior as in the noninteracting case, and the momentum distribution, which exhibits two peaks related to the finite momenta of the solitons which are the excitations of the sine-Gordon there. We have also calculated the lowest order term of the dynamical structure factor in the vortex phase, that displays a separation in spin and charge modes. This is the same features as
what observed in Chapter 3 at weak interactions. Further studies need to be done in the calculation of the umklapp term in the dynamical structure factor. It would be an interesting point to carry numerical simulation in order to take into account finite size corrections on the dynamical structure factor and to calculate higher order terms.

In the last chapter 6 and 7 we studied the physics of a polaritonic gas in a honeycomb lattice. First we saw that the single particle description that interference between sub-lattice polariton decay into vacuum photon was inducing a disparition of a part of the spectrum, as experimentally observed. This interference has been shown to have a deeper origin, i.e that the coupling between the vacuum electromagnetic field and the polariton inside the honeycomb is suppressed. This implies the possibility of engineering dark states with very long life time. Then, considering the non-equilibrium nature of the polaritons we derived the steady state for a pumping at momentum equal to the Dirac point and contact interaction between the polaritons. As the steady-state Gross Pitaevskii equations decouple at the Dirac point we were able to derive an analogue of the one component bistability equation for polaritonic field. Quantum fluctuation on top of the steady state solution via Bogoliubov formalism enabled us to study the excitation spectrum of the interacting gas. A stability analysis of the Bogoliubov mode revealed the possibility of a physics beyond mean-field as the bistability curve shows unexpected instabilities. Finally, we drew a formal link between the excitation spectrum and the Green's function in order to account for the extinction due to the geometry of the lattice also in the case of an interacting gas. As an outlook it would be interesting to study in greater detail the origin of the dynamical instability and look for beyond mean-field states with advanced techniques, taking into account the quantum fluctuations. Moreover, the question of the topology of the Dirac point at varying interaction by the study of the Berry phase in the Bogoliubov formalism would be an interesting direction of investigation.

## Appendix A

## Diagonalization of the non interacting Hamiltonian

In order to diagonalize the Hamiltonian $H_{0}$ in Eq. (2.6) we introduce the Fourier transform of the field operator according to $a_{l, p}=\frac{1}{\sqrt{N_{s}}} \sum_{k} a_{k, p} e^{-i k_{p} l}$. Periodic boundary conditions on each ring $a_{l, p}=a_{l+N_{s}, p}$ lead to quantized values for the wavevectors $k=\frac{2 \pi}{N_{s}} j$, where $j \in\left[0, N_{s}-1\right]$ is an integer number. The Hamiltonian in Fourier space then reads

$$
\hat{H}_{0}=\sum_{k}\left(\begin{array}{ll}
a_{k, 1}^{\dagger} & a_{k, 2}^{\dagger} \tag{A.1}
\end{array}\right) H(k)\binom{a_{k, 1}}{a_{k, 2}},
$$

where $H(k)$ is given by

$$
H(k)=\left(\begin{array}{cc}
-2 J \cos (k-\Phi-\phi / 2) & -K  \tag{A.2}\\
-K & -2 J \cos (k-\Phi+\phi / 2)
\end{array}\right) .
$$

We diagonalize it using the unitary transformation

$$
\binom{a_{k, 1}}{a_{k, 2}}=\left(\begin{array}{cc}
v_{k} & u_{k}  \tag{A.3}\\
-u_{k} & v_{k}
\end{array}\right)\binom{\alpha_{k}}{\beta_{k}},
$$

where $u_{k}$ and $\nu_{k}$ are given by

$$
\begin{align*}
& \left.v_{k}=\sqrt{\frac{1}{2}\left(1+\frac{\sin (\phi / 2) \sin (k-\Phi)}{\left.\sqrt{(K / 2 J)^{2}+\sin ^{2}(\phi / 2) \sin ^{2}(k-\Phi)}\right)}\right.}\right)  \tag{A.4}\\
& u_{k}=\sqrt{\frac{1}{2}\left(1-\frac{\sin (\phi / 2) \sin (k-\Phi)}{\left.\sqrt{(K / 2 J)^{2}+\sin ^{2}(\phi / 2) \sin ^{2}(k-\Phi)}\right)}\right.} . \tag{A.5}
\end{align*}
$$

The final form for the Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{0}=\sum_{k} \alpha_{k}^{\dagger} \alpha_{k} E_{+}(k)+\beta_{k}^{\dagger} \beta_{k} E_{-}(k), \tag{A.6}
\end{equation*}
$$



Figure A.l: Density on the double ring for $K / J=0.95, N_{s}=20, \phi=\pi / 2$ and upper panel $\theta=0.01$, down panel $\theta=0$.
with

$$
\begin{align*}
E_{ \pm} & =-2 J \cos (\phi / 2) \cos (k-\Phi)  \tag{A.7}\\
& \pm \sqrt{K^{2}+(2 J)^{2} \sin ^{2}(\phi / 2) \sin ^{2}(k-\Phi)} . \tag{A.8}
\end{align*}
$$

In the non-interacting regime, in the parameter region where the energy spectrum has a double minimum, the ground state has the form $|\psi\rangle=\frac{1}{\sqrt{N!}}\left(\cos (\theta / 2) \beta_{k_{1}}^{\dagger}+\sin (\theta / 2) \beta_{k_{2}}^{\dagger}\right)^{N}|0\rangle$. This state is fully degenerate in the occupancy of the minima, ie it provides the same ground-state energy for any choice of $\theta$. As discussed in section IV, this degeneracy is broken at the level of mean-field by the interactions. In section III we chose to consider, in the non-interacting regime, only the case $\theta=\pi / 2$ which leads to the same occupancy of the minima and hence the same density profiles on the two rings. Different choices for $\theta$ will induce different density profiles, eg an imbalanced vortex for $\theta \in] 0, \pi[$ and $\theta \neq \pi / 2$, and a biased-ladder for $\theta=0$ and $\theta=\pi$ (see Fig. A.1).

## Appendix B

## Numerical method for the solution of the DNLSE

We provide here the details for the numerical solution of the DNLSE 3.20, obtained by iterative steps of the type

$$
\begin{equation*}
\binom{\Psi_{1}(t+\Delta t)}{\Psi_{2}(t+\Delta t)}=U(\Delta t)\binom{\Psi_{1}(t)}{\Psi_{2}(t)} \tag{B.1}
\end{equation*}
$$

where $U(\Delta t)=\exp (-i H \Delta t)$ is the time-evolution operator and we have introduced the vector notation $\Psi_{p}=\left\{\Psi_{1, p}, \ldots, \Psi_{N_{s}, p}\right\}$ Using the Campbell Hausdorff formula we approximate it to order $(\Delta t)^{2}$ by

$$
\begin{equation*}
U(t, t+\Delta t)=e^{-i H_{0} \Delta t} e^{-i H_{i n t} \Delta t}+O(\Delta t)^{2} \tag{B.2}
\end{equation*}
$$

The interacting Hamiltonian being diagonal in position space and the kinetic one in $k$ space, we use the split-step Fourier algorithm [70]. Furthermore, to obtain the groundstate wave function we perform an evolution in imaginary times. Hence the evolution of our wave function can be recast as follows:

$$
\binom{\Psi_{1}(t+\Delta t)}{\Psi_{2}(t+\Delta t)}=\mathscr{F}^{-1}\left[M\left(\begin{array}{cc}
e^{-E_{+} \Delta t_{\square_{N_{s}}}} & 0_{N_{N_{s}} \times N_{s}}  \tag{B.3}\\
0_{N_{s} \times N_{s}} & e^{-E \Delta t_{\emptyset_{N_{s}}}}
\end{array}\right) M^{-1} \mathscr{F}\left[\binom{e^{-U\left|\Psi_{1}(t)\right|^{2} \Delta t} \Psi_{1}(t)}{e^{-U\left|\Psi_{2}(t)\right|^{2} \Delta t} \Psi_{2}(t)}\right]\right]
$$

where $\left|\Psi_{p}(t)\right|^{2}=\left\{\left|\Psi_{l, p}\right|^{2}, \ldots .\left|\Psi_{N_{s}, p}\right|^{2}\right\}, E_{ \pm}=\left\{E_{ \pm}\left(2 \pi / N_{s}\right), \ldots, E_{ \pm}\left(2 \pi j / N_{s}\right), \ldots, E_{ \pm}(2 \pi)\right\}$, and $M$ is the unitary matrix which diagonalizes the non-interacting Hamiltonian $H(k)$ A.2) according to

$$
M=\left(\begin{array}{cc}
v_{k} & u_{k}  \tag{B.4}\\
-u_{k} & v_{k}
\end{array}\right)
$$

and $\mathscr{F}$ indicates the Fourier transform.

## Appendix C

## Interference patterns of expanding rings

We derive here the expression for the intensity of the interference pattern of expanding rings given in Eq. (2.21).

We consider first the expansion dynamics of a single condensate initially subjected to a tightly confining potential. We follow the time evolution of the condensate wavefunction following a sudden turn-off of the confinement at time $t=0$. We will also assume that, due to a sudden decrease of the condensate density, interactions can be neglected during the dynamics, they indeed affect the dynamics of the condensate only in the initial stages of the expansion [161]. If $|\Psi(0)\rangle$ is the initial state of the system, its time evolution following the trap opening is given by

$$
\begin{align*}
|\Psi(t)\rangle & =e^{-i H t / \hbar}|\Psi(0)\rangle \\
& \simeq e^{-i H_{k i n} t / \hbar} \sum_{\mathbf{k}}|\mathbf{k}\rangle\langle\mathbf{k} \mid \Psi(0)\rangle \\
& =\sum_{\mathbf{k}} \tilde{\Psi}_{0}(\mathbf{k}) e^{-i \frac{\hbar \mathbf{k}^{2}}{2 m} t}|\mathbf{k}\rangle \tag{C.1}
\end{align*}
$$

where $H_{k i n}=\hat{p}^{2} / 2 m$ is the kinetic part of the Hamiltonian. This readily yields

$$
\begin{equation*}
\Psi(\mathbf{x}, t)=\int d^{2} \mathbf{k} \tilde{\Psi}_{0}(\mathbf{k}) e^{-i \frac{\hbar \mathbf{k}^{2}}{2 m} t} e^{i \mathbf{k} \cdot \mathbf{x}} \tag{C.2}
\end{equation*}
$$

Using the saddle-point method to approximate the above integral, in the long-time limit we obtain

$$
\begin{equation*}
\Psi(\mathbf{x}, t) \approx \sqrt{\frac{2 \pi m}{t \hbar}} \tilde{\Psi}_{0}\left(\bar{k}_{x}, \bar{k}_{y}\right) e^{i \frac{m}{2 t h}\left(x^{2}+y^{2}\right)}, \tag{C.3}
\end{equation*}
$$

where $\bar{k}_{x}=x m /(\hbar t), \bar{k}_{y}=y m /(\hbar t)$, thus corresponding to the ballistic regime of the expansion - the condensate expands at constant velocity, reaching a point in space fixed by its initial momentum in the trap.

In the specific case where the initial confining potential is a double ring lattice, where $V(\mathbf{x})=\sum_{l} \frac{1}{2} m \omega^{2}\left|\mathbf{x}-\mathbf{x}_{l}\right|^{2}$ and $\mathbf{x}_{l}$ indicate the minima of the double ring lattice in a twodimensional plane, we study the expansion and interference of the condensates released
from each ring lattice. Assuming a deep lattice for each ring, and weak inter-ring tunneling, one may consider each lattice site $l$ as occupied by a condensate with phase $\phi_{l, p}$ and density $n_{l, p}$ weakly coupled to the condensates on the adjacent sites.

After releasing both ring lattices, as well turning off the artificial gauge fields, using Eq. (C.3) above, the condensate wavefunctions will overlap and give rise to an interference pattern at position $r$. If the confinement is very tight in the radial direction or the interring distance is larger than the distance among adjacent sites, the first interference fringes are obtained by the superposition of the condensates wavefunctions radially expanding, ie belonging to the same site index $l$. This is estimated assuming that each condensate has travelled a distance $\left(R_{p}-r\right)$ at constant velocity $k_{s, p}=(-1)^{p}\left(R_{p}-r\right) m / \hbar t_{T O F}$, where $p=$ 1,2 labels each ring, thus acquiring a dynamical phase $\hbar t_{T O F} k_{s, p}^{2} / 2 m$, which adds to the initial phase $\phi_{l, p}$. Taking into account the normalization of each condensate, one readily obtains Eq. [2.18]. As discussed in [69, 162] these interference fringes, and in particular the spirals founds in the vortex phase, occur for typical times $t_{T O F}$ of the order of $\tau_{K}=m\left(R_{2}-\right.$ $\left.R_{1}\right) \sigma_{r} / \hbar$ with $\sigma_{r}$ the size of the initial condensate in each well. This time is large enough to ensure ballistic expansion (ie on times larger than $\tau_{b}=m \sigma_{r}^{2} / \hbar$ ), but shorter than the time where neighbouring condensates would contribute to the interference pattern (ie $\left.\tau_{J}=2 \pi m R_{p} \sigma_{r} / \hbar N_{s}\right)$ and would wash out the spirals. At extremely long times, the time-of-flight images will correspond to the momentum distribution of the initial double ring lattice.

## Appendix D

## Rigol's method for hard-core bosons

In this appendix I present the exact approach used in Chapter 4 used to calculate the one-body density matrix in a one dimensional lattice. This approach has been introduced by Rigol [112]. The one-body Green's function for hard-core bosons can be written in the form

$$
\begin{equation*}
G_{i j}=\left\langle\Psi_{H C B}^{G}\right| b_{i} b_{j}^{\dagger}\left|\Psi_{H C B}^{G}\right\rangle=\left\langle\Psi_{F}^{A} \mid \Psi_{F}^{B}\right\rangle \tag{D.1}
\end{equation*}
$$

where we used the Jordan-Wigner transformation introduced in Chapter $4 \mathrm{Sec} 3.51 \mathrm{Eq}, 4.19$

$$
\begin{align*}
& \left|\Psi_{F}^{A}\right\rangle=f_{j}^{\dagger} \prod_{\gamma=1}^{j-1} e^{-i \pi f_{\gamma}^{\dagger} f_{\gamma}}\left|\Psi_{F}^{G}\right\rangle  \tag{D.2}\\
& \left\langle\Psi_{F}^{B}\right|=\left(f_{i}^{\dagger} \prod_{\mu=1}^{i-1} e^{-i \pi f_{\mu}^{\dagger} f_{\mu}}\left|\Psi_{F}^{G}\right\rangle\right)^{\dagger} \tag{D.3}
\end{align*}
$$

moreover $\left|\Psi_{F}^{G}\right\rangle$ refers to the non-interacting fermionic ground state and $\left|\Psi_{H C B}^{G}\right\rangle$ to the corresponding hard-core boson ground state. In general the non-interacting fermionic ground state can be put into a general form in term of the single-particle eigenfunction $P_{\sigma \delta}$ of the non-interacting problem

$$
\begin{equation*}
\left|\Psi_{F}^{G}\right\rangle=\prod_{\delta=1}^{N_{f}} \sum_{\sigma=1}^{N} P_{\sigma \delta} f_{\sigma}^{\dagger}|0\rangle \tag{D.4}
\end{equation*}
$$

where $N_{f}$ is the number of fermions, $N$ the number of sites and $|0\rangle$ the vacuum state. In order to calculate $\left|\Psi_{F}^{A / B}\right\rangle$ we observe that

$$
\begin{equation*}
\prod_{\gamma=1}^{j-1} e^{-i \pi f_{\gamma}^{\dagger} f_{\gamma}}=\prod_{\gamma=1}^{l-1}\left[1-2 f_{\gamma}^{\dagger} f_{\gamma}\right] \tag{D.5}
\end{equation*}
$$

then, the action of $\prod_{\gamma=1}^{l-1} e^{-i \pi f_{\gamma}^{\dagger} f_{\gamma}}$ on the fermionic ground-state given by Eq. D. 4 implies only a change of sign of the elements $P_{\sigma, \delta}$ for $\sigma \leq l-1$, and the creation of a particle at site
$l$ implies the addition of one column to the matrix $P$, with the element $P_{l, N+1}=1$ and all the others equal to zero. Thus, $\left|\Psi_{F}^{A}\right\rangle$, and $\left|\Psi_{F}^{B}\right\rangle$ can be rewritten as

$$
\begin{equation*}
\left|\Psi_{F}^{A / B}\right\rangle=\prod_{\delta=1}^{N+1} \sum_{\sigma=1}^{M} P_{\sigma \delta}^{A / B} f_{\sigma}^{\dagger}|0\rangle \tag{D.6}
\end{equation*}
$$

where the matrices $P^{A, B}$ are obtained from $P$ changing the proper signs and adding the new column $N+1$. The Green's function is then calculated numerically and the one-body density matrix $\rho_{i j}$ is given in term of the one-body Green's function

$$
\begin{equation*}
\rho_{i j}=\left\langle b_{i}^{\dagger} b_{j}\right\rangle=G_{i j}+\delta_{i j}\left(1-G_{i i}\right), \tag{D.7}
\end{equation*}
$$

## Appendix E

## Conformal field approach

It is known that the correlation of a Luttinger liquid in the massless phase corresponds to the correlation functions of a classical two-dimensional system that is at criticality since they decay as power laws. Correlation function for critical systems are known to be invariant under a large class of transformation, including space and time rotation, scale transformations that can be included in a larger class of transformation, the conformal transformations(see Cardy(1996) Di Francesco et al (1997)). As the correlations function decay as power laws, correlations functions are invariant under rescaling so that, with $\psi_{i}$ a field of the theory,

$$
\begin{equation*}
\left\langle\psi_{1}\left(r_{1}\right) \psi_{1}\left(r_{2}\right) \ldots \psi_{1}\left(r_{n}\right)\right\rangle=b^{-v_{1}} b^{-v_{2}} \ldots b^{-v_{n}}\left\langle\psi_{1}\left(\tilde{r}_{1}\right) \psi_{1}\left(\tilde{r}_{2}\right) \ldots \psi_{1}\left(\tilde{r}_{n}\right)\right\rangle \tag{E.1}
\end{equation*}
$$

where $\tilde{r}_{i}=b^{-1} r_{i}$ and the $v_{i}$ are the scaling dimensions of the operators of the theory. The goal is then to find the proper set of $\left\{v_{i}\right\}$ that will leave the correlation function unchanged upon the rescaling. The idea of the conformal theory is to generalize these transformations to are locally simple rescalings, rotations or translations. The transformations that are locally identical to dilatation, rotations, translations are known as conformal transformation E.1. The class of conformal transformation has to preserve locally the metric so that if $r=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$,

$$
\begin{equation*}
\sum_{i} d x_{i}^{\prime} d x_{i}^{\prime}=b(r)^{-2} \sum_{i} d x_{i} d x_{i} \tag{E.2}
\end{equation*}
$$

The use of complex number is very useful as one is in $2 D$ (space and time in our case), thus parametrizing the position as $z=x+i y$. The rescaling factor is then express in terms of analytic function $f$

$$
\begin{equation*}
d z^{\prime} d \bar{z}^{\prime}=\left|f^{\prime}(z)\right|^{2} d z d \bar{z}^{\prime} \tag{E.3}
\end{equation*}
$$

Let us take a correlation function that can be written in terms of the complex variable $z$ as

$$
\begin{equation*}
G\left(z_{1}, z_{2}\right)=\left(\frac{1}{z_{1}-z_{2}}\right)^{h}\left(\frac{1}{\bar{z}_{1}-\bar{z}_{2}}\right)^{\tilde{h}} \tag{E.4}
\end{equation*}
$$



Figure E.1: Example of conformal transformation that preserves locally the angles of the original network. From [163]

Upon a change of coordinates $z \rightarrow z^{\prime}$ the correlation function changes into

$$
\begin{equation*}
G\left(z_{1}^{\prime}, z_{2}^{\prime}\right)=\left[\frac{d z_{1}}{d z_{1}^{\prime}}\right]^{h / 2}\left[\frac{d z_{2}}{d z_{2}^{\prime}}\right]^{h / 2}\left[\frac{d \bar{z}_{1}}{d \bar{z}_{1}^{\prime}}\right]^{\tilde{h} / 2}\left[\frac{d \bar{z}_{2}}{d \bar{z}_{2}^{\prime}}\right]^{\tilde{h} / 2} G\left(z_{1}, z_{2}\right) \tag{E.5}
\end{equation*}
$$

This transformation is then allowing use to obtain correlation function in any geometry that can be obtained by a conformal transformation of the plane. It is then a incredible tool to consider special boundary condition of the system especially periodic boundary condition.

We then advice the reader to follow [118] for the technicalities of the conformal field approach for Luttinger Liquid theory with periodic boundary conditions.

## Appendix F

## Retarded Green's function

Green's Function One can link the retarder Green's function $G^{R}\left(\mathbf{k}, \sigma, t-t^{\prime}\right)=-i \theta(t-$ $\left.t^{\prime}\right)\left\langle\left[\psi_{\mathbf{k}, \sigma}(t), \psi_{\mathbf{k}, \sigma}^{\dagger}\left(t^{\prime}\right)\right]\right\rangle$ to the measured photo-emission spectra $A(\mathbf{k}, \sigma, \omega)$, where $\sigma$ is a spin parameter.

$$
\begin{equation*}
A(\mathbf{k}, \sigma, \omega)=-\frac{1}{\pi} \operatorname{Im}\left[G^{R}(\mathbf{k}, \omega)\right] \tag{F.1}
\end{equation*}
$$

One can derive the Lehmann representation (in $(\mathbf{k}, \omega)$ ) which reads

$$
\begin{equation*}
G^{R}(\mathbf{k}, \sigma, \omega)=\sum_{n, m} \frac{\left.\left|\langle m| \psi_{\mathbf{k}, \sigma}^{\dagger}\right| n\right\rangle\left.\right|^{2}}{\omega+E_{n}-E_{m}+i \eta} \tag{F.2}
\end{equation*}
$$

where $\{|n\rangle\}$ is a set of eigenvector of the Hamiltonian of the system and $\eta$ a regularizator parameter. For the case of single particle Hamiltonian $A(\mathbf{k}, \sigma, \omega)=\delta\left(\omega-\epsilon_{\mathbf{k}, \sigma}\right)$.

Honeycomb lattice Green's function performing the equation of motion for the Green's function in an honeycomb lattice one get in the basis of site $A$ and $B$.

$$
G_{A / B}(\mathbf{k}, \omega)=\lim _{\eta \rightarrow 0} \frac{1}{\omega^{2}-|\phi(\mathbf{k})|^{2}+i \eta}\left(\begin{array}{cc}
\omega & \phi(\mathbf{k})  \tag{F.3}\\
\phi(\mathbf{k})^{*} & \omega
\end{array}\right)
$$

One can then evaluate the limit in the sense of the distribution with $f(\omega)$ being a test function

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \int_{\mathscr{R}} d \omega \frac{\omega}{\omega^{2}-\left|\phi_{k}\right|^{2}+i \eta} f(\omega) \tag{F.4}
\end{equation*}
$$

Let's make the following change of variable $g(\omega)=f(\omega) \omega$ so that $g$ is still a test function and we can use known relation

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \int_{\mathscr{R}} d \omega \frac{1}{\omega^{2}-\left|\phi_{k}\right|^{2}+i \eta} g(\omega)=\int_{\mathscr{R}} d \omega\left(P \frac{1}{\omega^{2}-\left|\phi_{k}\right|^{2}}-i \pi \delta\left(\omega^{2}-\left|\phi_{k}\right|^{2}\right)\right) g(\omega) \tag{F.5}
\end{equation*}
$$

Where $P$ is the principal part, this term should vanish as it behaves as an odd function near 0 . Then in the sense of the distribution we have that

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \int_{\mathscr{R}} d \omega \frac{\omega}{\omega^{2}-\left|\phi_{k}\right|^{2}+i \eta} f(\omega)=-i \frac{\pi}{2}\left[\delta\left(\omega-\epsilon_{k,+}\right)-\delta\left(\omega-\epsilon_{k,-}\right)\right] \tag{F.6}
\end{equation*}
$$

In the same way,

$$
\begin{align*}
\lim _{\eta \rightarrow 0} \int_{\mathscr{R}} d \omega \frac{\phi_{k}}{\omega^{2}-\left|\phi_{k}\right|^{2}+i \eta} f(\omega) & =-i \frac{\pi}{2} e^{i \phi_{k}}\left[\delta\left(\omega-\epsilon_{k,+}\right)+\delta\left(\omega-\epsilon_{k,-}\right)\right] f(\omega)  \tag{F.7}\\
\lim _{\eta \rightarrow 0} \int_{\mathscr{R}} d \omega \frac{\phi_{k}^{*}}{\omega^{2}-\left|\phi_{k}\right|^{2}+i \eta} f(\omega) & =-i \frac{\pi}{2} e^{-i \phi_{k}}\left[\delta\left(\omega-\epsilon_{k,+}\right)+\delta\left(\omega-\epsilon_{k,-}\right)\right] f(\omega) \tag{F.8}
\end{align*}
$$

In the diagonal basis the Green's function reads

$$
G_{ \pm}(\mathbf{k}, \omega)=\left(\begin{array}{cc}
\delta\left(\omega-\epsilon_{k,+}\right) & 0  \tag{F.9}\\
0 & \delta\left(\omega-\epsilon_{k,-}\right)
\end{array}\right)
$$

For a delta like source the wave function is equal to the Green's function of the problem.
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[^0]:    ${ }^{1}$ We take the wave functions of the ansatz (Eq. 3.51) corresponding to the various phases (BL-V,V,M) and we compare their energies calculated from Eq. 2.26 to obtain the phase boundaries.

